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Message from the CSA 2016 General Chair

International Conference on Computer Science and its Applications (CSA 2016) is
the eighth event in the series of international scientific conference. This conference
takes place in Bangkok, Thailand, during December 19–21, 2016. CSA 2016 will
be the most comprehensive conference focused on the various aspects of advances
in computer science and its applications. CSA 2016 will provide an opportunity for
academic and industry professionals to discuss the latest issues and progress in the
area of CSA. In addition, the conference will publish high-quality papers which are
closely related to the various theories and practical applications in CSA.
Furthermore, we expect that the conference and its publications will be a trigger for
further related research and technology improvements in this important subject.
CSA 2016 is the next event in a series of highly successful International Conference
on Computer Science and its Applications, previously held as CSA 2015 (7th
Edition: Cebu, Philippines, December 2015), CSA 2014 (6th Edition: Guam,
December, 2014), CSA 2013 (5th Edition: Danang, December, 2013), CSA 2012
(4th Edition: Jeju, November, 2012), 1CSA 2011 (3rd Edition: Jeju, December,
2011), CSA 2009 (2nd Edition: Jeju, December, 2009), and CSA 2008 (1st Edition:
Australia, October, 2008).

The papers included in the proceedings cover the following topics: Mobile and
ubiquitous computing, Dependable, reliable and autonomic computing, Security
and trust management, Multimedia systems and services, Networking and com-
munications, Database and data mining, Game and software engineering, Grid and
scalable computing, Embedded system and software, Artificial intelligence,
Distributed and parallel algorithms, Web and Internet computing and IT policy and
business management.

Accepted and presented papers highlight new trends and challenges in the area
of computer science and its applications. The presenters showed how new research
could lead to novel and innovative applications. We hope you will find these results
useful and inspiring for your future research. We would like to express our sincere
thanks to Steering Chairs: Prof. James J. (Jong Hyuk) Park (SeoulTech, Korea),
Prof. Han-Chieh Chao (National Ilan University, Taiwan) and Prof. Mohammad S.
Obaidat (Monmouth University, USA). Our special thanks go to the Program
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Chairs: Prof. Gangman Yi (Dongguk University, Korea), Prof. Houcine Hassan
(Universitat Politècnica de València, Spain), Prof. Yu Chen (State University of
New York, USA), Prof. Hwamin Lee (SoonChunHyang University, Korea), Prof.
Jin Wang (Yangzhou University, China), all Program Committee members and all
the additional reviewers for their valuable efforts in the review process, which
helped us to guarantee the highest quality of the selected papers for the conference.

We cordially thank all the authors for their valuable contributions and the other
participants of this conference. The conference would not have been possible
without their support. Thanks are also due to the many experts who contributed to
making the event a success.

CSA 2016 General Chair
Young-Sik Jeong

Yang Xiao
Vincenzo Loia

Rung-Shiang Cheng
Victor Leung
Ka Lok Man
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Message from the CSA 2016 Program Chairs

Welcome to the 8th International Conference on Computer Science and its
Applications (CSA 2016) which will be held in Bangkok, Thailand, during
December 19–21, 2016. CSA 2016 will be the most comprehensive conference
focused on the various aspects of advances in computer science and its applications.

CSA 2016 provides an opportunity for academic and industry professionals to
discuss the latest issues and progress in the area of computer science. In addition,
the conference contains high-quality papers which are closely related to the various
theories and practical applications in computer science. Furthermore, we expect that
the conference and its publications will be a trigger for further related research and
technology improvements in this important subject. CSA 2016 is the next event in a
series of highly successful International Conference on Computer Science and its
Applications, previously held as CSA 2015 (7th Edition: Cebu, December 2015),
CSA 2014 (6th Edition: Guam, December, 2014), CSA 2013 (5th Edition: Danang,
December, 2013), CSA 2012 (4th Edition: Jeju, November, 2012), CSA 2011 (3rd
Edition: Jeju, December, 2011), CSA 2009 (2nd Edition: Jeju, December, 2009),
and CSA 2008 (1st Edition: Australia, October, 2008).

CSA 2016 contains high-quality research papers submitted by researchers from
all over the world. Each submitted paper was peer reviewed by reviewers who are
experts in the subject area of the paper. Based on the review results, the program
committee accepted papers.

For organizing an international conference, the support and help of many people
is needed. First, we would like to thank all authors for submitting their papers. We
also appreciate the support from program committee members and reviewers who
carried out the most difficult work of carefully evaluating the submitted papers.

We would like to give my special thanks to Prof. James J. (Jong Hyuk) Park, Prof.
Han-Chieh Chao, and Prof. Mohammad S. Obaidat, the Steering Committee Chairs
of CSA for their strong encouragement and guidance to organize the symposium.
We would like to thank CSA 2016 General Chair, Prof. Young-Sik Jeong, Prof.
Yang Xiao, Prof. Vincenzo Loia, Prof. Rung-Shiang Cheng, Prof. Victor Leung, and
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Prof. Ka Lok Man. We would like to express special thanks to committee members
for their timely unlimited support.

CSA 2016 Program Chairs
Gangman Yi

Houcine Hassan
Yu Chen

Hwamin Lee
Jin Wang
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Message from the CUTE 2016 General Chairs

On behalf of the organizing committees, it is our pleasure to welcome you to the
11th International Conference on Ubiquitous Information Technologies and
Applications (CUTE 2016), will be held in Bangkok, Thailand, duringn December
19–21, 2016.

This conference provides an international forum for the presentation and
showcase of recent advances on various aspects of ubiquitous computing. It will
reflect the state of the art of the computational methods, involving theory, algo-
rithm, numerical simulation, error and uncertainty analysis and/or novel application
of new processing techniques in engineering, science, and other disciplines related
to ubiquitous computing.

The papers included in the proceedings cover the following topics: Ubiquitous
communication and networking, Ubiquitous software technology, Ubiquitous sys-
tems and applications, Ubiquitous security, Privacy and trust. Accepted papers
highlight new trends and challenges in the field of ubiquitous computing tech-
nologies. We hope you will find these results useful and inspiring for your future
research.

We would like to express our sincere thanks to General Vice-Chairs:
James J. Park (SeoulTech, Korea), Young-Sik Jeong (Dongguk University, Korea),
Doo-soon Park (SoonChunHyang University, Korea), Laurence T. Yang (St. Francis
Xavier University, Canada), Hai Jin (Huangzhong University of Science and
Technology, China), Chan-Hyun Youn (KAIST, Korea), Jianhua Ma (Hosei
University, Japan), Mingyi Guo (Shanghai Jiao Tong University, China), and Weijia
Jia (City University of Hong Kong, Hong Kong). We would also like to express our
cordial thanks to the Program Committee members for their valuable efforts in the
review process, which helped us to guarantee the highest quality of the selected
papers for the conference.

Finally, we would thank all the authors for their valuable contributions and the
other participants of this conference. The conference would not have been possible
without their support. Thanks are also due to the many experts who contributed to
making the event a success.

CUTE 2016 General Chairs
Yi Pan

Weimin Zheng
Gangman Yi

Myung-Hyun Yoon
No Byung-Gyu

Hyoung Woo Park
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Message from the CUTE 2016

Program Chairs

Welcome to the 10th International Conference on Ubiquitous Information
Technologies and Applications (CUTE 2016), which will be held in Bangkok,
Thailand during December 19–21, 2016.

The purpose of the CUTE 2016 conference is to promote discussion and
interaction among academics, researchers and professionals in the field of ubiqui-
tous computing technologies. This year the value, breadth, and depth of the CUTE
2016 conference continues to strengthen and grow in importance for both the
academic and industrial communities. This strength is evidenced this year by
having the highest number of submissions made to the conference.

For CUTE 2016, we received a lot of paper submissions from various countries.
Out of these, after a rigorous peer review process, we accepted only high-quality
papers for CUTE 2016 proceedings, published by the Springer. All submitted
papers have undergone blind reviews by at least two reviewers from the technical
program committee, which consists of leading researchers around the globe.
Without their hard work, achieving such a high-quality proceeding would not have
been possible. We take this opportunity to thank them for their great support and
cooperation.

Finally, we would like to thank all of you for your participation in our confer-
ence, and also thank all the authors, reviewers, and organizing committee members.
Thank you and enjoy the conference!

CUTE 2016 Program Chairs
Yunsick Sung

Keqiu Li
Eunyoung Lee
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Abstract. This proposed research proposes the design and development of a
robotic arm for rehabilitation and training. This wearable robot arm can easily be
used with either the user’s left or right arm. Each joint of exoskeleton motion can
be rotated from −90° to 90° which cover all motions of human arm. The virtual
reality technique is used to provide the 3D graphics to motivate the patient during
the rehabilitation. The designed robot arm will support the patient’s arm during
rehabilitation or training which is a repetitive task over a period of time. Fur-
thermore, this exoskeleton arm can be utilized for training purpose.

Keywords: Exoskeleton � Rehabilitation � Human-robot interface � Virtual
reality

1 Introduction

Generally, stroke rehabilitation involving with motor skill recovery is a repetitive task
during a period of time. This kind of repetitive task also requires the physiotherapist to
assist the stroke patient. The utilization of robot arm would be fit to do repetitive task
and reduces the workloads of physiotherapist or trainer. Recently, many robots have
been used in rehabilitation and training tasks. In general, robot for the rehabilitation task
can be categorized into two styles which are wearable and non-wearable. Joints and
links of the wearable robot are usually designed correspondingly to the patient’s upper
limb. For the examples, the design of “CADEN” [1] applies the cable-pulley to transmit
torque/force from motor to each joint. This design can reduce weight of the exoskeleton.
ARMinIII [2] is designed to have 3 degrees of freedom for shoulder and 1 degree of
freedom for elbow. Robotic Upper Extremity Repetitive Trainer (RUPERT) [3] has five
actuated degrees of freedom for each joint which is driven by compliant pneumatic
muscle actuators (PMA). The Mechatronics and Haptic Interfaces (MAHI) [4] is
designed to have 5 degrees of freedom for the elbow and forearm. The wrist of this
exoskeleton is a 3-RPS (revolute-prismatic-spherical) joint. The non-wearable rehabil-
itation robots are usually adapted from the industrial robots. Nevertheless, this type of
the rehabilitation robots has only one point of physical contact between patient wrist and
the robot’s end-effector. Some researchers developed non-wearable rehabilitation robots
such as the MIT-MANUS [5] and MIME [6] devices. Both robots are designed for
rehabilitation of shoulder and elbow joints. Benefits of wearable robotic rehabilitation
are controlling and generating of force feedback to each user arm’s joint. Those
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rehabilitation robots are usually designed for right or left arm only. On the other hand,
the advantage of non-wearable robot is flexibility for rehabilitation but it cannot control
or generate force feedback to all joints at the same time.

Hence, this project proposes the development of a wearable robotic arm for reha-
bilitation and training. The robot should be able to hold and guide the user’s arm through
the predefined trajectory. Further, the user can wear this exoskeleton arm and move it to
interact with the virtual object in the graphics user interface which presented on a
computer monitor or head-mounted display. This proposed robot arm will support the
patient’s arm during rehabilitation which is repetitive task and takes a period of time.

2 System Overview

Configuration of the proposed system is shown in Fig. 1. This system consists of a
universal exoskeleton arm used to send the force feedback and motion during rehabil-
itation and training. User will receive perceived visual and force feedbacks. The user
also sees three-dimensional graphics when the user works with the robot arm. Controller
is responsible for receiving commands from the main computer and controlling the robot
arm’s movement. Main computer takes care of processing robot commands sent to the
controller and generating 3-D computer graphics accordingly with robot’s movements.

3 Design and Implementations

The proposed robot arm is designed to have 4 degree-of-freedoms (DOF). Joint 1, 2,
and 3 represent shoulder joints and joint 4 represents elbow joint. Link 1 and link 2 are
aligned with the upper limb. The design will allow joint 1 and joint 2 to hold the
position of shoulder while giving the shoulder some limited rotations. This will prevent
the slip occurred at the shoulder. Furthermore, this robot arm is designed to be used
with the left arm or right arm by rotating joint 2 about 180° as shown in Figs. 2 and 3.
In the design, the cable is used to transfer the power from the servo motor to each joint
of the robot arm. Therefore, this robot arm has lightweight because the servo motors are
not mounted on the robot arm.

Fig. 1. System overview of robot arm control
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For safety, the human arm supporters mouthed on robot arm with magnets so that
they can be detached from the robot arm if any accident occurs. Furthermore, an
emergency switch is included to stop all motions of robot arm when it is needed. For
the brain of this exoskeleton arm system, it utilizes the main computer in order to
control the designed robot arm and display 3D computer graphics feedback to the user
via a computer display or a head-mounted display which is an Oculus Rift display [3].
Robot arm’s joint angles and force feedback are read via NI motion control and sent to
the main computer for updating the corresponding computer graphics. The UNITY 3D
[4] is implemented to generate some virtual environment and display the motion of
virtual arm. Main control loop is utilized by LABVIEW [5] programming and sends
joint’s angles to the 3D graphics manager which is based on the UNITY 3D via UDP
communication. The program control of this arm system can be illustrated in Fig. 4.

The 3D graphics manager is responsible for rendering the virtual arm in the virtual
environment using UNITY 3D. The joint’s angles of virtual arm are updated from
reading of real exoskeleton’s joint’s angles through main loop controller and the 3D
graphics manager via the UDP communication. Position and orientation of virtual robot
arm can be calculated from the robot’s forward kinematics. Oculus Rift display is used
for displaying all 3D graphics to the user. It can track the user’s head orientation and
provide 3D stereoscopic image illustrated in Fig. 5 so that the user can get some depth
information, too.

For safety purpose, all experiments in this research were conducted with the human
model instead of real human. In this exoskeleton system, there are three types of

Fig. 2. Configuration of robot arm

Fig. 3. Configuration of robot used for left or right arm
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gestures to be trained and tested. First gesture is to move the user’s arm, human
model’s arm in this case, from right to left for the right arm configuration or from left to
right for the left arm configuration. Second gesture is to move the model’s right or left
arms from the lower to upper position. Third gesture is to move right arm from the
lower right position to the upper left position or move the left arm from the lower left
position to the upper right position.

4 Experimental Results

After the study of the statistical distribution of human arm joint angles [6], the pro-
posed exoskeleton arm was then designed to have 4 degrees of freedom which are 3
DOFs at shoulder and 1 DOF at elbow. Each joint of exoskeleton motion can be rotated
from −90° to 90° which can cover all motions of human arm as shown in Figs. 7, 8 and
9. After three sets of experiments were conducted, the joint’s angle and velocity
trajectories of three gestures can be plotted. The right arm’s trajectories are shown in
Figs. 7, 8 and 9. All trajectories were predefined and replayed to control the human
model to move accordingly to those predefined paths. The controller can take care of
arm’s load and guide the arm from the starting point to the destination for both arms
successfully.

Each joint’s velocity of exoskeleton arm is about 60 rpm. Moreover, there levels of
safety were implemented. For mechanical safety, the arm was designed to be moved
within the range of −90° to 90°. For electrical safety, the large emergency switch was
added to stop all servo motors’ motions if it is pressed. For software safety, limited
joint’s angle command was implemented. Furthermore, the admittance control and

Fig. 4. Exoskeleton program control diagram

Fig. 5. Virtual environment display on oculus rift
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gravity compensation were implemented so that the robot arm could be controlled to
move accordingly with the forces exerting from the user. However, this active mode
were not conducted at this time due to safety issue.

5 Conclusions

The 4-DOF robotic exoskeleton arm was designed and built at the Institute of Field
Robotics, King Mongkut’s University of Technology Thonburi. This exoskeleton arm
is used as an assistive device which reduce the workload of the physiotherapist during
rehabilitation of the stroke patient for recovering the motor skill. Therefore, this robot

Fig. 7. Gesture 1: joint’s angle trajectory (left) and joint’s velocity trajectory (right)

Fig. 8. Gesture 2: joint’s angle trajectory (left) and joint’s velocity trajectory (right)

Fig. 9. Gesture 3: joint’s angle trajectory (left) and joint’s velocity trajectory (right)
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arm can rotate cover the normal range of human’s joint motion. The arm can be
configured by rotating joint 2 about 180° for the use of right or left arm. This proposed
system has two control modes which are active and passive modes. In this current
implementation, the passive mode was conducted to move the human model to any-
where in the robot’s workspace. For safety issue, the active mode was not conducted
since it requires the real human to wear and move the exoskeleton arm around in the
workspace. However, all force control and gravity compensation are ready for this
system. In addition, the virtual environment rendered by the Unity engine was gen-
erated and integrated with this system. It can display computer graphics of virtual arm
and objects through the computer display and 3D stereoscopic image through the
Oculus Rift display. The 3D graphics manager can generate different scenes for any
specific task.
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Abstract. Recently, many studies have been conducted on using inaudible high
frequencies for wireless communication based on smart devices and data
transmission algorithms. However, many studies have identified a problem such
that transmission accuracy is extremely low because of ambient noise in the
real-life environment. To solve this problem, we proposed an application and
server system. The proposed application can gather many sounds, including
those with high frequencies; the gathered high frequencies are sent to a server
system that can detect a robust high-frequency range via statistical processing.
We tested the proposed application’s ability to gather noise and high frequencies
for a certain period of time to evaluate performance. According to the testing
results, the proposed application and server system could detect a robust
high-frequency range via noise analysis in real life. Therefore, the proposed
application and server could be a useful technology for future research on
inaudible high frequencies.

Keywords: Smart device � High-frequency communication � Robust high
frequency � Wireless communication

1 Introduction

Recently, because of advancements in wireless communication technology and smart
device hardware, many studies have been carried out on data-correcting technologies
based on smart devices. Moreover, related research has evaluated the user work rate of
these technologies using smart devices and smart bands [1, 2]. In addition, many
studies on user movement and activity analysis related to technologies have used
various built-in sensors for smart devices [3, 4]. Smart device usage analysis focusing
on user behavior has been carried out as applications installed in smart devices [5].
Most of these studies have made use of server coupling technology for big data analysis
[6]. For example, user movement and activity analysis technologies send correcting
data about many people’s movements and location to a server. And then, analysis of
information on a server can be employed for various service models, such as hotspots,
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favorite routes, and so on [7]. In addition, smart device usage analysis has been carried
out, such as when the user sends usage data about the smart devices to the server and
the server makes a decision as to whether the user is a smartphone addict by analyzing
the receiving data [8].

In another stream of research on smart devices, many new communication and
transmission technologies have been proposed using the devices’ built-in speakers and
microphone. Kim proposed user certification technology between personal computers
and smart devices using high frequencies in the audible frequency range of 18–22 kHz
[9]. In addition, Bihler developed a smart museum guide application using piezo
speaker and smart device [10]. Chung proposed not only smart advertising service
technology at a short distance, but also multi–data sharing technology among several
smart devices using high frequencies [11–13]. However, because these technologies
only use high frequencies that are inaudible to people, these frequencies often receive
interference from the ambient that is present real life. Thus, the data transmission
accuracy of Bihler’s application was only 50 % when used in a real-world setting;
moreover, Chung’s proposed method would not work well in an actual environment
because the test environment only comprised fixed noise from a speaker.

In this paper, we propose an application and server system for the detection of a
robust high-frequency range via noise analysis in the real-life environment. The
application uses a built-in microphone to gather ambient noise and analyze high fre-
quencies in it. To gather and analyze high frequencies using the built-in speakers of
smart devices, we developed the application based on a fast Fourier transform
(FFT) algorithm. When a user carries some day with a smart device, the application can
gather all noise and analyze high frequencies around the user anywhere and at any time.
The proposed server system receives the information on high frequencies gathered by
smart device and detects a robust high-frequency range through statistical processing
after saving the high frequencies to a database. To confirm performance of the pro-
posed application and server system, we carried out an experiment over the course of
seven days. According to the result of the experiment, we can state that the proposed
application and server system was able to detect the robust high-frequency range
without interference from ambient noise in the real-world environment. Thus, infor-
mation on the robust high-frequency range from the proposed application and server
system can be used to increase the data-transmission accuracy in many studies using
high frequencies.

The present paper is organized as follows: In Sect. 2, we describe the scene
organization and workflow of the proposed application and server system for the
detection of the robust high-frequency range. In Sect. 3, we explain the experiment to
confirm the performance of the proposed system; a conclusion and a discussion of
future research are provided in Sect. 4.
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2 An Application for the Analysis of Ambient Noise
and a High-Frequency Range Detection System

In this section, we explain the proposed system, which analyzes high frequencies from
ambient noise using a smart device and sends the high frequency to the server for
detection of a robust high-frequency range. Figure 1 shows the workflow of the pro-
posed application and server system.

In Fig. 1, the application of the smart device collects various types of noise, such as
television sounds, construction noise, vehicle sounds, and so on in a real-world envi-
ronment via the smart device’s built-in microphones. The application processes the
gathered noise to generate FFT data in real time, and it selects high-frequency data from
frequencies of 15–22 kHz, which are inaudible to people. Following this, the application
saves the selected high-frequency data to the smart device’s local database; the
high-frequency data are saved up to a fixed quantity, at which point the application sends
the data to the server system and deletes them. Next, the server system collects
high-frequency data from smart devices and carried out basic statistical analysis. Thus, the
proposed system detects a robust high-frequency range in real time through this process.

The proposed application gathers high-frequency data by 100 Hz; it saves high-
frequency data to the database after confirming that high frequencies are present
according to number of frequency bins. The reason for division by 100 Hz is that most
of the existing research has used such division, and it can avoid interference from each
high frequency. Thus, the application gathers high-frequency data from ambient noise
and carries out FFT processes. Next, the server system saves received high-frequency
data from the smart device to a data collection table with the collection time. Simul-
taneously, the server saves the result concerning whether high frequencies are present
for each datum to the statistics table. When the server saves the high-frequency data to
the data collection table, it does not process any data, and it saves the original number of
high frequencies from 15–22 kHz from the smart device. The data collection table has

 

Construction site

Car

Television

Smart device

Collecting noise
via built-in microphone

FFT of collecting noise

Saving FFT data
to local database

Server

Gathering of FFT data

Statistics processing

Detection of robust
high frequency range

Fig. 1. The workflow of the proposed system
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the schema shown in Table 1. In Table 1, “no” counts the row number of FFT data, and
“time”means the saving time of the FFT data on the smart device. Moreover, s150 is the
number of high-frequency bins at 15.0 kHz, and s220 is the number of high-frequency
bins at 22.0 kHz. Finally, reg_date refers to the time FFT data were saved in this server
table. The statistics table for the detection of the robust high-frequency range has the
same schema as in Table 1. However, this table does not have a time field, which means
that the time stamp for the FFT data is saved on the smart device.

Because the statistics table only counts whether there is a high frequency, when the
server saves high-frequency data to the data collection table, the statistics table is
updated by counting the existing high-frequency data. Then, when we count the number
related to each high frequency from the statistics, we were able to identify some high
frequencies that often occur in the real-world environment; moreover, we could detect
the robust high-frequency range from rare high frequencies in the statistics table.

3 Experiments and Evaluation Using the Proposed
Application and Server System

This section introduces an application developed to gather ambient noise around smart
devices; here, we analyze the experiments and evaluate the proposed application and
server system. First, we developed the application based on iOS; Fig. 2 shows the main
screen of the application. In Fig. 2, the graph located on the left is the bin number of
each high frequency from the ambient noise gathered by the built-in microphone; we
can confirm high frequencies at 16.7, 16.8, 18.1, 18.2, 18.9, 19.0, 19.1, 19.2, and
20.7 kHz. The application analyzes current ambient noise currently and shows the
graph according to the FFT data when the user touches the “Frequency check” button
located on the right. To analyze the FFT data, for this experiment, we used a 48,000
sampling rate and the FFT library provided by Baoshe Zhang [14]. When a user
touches the “Start gathering noise” button, the application starts collecting and ana-
lyzing ambient noise at regular intervals, and the button is changed to “Stop gathering
noise.” The total duration of ambient noise collection is shown as the GTime, and the
total duration of the main screen is 28 min and 21 s. When the user touches “Send
gathering data” button, the application sends the total FFT data collected up to that time
to the server system; it shows the final sending time at “Last send” located at the
bottom right. Moreover, when the volume of collected data exceeds a specified amount,

Table 1. Data collection table schema for saving FFT data received from the smart device.

Schema Type Description

no int(10) Number of counting of FFT data
time int(13) Time stamp when FFT data were saved on smart device
s150
… …
s220

int(2)
… …
int(2)

Frequency bin value of FFT data at 15.0–22.0 kHz

reg_date int(13) Time stamp when FFT data from smart device was saved
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the application sends the FFT data to the server automatically even if the user has not
touched the “Send gathering data” button.

We carried out an experiment on the detection of the robust high-frequency range
using the proposed application and server system. A participant used a smart device
running the proposed application in everyday life for 7 d. Running time of the appli-
cation was from 9:00 to 10:00, 12:00 to 13:00, and 18:00 to 19:00; thus, the total
running time over the 7 d was 21 h. The participant’s working area varied during the
experiment, including home, cafés, a laboratory, the subway, bus stop stations,
crowded buses, and so on. The application collected and analyzed ambient noise at
2-min intervals and the participant touched “Send gathering data” button at each ending
time to send the collected FFT data to the server. The server systems for the FFT data
saving and statistics processing were Apache 2.2.14, PHP 5.2.12, and MySQL 5.1.39,
and the server system comprised an Intel® Core™ i5 CPU 750 and 8G RAM. Through
this experiment, the data collection table saved 630 records about high-frequency data
from ambient noise in a real-world environment; Fig. 3 gives an example of some
records in the data collection table. In Fig. 3, the “time” field is the saved time of
high-frequency data of the row as a time stamp. For example, the time value of no 1 is
1463356872, referring to 09:01:12, May 16th, 2016.

A total of 71 fields were present in the data collection table from save frequency
bins of s150 to s220 for each high frequency, and Fig. 3 shows a sample of these fields.
In Fig. 3, the value of reg_date from no 1 to no 10 is the same; this is because reg_date
is the time at which high-frequency data were saved from smart device to server, and
rows 1–10 were saved at the same time. Below, Fig. 4 shows the processing result of
statistics table, which determines whether each high frequency is present from the data
collection table.

Figure 4 represents a statistical graph concerning high frequencies that the partic-
ipant gathered over 21 h; we can see that some high frequencies were not evident, such
as 15.0–15.3, 15.9–16.2, 16.4–16.6, 17.3–17.6, 18.4–18.6, 18.8, 19.0–19.2, 19.4,

Fig. 2. Main screen of the proposed application for collecting of ambient noise
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20.3–20.5, 20.7, and 20.9–21.6 kHz. Thus, we could detect robust high-frequency
ranges that hardly ever occur from ambient noise when we use the proposed application
and server system. Moreover, we consider that the detected robust high-frequency
range could not receive interference from ambient noise, which would occur in real life
when many researchers sought to use the range.

4 Conclusions and Future Work

In this paper, we proposed an application that can gather and analyze high frequencies
from ambient noise using the built-in microphone of a smart device and a server system
that can save high-frequency data to database and process statistics from the collected
data for the detection of the robust high-frequency range. From the experiment, we
confirmed that the proposed application could analyze high frequencies from ambient
noise in real time and send the FFT data to the server. In addition, we showed that the
server system can distinguish high frequencies that are often present from others that
hardly ever occur in the statistics table. Therefore, the proposed application and server
system would be useful for the detection of the robust high-frequency range from
ambient noise, and we expect that they can be used as effective technology in the data
communication and transmission field based on smart devices using high frequencies.

Fig. 3. Example of FFT data collection from a smart device
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Fig. 4. The high frequency chart from the statistics table of the server
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Finally, in future research, we will study the analysis of the threshold a analyze in
relation to the propriety of the value when changed, because we only used a threshold
of 5 in this paper. Moreover, because we only tested the system 3 h per day over 7 d,
we need to collect more data for statistical processing and carry out more testing.
Therefore, we will perform many experiments with the proposed application and server
system over longer periods, and we will study statistical processing based on big data.
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Abstract. Food quality and safety has gained main attention, due to increasing
health awareness of customer, improved economic standards and lifestyle of
modern societies. Thus, it is important for consumers to purchase good quality
products in order to keep the customer satisfaction level. In this study, we
propose traceability system for food by monitoring the location as well as
temperature and humidity. The RFID technology and wireless sensor network
are utilized in this study to perform the experiment. The real testbed imple-
mentation has been performed in one of the Korean Kimchi Supply Chain. The
result showed that our proposed system gave the benefit to the manager as well
as customer by providing real time location as well as temperature-humidity
history. It will help manager to optimize the food distribution while for the
customer it will increase the satisfaction by maintaining the freshness of
product.

Keywords: Monitoring system � RFID � Temperature and humidity sensor

1 Introduction

Food quality and safety has gained main attention, due to increasing health awareness
of customer, improved economic standards and lifestyle of modern societies. Thus, it is
important for consumers to purchase good quality products in order to keep the cus-
tomer satisfaction. In South Korea, there have been a number of cases reported by
Korea Agro-Fisheries & Food Trade Corporation related to illegal agricultural food
distribution channels that disguised cheap imported agricultural food products as the
quality products into the local food chains [1]. In addition, the economic cost of
foodborne illness in the USA alone is 50 billion to 80 billion dollars annually; it
includes the health care costs, lost productivity, and diminished quality of life [2].
Therefore, in agriculture food industry, the strict control and monitoring of food
freshness and quality is very important.

The RFID (Radio Frequency Identifier) technologies promise to revolutionize
future inventory management [3]. The RFID applications hold tremendous promise;
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such as RFID tag monitoring. Tag monitoring is a key component in applications like
item tracking and inventory control. By frequently scanning its inventory, a retailer can
quickly determine if anything is missing, and act accordingly. In addition, the RFID
technology has been implemented successfully in Supply Chain Management to reduce
the inventory losses [4], for identification and monitoring of agricultural animals [5, 6],
food traceability system [7], and healthcare applications to improve patient care as well
as reduce overall costs [8].

Furthermore, Wireless sensor networks (WSN) are spatially distributed autono-
mous sensors to monitor physical or environmental conditions, such as temperature,
sound, pressure, etc. and to cooperatively pass their data through the network to a main
location. By utilizing the sensor, the history of room temperature and humidity can be
presented in the system as real time [9].

In addition, to monitor the freshness of product, the time temperature indicator
(TTI) can be used also to monitor the freshness of product. A TTI is a device or smart
label that shows the accumulated time-temperature history of a product. Time tem-
perature indicators are commonly used on food, pharmaceutical, and medical products
to indicate exposure to excessive temperature. The application of TTI for food safety
management has been successfully demonstrated in previous study [10].

This study proposes E-Pedigree Food Tracking System which is integrated with
EPCIS (Electronic Product Code Information System). E-pedigree or electronic pedi-
gree is an electronic document which provides data on the history of a particular batch
of a drug. In this case, we use this pedigree system to protect the quality of food product
in order to avoid the illegal agriculture food distribution channels. EPCIS is an EPC
global standard for sharing EPC related information between trading partners. EPCIS
provides standard for capturing and communicating the business events for tracking
and tracing products within an enterprise and across the supply chain. In addition, the
Real-time Temperature-Humidity Sensor also will be developed, thus the temperature
and humidity of product can be monitored. The TTI QR Code based Scanner will
be developed as addition, to recognize the color of TTI, thus the product freshness can
be presented to customer. By integrating these three systems, it is expected to assure the
quality and safety of agriculture food products throughout the whole supply chain, so
that the customer can check the quality of product whenever he/she buys the agriculture
food product.

2 Methodology

In this study, we are considering Kimchi distribution network which consists from
Kimchi Producer, Transporter, Distributor, and Customer. The pedigree system for
agriculture food products (i.e., kimchi) based on the EPC global network is developed.
With the usage of RFID, EPC global architecture and wireless sensor networks (WSN),
we can not only track and trace the product across the complete supply chain but also
we can monitor the environmental information such as temperature and humidity of
agriculture food product.
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First, for the E-Pedigree Food Tracking System, the history of each product is
stored in the EPCIS repository. The design of the e-pedigree system can be seen as
follow.

As can be seen in Fig. 1, the system architecture shows the EPC event and the
sensor data flow between different supply chain partners. The supply chain partners
capture the EPC code (product information) using RFID Reader and store it in EPCIS
repository while the temperature-humidity data are captured by sensor device and store
it into sensor database. In the end, by combining two databases from EPCIS repository
and sensor database, it will create complete pedigree of product (i.e., location, process
business, temperature, humidity, etc.).

In order to capture the EPC data, the RFID reader are utilized in this study.
The RFID reader, antenna, antenna holder and laptop/computer are needed to gather the
Tag information. The capturing application will be developed in this study, based on
Java Programming Language to receive the data from Reader and sent it to the EPCIS
repository.

Second, for the Real-time Temperature-Humidity Sensor, the sensor device will be
installed in each room of the Kimchi Supply Chain, such as cold storage of producer,
cold storage of truck (transporter), and cold storage of distributor. The real time sensor
device will be developed based on android application. The sensor device is attached to
the android Smartphone, the data (temperature-humidity) are handled by the android
app and send it to the sensor database (in server) frequently, such as for every
5 s/1 min. Thus the changing temperature and humidity inside the room will be
monitored real time and can be seen in the web-based sensor monitoring system.

Third, for TTI QR Code based Scanner App, the QR code is printed on the TTI
(Time Temperature Indicator) and attached on the product (kimchi package/box), thus
the changing color in TTI will reflect the color QR code as well. Traditional QR code
only represented as black and white, while in this study, the QR code color can be
represented as a variety of Color Lab Value (can be seen in Table 1). Thus the
functionality of TTI QR Code based Scanner App we developed in this study is

Fig. 1. Pedigree system and sensor architecture
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expected not only understanding hidden information of QR code but also under-
standing its color (color of TTI). Each information of color in QR code represents
different quality of product. The detail information can be seen in Table 1. The TTI QR
code which is attached on the product (such as kimchi box) will be captured by our TTI
QR Code based Scanner App, detects the certain color and return the detail information
which can reveal the product quality.

3 Result and Discussion

For the implementation of E-Pedigree Food Tracking system, the RFID tags are
attached on the Kimchi box which are delivered to the whole supply chain. The RFID
reader (ALR-9900 RFID Reader) read the tags, while our RFID capturing application
receives the data and sends it to the server through HTTP protocol. The RFID Cap-
turing application has received the tags data and presented in the left side of the
program. The EPC document and additional pedigree data are generated in the center
and right side of the program respectively, detail can be seen in Fig. 2(b).

Table 1. Each color lab value of QR code represents different food quality.

(a) (b)

Fig. 2. (a) The hand held reader and (b) RFID capturing application
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In addition, the RFID reader (ALR-9900 RFID Reader) is not suitable for flexible
used, such as for truck driver. Thus in this study, we have developed hand held RFID
reader based on android application. The RFID dongle reader (AretePop RFID Reader)
is utilized to read the data, while the android app is developed to handle the data before
sending it to the EPCIS server. The detail can be seen in Fig. 2(a).

For the Real-time Temperature-Humidity Sensor, the sensor device is used for the
study. The sensor device (FTLab smart sensor) is attached to the Smartphone through
the audio jack. The sensor data (temperature and humidity) is then gathered and pre-
sented on the Smartphone screen by the app we have developed. The detail can be seen
in Fig. 3(a). The app can be used for different sensor functionality, i.e. in this study we
utilize four sensors and installed in different location. In addition, the temperature and
humidity is sent by the sensor device to the server frequently, thus the real-time
temperature-humidity data of each location in Supply chain can be presented.

As can be seen Fig. 3(b), the e-Pedigree food tracking system based on the web is
developed. The e-Pedigree Food tracking system present the history of product, the
location and the temperature-humidity regarding the product, thus the manager can
optimize the distribution of products as well as monitoring product quality.

Furthermore the TTI QR Code based Scanner App is developed in this study based
on the android environment. Once customer open the app and put the camera of
Smartphone above the TTI QR code in the correct position and good light condition, the
app will automatically detect the information inside the QR code and its color. The app
opens the other page which shows the detail quality of product. As explained before, the
app analyzes the majority of color which contain in TTI QR code, then show the similar
color which represent the quality of product. As can be seen in Fig. 4(a) and (b), the blue
color of TTI QR code represents the good quality of product, safe to be consumed by
customer.

(a) (b)

Fig. 3. (a) The handheld reader and (b) e-Pedigree food tracking system

20 G. Alfian et al.



4 Conclusion

This study has successfully implemented the e-pedigree food tracking system, which
helped customers in order to assure the quality and safety of agriculture food products
throughout the whole supply chain. By using this e-pedigree food tracking system, the
customer can see the detail of food history from producer until retailer, thus they can
believe that the certain product (or food) does not contains from illegal channels.

In addition, by utilizing wireless sensor networks (WSN), the real-time tempera-
ture-humidity system was developed to monitor the temperature-humidity of cold
storage for whole supply chain. Thus the manager can monitor the temperature and
humidity real time, and act accordingly if something happen (i.e., the temperature is not
stable). In addition, by presenting the temperature-history in product pedigree, it will
help the customer to understand the product quality in detail.

Furthermore, the TTI QR Code based Scanner App was developed to understand
the color of TTI QR code which is attached on the product. The app was able to detect
the information of QR code and its color which represent the quality of product. This
app will help customer to analyze the color of TTI QR code and give the information of
product quality to the customer easily.
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Abstract. Today, variousmodels of automobiles based on diversemotifs, such as
eco-friendly car, autonomous car, connected car, and smart car, are produced in
Korea. With the increased competitiveness of the automobiles, highly-advanced
automobiles are developed.
Although the automobiles have positive aspects, their sudden unintended

acceleration (SUA) accidents bring about people’s negative perception of the
vehicles.
It has been analyzed that the SUA is attributable to defects of electric devices

or brakes and other factors in the development of automobile parts and tech-
nology. Nevertheless, it is impossible to define the causes of the SUA accu-
rately, and manufacturers also try to avoid their responsibility. As a result, more
burden has been imposed on drivers.
Therefore, this study designs the system that has a camera and a distance

sensor attached to a driver’s seat and helps to respond to the SUA and find its
cause in the way of checking the operation states of a vehicle’s control parts
including accelerator and brake and sensor images.

Keywords: OBD � Sensor � Connected car � Car � Embedded

1 Introduction

Today, automobiles with various functions are produced in Korea. Eco-friendly car,
autonomous car, connected car, smart car, and other cars for diverse purposes are
produced. In the circumstance, the connection of IT and automobiles is not selective,
but essential. Despite the positive aspects of such a connection, malfunction caused by
use complexity and electromagnetic defects may lead to a serious problem. The biggest
problem of malfunction is an accident made by malfunction of a brake. In other words,
the accidents made by a failure of brake in high-speed driving or by fast driving
without a driver’s stepping on accelerator continue to occur and are unable to be
ignored. Therefore, this study focuses on the accidents caused by sudden unintended
acceleration (SUA).

A SUA accident is generally attributable to ECU interference of electromagnetic
field which leads to unexpected acceleration. Regarding the statistics of the SUA
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accidents of each automobile brand, from 2010 to July 2015, there had been 482
accidents made by suspect SUA in Korea. The automobile company with the largest
SUA accidents was Hyundai Motors, followed by Kia Motors and Renault Samsung.
What is more serious is that the vehicles without airbag deployment at the time of the
SUA numbered 209, accounting for 43.4 %. Therefore, in an unexpected situation, a
driver’s safety is not guaranteed [1].

Moreover, there is no proper compensation for SUA accidents. In Korea, most
drivers who experienced the SUA came to lose a suit. That is because such an accident
is judged to be a driver’s mistake.

Therefore, to judge whether a SUA accident is caused by a driver’s mistake, this
study designed a system as follows:

A camera and a sensor are attached to a vehicle’s accelerator and brake. Images of
the accelerator and brake are obtained to check their control states. The intensity of
stepping on the devices is measured on the basis of the images. Both the measured
values and the images are saved. OBD-II information is extracted and is compared with
the formation on a vehicle’s current status acquired in the above way in order to
determine the cause of the SUA accident.

2 Related Work

2.1 Overview of EDR (Event Data Recorder) System

If a vehicle’s airbag is deployed, or if safety belt tensioner works, accident information is
saved in EDR. Also, unless airbag is not deployed and a certain level of shock occurs,
crash information is saved. The data measured by various sensors to a vehicle are
temporarily saved in airbag detection system. Once a crash signal is detected, the driving
data before the signal detection and the crash data after the detection are recorded in
EDR system. 3). The EDR data recorded when airbag works are saved permanently and
are unable to be deleted. The saved EDR data are analyzed in the way of connecting the
CDR(Crash data retrieval) directly to a vehicle’s OBD terminal or the module in which
EDR data are saved. EDR data are somewhat different depending on a manufacturer or a
vehicle model. Usually, the driving information saved 5 s before an accident (pre-crash
data), crash data, airbag deployment information, and various kinds of system infor-
mation are recorded. The data components recorded in EDR are presented in Fig. 1 [2].

Fig. 1. Dada element of EDR [2]
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With the use of EDR, it is possible to analyze types of traffic accidents, including
intentional accident, running speed and collision speed, efficient collision speed, crit-
icality of crash, and the direction of impact force. The system can be used to analyze
information on the SUA. However, in the case of a suspected SUA accident, the system
is unable to check a driver’s information and thus is not helpful at all.

Therefore, this study designed a hardware system along with OBD-II to analyze a
SUA accident and provide necessary information to a driver.

2.2 Hardware Components of Sudden Unintended Acceleration Check
System

Based on the MCU MCU(Cortex-M3), the hardware system can integrate OBD-II and
the data of 3 distance measurement sensors(LK-MDS-C29), can send effective data to
mobile and server to save them, and enables a driver to check the data at any times.

2.2.1 MCU(Cortex-M3)
Cortex-M3 Processor is an ARMv7-M profile processor that responds to the market of
existing 8Bit Microcontroller (AVR, PIC, 8051, etc.) featuring low gate count, low
interrupt latency, and low-cost. Cortex-M3 can combine the commands of 16 and 32
bits for use. With no more mode switching and 16-bit code density, it can make the
performance of a 32-bit command. The processor has backward compatibility with
16-bit Thumb Instruction [3].

Figure 2 illustrates performance of Cortex-M3 series.

2.2.2 Distance Measurement Module (LK-DMS-C29)
Figure 3 shows the distance measurement module LK-DMS C29. The module has the
distance measurement range of 10–80 cm, the infrared distance measurement sensor
operation voltage of 4.5 V–5.5 V, and no need of input signals. Therefore, the device is
easy to be handled, is not influenced greatly by a reflector’s color and reflectivity, and
makes it possible to perform high-precision measurement based on continuous distance
and average operation output [4]. Because of the advantages, the module was selected.

This system used three distance measurement modules, each of which was attached
to accelerator, brake, and clutch to check the intensity of each controller.

Fig. 2. Performance of Cortex-M3 series [3]
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3 System Design and Main Functions

3.1 System Architecture

The integrated module sends Cortex–M3 a variety of information of OBD–II, such as
SPEED, RPM, TIME, VOLT, MAF, which is generated when accelerator is stepped
on. The values of the distance measurement modules connected to Cortex–M3 and
camera information are integrated. The data are sent to an App via USB or Bluetooth.
In Fig. 4, App can save relevant logs in Server through LTE, WIFI, and WCDMA, and
check the data on web.

3.2 Installation of Distance Measurement Module

In this system, a distance measurement module is installed on a vehicle’s accelerator
with the use of ARM Cortex–M3 (Fig. 5).

The data obtained from the distance measurement module are raw data with the unit
of voltage. It is necessary to measure a distance with a voltage value. The table of
conversion into cm is presented below:

As shown in Fig. 6, CM values are different depending on voltage values.
Therefore, it is necessary to make a mathematical formula for the table.

Fig. 3. Distance Measurement Module (LK-DMS-C29)

Fig. 4. System architecture
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3.3 Camera Module

A camera module next to the accelerator photographs images in real time and saves
them in Server. The image data are used as evidence of a lawsuit.

4 Conclusion

The problems of a suspected SUA accident are that it is hard to find its cause and
solution and that it is very difficult to win a suit against the company of the vehicle with
a SUA accident. That is because there is no evidence. It is expected that the system
designed in this study is used as evidence in a lawsuit and for post-treatment and
contributes to the prevention of SUA accidents.

Therefore, this study designed the system that processes a vehicle’s information in
real time with the use of camera, distance measurement sensor, and OBD-II, accurately
finds the cause of a SUA accident, helps to provide accurate information for
post-treatment, and enables a driver to check vehicle information and SUA images
from server on web or an application at any times.

Acknowledgments. This Work was supported by Dong-eui University Foundation Grant
(2016).

Fig. 6. Table of distance based on voltage values [4]

Fig. 5. Installation of distance measurement module sensor [5]
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Abstract. The present paper proposes a method of capturing real-time motions
without any inconvenient suit by using several inexpensive sensors vulnerable to
joint occlusion and body rotation. Depth data and ICP algorithm are used for
calibration. Then, the left and right sides of joints are determined, and the
optimal joints are chosen based on the variation in rotation to restore postures.
The similarity between the motions captured by the proposed multiple sensors
and those captured by a commercial motion capture system is over 85 %.

Keywords: Multiple kinects � Motion capture � Dynamic motion � Joint
selection

1 Introduction

3D motion capture has long been explored and characterized by high applicability in
diverse fields for retrieving body motions. Optical systems are often used for capturing
motions. Still, magnetic systems are also used to secure free movements. Yet, due to
the need to wear inconvenient suits, motion capture systems are difficult to apply to
ordinary users. By contrast, the marker-free motion capture can get the motions without
the special suits, and thus are highly applicable to motion-based contents, e.g. dance
and sports. The Kinect v2 released by Microsoft has been applied to many games as it
is inexpensive and capable of extracting motions in real time. Yet, it has many limi-
tations in extracting motions with a single sensor, resulting from the joint occlusion and
other challenges.

To address the challenges resulting from the occlusion of body parts, more sensors
are used to minimize the occluded parts. Lately, methods of using multiple Kinects
have been suggested. Zhang and colleagues tracked postures with particle filtering and
partition sampling [1]. Their method drew upon not skeleton data but template
matching to estimate postures through optimization. Kitsikidis et al. used three Kinects
to retrieve dance motions, and notably used HCRF to recognize motion patterns [2].
Kaenchan et al. analyzed walking motions based on the mean positions of joints
tracked [3]. Moon et al. used the Kalman filtering to alter and mix accurate Kinect data
[4]. Yet, they failed to capture 360-degree motion events because Kinects were placed
in front and the motions were too simple. Jo et al. proposed a system using multi
Kinects to track multiple users [5], but they focused on tracking the positions of
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multiple users instead of retrieving their motions. Ahmed used 4 Kinects to capture
boxing and walking motions in 360° [6], tracked users’ faces to determine a central
Kinect with the joint inputs from the other Kinects being used to retrieve the joints that
the central Kinect failed to track. Similarly, Baek et al. selected a central Kinect based
on the movements of root joints and retrieved the postures by mixing the joints based
on the weights of 5 segments tracked [7].

The present paper used 8 Kinects v2 to build a multiple Kinect system, and pro-
posed a method of retrieving body motions from a series of noise joint data inputs from
each sensor. The user motions were dynamic, e.g. Taekwondo, and could be captured
in 360° in real time (30 fps). The proposed method captures dynamic motions with
ease and fast without requiring any motion capture data or pre-trained probability
model. The proposed multiple Kinect system was compared with a commercial motion
capture system, Xsens to measure the accuracy of data recognized by the former.

2 Multi Kinects System and Data Transmission

As a single Kinect v2 can be connected to a single PC, N Kinects need be connected to
N PCs. As in Fig. 1b, 2 Kinects were installed on all sides (front, rear, left and right),
adding up to 8 Kinect systems. To incorporate the data inputs from each Kinect, the
server-client model as in Fig. 1a was used, where N PCs were connected to the server
PC. Upon being connected with the clients, the server sends the background removal
command to the clients, where the backgrounds and noises are removed from the depth
data to transmit the data specific to the body (i.e. the depth and joint data whose color
values are mapped).

The depth image that constitutes the background is saved when the initial Kinect
depth data are acquired. Once the Kinect sensor senses the user, it compares the depth
value of the Pi j pixel with that of Bi j pixel in the background saved. When the former is
below the threshold, it is considered as the background, and excluded. As the depth
data tend to show noises at the edges, the depth values of 8 pixels adjacent to the Pi j

pixel are compared to determine the similarity of depth values. When the depth sim-
ilarity is below k, it is considered a noise and thus excluded. Finally, as the floor around
the user still includes the noise owing to the depth data, the depth data below a certain

Fig. 1. System overview, (a) server-client model, (b) system configuration
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value of user’s ankle joint data are considered noises and thus excluded. Here, as the
Kinect sensor could be tilted, the normal value of the floor is determined based on the
vector associated with the root and spine-mid joints while the user stands upright in the
initial setting. The gradient is corrected by calculating the rotation matrix, where the
normal vector for the floor is matched to the up vector (0, 1, 0).

3 Calibration

As the coordinate systems of the data inputs from each Kinect differ from one another,
they need be unified into a single coordinate system. Here, the front Kinect is selected
as the reference coordinate system. For calibration, a long thin stick (about 50 cm) with
a light cubic object (for recognition) at its tip is used as a tool. Based on the resolution
of the Kinect, the depth data of the stick are ignored, while the depth data of the cubic
object at the tip are taken. As the user moves the tool in the capture space, the mean
value of the depth data of the object at the tip is saved as the central point. The user can
set the timing and number of data to be captured. Here, 300 data are collected at an
interval of 50 ms (Fig. 2). Excluding the data occluded by the body, the rotation matrix
(R) and the translation vector (t) are calculated by applying the ICP (iterative closest
point) technique to the points from the Kinects corresponding to the input points from
the reference Kinect. As data are collected at a certain interval of time, the input point
matching the central point is easy to find, which is conducive to fast and accurate
calculation. Figure 2 shows the data inputs from the multiple Kinects prior to the
calibration and the rotation and translation of the points after the calibration.

Fig. 2. Calibration process using the tool (Up), Calibration (a) before and (b) after (Down)
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4 Joint Selection

The upgraded Kinect v2 enhances the accuracy of joint data over the existing version
when the user faces forward. As in Fig. 3a, when the arms are lifted forward, the existing
version tracks the elbow and wrist joints even in ‘Not Tracked’ setting, calculates wrong
positions, and is prone to errors. As in Fig. 3b, when the user turns right, it is impossible
to track the positions because the right hip is blocked. Thus, the SDK 2.0 version
continues to track wrong joint positions. Therefore, significant noises could occur due to
the wrong joint positions when joint values are simply added up to determine mean
positions or weighted. This challenge should be addressed to retrieve postures. In
particular, the selection of root and hip joints when the user turns is most challenging.

The present paper builds a model based on the user’s initial posture and proposes a
method of choosing the optimal joints for each part. The initial posture model is gen-
erated with the user standing with both arms spread wide while facing the front Kinect.
At the same time, the length of each joint is measured. The initial model becomes the
reference model, which is used to determine the left and right sides of the joints in the
postures following. The lengths of joints may vary with the noises arising in the process
of retrieving the posture. Thus, the reference model is used to correct the variation of
joint lengths. As the Kinect does not tell left from right, the left joint seen from the front
may be tracked as the right joint by another Kinect. Therefore, the calculation varies
with whether it is necessary to distinguish left from right in retrieving a posture.

To retrieve the joints, the top nodes (root and hip joints) are first located. As afore-
mentioned, it is not easy to find the accurate position of the hip joint because of lots of
noises arising when the user rotates. In generating the initial model, not only the distance
between the root and hips but also that between the hips should be measured. The closest
values to the triangle (LHip-Root-RHip) measured in the initial model are found for the
root and hip joint inputs from each Kinect. Based on the ratios of joint lengths, the joints
whose values are below the given values are chosen. It is most likely that the data from the
Kinect sensors facing the user and those placed in the rear are selected. Usually, up to two
candidates are chosen, weighted based on similarities and mixed.

As the torso joints have no left and right sides clearly separated, mean values are
used to calculate the joint positions, which are in turn adjusted based on the normal
vectors associated with parent joints and the initial joint lengths.

Fig. 3. Example of tracking error: (a) Arms are lifted forward, (b) User turns right
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As for the arms and legs, the K-means algorithm is used and the joint data are
divided into two parts (SA and SB), each of which is to become the left or right side.
The arms start from the top nodes, or the shoulder joints. The minimal-difference
pattern in the square values of the distance between the previous posture’s shoulder
joint positions(Ljfr-1, Rjfr-1) and the two-part data’s mean joint positions PA; PBð Þ is
used to determine the left and right arms. Likewise, the elbows/knees and the
wrists/ankles are calculated based on the differences in distances. Still, the parent joints
serve as the references for comparing the joints.

As aforementioned, given the mixed values found by weights are significantly
affected by noises, the selection is made based on the variation of joint angles. As for
the reference for joint selection, the joints Jsð Þ, which correspond to the minimal sum of
the vector rotation direction Dsð Þ and rotation angle Asð Þ calculated from the joint
positions (Pjfr-2, Pjfr-1) and current joint position (Pjfr), are selected.

Kinect finds the body parts based on learning data but sometimes fail to yield the
joint values especially when feet go higher than the lower back as in kick motions.
When no joint data are gained, the joint vector generated in previous postures (the
vector between parent and children joints) is used to retrieve the posture.

5 Results

The present paper proposes a multiple Kinect system that captures motions in real time
by minimizing the joint occlusion. As in Fig. 4, the user’s posture can be retrieved
although the hand is blocked or when the user rotates in 360°. Also, the proposed
system can capture dynamic motions, e.g. Taekwondo.

Here, the proposed system is compared with the commercial motion capture sys-
tem, Xsens to determine its accuracy. Xsens’ data are saved as 120 and 240 frames. To
match the initial setting, a T-pose is taken first. Motions are converted by matching the
joint scales between Xsens’ data and the multiple Kinect’s data. To synchronize with

Fig. 4. Motion capture result: arm joint occluded by body (left), 360-degree left turn (right)

Fig. 5. Comparison of the motion: Xsens data (left-white), multi Kinects data (right-green)
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the 30-fps Kinect data, the multiple Kinect system saves the data together with the
timing of captures (milliseconds). The Xsens’ data saved at a time closest to the
recorded time are compared. The angular variation of joints from N data is calculated to
compare the accuracy based on the difference in variation.

Figure 5 compares the data of two motions synchronized. 6 dynamic motions are
measured in terms of the similarities of postures. The similarities are found as in
Table 1. The lower extremity is less accurate than the upper one, because noises arise
in the sensors attached to the feet in Xsens, and because errors occur in the lower
extremity as the sensors are placed a bit high to increase the recognition of kicks in the
multiple Kinect system. In particular, some motions such as the jump kick are not
recognized by the multiple Kinect system, resulting in significant noises and errors
(Fig. 6). Future research will draw upon the depth data to develop the technology for
correcting the joint positions and for removing noises associated with legs and thus to
increase the overall accuracy.
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Abstract. In order to efficiently support various spatial and non-spatial queries
over geographic heterogeneous cloud environments, we propose a cell-based
inverted list index method. Our proposal includes a spatial keyword cell
structure for simultaneously managing spatial and non-spatial keywords. An
extended inverted list is constructed in order to support robust indexing of
loosely coupled collections of heterogeneity spatial objects; therefore, our
method can support flexible queries efficiently, such as keyword spatial and
non-spatial queries and nearest neighbor queries. Experiment results show that
the proposed indexing method can support quick answer of spatial queries
compared with several typical existing indexing methods.

Keywords: Cell-based index � Inverted list � Keyword query

1 Introduction

Ubiquitous computing imposes new challenges that were already foreseen. Anywhere,
anytime, and anything computing needs to cope with computing devices, users, and
applications that are mobile [1].

Spatial, spatio-temporal, and other non-spatial unstructured data, such as images,
exist. Based on heterogeneous data, flexible queries, such as keyword, time-interval, and
nearest neighbor, are required. An example of such data is, “Return the cars that passed
by the white building whose names contain ‘high-tech’ from 9:00 am and 9:02 am.”
How to index such heterogeneous data and process their flexible queries is a significant
challenge.

Many studies have been conducted on developing strategies for indexing and
querying spatial and spatio-temporal data. R-tree based index methods present spatial
objects usingMBR (Minimum Bounding Rectangle) [2]. HR-tree introduces timestamps
into R-tree aimed at managing spatial-temporal data. It constructs current independent
R-trees for each timestamp. 3DR-tree [3, 4] treats time as yet another dimension, in
addition to the spatial dimension, and it can also support both spatial and spatial-temporal
objects.MV3R-tree [5, 6] is basedmainly on themulti-version B-tree and builds two trees
to support timestamps and interval queries. Almost all the existing R-tree-based methods
can only manage spatial and spatial-temporal data separately [7, 8], and cannot manage
the queries required for both types of data. In addition, existing methods only focus on
spatial and temporal information, and cannot manage non-spatial attributes [9–11].
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In this paper, we propose a novel indexing method, called cell-based inverted list
indexing method for graphical heterogeneous data. It introduces an inverted list to
manage both spatial and spatial-temporal data and support various queries. The pro-
posed index, called SOL (Spatial Object List), is an extended inverted list used to
support robust indexing of loosely coupled collections of heterogeneous spatial objects,
and when it is extend to the time dimension, it can manage spatial-temporal objects.
This indexing method manages geographic heterogeneous data, both spatial and tem-
poral information, and it can support flexible queries, such as keyword, time slice, time
interval, and nearest neighborhood.

2 Cell-Based Inverted List Index Method for Hybrid Spatial
Data

For the spatial data in GIS (Geography Information System), geographic entities are
physically continuous entities with static positions in the geographic space where
people can take action. Shops are geographic entities, as are stations, buildings,
sightseeing spots, and landmarks. In general, all spatial data models fall into two basic
categories, as described in the following paragraph.

The first category is a vector data model with discrete features, such as building
locations, pole locations, postal code areas, and lakes that can be summarized by areas
usually represented using the vector model. The second category is a raster data model
with continuous numeric values. Several continuous categories, such as elevation, soil
type, and rainfall, are usually represented using the raster model.

In this paper, we only consider spatial data with discrete features, such as buildings
and mountains. This type of spatial data mainly appears in spatial and non-spatial data.
While implementing GIS, the most common sources of attribute data are an organi-
zation’s databases combined with data sets bought or acquired from other sources to
complete gaps.

The triples in ourmethod correspond to instances extracted from the data source using
a variety of methods. For example, we extract entries from tuples in a relational database
by attempting to guess the E/Rmodel that can lead to the schema. Other examples include
adapting techniques from previous works to extract relationships from both structured
and unstructured data. Note that these extractions are imprecise in nature, and thus our
querying mechanisms and indexing techniques need to allow more flexibility.

The current indexing methods build a separate index for each data source in order
to support structured queries on structured data, and they can only manage location
information. For the non-spatial and unstructured data contained in geographic data,
inverted lists are the main method created in other existing methods to support keyword
queries. Consequently, as we demonstrate, they are limited not only in their treatment
of both location and non-spatial information, but also in the context of queries that
combine structure and keywords.

The keywords in inverted lists are ordered alphabetically, and the instances are
ordered by their identifiers. Table 1 demonstrates how to use inverted lists that rep-
resent instances. Here we add the attributes as part of the keywords, and the form of the

Cell-Based Indexing Method for Spatial Data Management in Hybrid Cloud Systems 37



keyword is “keyword//attribute”. If the cell is not zero, we state that the corresponding
instance at that column is indexed on the corresponding keyword at that row.

Note that inverted lists, as described in Table 1, do not capture any location
information. Furthermore, SOL is the indexing method that combines grid cells with
inverted lists. Conceptually, SOL is a two-dimensional table, where the ith row rep-
resents the keyword element that contains the keyword and attribute, and the jth column
represents the location information. Cell i; jð Þ is a pointer to a list that stores a set of
spatial objects.

Here, SOL adopts an overlapping technique. For some instances that receive sev-
eral cells, the pointers of those cells point to the same instance. In order to save disk
space, only one instance is stored and the pointers of that instance point to the same list
that stores the instance. Hence, pointers 131 P and 132 P in Fig. 1 point to the same list
that contains instance E.

Table 1. Inverted list for a set of instances

A B C D E

Blue//Color 0 0 0 0 1
Backgate//Name 0 0 1 0 0
Coffee//Name 0 0 0 0 1
Hana//Name 0 1 0 0 0
Hightech//Name 1 0 0 0 0
Main//Name 0 0 0 1 0

Fig. 1. Spatial object list for several instances
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The Spatial-Temporal Object List (STOL) is a collection of Spatial-Temporal
Object Tables (STOT), each of which serves as an index for a set of moving objects at a
specific time interval. At specific time t, spatial-temporal data can be modeled with grid
cells in the two-dimensional X � Y space in the form (x, y). Unlike this, in our method,
we map the two-dimensional (x, y) into a one-dimensional L taken as the y-axis, and
we take the pointers of the spatial-temporal objects as the x-axis. If the value of each
cell is not zero, this means that the spatial-temporal object appears at the corresponding
location at that time. One of the fundamental objectives of the proposed method is to
efficiently manage various queries, such as keyword, keyword nearest neighborhood,
time-interval, and time-slice. The structure that extends the cell-based structure using
an inverted list makes the query processing for keyword and keyword neighborhood
queries intuitive and straightforward. Time-interval and time-slice query processing
involves selecting a set of entries that correspond to the timestamp interval in the query.
The cell-based structure of STOL is good for time-interval and time-slice queries. Here,
we provide several examples to explain how to process those queries.

3 Experimental Result

In our performance evaluation, we mainly use TIGER/Line shape files [12] and the data
sets generated by the GSTD spatio-temporal generator [13]. GSTD has been widely
employed as a benchmarking environment for access methods that manage moving
points. Each of the following data sets contains 10,000 regions with density 0.5 and is
generated as follows: the initial positions of the objects are determined following a
Gaussian distribution. Timestamps are modeled as floating numbers that range from 0
to 1 with granularity 0.01. The performance of different access methods is measured by
running workloads. Each workload contains 500 queries with the same area and
interval length.

Because there are no current methods that manage both spatial and moving objects
(to the best of our knowledge), we divided our experiments into two parts: one is
responsible for comparisons with Hybrid-ATIL, a heterogeneous data indexing
method; the other part compares our method with STR-tree, HR-tree, 3DR-tree, and
MV3R-tree—all of which are R-based indexing methods.

Figure 2 shows the average results of building time, memory usage, keyword
query, and keyword neighborhood query execution time. It shows that the
Hybrid-ATIL method requires slightly longer time to process the two types of queries
because it stores both the attributes and their association. The index lookup time of our
method requires less time than that required by Hybrid-ATIL on both keyword and
keyword neighborhood queries.

In the second set of experiments, we compared our method with several
R-tree-based indexing methods. We divided the data space into 64 cells and used the
data sets with cardinality 10 K that evolved for 624 timestamps. The number of dif-
ferent types of queries is 100, and they are range, time-interval, and time-slice queries.
Using a page size of 1 KB, the fanouts of those R-tree based indexing methods are
between 28 and 36.
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Figure 3 shows the average time for processing different types of queries. For all
indexing methods, the range query required the longest time. Furthermore, for the time
interval and time slice queries, our method outperforms the R-tree-based methods.

4 Conclusion

In this paper, we introduced a cell-based inverted list index method that uses inverted
lists to extend cell-based indexing structures in order to overcome the limitations of
hierarchical access methods. SOL was used for indexing spatial data and STOL was
used for indexing spatial-temporal data. We also provided the definitions of several
types of queries over heterogeneous geographical data, which are keywords and

Fig. 2. Results of comparison with Hybrid ATIL (construction time, memory usage, and query
run time)

Fig. 3. Average response time for three types of queries

40 Y. Li and B.-S. Shin



keyword neighborhood queries, as well as those queries that combine keyword and
structured queries. Our indexing method can support hybrid spatial data management
of keyword queries, and we also provided a set of algorithms for query processing.
Through a set of experiments, the proposed method proved to be an effective indexing
method well suited for managing spatial and non-spatial data.
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Abstract. In this paper we introduce a SOA based EDA system complied with
SEMI Standards for smart factory in semiconductor manufacturing filed To
design the system that is used to integrate information systems in the factory, we
analyze the requirements of EDA system in the prospect of the components of
the information systems. We build a prototype for an EDA system including
EDA Host and EDA Client in EDA SEMI standards.

Keywords: SOA � EDA � Smart factory � SEMI standards

1 Introduction

To collect and use data from the equipment in the factories, the SEMI Standards have
evolved to support the demand for data exposed by the process analysis and control
applications. The process used to manufacture semiconductors is highly complex and
requires advanced manufacturing equipment, highly controlled environments, and the
use of specialized chemicals to produce these complex products [1].

Hence many applications of manufacturing factories require variety and complex
data types from integrated information framework [2, 3]. EDA (Equipment Data
Acquisition) can be used to get significantly higher trace data collection throughput,
and the robust tool model in EDA provided better access to sensors and other key
equipment variables useful for operational data monitoring [4].

In this paper we introduce a SOA based EDA system complied with SEMI Stan-
dards for smart factory in semiconductor manufacturing filed. To design the system that
is used to integrate information systems in the factory, we analyze the requirements of
EDA system in the prospect of the components of the information systems such as
ERP, SCM, PLM, etc. We build a prototype for an EDA system including EDA Host
and EDA client in EDA SEMI standards [7–10].
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2 Related Works

The EDA standard is announced for the semiconductor industry to improve and
facilitate communication between data gathering software applications and the factory
equipment each other effectively. It is a suite of model-based communication standards
that enables devices of arbitrary size and complexity to securely publish data to
multiple, distributed clients using standard internet technology. The main EDA SEMI
standards include E120, E125, E132, and E134 [7–10]. Solutions must comply with the
specific SOAP (Simple Object Access Protocol)/XML(Extensible Markup Language)
implementations of these standards; E120.1, E125.1, E132.1, and E134.1. Figure 1
shows the overall EDA standards.

3 Design of EDA Architecture

3.1 Experimental Setup

To study the performance of factory scale EDA in Ethernet interface, we design the
EDA system that consists of EDA client and EDA Host. It is in conjunction with a
testbed composed of PLC associated devices, EDA Host and EDA client. EDA client
has several applications like EDA configurator and equipment data collector.
Service-oriented architecture (SOA) presents a fundamental shift in dealing with the
difficulties of building distributed systems [5, 6]. SOA presents a fundamental shift in
dealing with the difficulties of building distributed systems. Figure 2 shows the overall
architecture for building an EDA application of the equipment in a semiconductor
process.

Fig. 1. Overview of EDA standards
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This testbed is a C# with WCF of the EDA communication infrastructure [4]. WCF
is a framework for building service-oriented applications and a software development
kit based on .NET for services on Windows and is a unified programming model for
building service-oriented applications. It is used for clients and services to send mes-
sages between each other. Its services are interoperable, which uses a variety of net-
work protocols such as HTTP, TCP, MSMQ, etc. Services are offered on an endpoint.
WCF separates service hosting, endpoints and services. In WCF, all services expose
contracts. The contract is a platform-neutral and standard way of describing what the
service does. WCF defines four types of contracts. Applications or services are
designed for distributed environment using a single model. The testbed recreates net-
work traffic expected from a real world, factory scale EDA implementation, including
various data types such as; exception reports, event reports and trace reports. Further,
the testbed can be scaled up to simultaneously.

3.2 Experiments Result

To evaluate EDA testbed, we apply it to the AutoFOUP cleaning system that is par-
ticularly well suited to the precision cleaning of the 300 mm (12”) wafer container,
FOUP. Figure 3 shows the components of AutoFOUP that consists of buffers, cham-
bers, transfer robot and ports.

Basically equipment metadata is supplier-sensitive information. It can be access via
an authenticated session with the equipment. In E125, metadata interface is well
modular written in WSDL. The EquipmentMetadataManager provides 9 meth-
ods including GetTypeDefinitions, GetEquipmentStructure, GetEquip-
mentNodeDescriptions, etc. To get the overall structure of a equipment, an EDA

Fig. 2. The overall EDA structure
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client call a method GetEquipmentStructure in EquipmentMeta-
dataManager. The following is the element of GetEquipmentStructure
method in a WSDL:

<wsdl:portType name="EquipmentMetadataManager"> 
… 

  <wsdl:operation name="GetEquipmentStructure"> 
  <wsdl:input name="GetEquipmentStructureIn" 
      message="eqSDPort:GetEquipmentStructureRequestMessage"/> 
   <wsdl:output name="GetEquipmentStructureOut"  

        message="eqSDPort:GetEquipmentStructureResponseMessage"/> 
   </wsdl:operation> 
… 

</wsdl:portType> 

The response of this call GetEquipmentStructureResponseMessage provides a
structure of a specific equipment predefined as CEM(Common Equipment Model) in
E120 within a SOAP message. Figure 4 shows the SOAP message for a method
GetEquipmentStructure with input and output messages.

The element Equipment represented with an XML schema complied with E120 is
as followed. It gives keys that are used for searching details about the equipment
including subsystems, IO device, and modules by XPath. The element Equipment is
associated with an element type EquipmentType represented with complex type in
XML schema. In WCF programming model, applications have unique needs for
exposing functionality through service contracts and for choosing the right mechanism
for serializing complex types for each service operation. A service has contracts. EDA
client gets the metadata embedded in a SOAP reply message complied with E120

Fig. 3. The components of AutoFOUP
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standard from EDA host. Figure 5 shows the description of AutoFOUP equipment as
the result of GetEquipmentStructure.

4 Conclusion

In this paper we introduced an EDA system complied with SEMI Standards for smart
factory. Hence we analyzed the requirements of EDA system in the prospect of the
components of the information systems. To show the main operations of EDA based on

Fig. 4. The SOAP message structure for GetEquipmentStructure method

Fig. 5. The detail information about AutoFOUP
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web services, we designed a SOA based EDA system for semiconductor manufac-
turing. It is useful to integrate heterogeneous service platforms and diverse equipments
in a factory environment. As the result, standard techniques of web services like SOAP
and WSDL give advantage to transform the traditional information systems with low
level messaging to well-designed systems to optimize operation of manufacturing in
smart factory.

Acknowledgements. This work (Grants No. C0395837) was supported by Business for
Cooperative R&D between Industry, Academy, and Research Institute funded Korea Small and
Medium Business Administration in 2016.
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Abstract. In this paper, we analyze the total item assessment reports that have
been published by municipalities for the mandated implementation of the
specific personal information assessment in three perspectives. The three per-
spectives are (1) Adequacy of risk items, (2) Re-use of the assessment report,
and (3) Classification of the assessment model. As a result, for example, in risk
measures where there are many assessment reports, there is a description of the
measures in the system but there are missing measures outside the system such
as operation, etc.

Keywords: Specific personal information protection assessment � Specific
personal information � Assessment report � My number

1 Introduction

Residents in Japan were notified about the “My number” system on October 2015. The
personal information including my number is called “Specific personal information.”

Implementation of the “Specific Personal Information Protection Assessment,”
which we also refer to “Protection Assessment” has been required in the appropriate
municipal offices to keep certain personal information [1].

Protection assessment is done to prevent infringement of privacy of personal
information and ensure the trust and protect the rights of citizens and residents. After
protection assessment, each municipality must conduct their risk assessment.

The results of the protection assessment are published as an “Assessment report.”
However, it has been pointed out that the protection assessment may not have been
properly implemented [2].

In this paper, we analyzed the report published by the municipality in the following
perspectives: (1) Adequacy of risk items; (2) Re-use of the Assessment report; and
(3) Classification of the Assessment model [3].
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2 Overview and Issues of Specific Personal Information
Protection Assessment

Protection assessment is classified into three aspects of evaluation by the threshold
decision: basic items assessment, priority items assessment, and all items assessment.
Threshold decision is affected by the number of target people, the number of trans-
actors, and the occurrence or non-occurrence of major accidents of specific personal
information.

The case which puts evaluation of all items into effect treats a lot of specific
personal information more than other evaluation. Also, since there is a large number of
persons handling the information, there is a high risk for leakage of specific personal
information and other accidents. Therefore, all item assessment report (From now on
referred to as the “Assessment Report”) is necessary to evaluate concrete risk measures
in more detail. In this paper, the assessment reports were analyzed in three aspects that
have been pointed out by the persons concerned as targeted by the assessment report.

• Adequacy of the Risk Item
The protection assessment, which is carried out by a municipality is performed to
describe the contents of a risk measure to the risk item indicated on an evaluation
document beforehand. However, the risk items are not uniform, and the standards
used by municipalities when considering a risk measure are not specified in detail.
Therefore, it is likely that there is a difference in the level of the methods and
measures to select various things such as the municipality of risk items.

• Re-use of the Assessment Report
It is not a big difference that the contents of office work are defined by law in the
municipality, except partial for the municipality. Then, it is also conceivable to
reuse the contents of the assessment report, which was evaluated previously in the
same municipality.

• Classification of the Assessment Model
In the office work that handles specific personal information, it is possible to per-
form an information link via the information provided by the network system.
Therefore, the scope of protection assessment of municipality is asked to be eval-
uated, including the cooperation foundation such as the intermediate server of the
relevant office works and the providing information network system, etc.

3 Analysis of Issues

3.1 Adequacy of Risk Items

In the protection assessment, assessment depends on the municipality because there is
no procedure manual for risk evaluation. There is a possibility that proper implemen-
tation of risk evaluation is difficult because the person who estimates risk does is not
specialized as we have also investigated in actual conditions. We target the all item
assessment report for analysis because it puts risk analysis into all risk issues compre-
hensively. The 221 assessment reports exhibited were analyzed on (June 10, 2015) from
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a specific personal information protection committee. The analysis is the same as office
works, which targets the assessment report for the “Office works concerning the Basic
Resident Register.” Nine cases were analyzed, which corresponds to about 10 % of the
assessment report of the target affairs that has been published at that time (80 cases).

We make a comparison between the assessment standard that we created and the
assessment report of the municipality to be analysis target [4]. The result of the
comparison is indexed in Table 1 to confirm the excess or deficiency for each corre-
sponding risk item.

Table 2 shows the average value of the distribution and all the items of the
assessment index for risk correspondence of system in the municipality. The assess-
ment index when not mentioning the risk correspondence indicated by the assessment
standard at all, is 1 point.

Average values of assessment index of all 49 items were conducted in munici-
palities is likely not to be applied appropriate assessment when close to 1 point.

Table 3 shows the distribution of the assessment index of the response to the
management risk in municipalities and average values of the all item assessment.

Table 1. The category of assessment of the risk response.

Assessment results Assessment index

The risk correspondence indicated by the evaluation standard is being
satisfied. Furthermore, the risk described corresponding to the
evaluation criteria is supported.

3

The only parts of the risk management that are shown in the
assessment criteria are described.

2

The risk correspondence indicated by the assessment standard isn’t
mentioned.

1

Risk correspondence isn’t indicated in the assessment standard. -
(Excluded from
assessment)

Table 2. The situation of corresponding to the risk (System).

All 49 items System Assessment index
(Average of all item)3 2 1 0

A city 7 12 5 25 2.08
B city 11 10 5 23 2.23
C city 7 12 6 24 2.04
D ward 11 8 8 22 2.11
E city 9 13 3 24 2.24
F city 10 13 1 25 2.38
G city 11 12 1 25 2.42
H city 5 16 3 25 2.08
I ward 24 0 0 25 3.00
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3.2 Re-Use of the Assessment Report

The analysis target is personal confirmation information file on an assessment report. The
number of characters to which an assessment report and a mentioning point are parallel is
counted, and its ratio is calculated [5]. The indexing would make based on Table 4.

3.3 Classification of the Assessment Model

In the municipality, the My Number system promotes task collaboration with other
government agencies by information cooperation. Information cooperation is per-
formed by the intermediate server and providing information network system to be
established. The intermediate server performs information cooperation and dissemi-
nation of information in the network system. The scope of the specific personal
information protection assessment is expressed in four models, as illustrated in Fig. 1.
The bold line frame of Fig. 1 illustrates the extent of the assessment, and the dotted box
refers to an original specific personal information file and a duplicate DB. Table 5
shows the model classification of the assessment report of the municipality.

• Model A: The model that assesses relevant office work.
• Model B: The model that assesses relevant office work from the intermediate server.
• Model C: The model to assessment, including the intermediate server and infor-

mation provided network system on relevance office work.
• Model D: The model to assessment separately the intermediate server which is

assessment the information furnished the network system that relevance office work.

Table 3. The situation of corresponding to the risk (Management).

All 49 items Management Assessment index
(Average of all item)3 2 1 0

A city 11 17 7 14 2.11
B city 12 21 2 14 2.29
C city 9 16 11 13 1.94
D ward 12 12 12 13 2.00
E city 8 17 11 13 1.92
F city 12 14 10 13 2.06
G city 8 16 12 13 1.89
H city 11 13 12 13 1.97
I ward 36 0 0 13 3.00

Table 4. Concordance assessment index.

Concordance rate Concordance assessment index

Disagreement 0
Less than 25 % 1
More than 25 % * Less than 50 % 2
More than 50 % * Less than 75 % 3
More than 77 % * 4
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Fig. 1. Assessment Model

Table 5. The model classification of the assessment report.

Model The subject and scope Model
classification of
assessment
report

Comments

A Assignment task only – Not the object of evaluation
such as an intermediate server.
Assignment of the contents of
an individual problem.

B Assignment
task * Intermediate server

C city Among the municipalities, it
has published an evaluation
report on the early (2014
November).

C Assignment
task * Intermediate
server * Network system
for provides information

A city, B city, D
ward, E city, F
city, G city, H
city

Initially, the municipality of
Model A there were many,
been pointed out from a
specific personal information
protection committee, it was
correct to Model C.

D Assignment
task * Network system for
provides
information/Intermediate
server

I ward Has submitted in separate
reports the evaluation and
assessment of the intermediate
server and office system.
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Office systems are often packaged products and it is difficult for municipality
officials to get familiar with the technical specifications particularly the detailed
specifications of the intermediate server and information provided the network system.
In addition, the risk in the system and the operation are the causes because of the
measures are also fundamentally different, whose risks should be assessed in isolation.

4 Conclusion

We analyzed the implementation of the risk assessment based on published assessment
reports as the target because it was pointed out that assessments may not have been
adequately implemented. As a result, we came up with a description of risk measures in
the system. However, many assessment reports such as system management are
missing. Furthermore, the municipality assumed that office work was estimated through
a target of evaluation, but when it lacked in knowledge to a system actually, it was
revealed that there is a possibility that the system and the files, which were assessment
targets were overlooked.
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Abstract. Nowadays, the dramatically increased malware causes severe chal-
lenges to computer security. Most emerging instances are variants of previously
encountered malware through polymorphism and metamorphism techniques.
The traditional signature-based detecting methods are ineffective to recognize
the enormous variants. Malware similarity analysis has become the mainstream
technique of identifying variants. However, most existing methods are either
hard to handle polymorphic and metamorphic samples based on static structure
feature, or time consuming and resource intensive by using dynamic behavior
feature. In this paper, we propose a novel malware similarity analysis method
based on a fine-grained hybrid feature by exploiting the complementary nature
of static and dynamic analysis. We integrate dynamic runtime behavior with
static function-call graph. The hybrid feature overcomes the limitation of using
static and dynamic feature separately and with more accuracy. Furtherly, we use
graph edit distance, and inexact graph matching algorithm as metric to measure
the distance between malicious instances. We have evaluated our algorithm on
real-world dataset and compared with other approach. The experiments
demonstrate that our method achieves higher accuracy.

Keywords: Similarity analysis � Function-call graph � Hybrid feature � Graph
edit distance

1 Introduction

Malware poses a major threat to network security. According to the latest report of
Symantec, more than 430,000,000 new malware samples were discovered in 2015, up
36 percent from the year before. The sheer volume of malware brings severe challenges
to security vendors. However, research shows that the majority of new incoming
malware instances are merely variations of encountered malware through polymor-
phism and metamorphism techniques. They share the same functionality while have
different syntactic representations.

Malware similarity analysis has been put forward to efficiently cope with the
tremendous number of variants. Through precisely measuring the similarity based on
quantitative metric to determine whether a malware program is similar to a
previously-seen sample. A large amount of time and resources could be saved to avoid
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the duplicated analysis of variants. It is the basis for automatic malware detection. It is
also the foundation of malware classification and phylogeny model generation.

In this paper, we propose a novel malware similarity analysis metric using a
fine-grained hybrid feature, which combines static function-call graph and dynamic
runtime traces in a way that taking advantage of both simultaneously. Firstly, we
extract the function-call graph of programs using static analysis, which is resilient to
low-level obfuscation, such as basic block-reordering, register reassignment. Each
vertex in function-call graph represents a function and each edge represents a
caller-callee relationship between functions. Then we extract the dynamic runtime trace
sets as function labels. At last, we use graph edit distance, an inexact graph matching
method as metric to calculate the similarity degree among malicious samples. We have
evaluated our algorithm on real-world dataset and compared with other approach. The
experiments demonstrate that our method achieves higher accuracy.

The rest of this paper is organized as follows. We review the related work in
Sect. 2. In Sect. 3, we describe the overview of framework. Then we introduce the
extraction of the hybrid feature in Sect. 4 and the calculation of similarity metric is
presented in Sect. 5. Section 6 evaluates the result of experiment. Finally, a summary
of the paper is given in Sect. 7.

2 Related Work

Malware similarity analysis has attracted considerable attention. Most existing methods
based on either static features or dynamic features.

Static features are extracted from malicious programs without executing it. Shafiq
et al. [1] proposed to extract distinguishing features from portable executable
(PE) format using the standard structural information that Microsoft Windows oper-
ating system defined. Kolter et al. [2] used n-grams of byte codes presented in the
malware binary as features. Xin et al. [3] employed function-call graph which is a
high-level structural feature for malware classification. However, as mentioned by
Moser et al. [4], static analysis is difficult to handle the advanced obfuscation or
self-mutating instances, and thus affects the accuracy of static features.

Distinguishing from static features, dynamic features are extracted from execution
traces which make them more resilient to encryption or other obfuscation techniques.
Blokhin et al. [5] partitioned system call logs acquired from sandbox into system call
sequences as features. Bailey et al. [6] described malware behavior at a high level
abstraction in terms of system state change profiles that the malware causes on the
system, like modified registry keys, network access. Wüchner et al. [7] presented
quantitative data flow graphs (QDFGs) to model program behavior through using
system calls integrated with quantifiable data flow. However, many newly malware
instances are able to detect the instrumented environment and refuse preforming
malicious activity to evade dynamic analysis.
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3 System Overview

Malware similarity analysis is divided into two steps: feature extraction and similarity
calculation. Figure 1 shows the overview of our framework. A malware sample is
represented as a function-call graph. Each vertex in the graph corresponds to a function
and edges represent the caller-callee relationship between functions. There are two
kinds of functions: local functions and external functions. For each local function, we
record its execution traces with dynamic instrumentation tool Pin as its label. For
external functions, we take the string of function names as the label which indicates the
functionality of each function. We integrate dynamic feature into function represen-
tations as a fine-grained hybrid feature.

Then we use graph matching algorithm to calculate the similarity degree between
pairwise samples. Graph matching methods fall into two categories: exact matching and
inexact matching. Exact matching problems are NP-complete. Therefore, we use graph
edit distance, one of the most widely used inexact matching algorithms. It is highly
flexible and is applicable to types of graph integrated with special domain knowledge by
means of cost functions. Graph edit distance is defined as the cost of the least expensive
sequence of edit operations that are needed to transform one graph to another.

4 Feature Extraction

This section we first introduce the definition of function-call graph. Then, we describe
the extraction of the dynamic runtime traces for each local function.

4.1 Function-Call Graph

G = (V,E) is a directed graph composed of vertex set V and edge set E. Each vertex in
the graph corresponds to a function included in the program. Each edge represents the
caller-callee relationship between functions. The vertex can be divided into two cate-
gories: local functions and external functions. Local functions are functions written by

Fig. 1. The system overview
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malware authors. Statically-linked and dynamic-imported functions are the external
functions.

Function identification is a tough challenge in binary analysis. In our paper, we use
IDA Pro to identify the boundary of functions which has achieved reasonable accuracy.
In IDA representation, local functions are named with “sub\_xxxxx”, external functions
are named just the function names. IDA can provide the function-call graph of
applications directly. But as pointed in [8], the performance of IDA is still imprecise,
the missed function and misidentified function rate is alarming. In future, we will take
this issue into account.

Each function in the graph has a label. The labels of external functions are function
names. Whereas the label for local functions are the execution traces acquired from
dynamic tools. We run the malicious program with instrumentation tool Pin and record
each function’s runtime traces to form a label vector Fl, which is composed of feature
sets Fl ¼ ff1;f2; � � � ; fng. Each fi denotes an aspect of dynamic behavior of functions,
like system calls the function invoked, the values the function written to memory, etc.
We choose four feature sets: the values read from the stack f1, the values written to
stack f2, the values read from memory f3 and the values written to memory f4. The
feature vector is easily being extended.

5 Similarity Calculation

The central component of malware similarity analysis is to measure the distance among
malware instances. The samples are represented as function-call graph, thus casts the
problem into graph matching. Therefore, we use graph edit distance as a metric to
weigh the similarity between variants.

Graph edit distance was first proposed in [9]. It is defined as the minimum cost
amount of operation that is needed to transform one graph into another. Bipartite graph
matching as an approximate computation method of graph edit distance has been
proposed in [10]. It is a suboptimal method based on the procedure that mapping nodes
and their local structures of one graph to nodes and structures of another graph.

Let G1 ¼ ðV1;E1; l1Þ and G2 ¼ ðV2;E2; l2Þ be the source and target graph as two
parts of bipartite graph, where V1 ¼ ðv1; � � � ; vnÞ, V2 ¼ ðu1; � � � ; umÞ. The cost matrix is
as below:

C ¼

c1;1 c1;2 � � � c1;m
c2;1 c2;2 � � � c2;m
..
. ..

. . .
. ..

.
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.
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0
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In our cost matrix, cij ¼ 1=eij, where eij denotes the similarity degree of two
functons. For external function nodes, eij is measured by the longest common substring
(LCS) of function names. For local function nodes, eij is measured by Jaccard similarity
coefficient between two trace vectors Fl.

6 Evaluation

To conduct the accuracy of the algorithm we proposed, we use the data set from VX
Heavens, which has already been classified into malware families. The data set has 17
malware families and 1,326 samples, including Worms, Trojans, and Virus. We
compared the results with [11], which used static function-call graph to compute
similarity of binaries. The results demonstrate that hybrid feature outperforms solely
static function-call graph.

Virus.Win32.Sality is considered as one of the most complex and formidable
family of malware according to Wiki. And Table 1 shows the similarity matrix between
variants in family Sality. The values of leading diagonal of the matrix are equal to 1
which demonstrates comparing with themselves. The upper triangular half of the matrix
are the data of our experiment and below are [11]. The results indicate that, our method
outperforms [11] when the similarity value is low within family variants. This is
because variants’ dynamic behaviors may keep in step with each other, although their
static structures are different due to obfuscations.

Table 1. The similarity matrix of Virus.Win32.Sality

Sality.a Sality.c Sality.d Sality.e Sality.f Sality.g

Sality.a 1 0.991 0.941 0.618 0.612 .0867
Sality.c 0.996 1 0.933 0.618 0.612 0.862
Sality.d 0.96 0.957 1 0.651 0.639 0.889
Sality.e 0.627 0.625 0.645 1 0.961 0.856
Sality.f 0.408 0.408 0.419 0.581 1 0.848
Sality.g 0.870 0.867 0.884 0.682 0.438 1

Table 2. The similarity matrix of Email-Worm.Win32.Klez

Klez.a Klez.b Klez.c Klez.d Klez.e Klez.g Klez.h Klez.i Klez.j

Klez.a 1 0.964 0.976 0.911 0.791 0.789 0.783 0.783 0.783
Klez.b 0.959 1 0.939 0.939 0.801 0.8 0.793 0.793 0.801
Klez.c 1 0.959 1 0.916 0.792 0.791 0.784 0.784 0.792
Klez.d 0.869 0.91 0.869 1 0.811 0.811 0.806 0.806 0.812
Klez.e 0.614 0.639 0.614 0.672 1 0.996 0.967 0.968 0.994
Klez.g 0.614 0.639 0.614 0.672 1 1 0.965 0.967 0.993
Klez.h 0.615 0.637 0.615 0.656 0.948 0.948 1 0.999 0.949
Klez.i 0.615 0.637 0.615 0.656 0.948 0.948 1 1 0.949
Klez.j 0.614 0.639 0.614 0.672 1 1 0.948 0.948 1
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Table 2 shows the similarity matrix of family Email-worm.Win32.Klez. Compared
to [11], our result achieves better accuracy. Although the accuracy of a few pairs of our
results are little bit lower than theirs, such as pair Klez.j and Klez.g, the similarity value
of their method is 1 and ours is 0.993. But for the rest of pairwise samples, our results
are much higher than [11].

7 Conclusion

The large volume of malware variations poses major challenge to Anti-Virus compa-
nies. Malware similarity analysis is a critical step for malware detection and classifi-
cation. In this paper, we propose a novel fine-grained hybrid feature to calculate the
similarity degree between malware instances. We merge dynamic runtime traces into
static function-call graph representation as a hybrid one. In evaluation, we have con-
ducted extensive experiments with 1,326 samples in 17 families. The result shows that
our algorithm is more accurate. The main contributions of our work include: (1) a
hybrid graph feature for computing the similarity between malware variants to improve
the accuracy of the result; (2) integrate dynamic runtime traces into function node
representation in order to take advantage of both simultaneously; (3) a fully study of
the performance to validate its efficiency and accuracy with a 1,326 samples database.
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Abstract. Currently, Microsoft Kinect, a motion sensing input device, has been
developed quickly in research for human gesture recognition. The Kinect inte-
grating into games and Virtual Reality (VR) improves the immersion sense and
natural user experience. However, the Kinect is able to accurately measure a user
within five meters, while the user must face to the sensor. To solve this problem,
this paper develops a wireless Kinect sensor network system to detect users at
several viewports. This system utilizes multiple Kinect clients to sense user’s
gesture information, which is transmitted to a VR managing server for the inte-
gration of the distributed sensing datasets. Different from the VR application with
a single Kinect, our proposed system is able to support the user’s walking around
no matter whether he is facing the sensors or not. Meanwhile, we developed a
virtual boxing VR game with two Kinects, Samsung Gear VR and Unity3D
environment, which verified the effective performance of the proposed system.

Keywords: Kinect � Wireless sensor network � Virtual Reality � Sensor
selection

1 Introduction

Tracking the skeleton of human body from RGB image and depth sensors of the
Microsoft Kinect has been widely applied for the interaction between users with virtual
objects in various multimedia fields, such as Natural User Interface (NUI) and Virtual
Reality (VR) [1]. The kinematics researches on the Kinect, such as human action
recognition and classification, have been soaring rapidly [2]. When we utilize the
Kinect to acquire user’s gesture, he needs to stand in front of the Kinect with a limited
distance and face to the Kinect. Otherwise, weak and inaccurate signals are sensed.

To provide an interactive environment, where users are able to walk and rotate
freely, this paper proposes a wireless Kinect sensor network system for VR applica-
tions. In the system, multiple Kinect sensors installed in their respective client com-
puters detect user’s gesture information at different viewports. The sensed datasets of

© Springer Nature Singapore Pte Ltd. 2017
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the distributed clients are sent to a VR managing server, which selects an adaptive
Kinect based on the user’s distances and orientations of the Kinect sensors. In the
sensor selection process, we apply a Bivartiate Gaussian probability density function
and Maximum Likelihood estimation method to choose the most suitable one to pro-
vide accurate gesture information.

By installing multiple Kinect sensors in VR user’s activity environment, the pro-
posed method extends the motion measurements of the Kinect and solves the data lost
situation when the user turns back. In our method, only small datasets including user’s
position and body joints are transmitted between the clients and the server, which
satisfied the real-time wireless network transmission requirement.

The remainder of this paper is organized as follows. Section 2 overviews related
work. Section 3 describes the proposedwirelessKinect sensor network system. Section 4
develops a boxing VR game using the proposed system. Section 5 concludes this paper.

2 Related Work

Currently, Kinect is a popular display device in VR development, which reports user’s
localization and gesture information [3]. A single Kinect can only capture the front side
of users facing to the sensor. To sense the back side, Chen et al. [4] utilized multiple
Kinect to reconstruct an entire 3D mesh of the segmented foreground human voxels
with color information. To track people in unconstrained environments, Sun et al. [5]
proposed a pairwise skeleton matching scheme using the sensing results from multiple
Kinects. Using a Kalman filter, they skeleton joints were calibrated and tracked across
consecutive frames. Using this method, we found that different Kinects provided dif-
ferent joints localization, because the sensed surfaces were not same at different
viewports.

To acquire accurate datasets from multiple sensors, Chua et al. [6] addressed a
sensor selection problem in smart house using Naïve Bayes classifier, decision tree, and
k-Nearest Neighbor algorithms. Sevrin et al. [7] proposed a people localization system
with a multiple Kinects trajectory fusion algorithm. The system selected the best
possible choice among the Kinects adaptively in order to detect people with a high
accurate rate. Following these sensor selection theories, we developed a wireless and
reliable sensor network for VR applications, which enable the users to walk and
interact with the virtual objects freely.

3 Wireless Kinect Sensor Network System

We developed a wireless Kinect sensor network system, as shown in Fig. 1, which
integrates the user’s gesture datasets from multiple Kinect client into a VR server. In
the multiple wireless clients, the user’s skeleton motion is detected at multiple views of
the Kinect sensors. The system gathers the distributed datasets via WiFi network. The
best dataset is selected using a bivartiate Gaussian probability density function. In
Fig. 1(b), we develop a VR application using the two Kinect sensors integration, which
enables omnidirectional detection of the user.
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A Kinect is installed at each client to detect the user’s gesture information at
different position, which is transmitted to an application server. From several gathered
datasets, effectiveness of each sensor is generated based on the user’s distance d and
facing orientation h to the Kinect. If the distance is close and the orientation is facing to
a sensor, the effectiveness of this sensor is high. For example, in Fig. 2, k1, k2, and k3
represent the installed Kinect; d1, d2, and d3 represent the distance from the person to
each Kinect; h1, h2, and h3 represent the orientation between the user’s facing direction
to each Kinect. The variables d3 and h3 are smallest, so that we select the Kinect k3 to
detect the user’s motion.

To select the best sensor, we apply a bivartiate Gaussian probability density
function (PDF) for the effectiveness estimation, formulated as follows.

fkiðdi; hiÞ ¼
exp � ðdi�d0

r1
Þ2�2qðdi�d0Þðhi�h0Þ

r1r2
þðhi�h0

r2
Þ2

2ð1�q2Þ

� �

2pr1r2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2

p ð1Þ

Fig. 1. The proposed wireless Kinect sensor network system. (a) The framework of the multiple
Kinect sensors integration. (b) A scene of the VR application using the proposed system with two
Kinect sensors.

Fig. 2. An example of Kinect sensor selection.

A Wireless Kinect Sensor Network System for VR Applications 63



Here, the variables d 2 [0*∞), h 2 [−p*p), r1 = 1, r2 = 1, q 2 [−1, 0].
Through the experiments, we found that d0 = 5 and h0 = 0 is the perfect position for
the Kinect detection. The best Kinect is selected by determined by a maximum like-
lihood function expressed as follows.

k ¼ argmax
ki

fkiðdi; hiÞ ð2Þ

4 Experiments

Using the proposed system, we developed a VR boxing game shown in Fig. 3. We
utilized two Microsoft Kinect2 sensors to detect user’s gesture on two clients, which
are 3.1 GHz Intel® Core™ i7-5557U CPU NUC mini PCs with 16 GB RAM. The VR
client is implemented on a Samsung Gear VR with a Samsung galaxy Note 4 in it. The
Note 4 has a 2.7 GHz Qualcomm Snapdragon Quad CPU, 3 GB RAM, 2560 * 1440
resolution, and android 4.4 operation system.

In the system, the user location and orientation was detected by the two Kinects.
When the player was facing to a Kinect with a distance between 2 to 6 meters, the
motion information was sensed precisely. By selection of effective Kinect, the user was
able to take free movement and interact with the virtual boxer at omnidirectional
orientation. Meanwhile, the monitor of the server rendered the game visualization result
synchronously with the VR display. The processing speed of our application including
data sensing, transmission, and visualization was more than 35 fps, which achieved a
real-time approach.

Fig. 3. A VR boxing game developed using the proposed wireless multiple Kinect sensor
selection system.
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5 Conclusions

To provide a free movement environment for VR application, this paper demonstrated
an effective wireless Kinect sensors selection system via the WiFi network. Using the
bivartiate Gaussian PDF, we estimated the effectiveness of each Kinect sensor based on
the user’s distance and orientation to it. A maximum likelihood function was applied to
select the best sensor for providing accurate dataset of user’s motion. Using the pro-
posed system, we developed a VR boxing game with two Kinects, where the user was
able to move and interact with virtual objects freely. In future, we will integrate some
touching sensors to the system for user experience enhancement.
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Abstract. This paper explores the attractiveness and sophistication of Snake
game which originated as an arcade maze game and has been very popular for
the decades on mobile phones platform. It presents an approach to find com-
fortable settings of Snake game by using game refinement theory. Basic AI is
created for collecting the data instead of human in this research. The results
obtained show the reason why Snake game has been so popular on mobile
phones and people can feel entertaining and excited.

Keywords: Game refinement theory � Snake game � Arcade game

1 Introduction

Snake game is [1] a type of arcade maze games originally developing from “Blockade”
which has been developed by Gremlin Industries and published by Sega in October
1976 [6]. There are many clone games based on Blockade game inspiration, e.g.,
Bigfoot Bonkers, Surround, Dominos, etc. [2, 4]. Snake games are considered to be a
skillful game, players try to achieve maximum score as high as possible. We show, in
Fig. 1 a screenshot of Snake game on Nokia 3310.

Nokia is well-known for putting Snake game in their phones [5, 13]. Towards the
end of the year 2000, Nokia released one of the most successful phones, Nokia 3310,
whose Snake game is so popular. Snake games are still included in some new phones
from Nokia and available for all platforms. The history of Snake games on Nokia
mobile phones [14] is shown in Table 1.

We can control the snake in Snake game by using the four direction buttons relative
to the direction it is heading in. The snake increases its speed as it gets longer by eating

Snake Game® is a registered trademark. All intellectual property rights in and to the game are owned
by its respected owner.
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fruits. The goal of this game is to collect fruits as many as possible. A player loses
when the snake crashes the wall or crashes itself [3].

However, some variants have the regulation that the snake’s speed will go up when
eating fruits and the snake can pass through the wall, then appear on the opposite side.
Actually, there are many factors affected to Snake game. It can be summarized as
shown below.

Notation 1. A family of snake games can be denoted by SNG(s, a, m, c, l) with the
initial physical speed of snake in frame per second s, acceleration of snake when eating
each fruit in frame per second a, size of the map m specifying in terms of total area
(pixel � pixel), wall condition c specifying trigger between 0 and 1 which means no
wall and have a wall respectively, and initial length of snake in pixel l.

While there are many variants of Snake game, some of them are so popular and
some of them are not. The main reason behind this fact is the setting of some variables
in the game. Its setting may often considerably affect the entertaining aspect which
leads the game to be exciting or boring. That is the reason why we assume that each
setting of video game has its own reasons behind this, and therefore finding a com-
fortable setting can be significantly important to maximize the entertainment in playing
the game considered. Thus, this paper presents an approach to find comfortable settings
of Snake game. To tackle this challenge, game refinement theory [11] is used as an

Fig. 1. A screenshot of Snake game on Nokia 3310

Table 1. A historical overview of Snake games on Nokia mobile phones

Year Version

1997 Snake
2000 Snake II
2002 Snake EX
2003 Snake EX2
2005 Snakes
2005 Snake III
2006 Snake Xenzia
2008 Snakes Subsonic
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important tool for the assessment. We consider mathematical equations and a rea-
sonable game information progress model to derive a game refinement measure for
Snake game and its variants. Then SNG(s, a, m, c, l) are considered and evaluated by
adjusting each factor.

This paper is organized as follows. Section 2 provides the fundamental ideas of
game refinement theory, including our approach to the application of Snake game.
Experimental results are shown and discussed in Sect. 3, which we implement the
simple game to collect the data based on AI. Finally, Sect. 4 gives concluding remarks
and considerations for further works.

2 Assessment Methodology

A general model of game refinement was proposed based on the concept of game
progress and game information progress [7]. It bridges a gap between board games and
sports games. Game information progress presents the degree of certainty of game’s
results in time or in steps. Having full information of the game progress, i.e., after its
conclusion, game progress x(t) will be given as a linear function of time t with
0 � t � tk and 0 � x(t) � x(tk), as shown in Eq. (1).

x tð Þ ¼ x tkð Þ
tk

t ð1Þ

However, the game information progress given by Eq. (1) is unknown during the
in-game period. The presence of uncertainty during the game, often until the final
moments of a game, reasonably renders game progress as exponential. Hence, a
realistic model of game information progress is given by Eq. (2).

x tð Þ ¼ x tkð Þ t
tk

� �n

ð2Þ

Here n stands for a constant parameter which is given based on the perspective of
an observer of the game considered. Then acceleration of game information progress is
obtained by deriving Eq. (2) twice. Solving it at t = tk, we have Eq. (3).

x
00 tkð Þ ¼ x tkð Þ

tkð Þn t
n�2n n� 1ð Þ ¼ x tkð Þ

tkð Þ2 nðn� 1Þ ð3Þ

It is assumed in the current model that game information progress in any type of
game is encoded and transported in our brains. We do not yet know about the physics
of information in the brain, but it is likely that the acceleration of information progress
is subject to the forces and laws of physics. Therefore, we expect that the larger the

value x tkð Þ
tkð Þ2 is, the more the game becomes exciting, due in p part to the uncertainty of

game outcome. Thus, we use its root square,
ffiffiffiffiffiffiffi
x tkð Þ

p
tk

; as a game refinement measure
called R value.
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The previous studies apply game refinement theory to many domains of game such
as board game [8], video games [10] and sports [9] by figuring out a suitable model for
the game under consideration. It has been confirmed that the sophisticated games will
have R value in the sophisticated zone, 0.07–0.08. The results from the previous studies
are shown in Table 2.

In soccer and basketball [12], a game progress model is constructed with a focus on
the number of goals G and the number of attacks or shot attempts T. We then obtain

R ¼
ffiffiffi
G

p
T . With the same idea, in Snake game, we construct a functional game progress

model with a focus on the average total scores per game (say G) and average number of
moves counted from the number of clicking button (say T) as shown in Eq. (4).

R ¼
ffiffiffiffi
G

p

T
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
average total scores per game

p
average total number of moves per game

ð4Þ

3 Analyzing Snake Game Variants

We demonstrate an analysis of Snake game variants SNG(s, a, m, c, l) for finding
comfortable settings. For this purpose we develop a computer player (AI) of playing
Snake game.

3.1 Developing Snake AI

We first develop the AI for snake game in order to perform many experiments. The
basic objective of ordinary players is to eat fruits with low move and avoid hitting
itself. However, most human players would have their own mistakes, so AI should be
randomized in the position of snake head for miss turning of snake to the fruits. Due to
the limitation that AI cannot make a decision spontaneously like a human, we try to
implement AI which can be assumed as a human player as much as possible, which is
described in Algorithm 1. Then, Table 3 shows the comparison of results using AI and
human. For each setting, we play 250 games and the version used for this test is the
replica of the game as it currently exists on Nokia. The value of G and T which are
collected from AI might be slightly different from human data because human players

Table 2. Measures of game refinement
for board games and sports

Game R

Chess 0.074
Go 0.076
Basketball 0.073
Soccer 0.073

Table 3. A historical overview of Snake games
on Nokia mobile phones

c G T R

Human 0 16.5 72.6 0.056
1 6.1 31 0.08

AI 0 4.44 34.98 0.06
1 2.18 17.03 0.087
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can develop their skills while playing. However, the R value is not significantly dif-
ferent, so we can use AI instead of human. Moreover, we will see that, with the wall
condition, game will be more difficult because it is easier to die, so it makes R value
higher

3.2 Analysis of SNG(s, 1, 240, 1, 3): Speed

Table 4 shows the measures of game refinement for the analysis of snake’s speed with
5 � s � 30. If the speed is high, the controlling is too difficult which will increase
the number of moves for surviving. Increasing s means increasing T because player will
make many mistakes while moving with the fast speed, so the number of moves, T, is
increased and it leads R value decreased respectively.

Table 4. Measures of game refinement for
SNG(s, 1, 240, 1, 3)

s G T R

5 5.51 12.8 0.183
10 4.28 11.8 0.175
15 2.18 17.03 0.087
20 2.54 19.46 0.082
25 2.34 20.07 0.076
30 2.06 20.24 0.071

Table 5. Measures of game refinement for
SNG(15, a, 240, 1, 3)

a G T R

0.2 2.26 16.85 0.089
0.5 2.31 18.62 0.082
1 2.18 17.03 0.087
2 1.96 16.024 0.087
3 2.43 18.88 0.083
4 2.32 21.92 0.079
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3.3 Analysis of SNG(15, a, 240, 1, 3): Acceleration

Table 5 shows the measures of game refinement for snake’s acceleration, a. In detail,
the information about acceleration cannot clearly observe while playing because
players should focus on their own turn in Snake game. In game progress and case of
higher speed, players will die quickly if they reach at some points. In sense of enter-
taining, acceleration is quite less impact to this game progress model. When game is
progressing for many games, the average number of moves is the same on each value
of acceleration.

3.4 Analysis of SNG(s, 1, m, 1, 3): Speed and Map Size

Table 6 shows the measures of game refinement for snake’s speed in different map size.
We focus on the values of s and m with 15 � s � 30 and m = 160, 240, 336, 448,
960 pixel x pixel. The size of map will control the game length because if the map is
larger, it will increase the number of survival ways for players. By adjusting these
factors, we can identify the comfortable settings of Snake game.

3.5 Analysis of SNG(s, 1, 240, 1, l): Speed and Length of Snake

Table 7 shows the measures of game refinement with a focus on the initial snake’s
length and speed. Each variant of Snake game has different length of snake and speed.
In practical, snake length is difficult to see clearly in player’s view because the screen
does not show obviously pixel. However, a big gap in different length of snake will
affect to the difficulty obviously. By adjusting these factors, we can find the snake game
with the comfortable settings, R = 0.07–0.08, by setting SNG(30, 1, 240, 1, 3).

Table 6. Measures of game refinement for
SNG(s, 1, m, 1, 3)

s m G T R

15 160 1.80 12.8 0.112
20 160 1.96 13.7 0.102
25 160 1.91 14.23 0.097
30 160 1.96 14.50 0.0.96
15 240 2.18 17.03 0.087
15 336 2.50 20.33 0.079
20 336 2.30 19.92 0.076
25 336 2.40 20.90 0.074
30 336 2.52 21.67 0.073
15 448 2.44 22.40 0.070
20 448 2.62 22.43 0.072
15 960 3.12 27.80 0.063

Table 7. Measures of game refinement
for SNG(15, a, 240, 1, 3)

s l G T R

5 3 5.51 12.80 0.183
15 3 2.18 17.03 0.087
30 3 2.06 20.24 0.071
5 6 4.79 11.09 0.197
15 6 1.25 10.18 0.110
30 6 1.16 10.23 0.105
5 9 4.55 10.48 0.200
15 9 0.92 17.40 0.130
30 9 0.82 8.90 0.102
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4 Concluding Remarks

Based on the experiments, we analyzed what factors had more effect to the enter-
tainment of the game. We explored that the physical speed of snake, map size and wall
condition can be seen impact apparently in player’s view. Under the assumption that
the sophisticated zone of R value is around 0.07–0.08 which many previous studies
confirm, we found the comfortable settings of Snake game for SNG(s, a, m, c, l). First,
s is around 25–30 for SNG(s, 1, 240, 1, 3). Secondly, SNG(15, 1, 240, c, 3) can play
either c = 0 and c = 1, condition of the wall indicates the difficulty of the game. In the
same manner with SNG(15, 1, m, 1, 3), it is best to play with the appropriate map size
as same as a mobile phone. For other analysis, we explored that acceleration a and
length of snake l are less impact to game entertainment, this is because these two
variants are subsections of speed. Further works can improve in many points such as
improving the quality of AI, adding more factors and investigating in another domain.
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Abstract. The use of non-standard plug-ins has been unavoidable in existing
HTML. Accordingly, the rising dependence of web content on plug-ins increased
and need for additional development suited to platform incurred considerable
developmental expenses and time. HTML5 was a suggested solution to this
problem, but could cause new security threats through newly added technologies,
meaning that web-related elements such as websites, web content, devices and
others are exposed to a new type of threat. In this thesis, we suggest a technology
to detect website security threats in advance that includes HTML5.

Keywords: HTML5 � Script-based cyber attack � Web content security � Web
scanner � Web content analysis

1 Introduction

According to Microsoft, attempted attacks using HTML and JavaScript vulnerability
are rapidly increasing. In particular, methods such as web page built-in JavaScript
functions, code obfuscation, external JavaScript calling and others have made recent
web attacks possible without need for malicious code distribution and infection. Thus
detection can be a difficult task with packet-based detection through security devices
such as existing web firewalls, IPS and others. Besides, vulnerability to attacks goes up
through newly added API and tag after HTML5 standard finalization, and tracking can
be difficult since no traces like malicious code are left. And technology to inspect
HTML5 security vulnerability is not yet available worldwide [1].

In this situation, we studied a technology to inspect websites that distribute mali-
cious script using HTML5 and analyzed a result tested using such fact. In this thesis,
only the core part of the details is summarized, and its composition is as follows.
Section 2 examines preceding research on website inspection technology, and Sect. 3
introduces the website inspection technology we studied. Sections 4 and 5 contain our
conclusions based on the verification results of the technology we studied.
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2 Related Work

2.1 Security Threat of HTML5

In HTML5, web attacks using new API, tag, and others became possible. Black
Hat USA 2012 released HTML5 security vulnerability TOP 10, and researches on
HTML5 vulnerability have been released continuously since then [2].

2.2 Web Contents Analyzing Technology

In terms of web contents analysis technology, SpyProxy and WebShield collect traffics
in the network level and execute malicious scripts directly, through virtual environment
or sandbox based modified virtual browser, and suggest a technology that transmits
only malicious scripts eliminated safe contents to client [3].

However, as SpyProxy that collects website information using open source Squid
cannot be implemented to virtual environment browser as actual user environment, it
makes perfect verification difficult. In addition, for user to use web service, there is a
problem of waiting time period until safe contents verification is complete. To resolve
such problem, we improved performance using contents split verification technology,
but it is quite inconvenient to install additional Agent on host [4].

To resolve problem of behavior monitoring based SpyProxy, WebShield suggests
middle box framework creating DOM data structure instead of client browser. Client
side Agent is not required. Instead, as webpage data is retained in memory, real time
processing becomes possible. However, as result of test, when proxy sandbox occupies
100Mbytes memory, only 82 people per second at the maximum were allowed to have
access. In other words, it means there is actual burden that minimum 10 machines are
required in enterprise environment. Furthermore, it contains problem of performance
deterioration due to User Script handling and frequent DOM (Document Object Model)
structure updates, and with the limit to detecting HTML5 based malicious scripts [5].

3 Inspection Technology for Malicious Scripts Distributed
Website

As discussed in Sect. 2, because of the performance problem of real time web contents
analyzing technology, and limits of prior website inspection tools, new type of frame is
necessary to cope with web based attacks. Accordingly, we intend to implement a
technology that inspects vulnerabilities by visiting websites before clients use actual
services, in the form of a framework.

This structure is divided into website data crawling collection technology, and
analyzing technology that inspects collected data. In addition, analyzing technology
consists of scripts manipulation inspection, which inspects code modification and
obfuscation inspection that extracts original scripts from code obfuscation scripts.
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3.1 Website Contents Collection Technology

First step to analyze and prevent website vulnerability in advance, is to collect website
contents, an analysis object. Collection technology consists of crawler that performs
web contents crawling, and Agent that delivers collection targets, monitors and man-
ages crawler status, and crawler manager that assigns tasks to crawlers, saves collection
result into DB.

3.2 Website Vulnerability Analyzing Technology

Inspection is performed for collected website data to figure out if there are vulnera-
bilities through website vulnerability analysis technology. Largely, 2 types of inspec-
tions are carried out which include scripts obfuscation inspection and modification
inspection.

Attacker launches attack using scripts obfuscation for malicious website scripts not
to be detected [6]. Therefore, obfuscation script should be identified and de-obfuscation
needs to be carried out. First, to inspect obfuscation status of script code, measure
Entropy element, N-Gram Entropy element, Max Word Size element, and then cal-
culate obfuscation score [7].

Entropy element is to measure distribution status of bytes within web documents,
and expression is as follows (b = count of each byte, T = total count of bytes, N =
count of strings)

EðBÞ ¼
XN
i¼1

ðbi
T
Þ logðbi

T
Þ

B ¼ b; i ¼ 0; 1; . . .;N

T ¼ PN
i¼1

bi

8<
: ð1Þ

N-Gram Entropy element measures distribution status of special characters within
web documents, and then the ratio to entire Entropy.

RðSÞ ¼ EðSÞ
EðBÞ � 100 ð2Þ

Max Word Size element measures length of the longest character string within web
documents, and if each measured value exceeds given tolerance, final obfuscation score
is calculated by adding up score of each element.

Obfuscation code was decoded by executing obfuscation scripts classified in such
way, with V8 JavaScript engine. And we determined malicious behavior by extracting
web page scripts calling data through API hooking.

Second, script modification inspection verifies if scripts are manipulated to cause
malicious behaviors. If collected web contents are HTML based documents, DOMdata is
generated and scripts extracted. Hash value from extracted DOM data or JS file is
extracted and saved. Non-cryptographic hash algorithm such as MurmurHash, CRC32,
SuperFastHash, and others is used for hash value extraction. In general, while web page
contents change frequently, scripts do not change unless corresponding website is
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restructured. Therefore, once hash values are saved in URL unit, based on the value as a
reference, it can be comparedwith the hash value extracted when next user visits the same
URL. As result of comparison, if hash value is the same,modification did not occur, and if
different, it is regarded as modification, and static analysis is conducted (Fig. 1).

4 Code Modification and Obfuscation Detection Test

We tested the inspection technology for malicious scripts distributing website, which is
implemented using 17 types of attack samples. Samples are made up to implement
attack behaviors such as Scanning, Hijacking, DDoS triggering, data intercepting, and
others, by injecting malicious scripts in websites. After injecting each malicious script
into websites implemented for the test, we executed one test at a time. When accessing
test websites from tester, it should go through inspection system that developed
technology is applied, in order to verify detection process. In addition, in terms of each
malicious script type, we tested total 4 types of various attack mechanisms by applying
2 types of code modification methods and 2 types of obfuscation methods (Table 1).

As result of test, 100 % detection rate was shown for original code of each attack
script, but for codes that applied variable name or function name during code modi-
fication, 58.8 % of low detection rate was shown. However, with 100 % detection rate
for code modified by applying Code Split method and obfuscation code applied with
Packed encode method, we could confirm that it is detected being dependent upon
signature ID.

Secondly, we conducted test on the performance of implemented inspection tech-
nology with commercial website as subject. Designated as safe websites by Google
Safe Browsing and Norton Safe Web among Alexa Top 100 websites, 50 websites
were selected. In addition, test was conducted using 50 safe websites such as Amazon,
E-bay, Alibaba, and others, and 10 websites converted to HTML5 operating in Korea
as subject [8].

Number of URLs that can be collected as test measurement items, and number of
misdetections were used as subject. Depth5 level crawling was performed by inspection

Fig. 1. Script obfuscation inspection algorithm and Scripts modification inspecting algorithm

Code Modification and Obfuscation Detection Test 77



subject website, and we were able to measure number of URLs collected per second.
Number of entire URL collection was 33,698, with 15,579 s required. Number of
URLs collected per second based on such fact was 2.16 EA, and URL collection
capacity of 1 crawler per day was measured as total 186,887 EA (Table 2).

Table 1. 17 types of malicious script samples used in test.

Sample
No.

Attack Description

1 Network Scan Without user knowing, confirm user’s internal network or
port open status by using XHR(XML Http Request),
WebSocket, WebRTC

2 Port Scan

3 Cross Site
WebSocket
Hijacking

Without user knowing, execute WebSocket
communications and establish connection with
WebSocket server

4 ClickJacking
(Drag&Drop)

Induce user’s click or user’s file (using Drag-Drop API,
File API) to other places by overlapping transparent frame
set as opacity (transparency) property 0, with other frame5 ClickJacking (Click

info)
6 WebSocket data

intercepting
Intercept WebSocket communication details by redefining
onmessage event handler of WebSocket

7 SVG Keylogger Send request to attacks to attacker based on user’s key
input through accessKey event of SVG(Scalable Vector
Graphics), a XML type image

8 MouseLogger Obtain touch event coordinates of user mouse using
Pointer API

9 Cross Site Printing Induce to print GET message by sending it to basic port
9100 of printer using XHR, WebSocket

10 Cookie Sniffing Without user knowing, transmit the cookies within
browser to attacker

11 Geolocation Figure out device location using Geolocation API and
send to attacker

12 Server-Sent Event
Bot

Insert to scripts and modify web pages using Server-Sent
Event, the API that provides Polling function

13 Worker DDoS Without user knowing, trigger DDoS using Web Worker
that provides separate JavaScript threads function in web
page

14 WebStorage Leak Inquire Web Storage information and transmit externally
15 IndexedDB Leak Intercept WebSQL details which is managed by each

domain within browser (However, WebSQL was
eliminated from standard, and instead, Indexed DB is
selected as standard)

16 Vibration Attack Trigger user inconveniences by causing continuous
vibrations in web pages

17 Script DoS
(for statement)

Send request externally whenever web page connection
occurs by putting scripts that send request externally into
web pages
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In addition, we conducted analysis on misdetection results along with detection
results on subject sites. Number of total URLs, attempted in the analysis was 10,464
EA, 87 cases of them were confirmed as misdetection. Most of detection items con-
firmed as misdetection were Clickjacking attack by signature Rule ID No. 11. Click-
jacking is a type of attack that sets opacity property in scripts to 0, and induces user
click to malicious scripts by overlapping transparent frame with other frame. As result
of applying sample HTML document about Clickjacking to YARA tool, we were able
to confirm that most of detections were due to script jquery.js. Opacity property is set
when suing jquery.js, and thus misdetection was occurred.

5 Conclusion and Future Work

This thesis suggests a technology to collect and analyze contents such as HTML,
SCRIPT, CSS, and others, in order to conduct inspection of websites distributing
malicious scripts including HTML5. Inspection test including attack samples detection,
and commercial websites was conducted. In terms of performance, this technology is
differentiated from existing real time malicious scripts detection technology such as
SpyProxy and WebShield. In enterprise environment, when intending to collect and
analyze one million web contents per day, WebShield requires 10 machines at the
minimum, but with this technology, far less number of machines are needed to achieve
the same goal. As number of URLs collected by 1 crawler is 186,887 EA, only 6 (5.35)
machines is required to collect 1 million URLs per day.

However, some improvement needs to be made for part of test process. In com-
mercial network website test, dynamically generated web pages were not collected
during collection process using web crawling tools, instead of direct visit. Furthermore,
collection was not possible due to IP blocking by web service providing company. To
resolve such problem, by granting 1 s interval for each collection depth, number of
URLs collected per second was reduced more than expected.

Acknowledgments. This study was conducted as part of information communications and
broadcasting R&D project by Ministry of Science, ICT and Future Planning, and Institute for
Information & Communications Technology Promotion [B0101-15-0230, Prevention of script
based cyber attack and development of counter technology].

Table 2. Performance index.

Item Result

Number of total URL collected 33,698
Total time spent (sec) 15,579
Number of URL collected per (URL/s) 2.16
Number of URLs collected per day (1 crawler) 186,887
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Abstract. Fifth generation mobile network is a development trend for infor-
mation and communication industry. In order to meet requirement which pre-
sented by some organizations which are working on 5 G standards and
regulations, we had proposed a Software-Defined Wireless Bacteria-Inspired
Network (SDWBIN) platform. In this paper, we will introduce how we initialize
this prospective platform.

Keywords: 5 G mobile communication � Software-define networking �
Bacteria-inspired method

1 Introduction

The information and communications industry are the development priorities for every
countries, because every people think that almost all of the jobs can be completed
through internet technology. The most importance is that these services can be used
anytime and anywhere as long as the user’s device has license for accessing of mobile
communication. Such habits have made mobile communication becomes one of
promising technology, hence mobile communication technology had been rapidly
evoluted from 1 G to 4 G in just 30 years [1].

However, although 4 G provides 1 Gbps data rate for the static network and
100 Mbps data rate for high mobility network, it has already no potentiality to carry the
explosively grown network traffic and user’s expected quality of service (QoS). In
order to meet demands of future information and communications industry, many
organizations has begun to develop 5 G standard such as International Telecommu-
nication Union (ITU), European Telecommunications Standards Institute (ETSI) and so
on. No matter which organization agreed that next generation mobile communication
must achieve 10 to 100 times of 4 G network capacity and so on. These requirements
will be the major challenge for 5 G deployment. For the blueprint of future 5 G, Mobile
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and Wireless Communications Enablers for the Twenty-twenty Information Society
(METIS) consider that 5 G not only retain the existing technologies but also extend
several new technologies which include device-to-device (D2D) communication,
massive machine communication (MMC), ultra-dense networks (UDN) and so on.
Hence we can know that future 5 G must be a heterogeneous network (HetNet) [2] so
that the whole network environment will be difficult to manage. It means that this
problem cannot be improved just by hardware solution [3]. In the previous work, we
had present an idea about the Software Defined Wireless Bacteria-Inspired Network
(SDWBIN) platform [4]. It is a software solution for easy management of 5 G. It means
that this method is able to configure easily and not spend extra cost. In this paper, we
will explain how to use bacteria behavior to deliver network traffic as well as introduce
how to implement this platform.

The rest of the paper is organized as follows. Section 2 introduces background of
Software Defined Wireless Bacteria-Inspired Network. Section 3 will give a clear
initialization process of this platform. Finally, we will summarize research contribu-
tions and discussing the future works.

2 Background and Related Works

2.1 Software Defined Wireless Bacteria-Inspired Network

In order to carry huge network traffic, we try to let the network process to imitate the
behavior of bacteria [5]. The reason is that we found the ecology of bacteria is a stable,
efficient as well as this ecology has very high ability to repair itself. In general, bacteria
have three main steps which are perception, infection and diffusion respectively. The
perception means that each bacteria is able to sense changes in the environment and
status of neighbor bacteria, hence bacteria always can find a host which has a suitable
living environment to support basic conditions for survival of bacteria. However, hosts
may die so that bacteria must continue to expand their living space so that they have to
“infect” other hosts. In the some cases, bacteria cannot success to expand, because the
such bacteria suitable species may already be endangered as well as others species
cannot support the same living environment with original specie, hence bacteria must
be mutated so that they have ability to suit for new environment or to infect the other
species such as zoonotic diseases (Bird Flu: H5N1). For better efficiency of infection,
bacteria will produce a large number of copies to sound out their neighbors and further
infect them. This behavior is so called “proliferation”.

However, the mentioned phenomenons belong to biological behavior. They cannot
directly apply to the engineering so that we can only mimic the strong point of biological
characteristics. In other words, we still keep carries of original mobile communication
such as radio frequency by 3 G–5 G, UMTS instead of the water, air or any biological
elements. Therefore, we cannot call our method a bacteria network, but a
bacteria-inspired network. In order to successfully complete this innovative approach, we
must map the bacteria phenomenon to the engineering firstly that can be referred by [4].

By previous mentions, we know that “perception” is an initial step in the bacteria
ecology. In order to achieve it, we will implement the basic network platform then
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collects status of network, end devices and user demand as metrics. Finally, these
collections will input to a policy algorithm then create a robust path to carry the
network traffic so that this method will be like bacteria to perceive and find a favorable
host that is shown in Fig. 1. In this paper, we will clearly introduce how to initialize our
SDWBIN platform.

3 Implementation

The main concept of perception is that bacteria can sense the surrounding environment
so that any bacteria are able to find a favorable host to parasitize. It means that to
implement a bacteria-inspired network platform, a whole view is necessary. Therefore,
we think that software-defined networking (SDN) is a great solution for monitor,
manage and control the network status. Opendaylight is one of the popular organiza-
tions which committed to promote SDN development. It developed a controller with
the same name which named OpenDayLight (ODL). When SDN has been a core
network, we are able to know anything happened in any network equipments as long as
they do support Openflow protocol that is shown in Fig. 2. We can see that there is a
topology in ODL GUI which includes connection, MAC and so on of linked switches
and linked end devices.

The switch must be a openvswitch (OVS). Because general switch does not support
Openflow protocol so that it cannot recognize the flow entry of Openflow protocol.
OVS is able to easy control the switch by software way that including setting of
VLAN, bridge and network interface. Figure 3 shows an example of our configuration.
We set eth0 which uses out-band mode to connect controller, and then creating a bridge
between eth1 and eth2. Due to SDN has not official wireless supported solution so that

Fig. 1. Correspondence table
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there are not any access points (AP) can recognize packet of Openflow. In order to
solve this problem, we have to implant Openwrt to AP and then mount the image file of
OVS. Regrettably, current controller still cannot identify the connection which adopts
to wire or wireless link. But this point is in an acceptable range.

In order to verify this platform can be interfaced with others commercial platform
as well as supporting large scale environment, we purchased a HP 2920 switch as an
edge switch and a pure OVS. The entire network topology is shown in Fig. 4.

After testing by wireshark, we can confirm that connectivity of this platform is no
problem for data transmission than is shown in Fig. 5. Because the traffic flow in SDN
must to follow the flow entry, this figure shows that a catched packet by wireshark. We
can see that this packet did use Openflow protocol and successfully deliver to destination.

According to current results, we know that we already have ability to transmit
packet and monitor network status through Openflow. It means that we have completed
basic “perception” function. Generally, bacteria will start to move to suitable host after
perception is completed. Therefore, we must to use these collected information to
create the stable path for data transmission. Service Function Chain (SFC) is a project
of Opendaylight. They consider that a transmission process is a collection which
includes changes of service functions (SF). These service functions can be a firewall,
NAT or balancer and so on possible network function. Due to each bacteria will
perceive the environment when it just parasitized a host and then it will find the most
advantageous way such as how to make interaction with other bacterias that including

Fig. 2. Topology from ODL GUI

Fig. 3. Configuration of OVS
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Fig. 4. Whole topology

Fig. 5. Connectivity by wireshark

Fig. 6. A process of SFC
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competition and mutualism. It means that only creating a route is not enough. We think
that the needed network functions are necessary to consider. Therefore, in the next step,
we will use SFC to define the stable routing according to the needed network function
or the services of any packets. These function or services are regarded as SF of SFC
that are shown in Fig. 6.

4 Conclusion

In the future, network traffic will become very huge since the numbers of mobile
devices are increased. Hardware solution has been unable to meet this situation com-
pletely. In this paper, we used cloud computing architecture to provide flexible
adjustment and higher computing power, as well as use SDN to provide global
monitoring and management. Basing on this structure which supplies a basic network
function then we can implant the bacteria-inspired concept to initialize SDWBIN
platform successfully. Any network traffic will able to perceive whole network status to
find a most stable transmission way for packet delivery. In the future, we will try to
implement “infection” and “diffusion” functions according to the definition of
SDWBIN.
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Abstract. E-voting is an electronic way to provide voting processes beginning
from preparing ballots, following by authenticating voters and candidate regis-
trations, through casting votes, and ending to tallying and declaring collected
answers. Nowadays, there are many kinds of e-voting systems implemented to
provide e-voting services over the Internet. However, there is no ad hoc method to
cover the gap caused by difficult communications. QSL is a specification lan-
guage for e-questionnaire systems that serves as a communication tool for
specifying e-questionnaires and e-questionnaire systems. QSL is an ideal candi-
date because of similar processes between e-questionnaire and e-voting. The
current version of QSL is reckoned without e-voting and e-voting systems. This
paper proposes an extension of QSL for specifying e-voting and e-voting systems,
and presents two cases using QSL for e-voting systems to show its effectiveness.

Keywords: QSL � Specification language � E-voting system � E-voting �
XML � Security � Web service

1 Introduction

Elections, referenda and polls are critical processes for appropriate operation of a
modern democracy [5]. Because of high efficiency and low cost of counting votes, and
accessibility and convenience for disabled voters and the voters who live in remote
place, many countries began to use electronic voting (e-voting) technology. E-voting is
an electronic way to provide voting processes beginning from preparing ballots, fol-
lowing by authenticating voters and candidate registrations, through casting votes, and
ending to tallying and declaring collected answers.

Over a decade, many kinds of e-voting systems are implemented to provide
e-voting services over the Internet from any place and any computer or computerized
equipment connecting to the Internet. Based on law, regulation, and policy, different
requirements for different types of e-voting can thus derive different e-voting systems.
When the government, party, and organization want to use the existing e-voting system
to do an e-voting, they must specify e-voting at first to figure out the requirements.
When the existing e-voting systems cannot satisfy the requirements what they want,
they should order an e-voting system. It is also need to specify the e-voting system
helping to clear what are necessary, and to make a clear explanation with the imple-
menters who are not the specialists in election. Therefore, it is necessary to provide a
specification language, which can help them to create precise and adequate specifica-
tions for various e-voting and e-voting systems.
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QSL [2, 30] is a specification language for e-questionnaire systems that serves as a
general-purpose communication tool for specifying various e-questionnaires and
e-questionnaire systems with a standardized, consistent, and exhaustive list of
requirements. It is an ideal candidate on account of its creative concept and similar
processes between e-questionnaire and e-voting, generally manifested in steps of set-
ting up, distributing, submitting, collecting, and counting. However, the current version
of QSL is reckoned without e-voting and e-voting systems.

This paper proposes an extension of QSL for e-voting systems such that users can
use QSL to specify various e-voting and e-voting systems. The rest of the paper is
organized as followed: Sect. 2 gives introduces in QSL. Section 3 presents an exten-
sion of QSL for e-voting systems. Section 4 shows two cases of representative e-voting
systems being specified by extended QSL to confirm that QSL is hopeful to specifying
e-voting systems. The related work is presented in Sect. 5. Finally, some concluding
remarks are given in Sect. 6.

2 QSL: A Specification Language for E-questionnaire
Systems

QSL is a specification language for specifying various e-questionnaires and
e-questionnaire systems [30]. QSL serves as a communication tool with a standardized,
consistent, and exhaustive requirement list to provide services to both questioner and
implementer that can make questioners clearly describe the requirements for an
e-questionnaire, and implementers can also clearly understand what questioners need.
In addition, implementers can implement the e-questionnaire system. QSL also sup-
ports communication between questioners and an e-questionnaire system to provide
only one method for questioners. Meanwhile, QSL provides services for questioners
with e-questionnaire data as only one format that can be reused. QSL has an ideal state
that is a tool as a complier to automatically generate e-questionnaire system for
questioner [2].

QSL is based on XML [27] to provide a well-formed structure. The grammar of
QSL uses XML Schema [28] to describe the structure of the documents with a pre-
cision and conciseness. QSL provides specifications of exhaustive requirements by the
method of combining the primitive elements of e-questionnaires and e-questionnaire
systems. QSL has been extended to specify e-testing and e-testing systems [26].

3 An Extension of QSL for E-voting Systems

3.1 E-questionnaire and E-voting

In order to extend QSL for e-voting systems, we investigated 20 e-voting systems [1, 3,
4, 6, 8, 10–12, 14–23, 25, 29] and 119 requirements [24] of e-voting systems deduced
from legal input and accepted by the lawyers.

We found the similarities between e-questionnaire and e-voting from 6 aspects,
which are phase, e-paper, server, software, function, and participant. Firstly, both

88 Y. Zhou et al.



e-questionnaire and e-voting are not out of phases of setting up, distributing, submit-
ting, collecting, and counting. Setting-up is to prepare software communicating with
server and e-paper needed for an event. Distributing is to distribute e-paper to
respondents. Submitting is to answer e-paper and send to submitting server, usually
called voting phase in e-voting. Collecting is to collect the answers from respondents.
Counting is to calculate the collected answers and get results, usually called tallying
phase in e-voting. Secondly, e-questionnaire and e-ballot have the extremely similar
contents used to express a choice preference, collectively called e-paper. E-paper
consists of settings, questions, and options. Thirdly, both e-questionnaire and e-voting
need server to store the collected results and server to provide registration services for
respondents. Fourthly, according to phases, they have similar software to provide
communication with corresponding servers. There are 2 kinds of software, one is
client-side software to communicate with submitting server, another is counting soft-
ware to communicate with counting server. Fifthly, both e-questionnaire and e-voting
have similar functions based on phases. For instance, both e-questionnaire and e-voting
need provide function of allowing access to the server if at least two different users are
logged on in submitting phase. Lastly, both e-questionnaire and e-voting have similar
roles of participants, which are sponsor who organizes and supports an event, ques-
tioner who designs an e-paper, analyst who processes the collected answers, monitor
who monitors whether illegal or dishonest behavior occurs or not, and respondent who
answers the e-paper, usually called voter in e-voting.

Moreover, we found the differences between e-questionnaire and e-voting mainly
manifested in security because e-voting is mainly used in governmental elections for
the universal, equal, free, and secret suffrage. More specifically, the points of a trust-
worthy secure e-voting system differing from e-questionnaire system are following
aspects: authentication and anonymisation. Firstly, authentication is to ensure only
eligible voters may cast vote only once before storing in the e-ballot box, and must
ensure the casted votes are clearly separated from the identity of the voter. For instance,
in order to ensure no ineligible voter cast a vote for changing election results, e-voting
systems always use tokens as an authentication technique. Secondly, anonymisation is
to prevent any link between the voter and his unencrypted vote. It concerns the
communication channel encryption and seal method. In addition, thirdly, e-voting
needs auditing phase to verify and ensure the equality of the number of voters and votes
in e-ballot boxes. Auditing provides services of recording, monitoring, and verification
of audit data to make authenticity and accuracy of voting results, for the security of
e-voting. Fourthly, e-voting also needs certification server to provide services to val-
idate the voters and poll workers we will explain below to prevent any possibility of
affecting election results. Fifthly, e-voting needs an auditing software to communicate
with submitting system. Besides, sixthly, e-voting needs a list of candidates, and
provides a candidate nomination and candidate registration. At last, e-voting also needs
voting worker to help start submitting phase, make a selection on e-paper, resume
submitting phase after any kind of exception, malfunction, or breakdowns, check the
system state, close submitting phase, and start counting phase, especially in parlia-
mentary elections.
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3.2 Extending QSL for E-voting Systems

According to the similarities and differences between e-questionnaire and e-voting, we
propose an extension of QSL for e-voting systems based on the current QSL for
e-questionnaire and e-testing systems, and we change properly the structure of it.
Figure 1 illustrates QSL structure of relationship overview among e-questionnaire,
e-testing, and e-voting.

In order to extend and upgrade QSL easily, we design that QSL structure has 3
layers. In the innermost layer, QSL defines core elements. Specifying any
e-questionnaire, e-testing, and e-voting system must specify all the core elements. The
core element consists of the combinations of the elements in the middle layer. The
elements in middle layer are called sub-core elements. In the outermost layer, there are
3 isolated ranges, which are for e-questionnaire, e-testing, and e-voting, respectively.
The elements in this layer are called extended elements. For example, if a user wants to
specify an e-voting system, he/she shall specify all the elements in the innermost layer
and middle layer, and specify all or part of the elements in the outermost layer
depending on the security level.

In order to well define the combinations of core elements, sub-core elements, and
extended elements, we use double-digit to mark the elements. In the ten’s place, 0, 1,
and 2 stands for core element, sub-core element, and extended element, respectively.
Table 1 shows a list of the elements with the double-digit numbers. In the one’s place,
0 stands for a special mark. The elements are associated with the namespace defined
using QSL. As the configuration of core elements, it gives a combination relationship
of numbers of sub-core elements and extended elements defined only for e-voting. As
well, some major elements for constructing sub-core elements are shown below.

Based on the current QSL, we exact Security as a core element from System. To
well deal with the intruder’s technical capabilities, from core, through sub-core, to
extended elements, QSL exhibits its extensibility to easily revise elements in middle
and outermost layers. We design QSL providing the phase security isolation. In other
words, there are different security requirements in each phase.

In security aspect, we exact Authentication and Anonymisation as two important
elements in the outermost layer. Authentication has 3 child elements, which are

Core

Sub-core

Extended (E-Questionnaire)

Extended (E-Testing)

Extended (E-Voting)

Fig. 1. Relationship overview among e-questionnaire, e-testing, and e-voting.
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Secret, Token, and Biometrics in a choice relationship. Each child element is designed
as string type and derived by restriction with enumeration values. An example is shown
below. To maximize the security for difficult to fake the card, the most popular method
is the combination of knowledge of a secret and ownership of a token. TAN is a unique
code of letters and digits send by a secure post to eligible voters in election setup phase.
ID Card is pre-existing election authentication card.

<Authentication>
<Secret>TAN</Secret>
<Token>ID Card</Token>

</Authentication>

As to Anonymisation, it has 2 child elements, which are Seal and Channel. Seal
has an attribute to specify the seal method and a content to specify what is sealed. To
ensure secure communication channel, the value of the element contains “Internet
Link”, “Phone”, “E-mail”, and so on. Channel has an optional attribute named ID. The
optional attribute Method belongs to Anonymisation to specify the method containing
“BlindSignature”, “SeparationOfDuty”, “HardwareSecurityModel”, etc.

<Anonymisation>
<Seal Method="Signature">Vote</Seal>
<Channel>Internet Link</Channel>

</Anonymisation>

In order to specify different servers in an event for their different functions and
authority, in essence for security, Server has 2 groups, one is called “ServerGroup”,

Table 1. Core elements, sub-core elements, and extended elements for e-voting.

Group No. Element Configuration

Core 00 QSL –

01 Security Phase, Server, Software, Participant
02 System Phase, Function, Server, Software
03 EPaper Phase, Paper, Participant
04 Data Phase, Paper, Participant

Sub-core 11 Phase SettingUp, Distributing, Collecting, Submitting, etc.
12 Paper Arrangement, Text, Media, Question, Option, etc.
13 Function Func-Import, Func-Export, Func-Distribute, etc.
14 Server RAServer, PSServer
15 Software CSSoftware, CTSofteware
16 Participant Sponsor, Questioner, Analyst, Monitor, Respondent

Extended (E-V) 21 Authentication Secret, Token, Biometrics
22 Anonymisation Seal, Channel
23 Auditing –

24 CAServer ID, Link
25 ATSoftware Version, ID, Link, Solution
26 Candidate ID, Name, Affiliation, Proposer
27 Admin –
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another is called “SeparateServerGroup”. The first group is used in a situation that all
the phases are executed on a server, which has 2 child elements named ID and Link. It
is used to deal with the communication links between software and servers. Alterna-
tively, the second group is used to separate into 3 servers according to the phases. In
this group, there are 3 child elements, which are RServer (Registration Server) to let
voter register, CAServer (Certification Server) to confirm whether the voter is eligible
or not, and PSServer (Paper Storage Server) to store the e-votes in e-ballot boxes. Each
child element has a child group named “ServerGroup” in order to connect with cor-
responding servers. For example, in below situation, the registration server named
“Re1” links to a software named “Soft1”.

<RServer>
<ID>Re1</ID>
<Link Ref="SoftID">Soft1</Link>

</RServer>

Corresponding to server and system, Software has 2 groups, one is called “Sofr-
wareGroup”, another is called “SeparateSoftwareGroup”. The first group is used in a
situation that all the phases are executed using software, which has an optional child
element named Version, and 3 necessary child elements named ID, Link, and Solution
in sequence. The second group is used to separate into 3 kinds of software according to
the phases for security, especially in auditing phase. In this group, there are 3 child
elements, which are CSSoftware (Client-side Software) to communicate with sub-
mitting system, CTSoftware (Count Software) to communicate with counting system,
and ATSoftware (Auditing Software) to communicate with auditing system. Each
child element has a child group named “SoftwareGroup” in order to connect with
corresponding systems. For example, the software named “Soft1” links to an e-voting
system named “Sys1”, and uses web browser to perform an e-voting.

<Software>
<ID>Soft1</ID>
<Link Ref="SysID">Sys1</Link>
<Solution Type="Web Browser"/>

</Software>

We add Auditing as the last phase, in the sequence of child elements of Phase. It
can combine with Server and Software. In addition, we add Admin as a role of poll
worker, in the sequence of child elements of Participant. Because poll worker has
different duties in an event to prevent bribe, Admin has an attribute Role to distinguish
each duty related to authority. Besides, we add Candidate and its child element, which
are ID to identifier, Name as necessary information, Affiliation as optional informa-
tion, and Proposer related with nomination. The candidate information is used as an
option of the question. The nomination is similar to a questionnaire proposed by a
group of respectable people, is used to get candidate list as question options. It can
combine with RAServer to specify candidate registration.
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4 The Cases of Using QSL for E-voting Systems

We used extended QSL to specify the Estonian system, which was used to hold a
federal election in Estonia in 2007 [7]. In addition, we also specify POLYAS system
[13], a famous voting system founded in 1996 has been used to cast more than one
million vote a year for its elections. As the results, the extend QSL can specifying the
whole requirements, especially all the security requirements. In other words, the ele-
ments in QSL structure for e-voting systems can be used to specify these 2 systems. As
examples, two representative security specification snippets for submitting phase of
Estonian System and setting up phase of POLYAS System by QSL.

Estonian System uses a combination of possession-based and secret-based
authentication method. The voter used the first secret key, an ID card, to identify the
authority of casting a vote and the second secret key to sign his encrypted vote. Voter
cannot change his vote after casting a vote. In submitting phase, the voter chooses and
the system shows his choice to let voter to verify or change his choice again before
submitting vote to the e-ballot box. When he submits his confirmed vote, voter uses his
second secret key “Signature” and a blind signature scheme to encrypt the vote. In this
snippet, it specifies the authentication method named “Signature” the voter has, a
secure Internet link, and a sealed and encrypted anonymous method. In addition, only
an eligible voter can cast a vote. If any kind of exceptions, malfunction, or breakdown
occurs, the certified poll workers can resume this phase. The certified monitor can
monitor the phase. Both worker and monitor cannot authority to see the votes.

<Submitting>
<Authentication>

<Biometrics>Signature</Biometrics>
</Authentication>
<Anonymisation>

<Seal Method="Signature">Vote</Seal>
<Channel>Internet Link</Channel>

</Anonymisation>
<Authority>

<Participant>
<Monitor Role="Certified" Situation="Phase"/>
<Admin Role="Certified" Situation="Phase"/>
<Respondent Role="Certified" 

Situation="Ballot"/>
</Participant>

</Authority>
</Submitting>

POLYAS System uses the secret-based authentication method named “TAN”, and
the separation of duty approach to anonymise voter’s identity among multiple servers.
After logging on client-side voting software, voter uses his secret key through the first
directed SSL connection from the software and registration server. The server checks
whether the requesting voter is eligible or not. In order to ensure one voter one vote, the
ID code is sent to the vote storage server through the second directed SSL connection,
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which checks whether the voter has already cast a voter. If this voter has not vote, the
registration server generate a ballot belongs to this particular voter.

<SettingUp>
<Authentication>
<Secret>TAN</Secret>

</Authentication>
<Anonymisation Method="SeparationOfDuty">

<Channel ID="SSL1">Internet Link</Channel>
<Channel ID="SSL2">Internet Link</Channel>

</Anonymisation>
<Authority>
<Participant>
<Respondent Role="Certified"/>

</Participant>
</Authority>

</SettingUp>

5 Related Work

EML is a standard for the structured interchange of data among hardware, software,
and service providers who engage in any aspect of providing election or voter services
to public or private organizations [9]. EML is a uniform and reliable method to allow
systems supporting the election process to interoperate. EML is based on XML.

In essence, QSL has different purpose, method, and scope in contrast with EML.
Firstly, QSL is aimed at as a communication tool among the questioner, implementer,
and the system to fill the gap caused by the difficult communications. QSL serves as a
formalized specification to QSL compiler automatically generate e-questionnaire,
e-testing, and e-voting systems. As the purpose, EML is focused on defining open,
secure, standardized and interoperable interfaces between components of election
systems for data exchange. EML gives a detailed structure how to transmit information
helping to implement the e-voting system. Secondly, QSL is designed through the
combinations of a small amount of primitive elements for more comprehensive
requirement specifications. EML is designed with a terminology based on two com-
plementary high-level process models of an election exercise. Thirdly, to distinguish
from scope, QSL is used to specify e-voting systems, as well as e-questionnaire and
e-testing systems. EML can only specify e-voting systems.

6 Conclusion

In this paper, we have proposed an extension of QSL for various e-voting and e-voting
systems, presented two security specification snippets of Estonian System and
POLYAS system by QSL. From the specifications of these 2 systems, we confirm that
QSL is hopeful to specify e-voting systems.
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The extended QSL can provide convenience for questioner to design e-voting
systems, to communicate clearly with implementer with several desirable necessary
specifications, and to reuse the data with a unified format; and also provide conve-
nience for implementer to clearly understand what questioner needs even the imple-
menter are not the specialist in election. Moreover, the extended QSL emphasizes the
specifications of security requirements, which can be used to further improve the
specifications for e-questionnaire and e-testing systems.

In the future, we will continue working on improving QSL for various e-voting and
e-voting systems, and implementing a compiler of QSL to provide convenience to
automatically generate e-questionnaire, e-testing, and e-voting systems.
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Abstract. Several DoS attacks have occurred through web browsers, not from
malicious executable files. Most tools used in web attacks are downloaded
malware. As the dynamic functions of HTML5 can be performed on a web
browser, however, the latter can be abused as an attack tool. The features of web
browser-based attacks are different from those of previous attacks, so a different
detection method is needed for malicious behavior on web browsers. This paper
introduces script-based attacks made through web browsers, and proposes a
detection method based on a web browser’s behavior.

Keywords: Web � Web attack � Web browser � Script-based attack � HTML5

1 Introduction

SohuTV (2014) [1], GibHub (2015) [2] and IMGUR (2015) [3] were hit by massive
traffic from DoS (denial of service) attacks. The common thing among these attacks
was that they were script-based attack.

A script-based attack is composed of pure Javascript and HTML elements and runs
on a web browser. Most web attacks are drive-by-download, which is inducing users to
download malware without thought. A script-based attack is different, and this paper
explains the details of script-based attacks in Sect. 2.

Because of the distinct features of script-based attacks, typical detection methods
do not work. This paper proposes a new detection method for script-based attacks on
web browsers.

2 Relative Works

2.1 Script-Based Attack

A script-based attack acts as malicious behavior on a web browser. For example,
SohuTV, GibHub and IMGUR were attacked by massive traffic from users’ browsers.
It used functions to send traffic to users’ web browsers. The functions used were
innocent and did not constitute malicious behavior. But when attackers replayed it,
users did not know of their attacks.
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The big difference is the attack tool. Drive-by-download’s tool is an executable file.
So prevention lies with detecting a downloaded file and checking that the file is
malicious. But a script-based attack runs a webpage through a user’s web browser with
no file downloaded. Moreover, after closing the web browser, no evidence remains in a
user’s device except that they connected. Detecting web pages including malicious
script is not unhelpful. In addition, as HTML5 appeared and added new functions on
the web, the influence of script-based attack will grow stronger [4].

2.2 Previous Detection Method

Among the distinct features of a script-based attack, one detection method stands out.
Spyproxy [5] and WebShield [6] run on proxy servers between web servers and

users to protect users. Spyproxy catches a web page that a user connects to and runs it
though a VM worker. The VM worker detects behavior such as making a new process,
manipulating a file or breaking a sandbox. Spyproxy also picks users’ action on a web
page before sending it to a web server. Spyproxy tests selected user actions on VM
worker and whether it is safe. Spyproxy can detect malicious web pages, but the criteria
of detection focuses on drive-by-download attacks. WebShield also uses sandbox to
run a web page. The major difference from Spyproxy is that a web browser in sandbox
makes a DOM structure and shares it with a user’s browser instead the browser making
the DOM structure from a web server’s response.

JSand [7] is specialized for third-party Javascript. It provides a platform to run
third-party Javascript through JSand sandbox environment. It blocks the outer actions
of third-party Javascript that can cause malicious behavior or side effects, and is for
web developers.

Our team has developed a method to detect script-based attacks. Signature-based
[8], network-based (proxy server) [9] and web site checker [10] are proposed. This
paper expands on the findings of a previous paper [11].

3 Overall of Detection Method

The proposed method has three steps. First is running a webpage through a virtual
browser. A virtual browser is based on a web browser and runs the functions of the
webpage and reports the running functions. In this paper, the reported functions are
called behavior nodes, which indicate functions including parameter and related
information. In Capture 4, the behavior node is explained in detail. A virtual browser
also blocks massive traffic from the running of a webpage because it could be a DoS
attack. Second is the building behavior node tree. After writing behavior nodes, the
final step is distinguishing between malicious and innocent using FSM criteria.

98 S. Yoon et al.



4 Virtual Browser

We implemented a virtual browser using Webkit. The first of its two parts consists of
that for running a webpage and blocking massive traffic that can cause leaks of user
information or a DoS attack. The second is for controlling a previous webpage and
recording its behavior.

The control part lets the running part play the events of a webpage. Events of a
webpage are actions like clicking images, inserting values into input boxes and so on.
We gathered events, selected the most used events and made a list of them. Our virtual
browser ran events on the list to save time and resources.

The control part records the behavior of a webpage as a result of running. Behavior
is classified into three categories: JS API, DOM and EVENT.

JS API is behavior by Javascript API, as it is written with API, parameter value and
object of API. For example, sending of an XMLHttpRequest, creator worker of Worker
can be classified as JS API. DOM is an element of a webpage like an image or iframe.
EVENT is triggered by a user or dynamic function. Onclick is directed to users when
they click on something and onfocus is active when an element is clicked or selected.
They are EVENT.

The order of recording follows that of running or playing.

4.1 Behavior Node

Behavior node includes the behavior of a webpage and relative information about it.
Our system transmits information on behavior into a behavior node as set. The written
information is Table 1.

Table 1. Information of behavior node

Name Explanation

NodeID Unique number for behavior node, increases when adding new nodes
PageID Unique number for webpage including behavior node
type Type of behavior node, one of EVENT, JS API and DOM
Detail EVENT, JS API or DOM element of node

Ex) window.open()!open, <img onclick = myfun()>!(DOM Node)img,
(EVENT Node)onclick

Object (EVENT Node) tag information related to event node
(JS API Node) object information related to JS API node. As window object is
omitted in webpage, JS API nodes of window object can omit object information

Ancestor (Be Added when making tree) causes behavior node
Depth (Be Added when making tree) Depth of behavior node in behavior tree
Value Assigned value of event node. Ex) <img onclick=myfun()..>!myfun
Date The date of recording the behavior node. YYYYMMDDHHmmssffffff

Behavior-Based Detection for Malicious Script-Based Attack 99



When writing a behavior node in a virtual browser, ancestors and depth are
exceptions. They can be added through building behavior tree. One behavior node
might have several parameters and attributes. Our system records parameters and
attributes separately.

5 Behavior Node Tree

The behavior node tree is a graph that connects behavior node and shows flow among
behaviors. The behavior node tree builds in the order of times that behavior occurred
(Fig 1).

There are two methods for connecting behavior nodes. One is horizontal connec-
tion, which just connects a behavior node to a previously occurring behavior and
post-occurring behavior. The other is vertical connection. The upper node is the cause
and lower node the result. As there is a vertical connection, nodes of the behavior node
tree each have their own depth.

Horizontal connection is default. When the JS API node follows the EVENT node,
they have a vertical connection. The EVENT node causes the JS API node as in the
following. Our system builds a behavior node tree through these connections.

6 Malicious Detection

The behavior node tree is an input of malicious detection. The criteria of detection are
element, order and density of a behavior node. It is formed as an FSM (Finite State
Machine) and written in XML.

The transition condition of states is element or depth condition of a behavior node.
Pure FSMs have no recording, but we have depth recording in this system.

An FSM traces the behavior node tree from vertical connection to horizontal
connection.

The Fig. 2 shows criteria of CSWSH. First, state checks where behavior node is
JS API that have WebSocket objects and other domains as parameters. If the condition
is met, record the depth of the node and the state is transferred to state 2 from 1. State 2

Fig. 1. Behavior node tree
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has two conditions to transfer. The backward condition is that depth of the new node is
lower than or the same as the recorded one. The forward condition is checking the
JS API node that has sent API. The final state is malicious and end state. If an FSM
reaches the malicious state in tracing the behavior node tree, the webpage writing of
that tree will perform malicious action.

An FSM checks malicious elements, running order and relations between cause and
effect, and is helpful in detection of malicious webpage delicately.

We wrote 23 FSMs based on attacks using HTML5 (Table 2).

Fig. 2. FSM for CSWSH (Cross Site WebSocket Hijacking)

Table 2. Detection to various HTML5 attacks

Malicious type Original Rename Code
split

1–9 Hash DoS/Port Scan/XML DoS (setInterval)/
CSWSH/Drag&Drop/WebSocket Information
Leakage/Cross Site Printing/Geolocation
Leakage/IndexedDB Leak/Script DoS (for loop)

O O O

10–
16

Click info/WebStorage Leak/History
Modification/Vibration Attack/Client
DoS/AutoComplete Leakage

O O No
Sample

17 Cookie Sniffing X X X
18 Network Scan Error Error X
19 SVG Keylogger X X No

Sample
20–
21

MouseLogger/Server-Sent Event Bot O O X

22–
23

Worker DDoS/Recursion by SVG Error Error Error

Detection Rate 90 % 90 % 77 %
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7 Experiment

7.1 Detection Rate

We tested 23 types of attacks with three sample types. The first sample was original
with no manipulation. The second was a rename code that changes the name of
variables and functions from the original code. The last one was the split code used to
split APIs in two or more files. No sample means making the type of sample is hard.

Our system detected malicious samples in 90 percent except errors. We guess the
cause of errors is sending massive traffic or using SVG. Our virtual browser blocked
massive traffic to stop attacks in advance so it might stop writing behavior nodes.
Parsing SVG needs an additional SVG engine, but our browser had none to parse other
media. SVG is a vector image and written XML.

7.2 False Alarm

We gathered safe websites to test for false alarms. We picked 50 sites from the ALEXA
top 100 [15] that passed Google Safe Browsing [16] and Norton Safe Web [17]. One of
them was detected as script DoS. The reason was that it sent its web log to other
domains periodically. But because the period was long, DoS seldom occurred. We
should add elements to lessen false alarms.

8 Conclusion

The proposed method is detecting malicious behavior in on a webpage through running
it. A virtual browser provides a safe environment for analysis. Behavior from a web-
page is defined as a node and arranged to build a tree structure. An FSM detects
malicious behavior expressed as a behavior node tree, which is more delicate than
using pattern matching.

Our virtual browser can run webpages and record behavior but is limited in that it is
hard to run SVG or additional web elements. Moreover, the frequency or effects from
behavior are not criteria to detect. We will improve on these limits and add solutions
for other web-based attacks to make our system a total web solution.
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Abstract. We introduce the SP-tree that is a variant of a multidimensional
index structure, with the object of offering efficient sequential disk access. The
SP-tree is based on the index clustering technique called the segment-page
clustering (SP-clustering). Most relevant index pages are widely scattered on a
disk due to dynamic page allocation, and thus many random disk accesses are
required during the query processing. The SP-clustering avoids the scattering by
storing the relevant nodes contiguously in a segment that contains a sequence of
contiguous disk pages and improves the query performance by offering
sequential disk access within a segment. Experimental results demonstrate that
the SP-clustering improves the query performance up to several times compared
with the traditional ones with respect to the total elapsed time.

Keywords: Index clustering � Sequential disk access � Multidimensional index

1 Introduction

More than dozens of years of database research have resulted in a great variety of
multidimensional indexing methods (MIMs). However, traditional MIMs tend to ran-
domly access many index pages because the index pages are widely scattered on a disk
due to dynamic page allocation. To avoid the performance degradation due to many
random disk accesses, the related index nodes need to be clustered. However, existing
MIMs do not take into account the clustering of indices. They take into consideration
only the clustering of data. Moreover, the dynamic index clustering requires the on-line
index reorganizations, and the overhead of the global index reorganization is excessive.

To overcome the drawbacks of the existing multidimensional indexing methods, we
propose the segment-page clustering (SP-clustering) technique. The SP-clustering is
based on the concept of segments. It considers the disk to be partitioned into a col-
lection of segments. Each segment consists of a set of L contiguous pages on disk.
A segment is the unit of clustering in the SP-clustering. All disk pages in a segment can
be read by a single disk sweep, and thus it saves much disk startup and seek time. In
the SP-clustering, all disk pages are addressed by a pair of (segment no, page no).

This research was supported by Basic Science Research Program through the National Research
Foundation of Kore (NRF) funded by the Ministry of Education (NRF-2014R1A1A2059306).
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This addressing scheme allows that pages as well as segments can be used as the disk
access units. When random accesses are required or query ranges are very small,
page-based disk accesses can be used instead of segment-based accesses.

2 Related Work

In the literature, some techniques for sequential disk access have been proposed.
However, most of the work focuses on how to cluster data on a disk or how to
physically maintain the data in sequence, and less attention has been paid to the
clustering or sequential accessing for indexes.

The concept of the segment is similar to the idea of the multi-page block used in the
SB-tree [5] and the bounded disorder (BD) access method [3, 4], which are variants of
the B-trees, in the sense that they accommodate a set of contiguous pages and support
multi-page disk accesses. However, this concept has not been applied to MIMs because
it might consume the disk bandwidth excessively with increasing dimensionality. As an
instance, let us suppose that a query range overlaps only a half on each dimension of
the data region occupied by a segment. Then the wasteness of the disk bandwidth
caused by reading a segment instead of reading individual pages is ½ (= 1 − ½) in
one-dimensional case, while it is 1 − (½)d in d-dimensional case. In fact, however, the
multi-page disk reads such as segment reads are more needed in high dimensions
because the probability that the query range overlaps with the regions covered by the
index nodes increases with the dimensionality due to the sparsity of the domain space,
and thus more disk pages are required to be read in higher dimensions. In addition,
unlike the multi-page blocks used in the B-trees in which all index nodes as well as all
data objects have total ordering among themselves, the index nodes within segments
for MIMs have no linear order among them. This makes the design and maintenance,
such as partitioning and merging, of the segments in MIMs more difficult than those of
the multi-page block in the B-trees.

3 The SP-clustering

In this section we introduce the SP-clustering. To demonstrate the effectiveness of the
SP-clustering, we apply it to the LSD-tree [1, 2] and call the resultant index tree the SP-
tree. We should note that our focus is the SP-clustering not the SP-tree although we
explain the SP-clustering through the SP-tree. The SP-clustering technique can be
applied to most MIMs including the R-trees.

3.1 The Structure of the SP-tree

The SP-tree is a multidimensional index structure to index d-dimensional point data,
and its underlying structure is the LSD-tree. We chose the LSD-tree for implementation
of the SP-clustering because we were dealing with d-dimensional point data and the
LSD-tree has high fanout. The SP-tree considers the disk to be partitioned as a
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collection of segments. Segments are classified into nonleaf segments and leaf seg-
ments. The nonleaf segment accommodates nonleaf nodes of the index tree and the leaf
segment holds the leaf nodes. The reasons why we separate the segments into two
kinds are twofold: it simplifies the design of the index structure and it encourages the
upper part of the index structure to reside in the main memory when we cache the index
into the main memory. We call the nonleaf segment n-segment and the leaf segment l-
segment.

Each segment consists of a set of f (e.g., =32) contiguous pages on disk, that can be
read or written with a single sweep of the disk arm. From the first page encountered by
the disk head in reading and writing a segment to the last one in the segment, the pages
are numbered 1, 2, …, f. A segment has the following properties:

• A segment consists of a set of f nodes which reside on contiguous pages on disk.
The number f is called the fanout of a segment.

• k, 1 � k � f, nodes falling in a segment are filled contiguously from the beginning
of the segment.

• The SP-tree reads k nodes from a segment at a time rather than all f nodes, and thus
it saves the disk bandwidth.

• Every node of the SP-tree sits on a segment.
• Leaf nodes reside in an l-segment and nonleaf nodes are in an n-segment.

Consider Fig. 1. A node at level j-1 (level 0 is the root) contains pointers (ptr 1, ptr
2,…, ptr k) to child nodes (pages) and the separators ((dim 1, pos 1),…, (dim k, pos k)).
A separator contains a pair of a split dimension and a split position in the dimension.
The entry M denotes the number of entries in the node. The contiguous sequence of
page numbers, ptr 1 through ptr k, in the node at level j − 1 points to nodes at level j,
node 1 through node k, which sit on the first k pages of a single segment, i.e., M = k. A
specific node can be accessed directly by a pair of (segment number, page number), and
k nodes can be accessed sequentially by the segment number and the value of M.

3.2 Building the SP-Tree

The SP-tree has a hierarchical index structure. As usual for index structures which
support spatial accesses for point data, the SP-tree divides the data space into pairwise

page 1    page 2     page 3       ...      page k             ...          page f

node 3    node k    node 2       ...  node 1   empty     ...     emp-
ty

M    ptr1 dim1 pos1 ptr2 dim2 pos2 ptr3    ... ptr k     ...

nodes in  
a segment   
at level j

node at 
level j-1 

Fig. 1. Contiguous pages on a segment
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disjoint cells. With every cell a data page is associated, which stores all objects con-
tained in the cell. In this context, we call a cell a directory region.

Successive parts of Fig. 2 show how the SP-tree grows and how its nodes are
clustered in a segment. When the first entry is inserted, a single page of an l-segment is
allocated for the first node of the SP-tree. This node is a root node as well as a leaf
node. The figures in the left side of Fig. 2 show the procedure of partitioning the
2-dimensional data space. We assumed that the range of each dimension is 0 to 100,
and a pair of numbers on the directory regions indicates (l-segment number, page
number).

dim: 1
pos: 60

dim: 2
pos: 40

dim: 2
pos: 60

dim: 1
pos: 30

page 1 page 2 page 3 page 1 page 2 

l-segment 1 l-segment 2

n-segment 1 
page 1 

(1, 1) (1, 2) 

(1, 3) 

(2, 1) 

(2, 2) 

  30    60                100 

40 

60 

100 

0 

(c) 

page
1 

l-segment 1
(segment no, page no) 

(1, 1) 

100

100 

0 

(a) 

(1, 3) 

(1, 1) 
(1, 2) 

(1, 4) 

  60             100 

40 

100 

0 

60 
(b) 

dim: 1
pos: 60

dim: 2
pos: 40

dim: 2
pos: 60

page 1 page 3 page 2 page 4 

l-segment 1

n-segment 1 
page 1 a 

b 

Fig. 2. The growth of the SP-tree
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Successive entries are added to the node until an insert forces a split in the node.
This node is then split into two leaf nodes which occupy page 1 and page 2 of the l-
segment 1. An n-segment is allocated and the first page of the n-segment is assigned for
new root node. The root node now contains a single separator and two pointers.
A separator contains the information about the split dimension and the split position in
the dimension. In the example of Fig. 2, the split is performed at position 60 in
dimension 1. With subsequent insertions, overflows occur in the l-segment 1 and they
cause the node split. Whenever a node split occurs, the SP-tree looks for an empty page
on the segment containing the node receiving the insert. As shown in Fig. 1, this will
be the page number k + 1 in the containing segment, where k nodes already exist. The
SP-tree keeps the information in the node which tells us how many pages are occupied
in each segment, i.e., M in Fig. 1. If an empty page exists, we place the new node
created by the split on that page. If there is no empty page in the segment, then a
segment split is necessary. A new segment S is allocated, and the overfull segment
containing the splitting node is read into the memory. Then the f + 1 nodes of the
segment are distributed into two segments.

3.3 Segment Split Strategy

An important part of the insertion algorithm of the SP-tree is the segment split strategy
which determines the split dimension and the split position. First, the SP-tree finds the
internal node u which (directly or indirectly) plays a role of root for the overfull
segment R. The separator of the internal node u has the dimension and the position to
split the segment R. In Fig. 2(b), for example, if a new entry is inserted into the page (1,
1) and it causes the l-segment 1 to overflow, the SP-tree finds the internal node which
plays a role of root of the l-segment 1, it is the internal node a in the case of Fig. 2(b).
Since the SP-tree maintains an array to save the traversal path from the root to the target
page where a new entry to be inserted, it is not difficult to find the internal node that
plays a role of root for the overfull segment. Starting from the root of the SP-tree, we
check if the overfull segment can be split into two when we apply the separator of the
current internal node to split the segment. If the segment can be split using the sepa-
rator, the corresponding internal node is selected as the root node of the overfull
segment, and the segment is split. The data pages belonging to the right children of
u are reallocated to the front positions of a new segment S, and the remaining pages are
moved forward so that they fall on the front pages of the segment R. As a result of this
segment split strategy, the data pages under the same internal node are collected in the
same segment.

Consider Fig. 3. It shows the effect of a nonleaf page split. In Fig. 3(a) we are to
insert a new index entry into the nonleaf page P due to a page split in lower level
segment S′. If the page P overflows, the SP-tree allocates a new page P′ and partitions
the entries in P all but the local root entry u including a new index entry into two pages
P and P′. After the partition, the local root entry u that was in P is promoted to the
parent page, and the two pages P and P′ include the entries belonged to the left and the
right subtrees of u, respectively (see Fig. 3(b)).
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The SP-tree is a binary tree, and the entries in the left subtree and the right subtree of
the local root entry in a certain nonleaf page point to the pages in different segments
unless all the pages referenced lie in the same single segment. For example, the entries in
the subtrees a and b in Fig. 3(a) point to the pages in different segments S and S′,
respectively. When the page P is split, as shown in Fig. 3(b), the index entries that point
to the pages in a certain segment are inserted into the same page. Thus, in the SP-tree, the
references of pages that belong to a segment are stored in a single nonleaf page.

We should note that the SP-tree does not cause a split of lower level segment that is
not full due to a split of upper nonleaf page. In the SP-tree, the fanout of a nonleaf page
(it is often several hundreds) is far larger than that of a segment (it is usually several
tens). In other words, there are generally many segments under a nonleaf index page.
Therefore the segments referenced by the left and the right parts of the control node
(i.e., local root) of the upper nonleaf page that is full are already different as shown in
Fig. 3(a). Thus, after the upper level page split, it is not the case to split lower level
segments to preserve the property that the references of pages that belong to a segment
are stored in the same nonleaf page.

4 Performance Evaluation

To demonstrate the practical effectiveness of the SP-clustering, we implemented the
SP-tree by using 64-KB segments. We performed an extensive experimental evaluation
of the SP-tree and compared it to the pure LSDh-tree. The experimental results
demonstrate that in most cases the SP-clustering is superior to traditional MIMs. For
random queries such as exact-match queries and nearest neighbor queries, there is little
performance difference between the SP-tree and the LSDh-tree.

segment S S'

 pages 

nonleaf page P

S S'

pages 

split of P 
A B A

P P• B 

u 
u 

C 

C D 

(a) (b) 

a                            b 

Fig. 3. Effect of a nonleaf page split
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5 Conclusions

We have introduced the SP-tree for range queries. The performance advantage of the
SP-clustering comes from saving much disk startup time. Moreover, storing a sequence
of index pages contiguously within a segment provides a compromise between optimal
index node clustering and the excessive full index reorganization overhead. Thus, the
SP-clustering methods may be used as an alternative index clustering scheme. The
SP-clustering is so generic that it may be applied to most MIMs.
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Abstract. Most of many communication technologies employed address
identification method but many of them have not presented appropriate solution
in which communication nodes would be widely and densely deployed. In this
case, manually assigned ID generation method can be aggravately inefficient
where there can have heterogeneously manufactured devices. In swarm flight of
drone environmet, it can be high probability that multiple drones which were
individually manufactured by different manufactural companies can configured
with the same ID values, however, there is nothing solution in the current
standard specifications of ad hoc communications, representatively as IEEE
802.15.4 or Zigbee standard. In order to find practical solution on the real world,
we present an appropriate solution for dynamic ID generation with low conflict
probability and for detection and avoidance method of ID conflict.

Keywords: Inter-drone communications � Ad hoc � Swarm flight � Address
conflict � Dynamic ID generation

1 Introduction

Recently, the theme of Drone has been increasingly spotlighted under the unmanned
system such as field discovery, measuring environmental parameters, disaster surveil-
lance, and unmanned delivery service with another emerging theme of IoT(Internet of
Things). Furthermore, swarm flight drone systems have been appearing as state of the art
technology and this have been extremely promoting inter-drone communications.

In the actual environment, most of drones launched into the world market have just
employed Wi-Fi as a role of video stream transmissions and FM analog radio for
remote controlling drone attitude and position. However, for swarm flight of drone,
communicational function between clustered drones should provide long range to cover
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wide area and ad hoc delivery method with high energy efficiency. Hence, the realistic
solution for above requirement can be in Zigbee technology which was designed for
low-powered ad hoc communications based on MAC and PHY specifications defined
from IEEE 802.15.4e and IEEE 802.15.4 g respectively.

On the other hand, many Zigbee devices recently launched on the real market pro-
vided only manual ID configuration method because the specifications of this technology
cannot present dynamic or adaptive ID generation method, so every communication
device has been just following with manufacture-compliant approach; most of all
manufacturer employed 48bit IEEE address structure but didn’t provide ID assignment
method. If any operator employed heterogeneously manufactured drone products on the
same application field, there is high probability of ID conflict on the same field.

For addressing this problem with the practical scenario, we designed a new solution
composed of dynamic ID generation, based on Hash mechanism for reducing the
probability of ID conflict, and effective detection and avoidance method for incurred ID
conflict.

2 Dynamic PANID Generation and Conflict Avoidance

2.1 Hash Based Dynamic PANID

In Zigbee technology, the structure of all communication nodes was composed of
PANID, for routing mechanism on each PC(Personal Coordinator) on widely deployed
Ad hoc environment, and Node_ID, for local routing mechanism belonging to a PC; as
a result, every PC just finds PANID for inter-PC routing. In other word, overall ad hoc
routing function can be possibly miss-operated if any PC was configured with con-
flicted or duplicated ID value to any other PC on the whole networks. In general, IEEE
address policy clearly gives unique ID function but it is difficult to be employed on
MAC and routing layers due to the high length, so this cannot resolve the above
problem because the specifications of IEEE 802.15.4e and IEEE 802.15.4 g employed
only PANID which defined as 16bit length but not 48bit IEEE address.

This subsection presents dynamic PANID generation method based on Hash
algorithm, as shown in Fig. 1. On this mechanism, every PC generates its PANID
based on Hash algorithm which uses 48bit IEEE address of given PC as a seed value.
So every PC has lowest probability of PANID duplication.

Fig. 1. Hash-based PANID generation method.
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After a PC generated PANID with Hash, it should disseminate its PANID for
reducing the probability of PANID confliction, because dynamic PANID generation
scheme can make less conflict probability by considering neighbor’s PANID if it can
be aware. So this scheme makes initial flooding mechanism which let every PC sends
dynamically generated PANID to its neighbor PC with broadcast transmission, as
shown in Fig. 2.

If a PC detects confliction between own PANID and received PANID broadcasted
from neighbor area, it can discard own PANID and generate PANID again with the
different seed value.

2.2 PANID Conflict Detection and Avoidance Method

Even though the previous subsection illustrated how it provides lowest PANID
confliction probability with Hash algorithm and unique 48bit IEEE address, there is
still probability of PANID confliction when the network size grows up to large scaled
swarm flight environment of drone. Hence, we additionally designed PANID conflict
detection method and avoidance method, as shown in Figs. 3 and 4 respectively. In
Fig. 3, the PC located on the middle of the figure can overhear every packet which
would be delivered via the PC, so it can be aware of PANID confliction derived from
far-located PC. In ad hoc environment, every packet would be delivered in hop by hop,
so every intermediate PC can check the PANID included on the packet and check
whether it is conflicted with its PANID or not.

Moreover, if a PC detects PANID confliction with long-distanced PC, the PC
detecting the conflict would notify this event to the originated source PC by flooding
the packet including the event of PANID confliction. The reason of using flooding
method is that all PCs have to know the conflicted PANID on the whole ad hoc
environment because they should change their PANID if any PC has the same PANID
with the event packet.

Fig. 2. PANID broadcast mechanism from the PC which just makes dynamic PANID.
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Fig. 3. PANID conflict detection method.

Fig. 4. Notification for PANID conflict.
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3 Evaluation

Depending on the proposed scheme illustrated on the previous section, we performed
simulation-based experiments to verify the performance of our scheme for the evalu-
ations. Figure 5 shows the results of PANID confliction event number and the PDR
(Packet Delivery Ratio) according to the traffic increment on the whole ad hoc envi-
ronment. For the objective perspective, we employed DSDV as a representative
proactive routing algorithm and AODV as a representative reactive routing algorithm.
In these results, we found that proactive routing algorithm can present lower PANID
conflict event comparing with reactive routing, and also found that PANID confliction
could be overcome according to increment of the packet delivery frequency. Moreover,
regardless of PANID confliction increment, we can found that PDR would be main-
tained up to 82 % on the whole traffic environment. With these results, we can verify
the proposed scheme can basically prevent the confliction event of PANID and can also
address from PANID confliction with the avoidance scheme we proposed.

4 Conclusion

We presented dynamic PANID generation method based on Hash algorithm with the
seed of 48bit unique IEEE address, and illustrated conflict detection and avoidance
method, and prove the performance of the proposed scheme with the results of
simulation-based experiments, for verifying that the proposed scheme will be useful on
the environment of drone swarm flight which has the characteristics of high PANID
conflict probability due to the heterogeneously manufactured multiple drones. For
further research, we will design MAC protocol for meeting the fundamental require-
ment of massively deployed drone environment, with continuing this proposed scheme.

Fig. 5. Number of PANID confliction and PDR according to the traffic amount.
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Abstract. High average-utility pattern mining is an emerging issue in the
association rule mining area due to its meaningful mining results reflecting the
characteristics of items such as their importance and quantities, and considera-
tion on lengths of patterns. Recently, various studies have been dedicated to the
researches of mining methods that extract up-to-date patterns from stream data,
which are continually generated from various sources without limitations.
A sliding window technique is one of methods for handling such stream data
and mining up-to-date patterns. In this paper, we introduce state-of-the-art
algorithms for finding up-to-date high average-utility patterns over data stream
by using the sliding window method.

Keywords: Data mining � Utility pattern mining � High average-utility pattern
mining � Stream pattern mining

1 Introduction

High average-utility pattern mining [4] was proposed to solve the problem of tradi-
tional high utility pattern mining [7] that utilities of patterns tend to be larger as lengths
of them become longer. Since high average-utility pattern mining calculates utilities of
patterns by the summations of item utilities in patterns divided by the corresponding
pattern lengths, such negative tendency in high utility pattern mining can be eliminated
from the mining procedure of high average-utility pattern mining. Meanwhile, mining
up-to-date high average-utility patterns from stream data is one of challenging issues
because massive and continuous stream data are generated from various sources in
recent years. In this paper, we introduce the most recent high average-utility pattern
mining algorithm finding up-to-date high average-utility patterns over data stream.

The reminder of the paper is organized as follows. In Sect. 2, the explanation on
related works such as a sliding window technique is given. In Sect. 3, we introduce
state-of-the-art high average-utility pattern mining algorithms and discuss the differ-
ences between algorithms for mining patterns from static databases and data streams. In
Sect. 4, we evaluate the performances of algorithms using real world datasets. Finally,
we conclude the paper in Sect. 5.
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2 Related Works

Sliding window techniques [6] have been employed in many pattern mining approa-
ches such as frequent pattern mining, sequential pattern mining, and high utility pattern
mining in order to find up-to-date interesting pattern information. A specific time
period called window is used in sliding window based methods. window consists of
multiple chunks of data called batch, respectively. The data belonging to the oldest
batch is removed from window whenever new data are generated from a data stream.
Then, the new data are inputted into window as the most recent batch. Therefore, only
recent data can be maintained in window.

There are other methods for mining recent patterns from stream data. A damped
window technique [2] assigns more weights to recent data by gradually decaying the
importance of old data as time passes. In this method, a parameter called decaying
factor is used to control the weight of old data. On the other hand, a landmark window
technique [5] only considers data belonging to a specific time period, which is between
the current time and a user-specified time point called landmark.

3 High Average-Utility Pattern Mining Algorithms Using
Sliding Window

The first high average-utility pattern mining algorithm, TPAU [4] (Two-phase high
average-utility pattern mining), has its root in Apriori algorithm [1]. It generates can-
didate patterns with (k+1)-lengths by joining candidate patterns with k-lengths. At each
join operation, a database scan is required in order to determine whether patterns are
valid candidate patterns or not. Therefore, it has many flaws such as exhaustive database
scans and huge candidate pattern generation. In addition, since this algorithm focuses on
the mining process for static databases and does not consider the generation time of data
in its mining process, it cannot find up-to-date high average-utility patterns.

On the other hand, SHAU [8] (Sliding window based high average-utility pattern
mining) is a state-of-the-art algorithm that employs a sliding window technique in order
to find up-to-date patterns over data streams. The algorithm employs its tree structure in
order to avoid constant database scanning. Its tree structure is similar with that of
FP-Growth [3], which is a representative pattern mining algorithm using a tree struc-
ture. However, each node in its tree structure has an additional array structure in order
to manage information of batches separately. Therefore, the algorithm can remove the
information of the oldest batch from the tree structure efficiently. By scanning given
stream data only one time, SHAU constructs its tree structure that stores all necessary

Table 1. Comparison of TPAU and SHAU

Algorithm Data
structure

Database
scanning

Stream data
processing

Mining approach

TPAU None Multiple times No Apriori approach [1]
SHAU Tree

structure
Only two times Yes Pattern growth approach

[3]
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information compactly. Table 1 shows the comparison of TPAU and SHAU. This
method also reduces the number of candidate patterns by using its novel strategy called
RUG (Reducing upper-bound in global tree). The strategy uses the concept of CMU
(Conditional maximal utility) for minimizing overestimated average-utility values in its
tree structure. Traditional algorithms [4] use the concept of a maximum utility as the
upper-bound of an average-utility in a transaction. When u(i, T) indicates the utility of
item i in transaction T = {i1, i2, …, ik}, a maximum utility is defined as the following
formula.

mu Tð Þ ¼ max u i1; Tð Þ; u i2; Tð Þ; . . .u ik; Tð Þð Þ ð1Þ

On the other hand, SHAU utilizes CMU as the upper-bound of an average-utility in
a transaction instead of a maximum utility. CMU is defined as the following formula.

cmu in; Tð Þ ¼ max u i1; Tð Þ; u i2; Tð Þ; . . .u in; Tð Þð Þ ð1� n� kÞ ð2Þ

As defined in the above formulas, since the value of CMU can become lower than
the maximum utility according to the utilities of items consisting a transaction, SHAU
can reduce the upper-bound values stored in its tree structure. Due to the utilization of
such novel strategies, SHAU generates much smaller candidate patterns than previous
algorithms.

4 Performance Analysis

In this section, we analyze the performance of algorithms in terms of their runtime and
memory performances in stream data environments. Since a state-of-the-art algorithm,
SHAU, is only sliding window based algorithm, we use the modified version of TPAU
(denoted as STPAU) using sliding window for fairly comparing the performances of
SHAU and existing algorithms. A PC with 3.30 GHz CPU, 8 GB RAM, and Windows
7 OS is employed in order to execute algorithms. A real dataset, Chess, is employed for
experiments. Table 2 shows the characteristics of real datasets used for experiments.
Each symbol signifies the following characteristic of a dataset. |D| is the total number of
transactions in a dataset. |I| is the total number of distinct items in a dataset. Finally, |T|
is the average length of transactions in a dataset. The execution times of algorithms are
measured on the total runtime for conducting mining processes for all windows. The
memory spaces consumed by algorithms are measured on the peak memory during
their entire mining processes.

Figure 1 presents experimental results obtained from the tests using Chess. The
tests are performed by decreasing minutil from 5.5 % to 5.1 %. On the other hand, the
sizes of each batch and a window are fixed to 1000 and 3, respectively. We can observe

Table 2. Characteristics of dataset.

Dataset |D| |I| |T|

Chess 3196 75 37
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that SHAU has much better performance than STPAU in terms of runtime and memory
consumption. In addition, we can see that the execution time of SHAU is gently
increased as the threshold is decreased while that of TPAU is exponentially increased
according to the decreased of the threshold. The reason is that the number of candidate
patterns generated by STPAU is significantly increased as the threshold becomes lower,
and huge execution time is required in order to validate candidate patterns. We can also
see that SHAU consumes much less memory compared to STPAU regardless of
minutil settings. The reason is that STPAU generates a lot of candidate patterns and
uses huge memory space in order to load candidate patterns in main memory because
STPAU needs to handle candidate patterns by calculating actual average-utilities of
them. Even though SHAU has to construct its tree structure storing the information of a
database, SHAU requires much smaller memory space compared to STPAU because it
constructs its tree structure compactly through the node sharing effect [3] and the
number of candidate patterns generated by SHAU is much smaller than that of STPAU.

5 Conclusion

In this paper, we introduced state-of-the-art sliding window based algorithms for
mining up-to-date high average-utility patterns over data streams. In addition, we did
the performance analysis by comparing the runtime and memory performances of
algorithms. In order to efficiently process given stream data and mine valuable patterns
from the stream data, we need fast algorithms that consider stream environments. In
this regard, the state-of-the-art high average-utility pattern mining algorithms devel-
oped so far have fundamental limitations because they have to validate candidate
patterns generated from their mining processes using an apriori approach or a pattern
growth approach. Therefore, further studies on more efficient algorithms for mining
up-to-date patterns over data streams should be conducted in future works. In addition,
researches on methods using other stream pattern mining techniques such as damped
window and landmark window also can be conducted for mining up-to-date high
average-utility patterns efficiently.

Acknowledgments. This research was supported by the National Research Foundation of Korea
(NRF) funded by the Ministry of Education, Science and Technology (NRF No. 2015206
2051 and NRF No. 20155054624).

Fig. 1. Experimental results
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Abstract. The OpenGL is an Open Graphics Library developed for rendering
2D and 3D vector graphics. This library has been widely used in various areas
such as game development, simulation, and visualization. In this paper, we aim to
design a shooting simulation program with three objects based on the OpenGL.
For this purpose, we analyze collision detection techniques that are an essential
element in shooting game development and suggest an appropriate method.

Keywords: Collision detection � Shooting game � OpenGL

1 Introduction

With the advent of computer graphics technology, the game industry has also grown
rapidly. In addition, various game development engines such as unity [7], OpenGL [6],
and unreal [8] have been emerged and helped developers to make their games easily,
and after the emergence, related researches have been studied [2–4]. Among the
engines, the OpenGL is an Open Graphics Library developed by the Silicon Graphics
for rendering 2D and 3D vector graphics. Including the game development, this library
has been widely used in many applications such as simulation and visualization. In this
paper, we design a shooting simulation program based on the OpenGL.

Shooting games are one of game genres where players defeat enemies by shooting
missiles and this genre has become popular. Figure 1 is a famous shooting game,
Strikers 1945 developed by the Psikyo and released in 1995, where each player con-
trols a plane and defeats enemies by attacking them with the plane’s missiles and
bombs. One of immersion factors of the shooting games is immediate reaction of the
enemies when they are shot down by the players’ missiles. For this purpose, collision
detection [1, 5] is utilized, and this is one of essential elements in shooting game
development and decides whether two or more objects are intersected. To make the
shooting games more real, there is a need to understand characteristics of collision
detection algorithms and provide the users with immediate and acceptable collision
results by the collision detection algorithms. For the improvement of a basic detection
algorithm, we suggest a hybrid detection approach in this paper.
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2 Related Work

There are various collision detection algorithms [1, 5] such as circle collision detection,
per-pixel collision detection that shows precise results in 2D spaces, simple rectangle
collision detection, and rotated rectangle collision detection. Figure 2 is an example of
the circle collision detection. In the left of the figure, no collision between two objects,
OA and OB, is detected based on the distance between their central points, CA and CB.
On the contrary, their collision occurs in the right of the figure. Although the simple
rectangle collision detection approach can decide collisions fast, it considers object
areas as rectangle shapes regardless of their real shapes. As a result, this approach may
make a wrong decision when there is no visual collision, which can lower reality.
Therefore, in this paper, we propose a hybrid collision detection method using rect-
angle and diamond shapes. By using the proposed algorithm, we can detect collisions
fast like the rectangle one and improve accuracy with diamond areas.

3 Game Design

In this section, we explain and design main objects and our collision detection algo-
rithm. There are three types of objects in our program: a cannon, its cannonball, and a
flying object. Figure 3 shows a demo program with the objects. The cannon object is
drawn with a circle and a long rectangle. This object rotates clockwise or anticlockwise
according to a user’s keyboard input. To implement the rotation using the OpenGL [6],

Fig. 1. Strikers 1945

Fig. 2. Example of circle collision detection
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we have to know a coordinate value of the rotated object. For this purpose, a formula to
calculate the base’s length and the height of a right-angled triangle is used. Based on
the computed values, we move the cannon. After the rotation, its cannonball can be
fired in the direction the cannon points. The flying object moves from the right to the
left using the timer function of the OpenGL. In here, the timer function is employed to
move the flying object whenever a fixed period of time is passed. To improve sim-
plicity of the flying object’s appearance and movement, moreover, our program uses a
random value to set the period, through which it makes prediction for the target
difficult. In the program, users have to attack the flying object by adjusting the direction
of the cannon and firing its cannonball.

In our program, a collision detection algorithm using rectangle and diamond shapes
is utilized to decide whether a cannonball is intersected with the flying object or not.
Assume that there are two cross-shaped objects, OA and OB, and OB is approaching OA

as shown in Fig. 4(a) and (b).

Fig. 3. Demo program with three types of objects

Fig. 4. Two cross-shaped objects
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In case of the approach, a basic rectangle method can detect a wrong collision as
shown in Fig. 5(a). This issue can be improved with our hybrid method in Fig. 5(b).
That is, our algorithm chooses one to detect a collision between two objects according
to a situation.

Let the rectangle areas of OA and OB be RA and RB and their diamond areas be DA

and DB in Fig. 5. Then, the proposed algorithm conducts its collision detection with the
following four conditions: (1) a collision of RA and RB, (2) that of RA and DB, (3) that
of DA and RB, and (4) that of DA and DB. Only when all of the conditions are satisfied,
our algorithm decides a collision between the two objects. For OA and OB in Fig. 5(b),
for example, intersections between RA and RB, RA and DB, and DA and RB occur, but
there is no intersection between DA and DB. Hence, the algorithm decides that there is
no collision between them. In real situations, however, objects are unlikely to have
cross shapes (extreme case) as shown in Fig. 5. For this reason, we apply the method
with the four conditions to the program when the percent of one object’s area inscribed
in a rectangle area of the other is smaller than 50 %. The reason for this is that the rate
of inscribed diamond area is 50 %. In shooting games, since immediate and fast
reactions are necessary, the proposed algorithm has an advantage compared to the
simple rectangle method in that it conducts collision detection with similar amount of
operations.

4 Conclusion

In this paper, we designed a shooting simulation program developed using the OpenGL
and proposed a hybrid collision detection algorithm using rectangle and diamond
shape. The proposed algorithm could improve detection performance of a basic rect-
angle detection algorithm.

Acknowledgments. This research was supported by the National Research Foundation of Korea
(NRF) funded by the Ministry of Education, Science and Technology (NRF No. 20152062051 and
NRF No. 20155054624).

Fig. 5. Collision detection with rectangle and diamond shapes
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Abstract. To overcome drawbacks of traditional pattern mining such as diffi-
culty reflecting characteristics of real-world databases to pattern mining, high
utility pattern mining has been proposed and researched. Since database sizes
become larger incrementally in many real-world applications, there is a need of
appropriate methods to deal with such databases for discovering useful infor-
mation from them efficiently. For this purpose, various approaches have been
suggested. In this paper, we compare and analyze algorithms for high utility
pattern mining from dynamic databases by considering characteristics of
incremental databases and utilizing tree-based data structures. Moreover, we
study their characteristics and direction of improvements based on experimental
results of performance evaluation.

Keywords: Data mining � Pattern mining � Utility mining � Incremental
mining � High utility patterns � Tree-Based algorithms

1 Introduction

Pattern mining is one of data mining techniques to discover useful information from huge
databases, and it extracts such information in pattern forms. Although traditional pattern
mining [1, 3] has played an significant role in the data mining field, this approach not only
treats all items in databases with the same importance but also represents item occurrence
as a binary form, i.e., 0 or 1. In addition, it cannot reflect characteristics of real-world
databases to pattern mining completely. High utility pattern mining has been proposed
and researched to overcome the limitations. Furthermore, database sizes become larger
incrementally in various real-world applications and previous general static methods are
not suitable for finding meaningful information efficiently from such databases. Incre-
mental high utility pattern mining [2, 4, 6] has been studied to mine essential information
from dynamic databases by considering real characteristics of them.

The remainder of this paper is organized as follows. In Sect. 2, we describe
influential researches related to tree-based incremental high utility pattern mining. In
Sect. 3, we analyze characteristics of recent tree-based methods for incremental high
utility pattern mining through experiments for performance evaluation with real data-
sets and study direction of improvements based on experimental results. Lastly, in
Sect. 4, we summarize contributions of this paper.
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2 Related Work

In this section, we describe two types of related studies: traditional frequent pattern
mining and high utility pattern mining for static databases.

2.1 Frequent Pattern Mining

Apriori [1] and FP-Growth [3] are well-known BFS and DFS frequent pattern mining
algorithms respectively. The former utilizes a candidate generation-and-test approach,
which causes the performance degradation since this method makes a large number of
candidates and requires multiple database scans. The latter conducts a series of mining
processes through only two database scans without candidate generation by employing
a divide-and-conquer manner. In general, FP-Growth-like algorithms outperform
Apriori-based ones. In pattern mining, meanwhile, the anti-monotone property [1] is
used for efficient mining. This suggests that if a pattern is not valid due to its smaller
frequency than a given threshold, then its super patterns are not also valid. When an
invalid pattern is found in mining processes, the pattern’s search space is can be
eliminated, which improves mining efficiency. Therefore, satisfying this property is an
essential criterion in pattern mining.

2.2 High Utility Pattern Mining

In utility mining, maintaining the anti-monotone property is not easy and Two-Phase
[5] is the first algorithm that satisfies the property by applying the overestimation
concept, called transaction weighted utilization (twu), to mining processes. This model
generates candidates with no smaller overestimation values than a given threshold in
the first phase and then identifies actual high utility patterns by computing their utility
values through an additional database scan. Since the twu concept was suggested,
although various static algorithms with the overestimation model have been developed,
they are not appropriate for handling dynamic databases.

3 Tree-Based Incremental High Utility Pattern Mining

In contrast to the previous static approaches where the whole mining processes have to
be conducted whenever a target database is increased, incremental high utility pattern
mining methods simply reflect new information to the current data structures for
dealing with the dynamic database. In incremental high utility pattern mining, algo-
rithms build global data structures with the original databases, generate candidate
patterns, and identify actual high utility patterns from the candidates. After that, when
new transaction information is added to the original databases, the incremental
approaches update the data structures, optimize them, and conduct mining processes.
Figure 1 shows a simple overall process of incremental high utility pattern mining. In
the figure, there are two types of data, the original and incremented ones. As explained
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above, a set of high utility patterns is mined from the original data and then updated
pattern results are extracted by handling only the incremented data.

FUP-HU [4] is an Apriori-based incremental high utility pattern mining algorithm
and can reflect characteristics of real-world databases to pattern mining. However, this
method requires a lot of database scans and operations. To address this issue,
FP-Growth-based algorithms with tree data structures, IHUP [2] and HUPID [6], were
proposed. IHUP applies the overestimation model of the Two-Phase algorithm [5] to its
mining processes. For incremental high utility pattern mining, IHUP firstly constructs a
tree data structure through a single database scan, extracts candidate patterns, and
identifies actual high utility patterns from them with an additional scan. Although this
algorithm mines valid patterns faster than the previous Apriori-based ones by utilizing
the FP-Growth approach, it still generates a large number of candidates and consumes
high computational time for the identification of actual patterns. To address this issue,
HUPID extracts the fewer number of candidate patterns by reducing the overestimation
values, through which it improves mining performance of tree-based incremental high
utility pattern mining.

4 Performance Analysis

In this section, we evaluate mining performance of tree-based incremental high utility
pattern mining algorithms, IHUP [2] and HUPID [6], in terms of runtime and the number
of generated candidate patterns with the Chain-store dataset (http://cucis.ece.
northwestern.edu/projects/DMS/MineBench.html), where real utility information is
included. All performance experiments were conducted on an experimental environment
with a 4.0 GHz Intel processor and 32 GB memory, running the 64bit Windows 7 OS.

Fig. 1. Simple overall process of incremental high utility pattern mining
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For the performance evaluation in an incremental environment, we first used only 20 %
of the dataset, and then added each 20 % of the rest to the initial data. With the incre-
mental data, we repeatedly constructed tree data structures of the algorithms, restructured
them, and conducted mining processes.

Figure 2 shows experimental results of the performance evaluation for IHUP and
HUPID with the incremental Chain-store dataset in terms of runtime and the number of
candidates when a minimum utility threshold is 0.03 %. From the figure, we can
observe that runtime is proportional to the number of extracted candidate patterns. In
the results, moreover, HUPID mines the same number of high utility patterns faster
than IHUP by generating the smaller number of candidates.

From the above experimental results, we can learn that performance of incremental
high utility pattern mining algorithms depends on how many candidate patterns are
extracted, and as a result developing an effective method for decreasing their number
can be a good future work.

5 Conclusion

This paper studied characteristics of tree-based incremental high utility pattern mining
algorithms and direction of their improvements based on experimental results for
performance evaluation. As a result, we could learn that mining performance of an
algorithm that generated the smaller number of candidates outperformed the other one
and decreasing the number of extracted candidates can be a significant factor to
improve performance of incremental high utility pattern mining.

Acknowledgments. This research was supported by the National Research Foundation of Korea
(NRF) funded by the Ministry of Education, Science and Technology (NRF No. 20152062051 and
NRF No. 20155054624).

Fig. 2. Experimental results on chain-store
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Abstract. The Unity 3D game engine, which can develop games on most
platforms such as IOS, Android, and web browsers, is known for a tool easier to
use than other engines. In this paper, we develop a game where a sheep runs away
from the threat of a rancher on the basis of the Unity game engine. The game is
developed in order that a player feels thrill and tension by manipulating the sheep
to pass obstacles, avoid projectiles, and run away from the chasing owner.

Keywords: Unity 3D engine � Game development � Side-Scrolling running
game

1 Introduction

Recent game development has become easily accessible to non-specialists because of a
variety of relevant development tools. Especially the Unity engine provides functions for
making games, such as rigid body components for 3D physics and 2D physics, animation
systems, Lighting and Rendering references, audio, Virtual Reality references, and a
multi-scene editing. If users employ the above functions, they can more easily develop
games based on C# and JavaScript. In this paper, we describe how to create games easily
such tools even though we are beginners. In addition, we develop a 2D side-scrolling
running game, named Revolt of the sheep, using the Unity game engine.

2 Related Work

Previous game development was mainly a way to create the overall system of game. In
the past, game developers had to make games by themselves using the C language [10],
various platforms [7], and Html5 [8]. In recent development approaches, difficulty has
been lowered because of game engines. Therefore, beginners are also able to easily
make games. Thus, many games were developed using the Unity engine [3, 4, 6]. There
are various game engines widely used in these days such as the Unreal engine [1], the
Cry engine [9], and the Unity engine. Among the above engines, we use the Unity
engine because it is light and easy. We also need to select a proper genre in order to
create a game. We need to choose the genre that even beginners can easily create. There
are various game genres released so far such as: 2D, 3D [2], RPG, shooting [5],
running, and arcade. Although the Unity engine is based on the 3D game development,
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it is also possible to develop a 2D game. This paper focuses on developing a 2D game
in order to show how to use the tool easily.

3 Game Development

In this section, we introduce the implementation of our game and explain its scenario
using Fig. 1. We also provide a table that describes the components used in the game to
explain how the game is made briefly. Finally, we present a flow chart for the game.

A story of the game, Revolt of the sheep, says that sheep escapes from a ranch by
passing obstacles and running away from the chasing owner. The game is deigned to
feel the thrill and tension from projectiles, obstacles, and the owner. The game consists
of five stages and their difficulty rises every time stages are switched. Figure 1 shows
the web browser based game developed using the Unity engine. Figure 1(a) is a scene
that is shown before players start the game. Figure 1(b) is a playing scene. Figure 1(c)
is shown when the game is cleared.

The game scenario is as follows. If the sheep, a main character of the game, jumps
over the fence at the end of each stage, the stage is cleared. If every stage is passed, the
game is cleared. The passage of time is expressed by darkening the background
increasingly whenever a stage is cleared. Then, the sheep escapes from a ranch when
the last stage is cleared.

The components used in the game are explained in Table 1. Among them, moving
objects are sheep, rancher, arrow, and rockfall. Meanwhile, fixed objects are clear box,
fence, obstacle box, thorn, and fire. All of the objects do not crash into each other
except for sheep. If sheep touches clear box, the stage is cleared. If sheep touches fence
or obstacle box, it cannot move forward. Finally, if sheep touches the others, the stage
is failed and restarted. A collision decision of each object is verified by using the
‘Colliders’ and ‘Is Triggers’ functions of the Unity engine. Dropping rockfall and
jumping sheep are developed by using the ‘Use Gravity’ function. If a direction key is
pressed, sheep’s speed is accelerated from zero to a speed limit. Otherwise, the speed is
deaccelerated to zero. All of the above processes are developed using the Unity
engine’s functions and C#.

The overall process of the game is briefly diagrammatized in the flow chart format
shown in Fig. 2. All of the screens in the game consist of scenes. If a specific event
occurs, the scenes are switched another scene.

Fig. 1. Game screens on web browser
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The process of the flow chart is as fallows. First, if a player presses a button at the
game start scene, the scene is turned into the scene of stage 1. If sheep, which is
controlled by arrow keys, touches the specific object in the stage scene, the collision
decision occurs. At the time, the collision decision is classified into two types (clear
box or the other objects).

If a collision occurs on clear box, the stage is cleared and the next step is started. If
the stage is the last stage, the game is cleared. Otherwise, the stage scene is changed to
the other one and the stage starts. If the game is cleared, the scene is turned into the
game clear scene and the player can go to the game start scene by pressing a button.

On the other hand, if a collision occurs on the other objects, the player’s life is
reduced by 1. If the life is 0, the player returns to the game restart scene. If it is not 0,
the player challenges the current stage again.

In the future work, we are scheduled to enhance the functions of the proposed
program. For example, the functions can include: (1) pausing the stage, (2) giving up

Table 1. Images and descriptions of the components in the game
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the game, (3) using a variety of skills or items, and (4) increasing the vividness of the
game by using the ‘Animation System’ of the Unity engine.

4 Conclusion

It is hard for beginners to develop games because they have to learn a variety of
technics, skills, and knowledge for creating games successfully, not to mention they are
time-consuming works. In this paper, we developed a game using the Unity engine that
they can easily handle. Therefore, using the Unity engine is expected to lower the
barriers to entry of game development.

Acknowledgments. This research was supported by the National Research Foundation of
Korea (NRF) funded by the Ministry of Education, Science and Technology (NRF
No. 20152062051 and NRF No. 20155054624)

Fig. 2. The flow chart for Revolt of the sheep
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Abstract. In this paper, we propose an EPD noticeboard for effectively
managing notice objects from various users and minimizing power consump-
tion. The system posts more important and newer information based on
authority level of the user, posting term and priority of the notice object.
Because noticeboard with EPD requires power supply when data is updated, the
power consumption is relatively low compared to LCD or OLED based systems.
We also present one example implementation for managing digitalized notice
objects in Korean university. E-paper display is quite suitable to be used for
applications requiring low power and mainly using image data. We expect that
our study shall be applied to mobile billboards, label, post-it and so on.

Keywords: EPD � Noticeboard � Notice object � Digital Poster � E-paper

1 Introduction

Important undergraduate schedule, employment information, announcement are com-
monly posted on the website of the university and also pinned to the noticeboard in each
department. The assistant manually manages the noticeboard by receiving, classifying
and putting on official paper, department notice, promotional material and so on. The
important notice materials might be covered by others and out-of-date notices be posted
due to limited space of the noticeboard, manual management and no prioritization.

The EPD (Electrophoretic Display) is used for showing visible images by vertically
positioning charged pigment particles in microcapsules with the help of an external
electrical filed. One of the most obvious advantages of the EPD is that it can provide a
bi-stable display. Zero power is consumed to maintain the contents being displayed and
the displayed image can be kept for a very long time after the removal of external
power. Power will only be needed when one needs to the displayed contents and the
power consumption will quickly go up if very frequent updates are required [1–3].
Thus EPD is quite suitable for applications which low power consumption is important
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issue and image data is mainly used [4, 5]. EPD, also called E-paper is used on
e-readers, smart watches, mobile phones, tag prices, etc.

In this paper, we propose an EPD noticeboard for effectively managing notice
objects from various users and minimizing power consumption. The system posts more
important and newer information based on authority level of the user, posting term and
priority of the notice object. We also present one example implementation for
managing digitalized notice objects in Korean university.

The remainder of this paper is organized as follows. Section 2 presents system
architecture and main functions of subsystems in the proposed system. Section 3
describes the implementation and result. Finally, we summarize and conclude this
paper in Sect. 4.

2 Proposed EPD Noticeboard

2.1 System Configuration and Architecture

Figure 1 shows configuration and architecture of the proposed system. Posting Client
transmits information of the Digital Poster and JPG file translated document to post into
Posting Server. Notice object images for the Digital Poster are merged into one image
based on authority level of user, posting term and priority of the notice object. The
merged notice object image is converted into 4-Grayscale and transmitted to the Digital
Poster through Wi-Fi wireless LAN.

4-Grayscale image is resized to the Digital Poster resolution and converted to
E-paper data format. Finally, the notice object image is displayed in EPD by SPI (Serial
Peripheral Interface) communication. Figure 2 shows process of displaying notice
objects selected by users in our system.

2.2 Posting Server

When various users want to post notice object a Digital Poster, posting score Ni is
computed through the following equation.

Fig. 1. System configuration and architecture.
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Ni ¼ Ai � Ti � Pi ð1Þ

where Ai is weight of user authority level about the Digital Poster and Ti is weight of
posting term. Pi is weight of the notice object priority. Maximum number of notice
object to be posted in a Digital Poster is limited. Thus notice objects in higher score are
merged into one image.

Table 1 represents the factors for computing posting score to merge notice objects
and its weights. Table 2 represents example of posting score in a Digital Poster which
is able to post 4 notice objects. Therefore, notice object 10333, 10212, 10427, 10245
are merged into one image and posted in the Digital Poster. The notice object, 10111 is
to be waiting state until posting term of a notice object is expired.

We use 4-Grayscale EPD in the proposed system. So, the merged color image is to
be converted 4-Grayscale image in Posting Server and transmitted to the Digital Poster
by Wi-Fi wireless LAN.

2.3 Digital Poster

Digital Poster resizes 4-Grayscale image for its display resolution and converts to
image data format which 8-bits pixel is compressed into 2-bits pixel for processing in

Fig. 2. The process of displaying notice objects.

Table 1. The factors in computing posting score.

Factor Weight

Authority level(A) Super manager(3), Main manager(2), Accessor(1)
Posting term(T) Within(3), Before(1), After(0)
Notice object priority (P) Very high(3), High(2), Low(1)

Table 2. The example of posting score in a Digital Poster.

Notice object index Authority level Posting term Notice object priority Posting score

10333 Super manager (3) Within (3) Very high (3) 27
10212 Accessor (1) Within (3) Very high (3) 9
10427 Main manager (2) Before (1) High (2) 4
10245 Super manager (3) Before (1) Low (1) 3
10111 Super manager (3) After (0) High (2) 0
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the Display Driver. E-paper Controller transmits the compressed 4-Grayscale image
into Display Driver by SPI. Finally, the Display Driver displays notice object image to
E-paper Display, 4.3 in. SVGA EPD.

Figure 3 represents the sequence diagram for displaying notice object by SPI
communication. Table 3 explains the functions of E-paper Controller and Display
Driver for SPI communication.

3 Implementation and Result

Table 4 represents S/W environment for implementing the proposed system and
Table 5 is H/W configuration of Digital Poster. Display Handler is executed on
pcDuino3. Trial kit of LinkSprite [6] which consists of 4.3 in. SVGA EPD and E-paper
Shild for Arduino is used as E-paper Display Module. Figure 4 shows screenshots of
the H/W components.

Fig. 3. Sequence diagram for displaying notice object by SPI communication.

Table 3. Functions of E-paper Controller and Display Driver for SPI communication.

Function name Explanation

readStatus_Pin() Check out that E-paper Display Driver is able to receive data by checking
Status Pin

enableSS_Pin() Activate SS_PIN of E-paper Display Driver
dataSend() Transmit notice object image and command of clearing E-paper Display,

displaying notice object image, etc.
checkSend() Check out that notice object image and command are transmitted
disableSS_Pin() Terminate communication by deactivating SS_PIN of E-paper Driver
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Figure 5 shows the implementation results which Fig. 5(a) is sending notice object
in Posting Client and Fig. 5(b) is to be posted 4 notice objects in higher posting score.

Table 4. S/W implementation environment.

Role OS Implementation language Etc.

Posting Server Windows 8 Java MySQL
Posting Client Windows 8 Java N/A
Digital Poster (Display Handler) Linux 12.04 C/C ++ N/A

Table 5. H/W configuration of Digital Poster.

Device type H/W Specifications

Display Handler pcDuino3 CPU AllWinner A20 SoC, 1 GHz
ARM Cortex A7 Dual Core

Onboard
storage

4 GB Flesh Memory

OS Linux 12.04
Network
interface

Built-in WiFi, Ethernet
10 M/100Mbps

Extended
interface

Arduino sockets, 14xGPIO,
2xPWM, 6xADC, 1xUART,
1xSPI, 1xI2C

E-paper
Display
Module

E-paper
Display

4.3″SVGA EPD
(GDE043A2)

Active Matrix Electrophoretic Display,
800*600(SVGA) Display, White
Reflectance above 35 %, 4:3 aspect ratio,
230 dpi

Display
Driver

E-paper Shild for
Arduino
(ATmega32-16AC)

Atmel 8-bit Microcontroller, 1 MHz
corespeed, 32 Kbyte Programmable Flash
program memory, 1024 Bytes EEPROM,
2 Kbyte Internal SRAM, SPI,
UART/USART extended, etc.

 

 
(a) pcDuino3 Board             (b)4.3inch EPD          (c) Display Driver  

Fig. 4. Configuration of Digital Poster.
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4 Conclusions

In this paper, we proposed a noticeboard with EPD for effectively managing notice
objects from various users and minimizing power consumption. The system posts more
important and newer information based on authority level of the user, posting term and
priority of the notice object. Because noticeboard with EPD requires power supply
when data is updated, the power consumption is relatively low compared to LCD or
OLED based noticeboard systems. We also showed the feasibility of the proposed
system by example implementation for managing digitalized notice objects in Korean
university. E-paper display is quite suitable to be used for applications requiring low
power and mainly using image data. We expect that our study shall be applied to
mobile billboards, label, post-it and so on.
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(a) Sending notice object in Posting Client        (b) Posting 4 Notice Objects 

Fig. 5. Implementation results.
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Abstract. Recently, we have witnessed a period which things are connected to
the Internet. Connected cars are currently among things connected to the Internet.
Wireless communications technologies built-in or brought in connected cars
enable data generated by in car sensors to be transmitted to external computers
where it is analyzed. The main challenge for connected cars services providers is
that the collection of same vehicle’s data such as engine temperature, engine
Revolutions per minute (RPM), vehicle speed are subjected to different con-
nected cars applications which the final purpose of each of them differs. This
paper studies design steps to take in consideration when implementing Map
Reduce patterns to analyze vehicle’s data in order to produce accurate useful
outputs. These outputs obtained through big data technology forms a storage
repository for the automakers and connect cars services providers. The proposed
analytical model is based on a data-driven approach. This approach consists of
collecting data sets uploaded from connected cars. Those data are then monitored
based on different aspects of activity of the vehicles that we quote as “Events”.
Hadoop supplements by Map-Reduce functions based reduce side joins with
One-To-One joins has been deployed to process a large data and delivered useful
outputs. The outputs merged with external information constitute a great insights
to connected cars in order to afford connected cars applications.

Keywords: Connected car � Hadoop project � Big data problem �Map reduce �
Hadoop � Join algorithms � On-Board diagnostics (OBD-II)

1 Introduction

The information technology authorizes information sharing between vehicle and driver,
vehicle sensor operation vehicle surrounding and road condition [1]. Based on this
data, the third party interested in automobile ecosystem in occurrence car manufac-
turers, repair shops, road and transportations authorities will continuously support car
user’s needs which increase safety driving for the driver but also provide for free or pay
as the car owner subscribes to the service. Connected car is a cloud base vehicle
information platform [1]. Therefore, the platform is highlighted to cover business
operations and services. The wireless communication technologies built-in or brought
in the vehicle enable in-car telematics application such as Remote On-line Vehicle
Diagnostics System(ROVDS) [2] to send data generated in-car sensors or through OBD
connector to external computers.
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The information technology expands challenges of ROVDS that submerge cur-
rently acquisition of information from what is captured, processed and stored [3]. Such
a system might store 40 TB of status and conditions over a year in case connected
vehicles reporting Diagnostic Troubles Codes (DTC) status in the size of 25 GB on a
daily basis [3].

The collection of vehicle’s data allows the third party interested in automobile
ecosystem for continuously support new in-car telematics services. Automobile
ecosystem is composed by car manufacturers, repair shops, road and transportations
authorities. The new in-car telematics services increase safety driving for the driver but
also provide for free or pay as the car owner subscribes to these telematics services.
Therefore, in order to provide great market for affording these in-car telematics ser-
vices, the reality of big data technology was explored at a recent Connected Vehicle
Trade Association (CVTA) [4].

The Big data technology allows to manage effectively four keys attributes of big
data [5]. The first key is the volume that is the quantity of data to be captured which
continues to grow exponentially. The second key is velocity that means bits and bytes
have to be processed at high speed. The third key is variety which means data comes in
many formats, from diverse sources. Finally, value key attribute that emphasizes how
data needs to be converted into meaningful insights.

The main challenge for connected cars services providers is that the collection of
same vehicle’s data such as engine temperature, engine Revolutions per minute(RPM),
vehicle speed are subjected to different connected cars applications which the final
purpose of each of them differ as shown on the Fig. 1. The automakers and/or connected
cars services providers have to design an efficient monitoring and analytics framework.
The data processing model is designed using Map Reduce framework which provides a
highly analytics of vehicle’ data in order to produce accurate useful meaningful insights.
These meaningful insights enable connected car providers to target new in cat telematics
services related connected car applications. The Fig. 2. shows the system model for
implementing architecture for Data Lake using big data technology [5].

Fig. 1. Vehicle’s data that enable Connected Car applications
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The main contribution of this work states a processing model based big data
technology for monitoring vehicle’s diagnostics data and building up a data warehouse
accessible to automobile ecosystem. The framework analytical model is expressed as a
function that takes input from the Hadoop Data File System (HDFS) on which the Map
Reduce join reduce side algorithm is applied to get the final output. The analysis keeps
splitting out the vehicle’s data based on events occurred inside the vehicle, then select
the key value pairs to include in the input functions which are submitted to Map
Reduce jobs implemented on the Hadoop cluster.

The remaining of this paper is organized as follows. In Sect. 2, we provide the data
processing model for connected car data using big data. In Sect. 2.1, we provide the
implementation of the proposed processing model. In Sect. 3, we present conclusions
and discuss future research directions.

2 Data Processing Model for Connected Car Data Using Big
Data Technology Map Reduce

2.1 Monitoring and Analytical Model Based on Map Reduce

The monitoring and analytics framework is based on a data-driven approach. This
approach consists of collecting data sets uploaded from connected cars. These data are
then monitored based on different aspect of the vehicle which we denote in this paper
as events. Data related to each event is about collection of vehicle’s diagnostic data
while the driver is driving. The system design of the proposed analytics framework
associates for both events vehicle’s movement, journey trip, location based service,
over speed, mileage and diagnostics of car’s engine. At each event, an appropriate
subset of information is associated. For instance, for vehicle state and journey trip, the
subset of information are journey data, Global Positioning System (GPS) data, driver
behavior data based on the smartphone’s in- built accelerometer, engine data and car
diagnostics data as shown on the Fig. 3. For instance, the analysis process takes the
vehicle’s movement and journey trip event, then associates in turn RPM value of the
vehicle to detect if the engine is running, current data, and accelerometer data to detect

Fig. 2. System model for implementing architecture for Data Lake using big data technology
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vehicle’s movement. For this event, the analysis process extracts the value of the RPM
every three (3) minutes to detect the state of the vehicle, either is in idle state or not.
These data are then uploaded to the Hadoop Data File System (HDFS). The data set on
the HDFS serves as the basis for collecting the useful information to submit to Map
Reduce functions for processing.

The Hadoop framework splits the input data-set into multiple chunks, each of
which is assigned a map task that can process the data in parallel. Each map task reads
the input as a set of key-value pairs and produces a transformed set of key-value pairs
as the output. The framework shuffles and sorts outputs of the map tasks, sending the
intermediate key-value pairs to the reduce tasks, which group them into final results.
For the vehicle’s movement and journey trip the results are for example vehicle
movement time, idling time, traveled time, journey trip time. These results are then
stored on the hosting database with an additional field to indicate on which vehicle’s
telematics applications the output are intended to be applied.

The captured data sets are uploaded using tethered connectivity models that stands
on the obligation of carrying the smart phone inside the vehicle. This smart phone is
used as a modem via Wi-Fi. When on-board diagnostics data are uploading to the
database, Apache Sqoop [6, 7] performs a replication import of data required to run
Map Reduce functions. Using HIVE [7] has an important role especially for data stored
unto a relational database. Sqoop generates a Hive table based on table originally
relational data source and at the same time stores data on HDFS [7].

One of the most key of Big Data technology in this paper is to take the collection of
on-board diagnostics and process them according to the final output of useful infor-
mation and in turn writes back the processing outcomes to the MySQL database. This
is achieved by using HIVEQL and Map Reduce functions.

Fig. 3. Design of Monitoring and Analytics framework of Vehicle’s data for based on Big Data
technology for implementing Remote Vehicle Diagnostics services
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2.2 Distributed Computing with Map Reduce Using Reduce Side Join
on Mote Two Data Sets Features One-to-One Join

Map Reduce is a framework for performing analysis of HDFS files in parallel across
large dataset using a large number of nodes (computers) [7]. The input data to be
computed were so large that require a distributed processing over hundreds or thou-
sands of nodes known as clusters. In this paper, reduce side join on more two data sets
features One-to-One joins is used [7].

Figure 4 explains a pseudo code for reduce side join on more two data that features
One-To-One join. A list of data sets (tables) on which we want to process is passed as
part of the job configuration for allowing the Mapper and Reducer to know how many
data sets to expect and what tags are related to each table. The Mapper reads tables,
then points tags out from the job configuration and invokes the map function. The join
key is removed from list value in order to form a list which includes all the tuples from
all the data sets, then rejoining after with the tag of either table T1 or T2 or Tn in a
single list value. The tuples based on the dataset they originate from are then proceed
by the map function. After Partitioner and the Grouping function have partitioned and
grouped the tuples from the all data sets by taking in consideration just the key, and
ignoring the tag, the Reduce function gets the tuples sorted on the (key, tag) composite
key. All tuples having the same value for the join key are perceived by the same
Reducer and only one Reducer function is invoked for one key value. During execution

Fig. 4. Pseudo code for Reduce side join on more two data set features One-To-One Join
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of Reducer function, the Reducer creates buffers to hold all list values, then groups
them within their composite key dynamically. The tuples for a particular key are
divided by their parent datasets. A cartesian product of these tuples is performed.
Finally, the joined tuples are written to the output.

3 Conclusions and Future Works

With the development of Hadoop platform project, now is possible to build big data
solution using open source projects integrated with Hadoop. In this paper, we design a
monitoring and analytics framework based on Big Data technology for processing data
from vehicles using Hadoop. The final results are written back to a database where
connected cars providers can access them via web services.

In Future work, we will focus on the implementation and evaluation of performance
of Remote Vehicle Diagnostics service and specific Connected Car application on
cloud platforms for instance EC2 (Amazon Elastic compute Cloud).
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Abstract. Internet of Things (IoT) services are based on information of IoT
devices adopted various sensors. The sensed data by the sensors of devices is
delivered to a data server, which is placed in Cloud, for intelligent services. IoT
devices serve heterogeneous services using the data. For the connectivity of the
IoT devices, wireless sensor networks are exploited as an access network
technology for the services. In the wireless sensor networks, energy efficiency is
the important issue. Thus, the efficient path selection should be considered. Data
transmission in heterogeneous service environments employs aggregation and
piggybacking functions. To maximize the energy efficiency, the functions are
properly used for data delivery. In this paper, similarity of transmission data in
devices is exploited. By the similarity value, the efficient path is selected and
one of the functions is used. That is, this paper proposes the path selection to
mainly use the aggregation function by high similarity in order to obtain the
energy efficiency.

Keywords: IoT � Path selection � Sensor network � Routing � Network service

1 Introduction

Nowadays, Internet of Thins (IoT) technologies lead to information communication
technology (ICT) services. IoT is expended to various areas by converging to the area
such as industry, transportation, agriculture, military, and so on. For intelligent ser-
vices, heterogeneous service environments are constructed. IoT devices make a net-
work to collect information in the environments. Various traffics with different
characteristics are generated and are delivered over the network. The network of the
IoT devices is a wireless sensor network. The wireless sensor network is the access
network for IoT services and information is collected through the network [1–4].

The wireless sensor network is composed of various sensors. They measure their
neighbor environments and deliver the measured information to a data server. Because
IoT devices as the sensors have small battery resources, energy efficiency is the
important issue in the wireless sensor network. In addition, lots of data will be
transmitted over the network. The data transmission has large portion of the energy
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consumption in IoT devices. Therefore, energy-aware communication should be pro-
vided in the wireless sensor networks [5–7]. To minimize energy consumption during
data transmission, proper routes should be selected. The routes can have the shortest
path or can deliver data with proper size in order to reduce the transmission energy.
That is, for the energy efficient transmission, transmission counts are reduced or the
amount of transmission data is reduced.

In this paper, the manner to reduce the amount of transmission data is considered. If
a path with similarity of transmission data is selected, data can be aggregated in the
next hop. Otherwise, data will be piggybacked in the next hop. When the piggybacking
function is used, the size of delivered data is increased and more energy is consumed.
Thus, the proposed method defines the similarity to select a path. According to the
similarity, it chooses the next hop. Then, it can maintain the data size by the aggre-
gation function. Because there are various different data in heterogeneous service
environments, if similar data can choose the same path, transmitted data size can
reduce. The proposed method aims to do that. Then collecting information in the IoT
access network can be optimized.

2 Background

For personal services of IoT, there exists several communication technologies such as
WiFi, Bluetooth, and ZigBee. They use unlicensed frequency band and are exploited
for various goals. Especially, for IoT networking, the importance of wireless sensor
network technologies such as ZigBee is raised [8]. IoT connects numerous devices and
gathers their information. And then, it exploits the information for smart services. The
network architecture and the service model of IoT is very similar to the wireless sensor
network. Thus, the wireless sensor network is known to the access network for IoT.

Figure 1 shows the network architecture of the wireless sensor network for IoT. In
the network to collect information, numerous data traffic is generated and is delivered
using multi-hop transmission. In addition, the IoT devices as sensor nodes are embedded

Fig. 1. Network architecture.
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systems with limited resources or battery-driven portable devices. Thus, efficient data
transmission should be provided in the wireless sensor network in order to maximize the
lifetime of the IoT networking.

For the efficient data transmission, several schemes are considered. First, by finding
the shortest path for data transmission, energy consumption can be reduced. Second, by
reducing data size to transmit, the energy consumption can be also reduced. As
mentioned earlier, in this paper, we are interested in the data size to reduce energy
consumption. That is, the proposed method in this paper selects the next hop which is
possible to aggregation instead of piggybacking. By the aggregation, the proposed
method can reduce the transmission energy.

3 The Proposed Path Selection Scheme

3.1 Radio Model

In the wireless sensor network, there is a radio model to represent the transmission
energy consumption at sensor nodes. The radio model calculates the energy con-
sumption of a sender and a receiver using transmitted data size and a distance between
a sender and a receiver [9, 10]. It can be described as the following equation.

ETXðn; lÞ ¼ Eelec � nþ efs � n� l2

ERXðnÞ ¼ Eelec � n
: ð1Þ

ETX is the consumed energy at a sender when the node transmits n-bit data in a
distance l. ERX is the consumed energy at a receiver when the node receives n-bit data.
Eelec is the consumed energy in electric circuits when data transmission occurs. efs is the
consumed energy in the amplifier. Because data transmission in the wireless sensor
network happens in short transmission range, efs is considered as free space model. By
the radio model, considering data size and transmission distance is important for the
energy-aware data transmission.

3.2 Path Selection

As mentioned earlier, data can be aggregated or piggybacked at intermediate nodes.
The data of the same type is aggregated and the data of different types is piggybacked.
Because piggybacked data increases data size to transmit, the data aggregation should
be mainly performed for efficient data delivery.

To find the path that is possible to aggregate data, the proposed method defines
similarity. The similarity is represented by Euclidian distance of generated data at a
node. It can be described by kNN algorithm. Each node calculates the similarity for its
neighbor nodes. Thus, when a node has data for transmission, it compares the similarity
and selects the next hop with the shortest Euclidian distance of data for the data
aggregation.
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Figure 2 shows the proposed path selection scheme. In the figure, read and blue
nodes generate different data. Green paths are the paths for the same data. In the green
paths, data aggregation occurs and data size for transmission is maintained. However,
in the yellow path, two types of data are generated. In N6-N5, data aggregation occurs
but in N5-N4 data piggybacking occurs and data size for transmission is increased. By
the radio model in Sect. 3.1, it causes more energy consumption for data transmission.

Figure 3 represents the pseudocode for the proposed scheme. Each node operates
the algorithm to transmit data. In wireless sensor networks, a sink node broadcasts
query messages to construct routing path. Thus, the proposed scheme finds a next hop
with high similarity among the shortest path for the sink node. In the node with high
similarity, possibility of the data aggregation is high and thus transmission energy may
not be increased. By the proposed method, data piggybacking is reduced and
energy-aware data path can be provided to IoT sensor devices.

Fig. 2. The proposed path selection scheme.

Path-Selection: 
1.  Calculate Euclidian distances for generated data of neighbors 
2.  Classify the shortest path group 
3.  Loop in the shortest path group 
4.    Compare the Euclidian distances (similarity) 
5.    Find the shortest Euclidian distance  
6.    Select the next hop 
7.  End loop 
8.  Transmit data to the selected node 

Fig. 3. The pseudocode for the proposed scheme.
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4 Conclusion

In IoT networking, reducing transmission energy consumption is an important problem
because most of IoT devices are tiny embedded systems and they employ battery for
their operation. Data size for transmission is major factor in aspect of transmission
energy consumption. For IoT services, various data is generated in the IoT area.
A server gathers data in the area and the data can be delivered through multi-hop
transmission. In the intermediate nodes, the data can be aggregated or piggybacked. To
maintain the data size for transmission, data aggregation should be performed instated
of piggybacking. The proposed method deals with the path selection to increase the
possibility of the data aggregation.
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Abstract. Sugarcane is a very important crop in the sugar industry. However,
the annual amount of harvested sugarcane is oftentimes uncertain, posing risks
to sugarcane mills in terms of raw material supply. The forecast for the sugar-
cane yield would allow the mills to plan sugar production accordingly. This
paper proposes (l+k) adaptive evolution strategies, which generate equations
for accurately forecasting the sugarcane yield. Our proposed scheme combines
the advantages of two algorithms: genetic algorithm and evolution strategies.
Specifically, the genetic algorithm is good for determining patterns of fore-
casting equations, while the evolution strategies are used to tune the equations’
coefficients. The test data is collected from sugarcane farmers in 24 provinces of
Thailand during 2010–2014. The equations obtained by the proposed method
are 80 % accurate on average, outperforming the previous method (back
propagation neural network) in all data set.

Keywords: Evolution strategies � Forecast � Genetic algorithm � Sugarcane

1 Introduction

Sugarcane is one of Thailand’s important industrial crops. It is a raw material for sugar
production, and can also be used as an alternative energy source. However, sugarcane
farmers could not guarantee their yield to the mills, which have to take risks of lacking
raw material supplies. Therefore, the ability to forecast the sugarcane yield, accurately
and consistently with reality, is crucial to the mills’ production planning for domestic
consumption and/or export.

The sugarcane yield each year is uncertain due to various factors, e.g. species,
cultivation methods, caretakers, and harvest methods. There are two ways to grow
sugarcane: from new sprouts (setts) and from stubbles. When newly planted sugarcanes
are one year of age, they are ready to be harvested. Farmers would cut the cane stems,
and leave the roots and the lower parts (i.e. stubbles) uncut. Then, the farmers plough
the soil and add fertilizers in order to regrow canes from the stubbles. The stubbles can
be used to regrow canes no longer than three times because the canes get thinner and
thinner after each harvest, and develop diseases more easily. We call the canes after
subsequent harvests first ratoon, second ratoon, and so on. In general, Thai farmers
plant new sprouts (new setts) after harvesting the second or third ratoons.
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Forecasting sugarcane yield is not straightforward due to the uncertainty of various
factors, e.g. weather, irrigation, pests, a plantation area, and cultivation. Researchers in
[1] collected the information related to sugarcane farming in the Northeast of Thailand
during 2004–2009. The study found factors correlated with the sugarcane yield, which
are province, year, average rainfall, yield per rai (i.e., 1600 square meters), and a
plantation area. The model has correlation coefficients of 0.99.

In general, sugarcane mills calculate tentative yield by multiplying a plantation area
(obtained from the quota database) with average yield per area. This method is simple
but quite inaccurate. Thus, other research works attempted to create forecasting models
that are more accurate. For instance, the researchers in [2] applied popular neural
networks to forecast the yield of each plantation area. A mathematical model (with
MAPE of 19.5 %) was proposed to recommend the optimal harvest schedule. To
forecast sugarcane yield in Nigeria, the study in [3] applied the neural networks to the
data, taking into account economic and environmental factors during 1920–2005. The
prediction accuracy is 85.70 %.

Although the neural networks in [2, 3] are successful in forecasting the sugarcane
yield, their black box nature makes it hard to understand and interpret. (Neural network
models normally return the set of neuron-node coefficients, not equations, which
general individuals could comprehend.) In this paper, we propose (l+k) Adaptive
Evolution Strategies for speculating the sugarcane yield, which will be supplied to the
mills. The equations, generated by our proposed method, consist of related factors
together with their coefficient.

2 The Adaptive Evolutionary Strategies

The adaptive ES (A-ES) is an algorithm that incorporates the advantages of two
evolutionary algorithms: genetic algorithm (GA) and evolution strategies (ES). It could
be used to determine forecasting equations together with coefficients. Particularly, GA’s
capability of evolving functional forms is combined with ES’ capability of tuning the
coefficient values. The A-ES algorithm succeeds in generating equations for forecasting
(1) exchange rates for Thai Baht to US Dollar in [4], and (2) Thai SET index in [5].

ES is often used to search for equations’ coefficients, or to finely tune the parameter
values when the forms of the equations are already known. However, at times, the
equation forms might still be in question. For example, we might want to find an
equation form that fits a given set of data. Genetic Algorithm (GA) or Genetic Pro-
gramming (GP) is one of the popular methods for performing such a task. Both choose
coefficient values at random; thus, yielding unreliable values in some cases [6]. In
contrast, ES provides more accurate coefficient values since it gradually improves the
coefficient values instead of changing them radically.

This paper proposes (l+k) A-ES to generate equations for forecasting sugarcane
yield, being supplied to the mills. Variables term1, term2,…, termn in the forecasting
equations represent input data related to each farmer’s sugarcane planting, e.g. a
plantation area, sugarcane species, and rainfall. The outputs of the equations are pre-
dicted values of sugarcane yield. In this work, we improve the previous work [5] by
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adding the step of crossover (i.e., the step 2.3 in the procedure below). The chromo-
some encoding (shown in Fig. 1) is also different from the one in [5] in that the number
of coefficients is smaller, and the primitive function is simpler.

In Fig. 1, a0 is a constant; n is a number of terms in the equation; a1…an are
coefficients of each variable; term1…termn are variables; op1…opn-1 are operators; r is
a variance used in controlling the search strategy. In this work, the procedure of the
(l+k) A-ES is similar to the one in [5], except the step 2.3, which is shown as follows.

Step 2.3 Crossover the functional form (chrom2) by randomly select a crossover position and
exchange the chromosome structures. Mutate the functional form (chrom2) by changing a
function or an operator to another function or operator at a random position.

chrom0
2 ¼ crossoverðchrom2Þ; chrom00

2 ¼ mutateðchrom0
2Þ

3 Experiments

3.1 Input Data

The input data collected for this work are the information obtained from farmers in 24
provinces of Thailand, which supplied 8 – 14 tons of sugarcane to the mills during
2010–2014. The data points, whose yield is more different (i.e., more than 30 %
different) from the quotas the farmers agree with the mills, are excluded. The numbers
of the farmers, contributing to the data during 2010–2014, are 314, 284, 288, 312 and
220, respectively.

The data consist of 9 attributes: areas of new sprout plantation (rais), areas of
first-ratoon plantation (rais), areas of second-ratoon plantation (rais), areas of third-
ratoon plantation (rais), quota agreements with the mills (tons), species (i.e. K84-200,
LK11, K88-50, K90-77, K88-92, K88-50, OoTong3, and OoTong1), average rainfall
of plantation (millimeters), number of rainy days throughout the year of each plantation
(days), and maximum rainfall of each plantation (millimeters). Our proposed A-ES runs
on the data of the 9 attributes to create a forecasting model to speculate the total
sugarcane yield (tons) of both with and without pre-harvest burning.

3.2 Experimental Design

We use Mean Absolute Percent Error (MAPE) to measure the performance of our
proposed method.

Fig. 1. Chromosome encoding
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In this experiment, the parameters of A-ES are set as follows. The number of
parents and children (l and k) are 50 and 100, respectively. The form mutation rate and
the coefficient mutation rate are 0.1. The crossover rate is 0.6–0.8.

We compare the performance of our method with the one of Back-Propagation
Neural Networks (BPNN). We use the BPNN implementation in Weka 3.6, and set its
parameters as follows. The number of hidden nodes is 16, which performs best in the
experiments among the range of 5–20 hidden nodes. The learning rate is 0.1. The
momentum is 0.1 and the number of iterations is 3000, which performs best in the
experiments among the values of {1500, 2000, 2500, 3000}.

3.3 Experimental Results

This subsection presents the performance comparison between our proposed method
and BPNN. We conduct two experiments. The former is for assessing short-term
forecast where the data of year t are used to create the model for forecasting the yield of
year t + 1. The latter is for evaluating long-term forecast where only the data of year
2010 are used to create the forecasting model for the yield of each year during 2011–
2014.

3.3.1 Short-Term Sugarcane Yield Forecast
The MAPE of A-ES and BPNN, running on training and testing data, are shown in
Table 1. In the training process, the MAPEs of our method (A-ES) are in the range of
9.64 %–11.65 %, while the ones of BPPN are in the range of 10.27 %–84.31 %.
Likewise, the comparison results are similar in the testing process. On average, the
models obtained from A-ES are better at short-term forecasting for the sugarcane yields
by 43 %.

The equations in the last column of Table 1 suggest the major factors that could
have an impact on the forecast accuracy. We can see that the factors – (1) plantation
areas of new-sprout crops, (2) ones of first-ratoon crops, (3) ones of second-ratoon
crops, (4) ones of third-ratoon crops, and (5) quota agreements with the mills - are
taken into account in almost all equations. The fact is confirmed once we analyze their
correlation values, which are 0.60, 0.62, 0.72, 0.66, and 0.99, respectively. The factors
we found are also consistent with the simple equation (i.e. yield = area � yield per
area), which the mills use to compute tentative yield [7]. However, the yield per area
are rarely accurate as it depends on various factors (e.g., weather, species, and culti-
vation). The equations derived by our proposed method (A-ES) take into account more
factors and more specific in terms of the stubbles’ year of age, thus yielding more
accurate predictions.

3.3.2 Long-Term Sugarcane Yield Forecast
In Table 1, the first equation, where the training data is of year 2010, yields the lowest
MAPE. As a result, we choose this equation to be our model for forecasting the yield in
the long term. Specifically, we use the data during 2011–2014 to be the testing data sets
in order to measure the accuracy of this equation. The MAPE results of both A-ES and
BPNN are shown in Table 2.
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During the training period using the data of year 2010, the MAPE of A-ES
(9.64 %) and the one of BPNN (10.27 %) are quite close. However, when we use the
two methods to predict the sugarcane yield during 2011–2014, the MAPEs of the two
are farther and farther apart, as shown in Table 2. The MAPEs of A-ES continue to be
low and are similar to their average (12 %, approximately) while the ones of BPNN
keep increasing. The results show that A-ES can generate the accurate models for both
short-term and long-term forecasts. The A-ES model once generated could forecast the
sugarcane yield accurately at least for the next 4–5 years. Therefore, it is unnecessary to
train the forecasting model so often.

4 Conclusion

This paper presents an algorithm for creating a model to forecast sugarcane yield,
which Thai farmers would supply to the mills. We collected the data from sugarcane
farmers in 24 provinces of Thailand during 2010–2014. Our forecasting equations

Table 1. MAPEs of the proposed model (A-ES) and BPNN (Short-term forecast)

Train Test MAPE (train) MAPE (test) Equation
A-ES BPNN A-ES BPNN

2010 2011 9.64 10.27 12.43 20.08 0:9þ 3:4Ratoon3þ 3:61Ratoon1

� 8:8TypeK88�50 � 0:15TypeOoTong1
� 1:4Quotaþ 3:23Plantedþ 0:7Quota

� 7:73TypeK84�200 þ 3:45Ratoon2

2011 2012 11.65 18.56 18.08 45.98 2:4Ratoon1þ 1:83TypeLK11
þ 3:1Ratoon3þ 2:39Ratoon2

� 3:25TypeOoTong1 � 7:9TypeK88�50

þ 2:5TypeK88�92 þ 0:72Quotaþ 2:79Planted

2012 2013 10.93 84.31 11.03 77.62 7:82þ 0:39Quotaþ 5:67Ratoon2

þ 5:55Ratoon3þ 5:85Planted

� 8:44TypeLK11 � 1:04Ratoon3þ 5:39Ratoon1

2013 2014 11.42 38.45 11.29 81.73 2:69þ 9:45Ratoon3þ 10:16Planted

� 3:09TypeK88�50 þ 9:54TypeK84�200

� 0:01Ratoon2þ 60:29TypeK88�92

þ 9:44Ratoon1þ 9:34Ratoon2

Average 10.91 37.90 13.21 56.35

Table 2. MAPEs of the proposed model (A-ES) and BPNN (Long-term forecast)

Year 2011 2012 2013 2014 Average

A-ES 12.43 12.81 12.37 12.41 12.50
BPNN 20.08 35.95 37.51 52.32 36.47
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include the following factors: sugarcane cultivation areas, species, the quota each
farmer agreed with the mills, and rainfall. The experimental results show that our
proposed algorithm outperforms BPNN in all study cases, in both short-term and
long-term forecasts. From the obtained equations, major factors, contributing to the
sugarcane yield, are (1) the cultivation areas of the new-sprout, first-ratoon, second-
ratoon, and third-ratoon crops, and (2) the agreement quotas. To improve the accuracy,
more factors, e.g. cultivation duration, farmer skills, temperature, and moisture, should
be taken into account.
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Abstract. Cloud computing services enable virtual services with physical
resources consisting of workstations and clusters having storages, processes, and
memories. Unlike general resources, mobile devices have such features as
miniaturized hardware, embedded sensors, and touch screen. Furthermore, mobile
devices have mobility and portability which are lacking in general workstations
and clusters. Mobile cloud computing services organize physical resources with
mobile devices which have low hardware performance and are sporadically
connected to the network. Therefore, it is difficult to integrate resources if they are
organized as in general cloud computing services. Resource pooling management
is required to manage and provide the resources of mobile devices dynamically in
an integrated manner and provide them to users without work loss. This research
proposes Mobile Resource Integration – Manager (MRI-M) which checks and
manages the resource status of mobile devices in mobile cloud computing services
and considers the organization of resource pooling.

Keywords: Mobile cloud computing � Resource pooling � Cloud computing
service � Mechanism � Mobile � Resource pool

1 Introduction

General cloud computing services organize a resource pool through workstations and
clusters having storages, processes, and memories, and the services are provided
through virtualization using the resource pool. Once a resource pool is organized, they
can provide encoding and image processing services which cannot be processed in a
single mobile device. The mobile devices of mobile cloud computing services are
sporadically connected to the mobile cloud through a wireless network and their
hardware specifications are lower than those of workstations and clusters. Therefore, a
resource pool management method is required to dynamically integrate, manage, and
provide the resources of mobile devices to users with no work loss [1, 2, 6, 7].

In this paper, proposes Mobile Resource Integration – Manager(MRI-M) which
checks and manages the resource status of mobile devices in mobile cloud computing
services and considers the organization of resource pooling.
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2 Related Works

In conventional studies, various services using mobile devices enable mobile cloud
computing services, various applications, and the collection of various data [1, 3]. Cloud
services have been provided through extended wireless sensor networks from the aspect
of applications. This technology can be applied to many fields such as medicine, mil-
itary, environment, and manufacturing [4]. Furthermore, cloud data centers have been
created to control the uses of resources from the center through servers [5–7]. However,
this method is inappropriate for mobile cloud computing services that only use mobile
devices with no fixed servers. This paper proposes a new resource pooling method that
enables mobile cloud computing services using mobile devices.

3 Scheme of MRI-M

The Mobile Resource Integration – Manager (MRI-M) to provide a resource pool for
mobile cloud computing services is organized as shown in Fig. 1.

The MRI-M that organizes a resource pool required for the mobile cloud computing
environment has the following features:

① The capacities of mobile devices are measured using a benchmark program
before starting the mobile cloud computing services.

② The mobile devices connected to the mobile cloud are checked to see if they
work. The master device sends a check message requesting their state and
capacity to all mobile devices connected to the mobile cloud.

③ Upon receiving the check message, mobile devices send their capacity and
state information.

④ The master device creates a resource table required to organize a resource
pool using the received information.

⑤ A resource pool required for mobile cloud computing is organized with the
mobile devices connected to the mobile cloud.

Fig. 1. Overview of MRI-M
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The master device setting for MRI-M that checks the connection and information of
mobile devices connected to the mobile cloud follows the flow chart in Fig. 2.
A mobile device reads the check message when starting a mobile cloud. If there is a
check message, it means that the master device exists. Therefore, the mobile device
finishes the process without setting it as master device. If there is no check message, the
mobile device selects itself as master device. The master device sends check message to
all mobile devices connected to the mobile cloud and receives their information. Then
it organizes a resource table using the received metadata.

The components of the resource table are listed in Table 1.

The master device operates in the following sequence to provide a resource pool
using a resource table.

Fig. 2. Master Device Flow chart of MRI-M

Table 1. Component of resource table

Component Explanation

Identity Number
(IN)

Indicates the unique identity number of a mobile device

Device Name
(DN)

Indicates the name of each device connected to the mobile cloud

Mobile OS(MO) Indicates the OS of the mobile device
Device Capacity
(DC)

Indicates the capacity of a mobile device and is divided into storage and
process

Device State(DS) Indicates the state of a mobile device connected to the mobile cloud
(On/Off/Master)

Device Usage
(DU)

Indicates the usage capacity of a device through mobile cloud computing
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① Define the capacity of a mobile device by the storage and process perfor-
mance. a denotes the storage ratio of the mobile device, and b denotes the
process ratio of the mobile device. The sum of a and b does not exceed 100.

DC ¼ Devicestorage � aþDeviceprocess � b

② Determine the maximum available capacity and the currently used capacity
of the mobile cloud based on the resource table, and calculate the currently
available resource capacity through them.

TotalDC ¼
XN
i¼1

DCi; TotalDU ¼
XN
i¼1

DUi

Currently Available Resource Capacity ¼ TotalDC � TotalDU

ðwhere N ¼ Number of DeviceÞ

③ Calculate the basic resource pool size using the currently available resource
capacity, the number of mobile devices, and the device with the smallest
capacity.

Resource Pool Size ¼ Currently Available Resource Capacity� MinDC
N

④ Provide a resource pool to mobile devices in the descending order of mobile
devices based on the capacity size. In case the required capacity is smaller
than the resource pool size, the job is processed by the mobile device.

4 Design of MRI-M

The functions of MRI-M consist of User Interface, Cloud Pool Manager, Device
Manager, Resource Table Manager, Master Manager, Coordinate Converter, and
Viewer. Figure 3 shows the architecture of MRI-M.

Fig. 3. MRI-M Architecture
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User Interface connects users with a mobile device. It consists of Resource
Table (RT), Environment Setting (ES), Device Name (DN), IMEI Check (IC), Device
Capacity, and Setting limits. Furthermore, Device Capacity and Setting limits are
divided into Storage and Process. Device Manager measures the capacity of the mobile
device. It consists of Benchmark Run (BR), Check Device Usage (CDU), Device
Capacity, and Device Identity. Furthermore, Device Capacity is divided into Check
Device Storage (CDS) and Check Device Process (CDP), and Device Identity is
divided into Identify Device Name (IDN) and Identify IMEI Number (IIN). Cloud Pool
Manager checks the connected devices and provides a pool. It consists of Portal, Cloud
Connection Check (CCC), Master Device Check (MNC), Resource Table Calculation
(RTC), and Device Resource Pooling (DRP). Master Manager performs operations
when the mobile device is the master. It consists of Change Device Status (CDS), Send
Check Message (SCM), Get Device Information (GDI), Making Resource
Table (MRT), and Send Resource Table (SRT). Resource Table Manager shows the
state of mobile devices connected to the mobile cloud. It consists of Receive Device
Information (RDI), Update Resource Table (URT), and Resource Table.

5 Implementation of MRI-M

The running screen of the proposed MRI-M is illustrated in Fig. 4. Figure 4-① shows
the initial screen of the MRI-M which is used to enter the mobile device name and the
IMEI number, and to check the device capacity. Once you check the capacity, press the
On button to start cloud resource pooling. Figure 4-② appears when you press the
Environment Setting button on the initial screen. You can change the capacity of the
mobile device provided when connecting to the mobile cloud. Figure 4-③ appears
when you press the Resource Table button on the initial screen. The resource table
shows the information of mobile devices connected to the mobile cloud.

6 Conclusions

In this paper, Mobile Resource Integration – Manager (MRI-M) which organizes and
manages a resource pool based on mobile devices to provide mobile cloud computing
services. MRI-M checks the addition and removal of mobile devices to/from the mobile

Fig. 4. Screen of the MRI-M Implementation
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cloud and measures the capacity of each mobile device. Furthermore, it creates a
resource table and manages a resource pool using the measured metadata of the mobile
devices. Therefore, MRI-M is proposed a resource management method for the
organization of the total mobile cloud computing services.
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Abstract. Most of research on the IPC automatic classification system has
focused on applying various existing machine learning methods to the patent
documents rather than considering the characteristics of the data or the structure
of the patent documents. This paper, therefore, proposes using two structural
fields, a technical field and a background field which are selected by applying
the characteristics of patent documents and the role of the structural fields.
A multi-label classification model is also constructed to reflect that a patent
document could have multiple IPCs and to classify patent documents at an IPC
subclass level comprised of 630 categories. The effects of the structural fields of
the patent documents are examined using 564,793 registered patents in Korea.
An 87.2 % precision rate is obtained when using the two fields mainly. From
this sequence, it is verified that the technical field and background field play an
important role in improving the precision of IPC multi-label classification at the
IPC subclass level.

Keywords: Patent classification � IPC classification � Patent document fields �
Data characteristics � Multi-label classification

1 Introduction

In knowledge-based societies, intellectual property that results from knowledge-related
activities has become more important. Globally, vast numbers of patents, each one
representative of intellectual property, have already been filed, and the current trend is
for continued upward growth. In Korea, there were approximately 210,000 patents filed
just in 2014 [1]. Accordingly, it is important to classify patents according to their
technical and industrial fields so that patent investigations and patent-related work can
be performed effectively. The International Patent Classification (IPC) is widely used
for this purpose.

To replace current human-based patent classification processes, research on
developing automatic patent classification systems has been conducted using data
mining and machine learning techniques [2, 3]. Previous research on IPC-based patent
classification has tended to focus on the selection of a machine learning model [4–7] or
discriminative words in patent documents [8] rather than to consider data character-
istics and their potential benefits.

However, when patent documents are classified, the application of machine
learning algorithms alone will not lead to satisfactory results. This is because patent
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documents have their own characteristics that differentiate them from web documents,
SNSes and scientific data. Therefore, consideration must be given to particular patent
document characteristics as well as to the typical text classification methods when
classifying patent documents via an automatic system.

This paper aims to construct an IPC multi-label classification system based on
patent document characteristics or the role of the structural fields of patent documents
to replace the IPC classification process carried out by humans and to assist the
examiner’s decision by recommending relevant IPCs at the IPC subclass level (which
has 630 categories). This paper also investigates how the structural fields in the patent
documents affect the result of the auto-classification.

2 IPC and Patent Understanding

2.1 IPC Structure

The IPC system assigns its own classification codes to patent documents. The
inten-tion here is to create an internationally uniform classification system that clas-
sifies patents according to their technological areas [9]. The IPC has a hierarchical
structure of five levels consisting of eight sections, 128 classes, about 650 subclasses,
about 6,800 main groups and more than 65,000 subgroups. See Fig. 1 for the details.

2.2 Patent Document Characteristics

Patent documents are structured documents that consist of several fields. Figure 2
shows the details. Specially, patent documents can simultaneously possess multiple
IPC codes. Given that classification problems are widely divided using binary,
multi-class and multi-label classification problems in statistics and machine learning,
IPC classification is a multi-label classification problem. For instance, the patent
‘Portable terminal device comprising bended display and method for controlling
thereof’ has two IPC codes – G06F 3/048 and H04B 1/40. The patent ‘Manufacturing
apparatus and method of solid fuel using food waste’ has 11 IPCs – C10L 5/46, A47J

Fig. 1. IPC structure
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37/12, B01D 47/00, B01F 7/02, B02C 23/08, B04B 5/10, B07B 1/28, B09B 3/00,
B30B 9/04, C10L 5/40 and F26B 3/04.

3 IPC Multi-label Classification

In this paper, patent classification at the IPC subclass level is performed via patent
documents collecting, preprocessing, feature selection, vector space modeling, classi-
fier construction and IPC prediction.

Patent Data Collecting. Open API of Kipris Plus [10] is used to collect patent docu-
ments registered in Korea from Jan 1, 2010 to Dec 31, 2015. The collected documents
are then parsed so that the representative fields, such as titles, abstracts, claims, tech-
nical fields and backgrounds are extracted from each of the collected documents to
examine their effects on the classification performance. Finally, a patents collection is
constructed with 564,793 patents categorized into 630 IPC subclasses.

Preprocessing. Nouns are extracted as the minimum unit with meaning from each
patent document in the collection. In this task, a Korean language morphological
analyzer, KLT2000 [11] is used. To remove stopwords effectively, including ‘inven-
tion’, ‘claim’, ‘application’, ‘patent’, ‘description’ and ‘drawing’, a stopwordlist is
constructed based on the index terms in the glossary of the intellectual property terms
and patent examination guidelines. There are 1,860 stopwords.

Feature Selection and Vector Space Modeling. Deterministic words (features) are
selected for the 630 IPC subclasses by using a TF-ICF scheme [7], which is a variation
of the well-known TF-IDF weighting scheme for multi-classifications. Word weights
are calculated for each IPC subclass using TF-ICF, as follows

Fig. 2. Patent structure
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TFij ¼ avgðfreqijÞ; ICF ¼ log2ðN=niÞ;
wij ¼ TFij � ICFi:

where TFij is the average frequency of feature fi in IPC subclass cj, and ICFi is the
inverse category frequency of fi. N is the total number of IPC subclasses used to label
patent documents across the entire patent document collection and ni is the number of
IPC subclasses including fi in the collection. The weight wij of feature fi in IPC subclass
cj is subsequently calculated by multiplying TFij by ICFi. The top k features are then
selected for each IPC subclass. In this paper, it is experimentally determined that when
k = 100, the features of each subclass aptly represent the technical subject of the IPC
subclass and properly differentiate the subclass from other subclasses. Therefore, a
feature set consisting of 33,047 words is constructed after removing overlap. Patent
documents are transformed into the feature vectors based on the feature set. The vectors
with a row frequency of features are weighted using the TF-IDF [12] scheme.

Classifier Construction and IPC Prediction. To classify patent documents that could
have multi-labels, the multinomial naive Bayes model [14] is used. This is one of the
most representative machine learning models.

P cjf1; f2; . . .; fnð Þ / P cð Þ
Yn
i¼1

P fijcð Þ

ĉ ¼ argmaxcP cð Þ
Yn
i¼1

P fijcð Þ ¼ argmaxcP cð Þ
Yn
i¼1

Nci þ a
Nc þ an

:

where Nci is the number of occurrences of the feature fi in category c, and Nc is the
total number of occurrences of every feature in category c. This paper uses Laplace
smoothing in which a is 1, and the top five predictions are provided at the IPC subclass
level. In addition, the 10-fold cross validation method is used to divide the patent
document collection into a training set and test set.

4 Experiment and Evaluation

4.1 Precision Measurements

The goal of this paper is to provide a practical patent classifier that is able to support
human decision-making processes. Therefore, two precision measures – single match
precision and all match precision – are used to evaluate the classification performance
for each field of the patent documents. Single match precision considers the classifi-
cation successful if one of the predicted IPC subclasses for a patent document corre-
sponds to one of the true IPC subclasses of that patent document. All match precision
considers the classification successful if all of the predicted results for a patent document
correspond to the true subclasses.
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Precisionsingle ¼ 1
n

Xn
i¼1

IðjTi \PijÞ

Precisionall ¼ 1
n

Xn
i¼1

IðjTi�PijÞ

where I is the indicator function, Ti is the true IPC subclass categories of patent
document i, Pi is the predicted IPC subclass categories, and n is the number of patent
documents in the test patent documents set.

4.2 Evaluation

To examine the effects of the technical field and background, comparative experi-ments
are designed with: (1) titles, (2) abstracts, (3) claims, (4) technical fields and back-
grounds (tB), (5) titles and abstracts (TA), (6) titles, abstracts and claims (TAC),
(7) titles, abstracts, technical fields and backgrounds (TAtB), (8) titles, abstracts,
claims, technical fields and backgrounds (TACtB), according to the used fields for
indexing. The experiments are performed with an Intel Xeon 8-Core CPU, 128 GB
RAM and 64-bit Linux OS. The multinomial naive Bayes classifier is implemented in
Python using the scikit-learn library [14].

IPC classification is performed for the patent documents set consisting of these
eight different combinations of fields. The results show the highest precision (87.2 %)
for (7) TAtB, which means that classification is successful for 492,513 of the total
564,793 test documents. 86.60 % precision is achieved for (4) tB, and 85.67 % pre-
cision for (8) TACtB. However, the classification performance shows the lowest rate of
precision (76.66 %) for (3) claims, 77.57 % precision for (2) abstracts, and 78.24 %
precision for (1) titles. For the second precision measure – all match precision –

(7) TAtB is determined to be 70 %, and (4) tB and (8) TACtB are determined to be
69 % and 68.31 %, respectively.

It can be concluded that technical field and background play important roles in
patent classification at the subclass level of the IPC, while claims decreases the pre-
cision of patent classification.

Looking at the results closely, the patent ‘Battery separator, and battery separator
manufacturing method’ has five IPC subclasses of H01 M (Processes or means, e.g.
batteries, for the direct conversion of chemical energy into electrical energy), B32B
(Layered products, i.e. products built-up of strata of flat or non-flat, e.g. cellular or
honeycomb, form), C08 J (Working-up; General processes of compounding; After-
treatment not covered by subclasses C08B, C08C, C08F, C08G or C08H), C08 K (Use
of inorganic or non-macromolecular organic substances as compounding ingredients)
and C08L (Compositions of macromolecular compounds). When this patent document
is classified using (4) tB and (7) TAtB, the results are correctly predicted for the five
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IPC subclasses. When using (2) abstracts, (5) TA and (8) TACtB, four of the five IPC
subclasses are correctly predicted, with the exception being C08 K. When using
(1) titles, (3) claims and (6) TAC, three IPC subclasses are correctly predicted, with the
exceptions being C08 K and C08L (Table 1).

5 Conclusions

In order to classify patent documents effectively based on the IPC system, this paper
focused on the data structure of the patent documents themselves rather than on the
classification models. It was suggested that the technical fields and background of the
patent documents were significant in the classification task at the IPC subclass level.
This suggestion was derived from an analysis of the characteristics of the patent
documents and the IPC structure. An experiment was conducted to determine the
effects of the structural fields on the classification performance for 564,793 Korean
patent documents at the IPC subclass level. As a result, the use of the title, abstract,
technical field, and background achieved the highest classification precision. In every
case that included two significant fields, technical field and background showed better
performance than their counterparts did. However, the use of claims caused a decrease
in classification precision at the IPC subclass level. It was confirmed that the classi-
fication of Korean patent documents could be applied in the real world through
multi-label classification at the IPC subclass level, which is divided into 630 categories.

However, further research is needed to construct a complete multi-label IPC
auto-classification system that targets the lowest IPC level, which contains over 65,000
subgroups. To accomplish this, future research could employ a hierarchical algorithm
that uses each patent document field selectively in each classification process of IPC
based on the characteristics of the patent documents.

Acknowledgments. This research was supported by Gyeonggi Province’s GRRC Program
[(GRRC-B01), Development of Ambient Mobile Broadcasting Service System].

Table 1. Classification precision at IPC subclass level

Indexing fields Precision
(single)

Precision
(all)

(1) Titles 78.24 % 60.78 %
(2) Abstracts 77.57 % 59.40 %
(3) Claims 76.66 % 58.65 %
(4) Technical Fields, Backgrounds 86.60 % 69.00 %
(5) Titles, Abstracts 79.59 % 61.62 %
(6) Titles, Abstracts, Claims 79.13 % 61.18 %
(7) Titles, Abstracts, Technical Fields, Backgrounds 87.20 % 70.00 %
(8) Titles, Abstracts, Claims, Technical Fields,
Backgrounds

85.67 % 68.31 %
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Abstract. Although data mining has been considered as a silver bullet which
magically extracts valuable information from the stacked and unused data, its
too many methods frequently confuse and mislead researchers. Therefore, in
order to get a satisfying result, researchers need plenty of experience to choose a
proper data mining method suitable to the purpose of their research. Unfortu-
nately, in the education field, there are a few studies to point out this problem. In
order to resolve this issue, in this paper, a study was conducted to compare
Neural Network, Logistic Regression, and Decision Tree on educational data
from Korea Youth Panel Survey (KYPS). The result showed the prediction
accuracies of the methods were meaningfully different, but it doesn’t mean that
the prediction accuracy is the only factor in decision of a specific method.
Rather, the result suggested that researchers should consider various aspects of
the methods to choose a specific method because each method has its own pros
and cons.

Keywords: Data mining � Neural network � Logistic regression � Decision tree

1 Introduction

Since the vast amount of data has been explosively generated in every field of the
human society, data mining has drawn researchers’ attentions so much [1]. Data mining
has been used in many application areas and has rapidly extended its territory [2].
Currently, its domain spans over most academic and industry areas such as finance,
e-commerce, biology, sociology, etc. On the other hand, in the education field, data
mining is relatively new and the researchers in the area recently began to apply it to
their studies [3, 4].

In data mining, there are a lot of methods which can be chosen according to the
type of data and the purpose of research [5]. To classify data, researchers can choose
one from Decision Tree, Support Vector Machine, Bayesian Classifier, Neural Net-
work, etc. If they want to find association rules, Apriori algorithm or FP tree algorithm
can be selected. In order to group similar items from data, K-means or network analysis
can be the best choice. Besides, although there are plenty of existing methods already,
newer machine learning methods have risen recently in data mining world [6].

Basically, this variety is useful in many situations, but it can also easily overwhelm
and confuse researchers. Especially, in the education field, since the studies based on
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data mining are relatively rare, the best practice how to select a method for the edu-
cational data doesn’t be widely known yet. Actually, there have been studies in
applying individual data mining method to educational data, but the research of overall
effects for each method in analyzing the data has been hardly conducted.

In this paper, to give a guide for the decision of data mining methods in the
education field, we conducted the comparison of three data mining methods; Neural
Network [7], Logistic Regression [8], and Decision Tree [9]. The methods are widely
used in prediction and we applied them to analyze the educational data from Korea
Youth Panel Survey (KYPS) [10]. The result showed the prediction accuracies of the
methods were meaningfully different, but it doesn’t mean that the prediction accuracy
is the only factor in decision of a specific method. Rather, the result suggested that
researchers should consider various aspects of the methods to choose a specific method
because each method has its own pros and cons.

The rest of this paper is organized as follows. Section 2 describes the data set used
in the analysis, the compared data mining methods, and the result of the analysis. In
Sect. 3, the pros and cons of the methods are discussed and Sect. 4 concludes the
paper.

2 Analysis

2.1 Data Set

In this paper, the data of the 2nd grade students of middle school in Korea Youth Panel
Survey (KYPS) [10] was used. To make KYPS, the 2nd grade students of middle school
in Korea were sampled and the sampled students and their parents had been inter-
viewed for five years since 2003. In the first year, the total number of samples was
3,449. In the sample, male students were 1,725 and female students were 1,724. The
variables used in the analysis are shown in Table 1.

The purpose of the analysis is to predict the computer entertainment behavior of the
students in KYPS data with the three data mining methods. In order to perform the
Neural Network analysis, the continuous variables (e.g., computer use time, study time)
were recoded to locate between 0 and 1 by standardizing. Categorical variables with
orderly meaning (e.g., self-control, school adaptation) were defined between 0 and 1
and categorical variables without orderly meaning (e.g., gender, participation in
cyber-club) were converted to dummy valuables (1 = true (apply to); 0 = false (not
apply to)).

In order to conduct Logistic Regression, some continuous variables including
Neural Network analysis were converted to dummy variables by dividing several
sections. As a result, Logistic Regression and Neural Network were run with 63
variables expanded from the original 35 variables. For the analysis with Decision Tree,
the values of 1 and 2 in 5-Likert scale were converted to categorical variable as ‘low’;
the value of 3 was coded as ‘average’; the values of 4 and 5 were categorized as ‘high’.

For Neural Network and Logistic Regression, the dependent or output measure
used in this study was an indicator of whether a student often pursuit (1) or do not
pursuit (0) the computer entertainment behavior. For Decision Tree, the dependent or
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output variable was categorized as three values as follows: the values of 1 and 2 were
set (and interpreted) as ‘low’, the value of 3 as ‘normal’, and the values between 4 and
5 as ‘high’.

2.2 The Data Mining Method

In order to predict the computer entertainment behavior, the three methods were
chosen; Neural Network, Logistic Regression and Decision Tree.

Neural Network. There are several models in Neural Network. Among them, the
Multi-Layer Perceptron (MLP) model was selected in the paper. The MLP consists of
multiple layers of perceptron and it utilizes a supervised learning technique
called backpropagation for training the network. To use the MLP, the number of
hidden layers and the number of nodes in each hidden layers had to be decided. The
model used two hidden layers. Nine nodes were located in the first hidden layer and
eight nodes were located in the second hidden layer.

Logistic Regression. Similar to Linear Regression, Logistic Regression measures the
relationship between the dependent variable and several independent variables. How-
ever, its dependent variable has to be categorical data, so the data result is categorized
and it can be considered as a classification method. It uses the binary logistic model to
get the probabilities of a binary response of input variables. Before using Logistic
Regression, it is important to check multicollinearity and we made it sure that there was
no multicollinearity among input variables.

Decision Tree. Chi-square Automatic Interaction Detector (CHAID) [11] algorithm
was selected for the Decision Tree method in this paper. From the root node of a
decision tree, CHAID uses the v2 test to check a null hypothesis which assumes that the
frequency of the real occurrence and the expected occurrence is not different. When the
null hypothesis is rejected, a new branch is flipped based on the input variables. The
tree keeps evolving until its depth reaches a maximum tree depth defined as 5 in this
paper. The p-value in the test was set under .05.

Table 1. The input data selected from KYPS for the analysis.

Area Input data

Personal (16) Gender, self-control, aggression, self-esteem, stress, optimistic tendency,
self-awareness of a trouble maker, life satisfaction, physical condition,
psychological state, participation in cyber-club, hope for education, worry of
others criticism, computer use time, leisure time, self-reliance

Family (9) Parental expectation of children study, parent attachment, parent abuse,
spouse violence, relation of sibling, domestic economy, educational
background of father, family composition, the average monthly family
income

School (10) Teacher attachment, school adaptation, grade, worry of study, peer
attachment, frequency of meeting friends, close friends number, deviant
peers number, private education time, study time
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2.3 Results

In the comparison of the prediction accuracy, the overall Correct Classification Rate
(CCR) of each method was measured. As shown in Table 2, Neural Network had the
best CCR value and Decision Tree had the worst CCR value. The results suggested
Neural Network should be selected when the prediction accuracy is most important
factor. On the other hand, Decision Tree should be avoided in terms of the prediction
accuracy.

3 Discussion

Neural Network achieved the highest degree of the prediction accuracy in the result.
That means if the purpose of research is to predict someone’s level of the computer
entertainment behavior, Neural Network can be the best method to mine the educa-
tional data. However, if researchers wonder which input variable most affects some-
one’s computer entertainment behavior, Neural Network cannot give any clue for that
question. It also requires great amount of time and plenty of data to train the network
through trial and error.

Among the three methods, Decision Tree is most behind in the prediction accuracy.
However, its strength is not giving accurate prediction but explaining the degree of the
input variables’ contribution. As shown in Fig. 1, the result of Decision Tree analysis
can be represented as a reverse tree consisting of nodes which indicate the degree of

Table 2. The evaluated CCR values of the three methods.

Method CCR

Neural network 83.6 %
Logistic regression 79.8 %
Decision tree 62.5 %

Fig. 1. The part of the result diagram from decision tree analysis.
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contribution. By investigating the tree, researchers can easily figure out which input
variable has most influence on the dependent variable. For example, in the analysis,
researchers can suggest a solution to ease the computer entertainment behavior.

Logistic Regression is less accurate in prediction than Neural Network, but it does
not require the training cost at all. Its simplicity is superior to other methods and the
result is fair enough. Also, since it comes from traditional statistics, the usage of
Logistic Regression has been well known. For example, with it, researchers can find
which input variables affect the dependent variable and can get the probability of the
dependent variable.

Regardless of the obvious difference of the prediction accuracy, the selection of the
data mining method is not simple because the compared methods have their own pros
and cons. Shortly, researchers should choose the method carefully according to the type
of data and the purpose of research. The pros and cons of the data mining methods are
summarized in Table 3.

4 Conclusion

Data mining is considered as a silver bullet that magically extracts valuable information
from the stacked data in various fields, but it has a lot of methods to confuse and
mislead researchers. In order to get a satisfying result, researchers should have plenty of
experience to choose a proper data mining method suitable to the type of data and the
purpose of the research. Unfortunately, in the education field, there are a few studies to
point out this problem.

In this paper, to give a guide for the choice, we conducted the comparison of three
data mining methods which are widely used in prediction. In the result, each method
showed its own pros and cons. Neural Network was best at the prediction, Logistic
Regression was handy and fast and Decision Tree had the advantage in explaining the
degree of input variables’ contribution. The result means there is no single method to fit
every situation at all and it is important to select a proper method for the purpose of
research. In the future, we are going to compare more data mining methods including
unsupervised learning for data in the education field.

Table 3. The pros and cons of the data mining methods in comparison.

Method Pros Cons

Neural
network

High prediction accuracy Uncertainty of the effects from input
variables
Needs of computational cost, enough time,
and plentiful data for training the network

Logistic
regression

Handy and simple computation Relatively low prediction accuracy
Getting additional information

Decision
tree

Explaining the degree of
individual input variables’
contribution

Low prediction accuracy
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Abstract. Android is the most popular smartphone operating system in the
world. There are many people who focus on Android security and dedicated to
improve android security. There are many android vulnerabilities exposed
online and attackers can use these vulnerabilities to steal our private and sen-
sitive information and attack our device. In the paper, we propose a novel secure
android model based on privilege. We create three kinds of users and grant
different users different permissions. Thus, users can have more freedom and
control over their android device in the model we proposed. In our secure
model, users can upgrade their android operating system in time, which may
enhance the security of their smartphones and protect users’ sensitive infor-
mation better.

Keywords: Android � Security model � Root � Privilege

1 Introduction

1.1 Android Introduction

Led by Google, Android is an open source operating system which based on the Linux
kernel. Android is the first open and free mobile operating system that is used widely
on the mobile devices.

Google is trying to ensure that Android is a safe and open ecosystem for users and
developers [1]. Android is the most popular smartphone operating system in the world.
There are about 81.6 percent android device and 15.9 percent iOS devices in the
worldwide smartphone operating market share in 2015 [2]. There are more than
1.4 million apps in total dating back to Dec 31, 2015. According to Yahoo Flurry, there
is a 14 percent increase in the android apps, and a 332 % boost in some special area.
Users can download and install applications from Google play and other third party
application markets. However, there are some malicious applications and applications
with vulnerabilities in these application markets.

1.2 Android Security Status

As more and more people use smart phones, phones are not just phones. We can use
smart phones to chat with others by WeChat, MSN and other applications, to record our
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life by taking photos and to do shopping online. Smartphones store too much sensitive
information and personal information, such as contacts, SMS, bank accounts, payment
information, photos, GPS information. In a word, security for smartphone is becoming
an issue [3].

Android is open source and the AOSP (Android Open Source Project) get broad
security review by many interested parties, including hackers, manufacturers and other
interested parties. There are many android vulnerabilities exposed online in the past
years and attackers can use these vulnerabilities to steal our private and sensitive
information, even to attack our android devices. Of these vulnerabilities, some are fatal
and can bring great damages to devices and the owner. Take stagefright as example,
CVE-2015-1538 [4], it can be abused to control our mobile phones by privilege
escalation.

There are many different android versions customized by different customers and it
takes months for users to get access to the version of system security upgrade or update.
What is worse, there are too many users who have no idea to update their android
operating system.

2 Android Security Mechanisms

There are many security mechanisms in android to ensure the security of the most
popular mobile operating system, such as permission model, sandboxing and isolation.

2.1 Permission Model

Permission model is an application level security mechanism of android. There is a
AndroidMainfest.xml file that describes the permission needed during execution in a
application’s APK package. One can set uses-permission to request permission when
developing an application.

At runtime, services at this layer enforce the permissions specified in the manifest
and granted by the user during installation [5].

Permission and permission enforcement make sure that an application’s access to
resource is in accord with the description in AndroidMainfest.xml file.

2.2 Sandboxing and Isolation

Sandboxing and isolation are kernel level security mechanism of android. All android
devices share a common security model that provides every application with a secure,
isolated environment known as an application sandbox [1]. Android security model is
partly based on application sandboxes. Each application is executed in a separate
Dalvik VM machine, which ensures isolation among applications [5].
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2.3 Security Enhanced Android

SELinux, means Security Enhancements for Linux, is mandatory access control for
Linux, which can confine flawed and malicious applications and prevent privilege
escalation.

SE android [6], Security Enhancements for android, is available in Android since
version 4.4.3, which enforce SELinux in android to mitigate malicious applications’
threat and to prevent privilege escalation, data leakage by applications and bypass of
security features.

2.4 Root

Root is the privilege user of android and Linux operating system. Actually, we don’t
have full control over our android devices [7]. A user or application with root per-
missions can modify the operating system, kernel files and any other applications’
permissions. If we have full control over the device, we can change system settings,
uninstall system applications, delete system files, backup system application data,
install applications at SD card and so on.

3 Android Security Framework Analysis

3.1 Permission Model

Although many security mechanisms applied in the android operating system, both on
Linux kernel layer and application layer. There are many vulnerabilities in android
which may be abused and make our private data in danger. Android enforces strict
security mechanisms to limit code execution of vulnerabilities, which may introduce
new vulnerabilities at the same time. In android, some malicious applications can
bypass those security mechanisms by exploiting some vulnerabilities [8].

However, the permission model is all or nothing [9]. Actually, the user need to
accept all permission the application required or the application can not be installed
successfully. Once successfully installed, the application will permanently have access
to the permission described in the AndroidMainfest.xml file. However, for example, if
an application requires the GPS permission when installed, it can have access to GPS
information whenever. Users do not have flexible control over the permission the
application required and their sensitive information, such as GPS information.

Permission and permission enforcement make sure that a application’s access to
resource is in accord with the description in AndroidMainfest.xml file. However, the
permission model is not as secure as we think. In [10], the author modify the
AndroidMainfest.xml file, then reboot the smartphone and the application gets the
permission he modified before.
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3.2 SE Android

There are also some limits in SE android. SE android is SE-Linux’s migration and
extension in android, which focus on enforcement access to system call and kernel.
SE-android provide solution to malicious applications’ abuse system call to invoke
kernel function in android [5]. But there is no protection on user data which may be
stolen and modified [11] and there is not existing plans to mitigate common vulnera-
bilities [10].

3.3 Root

As a privilege user, root has full access to all applications and all data on the device.
Basebridge malware can use HTTP protocol to communicate with central server and
convey our private information. DroidKongFu can collect IMEI, device ID, SDK
versions and other information which will be sent to a specific remote server [12].
Androidkungfu use NPROC_RLIMIT vulnerability and FramaRoot that were reported
before to acquire root privilege, then control the victims’ smartphones [8]. Root access
gained by exploiting a kernel bug or security hole can bypass bootloader unlock
mechanism protection. Once malicious applications or applications with vulnerabilities
run with root privilege, all your information on the devices will never be yours.

Most of these vulnerabilities exploit vulnerabilities to gain root access or escalate
privilege, which are among the largest threats to android operating system.

4 A New Android Security Framework

4.1 Root-Admin-User

There should be a balance between the security of android and users’ flexible control
over smartphones. Android users want to get more control over their android devices,
so some of them try to root their devices and there are many kinds of rooting tools
available. However, if we can not protect the root privilege properly, which may cause
great damage to android devices and their owners. And there are many malicious
applications which use vulnerabilities to get root privilege or escalate privilege.

Like Linux user model, we propose a new security model and divide users into 3
kinds: root, admin and user.

Root: In our model, when users get their android device, they should not get root
privilege again unless they format or upgrade their smartphones. We will grant most of
the root privilege to the admin and normal user, for example, we give normal user the
privilege to change fonts of their android operating system. To assure the security of
the android operating system, some of the key system files are not allowed to be
changed in our model, such as the .lib file.

Admin: We assign the admin user most of the privileges which are belonged to root
before. The android operating system run as normal user initially. If normal user need
to get root privilege, it will switch to get admin privilege in our model.
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User: User is the ordinary android user with no privilege in our model. However, we
give owner of the android device more control over the device as a normal user. For
example, the owner of the device can uninstall the pre-installed applications.

4.2 Classify System File and Rearrange Privilege

We are to give users more freedom to control and set their android devices. What’s
more, we provide a more secure and privacy-protected framework of android, so we
can protect user data and privacy better on these android devices.

We divide system files into 3 parts based on privilege, then enforce the access
control mechanism.

The 1st part is the key files that should not be changed. The 2nd part is the files that
can be changed by users freely, and the 3rd is the rest files. We give these 3 kinds of
files different privileges, the 1st kind of files is owned by root, which should not be
changed in the security model we proposed. The 3rd is owned by admin that can be
changed intentionally and users can access and change these files only in some con-
dition. The 2nd kind of files is those files owned by user and the owner of the device
can change these files freely, such as fonts, background.

4.3 Upgrade Mechanism

Android is open source and allow device manufacturers to customize devices and
introduce diversity. In the android security ecosystem, Google is far away from end
users [1], because the android system running on our devices is accustomed by device
makers and we can not improve our android’s security although Google released the
security improvements.

Android is an open operating system and openness will strengthen security [1]. All
interested parties can join to improve android’s security levels. But there should be
some organizations like Google or android union who be responsible for the upgrade of
the core system.

The upgrade of operating system is responsible for different parties, such as device
manufacturers, vendors and an organization like Google and Android Security Unions.
End users can upgrade their android directly after the organization released security
upgrade, even their device customers did not provide such security upgrade.

The device customers’ upgrade is about the customized part of system and this
kinds of upgrade does not have an effect on the upgrade of kernel.

5 Conclusions

In the paper, we propose a more secure and privacy-protected android model which
changes the permission model so that users can have better control over their android
devices and make sure their data and private information get better protection. We
create three kinds of users and grant different users different privilege. In our secure
model, users can upgrade their android operating system in time, which will enhance
the security of their smartphones and privacy.
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Abstract. Following the growth of mobile device applications in the past years,
mobile computing and cloud computing are suggesting a new computing
paradigm. Demands for computing capability regarding potential technologies
that are provided as mobile service are also growing. Meanwhile, necessity of
Mobile cloud computing (MCC) is increasing due to the problems of mobile
devices, such as resource poverty, battery constraint. However, clear definition
is required as the concept of MCC is still ambiguous. Currently, it is necessary
to classify the configuration methods of the resource-providing infrastructure
environment of MCC. This paper provides a comprehensive overview of MCC
and proposes a basic scheme. We suggest instance MCC (iMCC), which is a
framework implementing offloading for the purpose of achieving efficient
computing process and service provision. iMCC includes improved resource
allocation method in MCC infrastructure as well as efficient offloading method.
Finally, we summarize the conclusion and discuss future research.

Keywords: Mobile cloud computing � Architecture � Offloading

1 Introduction

Recently, mobile devices, from smart phone to wearable devices such as smart watch,
are playing a central role in the actualization of mobile convergence in the ubiquitous
society as fast and convenient communication tools. Most people have mobile devices
and their utilization as information processing tools are increasing and getting more
pervasive. The applications of mobile devices are rapidly growing in video games,
augmented reality, and wearable computing as well as in the traditional categories such
as entertainment, health, and social networks. As a result, people are demanding greater
computing capability. Mobile devices, however, still have constrained resources,
limited battery, and low bandwidth compared to traditional workstations. To address
this problem, mobile devices can get resources from external source such as cloud
computing platform. In particular, mobile cloud computing (MCC) which provide
resources from a remote server to receive computing and storage services can overcome
many issues of mobile devices. In this context, the demand for MCC which provides
users with required tools and services anywhere, anytime is continuously increasing
with the explosive growth of mobile applications and cloud computing. The importance
of MCC is gradually increasing and related research is being actively conducted. Due
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to the broad concept of MCC, the components of MCC are not clearly defined yet, and
the construction methods of the resource-providing infrastructure environment of MCC
are not clearly classified. MCC has the possibility of overcoming the device perfor-
mance limitations such as battery life, storage, and bandwidth, as well as the envi-
ronment issues such as heterogeneity, scalability, and availability while preserving the
nature of mobile devices. Nevertheless, the potential of MCC has not been fully
realized because the components and architecture of MCC are not standardized and
different concepts are mixed.

This paper provides a comprehensive overview of MCC and proposes a basic
scheme. Section 2 defines the concept and components of MCC in various domains
and introduces related works. Section 3 describes the MCC architecture and classifies
MCC frameworks that have been researched until now are classified according to the
cloud infrastructure construction method. Section 4 proposes a cloud computing model
to provide more efficient computing service from the aspect of performance in specific
situations. This model includes improve resource allocation, efficient task distribution,
and offload in the MCC infrastructure environment. Finally, Sect. 5 summarizes the
conclusion and discusses future research subjects.

2 Related Works

MCC Forum defines MCC as ‘an infrastructure where both the data storage and data
processing happen outside of the mobile device [1]. MCC applications use computing
power and data storage from the outside sources that have rich resources through a
cloud. MCC does not just mean the expansion of cloud computing concept to the
mobile, but it also means that people can use desired services with no limitations in time
or space using cloud technology on any mobile device including smart phones that can
communicate. In a cloud environment, mobile devices overcome the aforementioned
potential issues of MCC through offloading or dynamic configuration of services. It can
be said to be an Application-as-a-Service which performs applications by providing
computing service through a mobile device based on an existing cloud service.

Le Guan [2] classified the architectures of MCC into the following two schemes:
agent-client scheme and collaborated scheme. The agent-client scheme overcomes the
limited processing power and data storage of mobile devices by managing all resources
of mobile devices by cloud. In other words, this is a centralized scheme where the
cloud communicates with and manages devices by creating an agent on each device. In
the collaborated scheme, the cloud server takes charge of the functions of controller and
scheduler for collaboration among mobile devices.

Dipayan Dev [3] suggested a structure where mobile devices are connected to the
cloud through wireless access point and radio tower and the cloud access remote
servers and virtual machines. A cloud server with a security mechanism through
firewall is deployed between the cloud and the remote server.
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3 MCC Architecture

In this chapter, the architecture of MCC for the organization of MCC and the provision
of computing services is examined. In general, the concept of MCC focuses on
enhancing the insufficient computing capability of mobile devices. Meanwhile, there is
another angle of MCC that it is realized to use the idle resources of other mobile devices.
In this paper, considering these two concepts, the MCC architecture schemes are clas-
sified into the following two types: Server agent scheme and Inter-mobile scheme.

3.1 Server Agent Scheme

The server agent scheme which is a general MCC is shown in Fig. 1. In this figure,
mobile devices are connected to the internet by mobile network through satellite (3G,
4G) or wireless access point (Wi-Fi). The mobile networks provide mobile users with
such services as authentication. Users access the cloud services provided by cloud
service providers through the Internet connection. The mobile cloud middleware of the
cloud handles the cloud service requests of mobile users. The Virtual Machine
(VM) configures a resource pool for integrating and managing application servers that
provide computing power and data centers that provide storage. The service requests of
mobile users are carried out through distributed computing with the available resources
that belong to multiple clouds. The server agent scheme works in this architecture based
on the concepts of utility computing, virtualization, and service-oriented architecture.

Fig. 1. Server agent scheme
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Cloudlet [4] is a solution that has been suggested instead of connecting to a remote
cloud considering that the performance of MCC is considerably lowered when the
mobile device has difficulty connecting with the remote server. The cloudlet concept is
similar to a small data center. It serves as an intermediate data center for connecting to a
large cloud with richer resources through the Internet. It is ideal for specific local
businesses such as coffee shops because it is appropriate in a specific area or place.

3.2 Inter-mobile Agent Scheme

Unlike the server agent scheme which receives computing services from remote servers
through the mobile network, this scheme regards other mobile devices as part of the
cloud and uses their idle computing capability as resources. Mobile devices integrate
resources by communicating with others through Cloud controller. Resource manager
forms a pool by integrating the resources of mobile devices and receives computing
power to handle the distributed tasks. This scheme has an advantage that can use idle
resources from the neighborhood when network to the remote server is not stable.
However, this scheme requires the configuration of an environment where the scheme
can be used and the issue of how to provide incentives to mobile devices participating as
service providers of a cloud still remains. Furthermore, it is difficult to predict the number

Fig. 2. Inter-mobile agent scheme
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and types of available resources in advance and the method of efficient task distribution
and road balancing among the mobile devices needs to be considered (Fig. 2).

Hyrax [5] is an Android application that researched the usability of clusters of
mobile devices as resource provider. The devices adjust data and tasks by communi-
cating through an independent 802.11g network. Each mobile device runs a thread on
the HDFS to save the multimedia data of the device and record sensor data. As a
sample application, HyraxTube was presented which allows users to search multimedia
files by time, quality, and location.

4 instant Mobile Cloud Computing (IMCC)

This paper proposes instant Mobile Cloud Computing (iMCC) which provides a cloud
computing infrastructure platform using mobile devices. This model regards mobile
devices that are geographically close as resource providers to distribute the tasks of a
single device to multiple devices. The architecture of iMCC that works in the
inter-mobile agent scheme is shown in Fig. 3.

In the iMCC model, users participate in the cloud through the iMCC application.
The iMCC configures a cloud by forming an Intranet through the Wi-Fi. The CPU, D
RAM, Flash Memory, and GPU performances of every mobile device are
resource-pooled and form pools such as Storage Pool, Network Pool, CPU Pool, and
Memory Pool. The inputs coming from the iMCC application are load-balanced by the

Fig. 3. iMCC architecture
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Workload Manager and the tasks are distributed in the virtual resource pool. In the
iMCC, mobile devices can more freely participate as or withdraw from cloud resource
providers than in the server agent scheme. Therefore, the Resource Manager contin-
uously monitors and manages mobile resources. The iMCC is especially useful for
providing cloud computing services through mobile devices on an airplane or ship
where network connection is difficult.

5 Conclusion

This paper proposed two schemes of MCC architectures from the aspect of cloud
infrastructure configuration to provide computing services based on existing studies.
Furthermore, the MCC frameworks that have been studied in the past were analyzed to
examine in which one of the two schemes they work. Furthermore, the iMCC model
was proposed which is appropriate for implementing the MCC in an environment
where Internet connection is difficult. The iMCC organizes a cloud with surrounding
mobile devices through Wi-Fi in a mobile network environment where it is difficult to
access the remote server through a satellite, and it can be used even with a small
network bandwidth and intermittent interruptions. Based on the results of this study,
the iMCC model will be researched further in the future.
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Abstract. Enterprises are endeavoring to effectively apply smart business
technology to their management activities in order to raise their business results
in a smart business environment. Enterprise’s smart business capability is very
critical for the efficient execution of its management activities and to improve
the performance of business tasks in a global management environment. An
efficient measurement framework is necessary for efficiently measuring a firm’s
smart business capability to manage and improve its smart business capability.
The developed 12-item scale was verified based on previous literature. We
found a 12-item framework that can reasonably gauge an enterprise smart
business capability. This framework can be used for efficiently measuring a
firm’s smart business capability in a comprehensive perspective.

Keywords: Smart business � Smart Business Capability �Measurement items �
Measurement framework

1 Introduction

Many enterprises are performing their management activities and business tasks with
partially and fully utilizing smart device, network, solutions and systems in a smart
business environment [1–4]. Enterprises have built smart business environment to
increase their task performance and to improve their competitiveness in a global man-
agement environment. Firms are also applying smart technology to the management and
business activities such as smart business workstation, smart business mobile platform,
and smart business solutions etc. Smart business technology is a critical method to
improve a firm’s management performance and competitiveness in the ever-changing
business environment. It is indispensable to apply smart business technology to the
management activities and business tasks of an enterprise. Enterprise smart business
capability means the entire capability that a firm utilizes smart business technology for
its management activities and for improves its business performances in a global
management environment. Enterprise smart business capability has to be gauged by a
scientific and practical measurement framework and should be improved by objective
criteria based on the measurement results of the measurement framework. But a rea-
sonable framework to measure a firm smart business capability has not been studied in
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previous literature. That is, we need a reasonable framework that can efficiently gauge
an enterprise smart business capability in terms of entire smart business ability.

Therefore, this study presents an efficient framework that can measure an enterprise
smart business capability for effectively performing its smart business tasks and for
properly improving its smart business performances in terms of a whole smart business
capability.

2 Previous Research

Smart business can be described as a business process that uses the smart technology
medium as a conduit to fulfill business transactions. Smart business can be defined as
an approach to raise the competitiveness of organizations by improving management
activities through using smart technology such as smart devices, networks, and solu-
tions [1–4]. Smart business can be presented as a method to efficiently perform the
firm’s management activities by applying the smart business strategy, technology and
solutions, and systems to its business tasks in a global management environment.

Many studies defined the concepts of IT capability from the view points of the
studies’ researchers [5–8]. But smart business capability has rarely researched in pre-
vious literature. IT capability is conceptualized as the extent to which a firm is
knowledgeable about and effectively utilizes IT technology to manage IT data within
the firm [9–11]. The components of IT capability represent three co-specialized
resources: IT objects; IT knowledge; and IT operations [9–11]. IT capability is con-
sidered the culmination of the sets of hardware, software, services, management
practices, and technologies and management skills related to IT departments [12]. IT
capability is formed by IT system convention, IT infrastructure, human IT resources,
and IT relationship assets based on these resource-based perspectives [13]. From an
information system maturity system perspective, the measurement of the information
system level indicates the total capability that includes information system vision,
information system infrastructure, information system support, and information system
application and usage [6, 14–16].

Therefore, this study defines the enterprise smart business capability (ESC) as the
entire smart business capabilities that an enterprise has to retain to efficiently perform
its smart business tasks and improve its smart business performances in a global
management environment. This research develops the first measurement items for ESC
based on the definition of ESC and previous studies related to an enterprise smart
business capability.

3 Methods

From exploring the previous literature, we generated an initial list of 22 measurement
items for ESC based on definitions and components of IT capability [9–16]. This
research analyzed the validity and reliability of the developed items to ensure that ESC
is efficiently measured by the items. It was proved by presenting that the framework
was a suitable operational definition of the construct it purported to measure.
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Many studies presented various methods to verify the validation of a model construct
[14–18]. Generally, most studies present two methods of construct validation:
(1) correlations between total scores and item scores, and (2) factor analysis [14–18].

In this research, the measurement questionnaire used a five-point Likert-type scale
as presented in previous studies; denoting, 1: not at all; 2: a little; 3: moderate; 4: good;
and 5: very good. The survey was gathered data from a variety of industries, business
departments, experience, and education. We performed two kinds of survey methods:
direct collection and e-mail. The respondents either directly mailed back the completed
questionnaires or research assistants collected them 2-3 weeks later. The collected
questionnaires represented 43 % of the respondents.

3.1 Sample Characteristics

In this questionnaire survey, this research collected 114 responses form 265 respon-
dents. They represented a variety of industries, enterprises, business departments and
positions, and experience. We excluded two incomplete or ambiguous questionnaires,
leaving 112 usable questionnaires for statistical analysis. All respondents had college or
university degrees in: humanities and societies (17.1 %), management and economics
(33.3 %), engineering (30.7 %), and science (18.9 %). The respondents in terms of
business departments were identified as strategy planning (17.5 %), development and
maintenance (16.7 %), business application (34.2 %), and administration support
(31.6 %). The respondents had on average 8.9 years’ experience (S.D. = 1.03) in their
field, their average age was 36.5 years old (S.D. = 5.97), and 68 % were male. This
survey was intentionally focused on various industries and persons working above the
5 years within their firms. Namely, the respondents could efficiently provide the correct
responses for our questionnaire survey.

3.2 Analysis and Discussions

This research extracted the various analysis results from the collected usable ques-
tionnaires. After factor analysis and reliability analysis, the first 22 measurement items
were reduced to 12 items, with 10 items were deleted, with applying the criterion of
previous studies [16–18]. The elimination was sufficiently considered to ensure that the
retained items were adequate analysis items of ESC. Each of the 12 items had a factor
loading > 0.611. The reliability coefficients (Cronbach’s alpha) of four potential factors
had values > 0.789 as indicated in Table 1, above the threshold recommended for
exploratory research [16–18]. We calculated the corrected item-total correlations
between each variable and its corresponding factor in order to investigate the reliability
and validity of the measurement items. We considered sufficiently high criteria to
extract reasonable analysis items of ESC. These coefficients indicate the relative
contribution of a measurement item for the construction of a scale to gauge a particular
factor. Most corrected item-total correlations were greater than 0.602, showing that the
measurement items are good indicators of their corresponding factors. The extracted
items have validity and reliability in terms of a measurement construct based on the
measurement results as indicated in Table 1.
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These results may be successfully achieved by accumulating many research find-
ings and case studies. The developed measurement framework can be become more
objective and practical scale in the application of industrial fields, with reflecting the
measurement results of many case studies.

4 Measurement Framework of ESC

The extracted 12 items were classified into four factor groups based on the factor
analysis. The factor groups indicate the potential factors as major components to
measure ESC. We identified the following four potential factors by exploring the
measurement items of each factor group based on previous studies: factor 1: smart
business strategy; factor 2: smart business technology; factor 3: smart business uti-
lization; and factor 4: smart business infrastructure. These extracted factors include the
overall measurement content for ESC from smart business strategy to smart business
infrastructure. As presented in Table 1 and Fig. 1, smart business strategy presents a
firm’s consistent smart business policy and plan such as smart business plan and
program, consentaneity between smart business plan and management plan, and smart
business trends, including V02, V03, and V05. Smart business technology indicates the
technical knowledge that a firm has to retain such as smart business solutions and
applications, and smart systems, with V07, V09, and V10. Smart business utilization
represents a firm’s ability to utilize smart business solutions, big data and cloud
technology, and smart security solutions and systems for efficiently executing the firm’s
smart business tasks, containing V12, V14, and V15. Smart business infrastructure
refers to smart business resources that a firm retains for smart business, such as smart
business systems, intellectual property, and smart business security measures and
systems, comprising V18, V19, and V21. Our findings present a framework that can

Table 1. Reliability, validity, and factor loadings of ESC construct.

Variable Factor loading Corrected item-total
correlation

Coefficients
alphaFactor

1
Factor
2

Factor
3

Factor
4

V02 0.781 0.625
V03 0.774 0.698 0.789
V05 0.623 0.713
V07 0.798 0.704
V09 0.814 0.621 0.816
V10 0.739 0.701
V12 0.807 0.638
V14 0.813 0.681 0.809
V15 0.714 0.667
V18 0.729 0.628
V19 0.753 0.701 0.801
V21 0.611 0.602
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measure ESC in terms of an entire smart business capability from smart business
strategy to smart business infrastructure, including four measurement factors and
twelve items.

Measuring ESC is a critical method to examine the entire smart business ability of a
firm, based on its smart business strategy, technology, utilization, and infrastructure.
We can use the framework to measure ESC across different industrial fields and
business departments, and perhaps even as a global measure.

5 Conclusions

This study presents a comprehensive framework that can efficiently measure ESC to
efficiently perform a firm’s management activities and improve their performances and
competitiveness in a global management environment. This research provided a rea-
sonable framework that can measure perceived ESC from an entire smart business
perspective. The developed framework with adequate validity and reliability presents
groundwork for the development of a standard framework to measure for ESC.

Acknowledgments. This research was supported by a grant from the Academic Research
Program of Korea National University of Transportation in 2016.
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-V07: Technology related to ERP, SCM, CRM and KMS for smart business
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Fig. 1. The developed measurement framework for ESC.
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Abstract. Occlusion handling has been an important topic in pedestrian
recognition. This paper proposed new approach for occlusion handling by
Gradient Patch and Convolutional Neural Network (CNN). There are several
researches of occlusion handling use parts annotations or manual labeling of
body parts. However our method is learning partial features without any prior
knowledge. Our model is trained parts detector with multiple of partial features
that selected by gradient patch. Gradient patch compute the orientation of the
edge in sub-region and find the extra partial features along the edge directions.
Our experiments represented the effectiveness of Gradient Patch for occlusion
handling in the INRIA and Daimler pedestrian dataset.

Keywords: Pedestrian classification � Partial detection � Gradient patch �
Convolutional Neural Networks

1 Introduction

The pedestrian detection from single images has been studied in the past decade. Since
this problem is important for various applications, such as intelligent vehicles, robotics
and video surveillance.

In recent years, many classification approaches have been used for achieving the
progress on pedestrian detection. VJ [17] and HOG [18] features methods are widely
used with various cascade of boosted classifiers [11], SVM [14] classifiers. In recent
researches the feature extraction part where include above handcraft features methods
are changed to deep learning methods that unsupervised feature learning and learnable
features [3, 8]. Most of all Convolutional Neural Network method [4, 16] achieved
brilliant results in pedestrian detection [1, 2, 5, 6, 14].

However occluded pedestrian detection is still the obstacles. Occlusion handling is
the key issue on pedestrian detection problem, because about 70 % pedestrian are
occluded in one video frame, refer to the recent survey [10]. Currently Two repre-
sentative approaches for occlusion handling are (a) learning each parts for different
occlusion types [7, 10, 15]. (b) modeling part visibility as latent variables [12, 13]. First
approach is training each part detector using annotations or statistics information of the
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occlusion patterns. Second one is divided pedestrian region into several parts and
inferred each part’s visibility using latent variables. While these approaches have
achieved good results, learning model using prior knowledge and manually divided
parts could be specify training dataset. It may not have stable performance on other
types of occlusion dataset.

Our study aims to occlusion handling with simple partial features gain from gra-
dient patch. The main advantage of our method does not require any prior knowledge
like parts annotation or manual labeling of body parts. Also our model generate
pedestrian classifier for occlusion handling without any artificially generated occlusion
data [9]. As shown in Fig. 1, our system consists of two classifiers that generate by full
patch and gradient patch. The holistic classifier trained with whole pedestrian image to
reduce candidate windows. And the partial classifier trained partial features to recog-
nize occluded pedestrians. We evaluate our proposed method on two pedestrian dataset
(INRIA and Daimler) and show the effectiveness of Gradient Patch.

2 Proposed Method

The proposed method for learning pedestrian classifier with gradient patch is shown in
Fig. 1. We use two steps to classify pedestrians like cascade classifier [11]. First we use
holistic classifier and then if the result is not confidence then use partial features
classifier to recognize occluded region. We train a holistic classifier with non-occluded
pedestrian dataset. And we train a partial classifier with sub-region that we selected by
gradient patch for partial features classifier.

2.1 Gradient Patch for Partial Features

As shown in Fig. 2, Gradient patch calculate edge orientation of sub-region to find the
important parts for partial features. In the begin of research, we consider using

Fig. 1. A proposed method for classify pedestrians. Top model is holistic classifier for reduce
candidate windows and bottom model is partial classifier for occlusion handling.
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randomly selective patch, however the false positive rate was too high, due to useless
partial features, such as center of body and background. To handle this problem, we use
a gradient condition to select patch location. Compute the gradient of sub region and
then select extra patch along the orientation of edges. We use HOG [18] features with 6
orientation bins and 28�28 blocks and cells. For the fine condition test, we manually
choose the initial location as left, top and bottom of body to easily find the extra
gradient patch.

2.2 Design Convolutional Neural Network

We use Convolutional Neural Network to training full features and partial features.
CNN [6] has been successfully applied in pedestrian detection. The architecture of our
model is presented in Table 1. We use small network to training full features and
partial features classifier. We modified CifarNet parameters to change filters number,
kernel size and remove last pooling layer to fit our patch size (28 � 28). CifarNet [14]
is a small network that performing 2 % better than the AlexNet on Caltech dataset
which has 600 times more parameters than CifarNet.

Fig. 2. Select partial region by Gradient Patch on INRIA dataset (Orange lines are result of
HOG visualization and white lines are actual move direction)

Table 1. Parameters of Convolutional Neural Network

Type Filter/Stride Filters number Output map size 28 � 28

Conv1 5 � 5/1 20 24 � 24
Pool1 2 � 2/2 – 12 � 12
Conv2 5 � 5/1 50 8 � 8
Pool2 2 � 2/2 – 4 � 4
Conv3 3 � 3/1 80 2 � 2
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3 Experiment Results

Our purpose is not only learning pedestrian model with occlusion handling, but also
measuring the performance on non-occluded pedestrians. We choose two famous
public pedestrian datasets (INRIA and Daimler). We assume that pedestrian candidate
windows already given, since we want to focus classify performance using partial
features that selected by gradient patch.

The INRIA and Daimler dataset consist of 2,416 pedestrians and 12,180
non-pedestrians, 52,112 pedestrians and 32,465 non-pedestrians training samples
respectively. Also the Daimler dataset contains 11,160 partially occluded pedestrians
separately.

3.1 Random Patch Vs Gradient Patch

In this work, we evaluate the performance of the gradient patch and random patch
method on INRIA dataset. Also we compare to different number of patch. Figure 3
report on the performance of each types and patch number. The results show that
proposed method is the best performance on non-occluded dataset and gradient patch
method is better than random patch. In order to know the effectiveness of patch
number, we train more set of gradient patch from 6 to 12, but the result show that the
performance is not always improve. Because the human shape has many of vertical
features, so the gradient patch usually find vertical features.

3.2 Evaluation on Partially Occluded Dataset

We evaluate the performance of occlusion handling on Daimler dataset. The proposed
method compared with Gradient Patch classifier and full features classifier. Results on
terms of ROC performance are given in Fig. 4. The best classifier is proposed method

Fig. 3. Comparison of patch types and patch number. Label number indicates the number of
patch.
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which is combined with gradient patch and holistic model. The result shows that the
Gradient Patch improved 8.7 % true positive rates. In Fig. 5 shows the result of
occlusion handling.

Fig. 4. Comparison of proposed method to gradient patch on Daimler dataset (partially occluded
dataset).

Fig. 5. Example of classification results of our approach on public dataset (e.g. INRIA and
Daimler). Correct detection partial feature are green and merged 4 box in red.
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4 Conclusion

In this paper, we proposed Gradient Patch to improve the performance of pedestrian
classification with occlusion handling. Using holistic classifier in the first stage method
highly improve the performance, due to reduce false positive result. Future work, we
expect more improvement with different patch size and form, also we apply pre-trained
model and fine tuning method on CNN to performance.
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Abstract. Car sharing services have become a new form of public transport
after the financial crisis as consumers’ perceptions changed and their con-
sciousness about environmental preservation and smart phone penetration
increased. Countries overseas have already seen these services catch on with
many users. In Korea, too, a pilot operation started in 2013 and now car sharing
services boast about 200,000 members. Although the market evolved with many
users, the security part is lagging behind. To rent a car, you only need to log in
and you can use a smart key to open the car door and drive it. Since the simple
ID/PW authentication method has many issues, a stronger authentication is
needed to offer reliable services.

Keywords: Car-sharing � Authentication � Bio-authentication

1 Introduction

Car sharing services are a type of convergence services between the automobiles and IT
industries. By combining the automobile with wireless communication and payment
services, no driver is needed for services offered 24/7. Whenever a member wants a car,
they can reserve it by time segments [1, 2]. It is an ultra short-term can rental business
and is now emerging as a new form of public transportation. In Korea, it was adopted in
2013 and currently has over 200,000 members. The market is growing as consumers
become more environment-conscious and more practical in their consumption patterns,
seek to save costs and prefer convenient services using their smartphones which have
seen a fast increase in penetration. The market is particularly growing in North America
and Europe. The US has over a million members in car sharing services, while in
Europe it is anticipated that the number of members will grow from the current 500,000
to over 2.4 million within three years. The Korean market, compared to its European or
American counterpart, had a late start but it has the highest usage per capita. Despite
these market trends, there are weaknesses. The largest service provider in Korea uses
an ID/PW method when reserving or using cars, which is vulnerable to security. Since
users prefer ID/PWs that are familiar to them, a stranger can guess them. In most cases,
continued password management is not undertaken. Even if the user is cautious,
malicious attackers can extract the password through farming, snipping or phishing. If a
user’s account is stolen, then the malicious attacker can use the victim’s account for car
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services. This can lead to small monetary damage caused by the user’s credit card being
charged to larger damage if there is an accident. There is also a loophole for people
who cannot drive to rent a car, leading to damage to infrastructure and physical damage
to innocent victims. Since car sharing services are fast becoming a mainstream public
transport mode, it is clear that there is a growing market for environment-friendly and
practical services. The security aspects of the services, however, must also be improved
as the market grows. This paper seeks to suggest a more powerful authorization method
using bio-information.

2 Relation Study

2.1 Tele-Authentication

Tele-authentication was suggested by Lamport in 1981 [3]. Lamport proposed a
method where the user is authorized in an channel where the remote server is open.
Based on Lamport’s studies, many studies on password authentication protocol that is
low-cost and highly efficient are being conducted [4–7]. The security requirements of
the password authentication protocol fall into six categories.

1. Security against Password-Guessing Attacks
A password estimation attach is a preemptive attack where a dictionary file is made
of passwords commonly used by users is applied.

2. Security against Replay Attacks
Replay attacks save the messages that a legitimate user had used in previous ses-
sions and re-transmit them to gain authentication from the server.

3. Security against Impersonation Attacks
Impersonation attacks occur when the attacker takes part in the communication
session to disguise himself as a legitimate user and gain authentication from the
server.

4. Security against Stolen-Verifier Attacks
The attacker who has stolen a password verifier disguises himself as a legitimate
user to gain authentication from the server.

5. Security against Denial of Service Attacks
Denial of service attacks are undertaken by large quantities of traffic to the server to
disrupt the legitimate users.

6. Provision of mutual authentication
Mutual authentication verifies the other party’s identity from both sides of the user
and the server.

2.2 Bio-Authentication

Bio authentication technology was developed as a powerful identification tool since
9/11 terrorist attacks. In accordance with international standards for electronic pass-
ports, it has now become a global tool used in internationally recognized ID cards [8].
With this development, smartphone-based mobile bio identification technology also
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evolved [9, 10]. Finger print recognition sensor was installed onto smartphones, which
led to bio authentication technologies become integrated into our daily life. These
technologies are applied to various services including mobile payment and unlocking
of applications.

3 Propose

The suggested protocol will use finger print recognition for authentication. Table 1
shows the abbreviations to be used in the protocol.

The suggested protocol is as follows. It is assumed that the user has first joined as a
member on the server and the server knows the user’s ID and Password.

3.1 Registration Protocol

Step1. The user’s fingerprint information is acquired from the device and stored in
the SE.

Step2. IDU and BU are linked to sash. DSN and RU are encrypted using the open
key, and then transmitted to the server.

Step3. The server uses the personal key to decrypt the encrypted message sent by
the user and items are acquired.

Step4. In order for the server to match the user with the device, the communication
services provider received the user’s name and the serial number of the
device.

Step5. Communication Services provider check user’s name and the serial number
of the device.

Step6. If the user and the device serial number received match, the service provider
sends “True”, and otherwise it sends a “False” value.

Step7. If the value sent from the service provider is True, then h(IDU||BU) and
DSN values are linked and hashed to generate a symmetric key, K. If the
value is False, then an error message is sent.

Table 1. Abbreviation in protocol

Abbreviations Meaning

BU Use’s fingerprint information
IDU Use’s ID
EXpublic Encrypt X’s public key
DXprivate Encrypt X’s private key
DSN Device serial number
RX X’s random number
UN User’s name
K User&Server symmetric key
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Step8. The server, too, in order to verify the user, encrypts using the open key the
random number sent b the user and the random number that it generated, and
transmits them.

Step9. Using it’s own individual key, decryption is carried out and its own random
number and the server’s random number are received. Then it is verified
whether the random number it sent is correct. If it is, then h(IDU||BU) and
DSN values are linked and hashed to generate the symmetric key, K.

Step10. Using the server’s open key, the random number of the server is sent for
verification and the registration process is complete (Fig. 1).

3.2 Login, Smart Key Authentication Protocol

When logging in for reservation or for using the smart key, it is only possible through
the registered smartphone device. The symmetric key generated during registration is
used for authentication of service usage.
Step1. The fingerprint sensor is used to collect fingerprint information. Using the

collected information and the device’s own serial number, a symmetric key is
generated.

Step2. The symmetric key is used to encrypt the ID, PW, and random value which
are transmitted.

Step3. The symmetric key is used for decryption. It is verified whether the ID and
PW are correct, and the server’s random value is generated.

Fig. 1. Registration protocol
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Step4. The random value received from the user and the random value generated by
the server are sent using the symmetric key.

Step5. The symmetric key is used to encrypt the received message and to check the
random value.

Step6. The server’s random value is encrypted using the symmetric key and the
authentication is complete (Fig. 2).

4 Security and Performance Analysis

The suggested protocol provides services through fingerprint recognition technology,
in order to overcome the vulnerabilities of the simple ID/PW authentication system so
that more secure services can be offered.

1. Replay attacks
To prevent replay attacks, the suggested protocol generates a random value for each
registration session.

2. Counterfeit attacks
The suggested protocol, in addition to using open key-based passwords, uses the
challenge-response method to send again the value that the user had transmitted for
verification. The value sent by the server, too, is re-transmitted again to make it
fool-proof.

3. Intermediary attacks
Although the intermediary can dupe the server and use its own open key to generate
the key of each between the user and the server, but by connecting with the service
provider to match the user information with the device information, more resistance
is built against intermediary attacks.

4. Farming, snipping
Even though the user’s ID and PW are stolen through farming or snipping, the
fingerprint information cannot be collected and therefore illegitimate users cannot
be authorized.

Fig. 2. Login, smartkey authentication protocol
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5 Conclusion

Car sharing services offer a type of automobile rental services where the user can rent a
car by the minute or the hour. The existing car sharing services simply use a login
system to reserve a car and a smartkey is used for the user to board and drive the car.
When there is an attack via farming or snipping, the user’s ID and Password can be
stolen, and the attacker can rent and even drive the car. The victim user would have to
not only pay for the rental fees, but also bears the responsibility when there is an
accident. If an attacker who is not qualified to drive steals an account, it can lead to
accidents with casualties. If the authentication method as suggested in this paper is
used, the fingerprint information can offer a more powerful authentication method and
prevent illegitimate usage of services.
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Abstract. Recently, the wireless communication technology and sensor devices
are utilized in many fields with smart-home market growth. The IoT environment
collects various and vast range of device information for intelligent service,
provides service based on user information, controls devices, and utilizes dis-
similar devices. However, along with the development, the security threat in
smart-home environment occurs frequently. In reality, the proof point and HP
published the seriousness of weak security and damage cases in smart-home
environment. Therefore, this study proposes smart node and certification method
based on Certificateless signcryption between smart devices for remote control to
solve the security problem occurring in smart-home environment.

Keywords: IoT � HomeNetwork � SmartHome � Device authentication

1 Introduction

Recently, the number of smart devices is increasing geometrically due to the develop-
ment of communication technology and smart device, which led to expansion of service
and development area of smart device, and resulted in rapid growth of global
smart-home market. According to the actual market research institute, the Strategy
Analytic, the smart-home market scale of USA in 2012 is supposed to be 7.6 billion
dollar which is year on year 55.1 % increase, and it is expected to be 115 billion dollar
by 2019 with 19 % of yearly growth. Also, the European smart-home market scale is
supposed to be 3.1 billion dollars which is 82.4 % year on year growth, and it is
expected to be 10.3 billion dollars by 2016 with 26.9 % yearly growth. The smart-home
market growth is spreading with various business development, and in the situation
where various fields of corporate such as home appliances, communication and security
service, mobile, and utility are actively participating in smart-home market, IoT with
rapid growth, M2M and various sensors, wearable computing, movement and voice
recognition technology are fused, and the complex device environment is constructed to
enable the proposal of various residential environmental service.
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Likewise, the smart-home market has grown and utilized in various fields, but the
security threat is also becoming an issue. Current smart-home service concept is no
better than “home networking” or “connected home” but, by the introduction of app
store or market of smart device, it is expected to pass the bounds of one-direction
service structure focusing on the supplier, in which case when the ecosystem is adapted
to smart-home, the security of smart device must be essentially considered.

Actually, the Silicon Valley security service business, the Proof Point announced that
the 750 thousand cases of phishing and spam emails sent last years was through
smart-home IoT product hacking. The research report published by HP on February 2015
warned that “most of the smart-home IoT equipment has weak security in encryption and
certification process”, and “because one must provide with personal information to use
smart-home IT equipment, it became more vulnerable to cyber crime”.

Therefore, this study proposes smart node and certification method based on
Certificateless signcryption between smart devices for remote control to solve the
security problem occurring in smart-home environment. The proposed certification
method prevents smart node access of malicious user by mutual certification, and also
increases the device energy efficiency with Certificateless signcryption which is lighter
than SSL communication which is difficult for application.

2 Related Work

2.1 Certificateless Signcryption

In 2008, Barbosa and Farshim first proposed the CLSC method [1] which is certifi-
cateless, and later Wu and Chen introduced efficient CLSC scheme [2], but Selvi later
verified that it was insecure. Xie and others have proposed CLSC scheme using 2
pairing calculation on signcrypt and unsigncrypt level by bilinear map [3], but this
scheme is rather difficult to apply to actual filed due to its high pairing calculation with
calculation cost. Therefore, Xie and Zhang proposed Certificateless signcryption. This
study uses Certificateless signcryption method without pairing proposed by Xie and
Zhang [4]. The Certificateless signcryption method is as below.

• Setup: Create params, the system parameter and Master-Key from random k.
• Partial-Key-Extract: Create partial individual key DID and partial public key PID

from parmas obtained by algorithm, Master-Key and user recognition value ID.
• Set-Secret-Value: Create secret value SID by params and user recognition value ID.
• Set-Public-Key: Create user public key PKID by params, user IDA and secret value

SID.
• Set-Private-Key: User individual key SKID is created from params, user partial

individual key DID and secret value SID.
• Encrypt: Create coded message r from params, individual key sk_ID_s of receiver

and message m, which is r = signcrypt(params, SKID, IDR, PKID, m).
• Decrypt: Message m is restored from params, recognition value IDs of transmitter,

public key PKID, individual key SK ID of receiver and code message r, and when
the code message r is verified to be correct, the message m is restored and if not, the
decrpyting fails. In other words, when = unsigncrypt(params, IDS, PKID, SKID, r,
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and P is decrypted in normal condition, message m is output or else, the error is
output.

• The algorithm of Setup and Partial-Key-Extract is conducted by KGC. The partial
individual key DID and partial public key PID is transmitted to user through secret
channel, and the algorithm creating user’s public key and individual key and
Set-Secret-Value algorithm are conducted by user.

3 Proposed Scheme

(3−1) is a device certification method based on Certificateless signcryption public key
in IoT home network environment. The characteristic of Certificateless signcryption
public key is that it uses device ID to create public key. At this point, if user provides
distinct information value of device, it is compared with the ID value sent from server
and verifies the link to public key. Then, the ID of Device that needs certification is
received through Home Network, the public key and ID received by server is verified
KGC to access to correct service, and therefore verify that the public key was received
accordingly. Unlike the Certificateless signcryption public key method on equipment,
when utilizing Certificateless signcryption public key method to general smart-home
service, KGC takes charge of public key certification additionally.

3.1 Certification and Verification

• First, after security parameter k is entered, the KGC creates p and q. At this point, p
and q must satisfy q > 2 k and q|(p−1). Then, after selecting g, the Master Key x is
randomly selected to calculate y=gx. Next, the hash function H1, H2, H3, H4, H5
are calculated and reveal system parameter params = <p,q,n,g,y, H1, H2, H3, H4,
H5).

• The service provider obtains parameter, master x, and user recognition value ID2
{0,1}*. Later, wID = grID, dID = rID + xH1(ID,wID), vID = gr′ID, rID = r′ID +
xH2(ID, wID, vID) is calculated and return the partial secret key DID and PID =
(wID, vID, rID).

• User params value and ID is entered, the KGC selects z 2R Z*q and creates sID = z.
• Service provider uses partial public key pID and secret value sID to create user

individual key skID = (dID, sID).
• To create public key responding to individual key, the service provider enter

params, user partial public key PID and secret value SID to calculate lID = gsID and
create public key PkID = (lID, wID, vID, rID).

• To send message to service provider with recognition value of receiver and value
key, the certification process described below is conducted.

• First, verify the grR = vByH2(B,WB,vB). Later, random number r is created to calculate
h = H3(m, t, lrB, wrB, yH1(B,wB)r, lA, wA, lB, wB), h′ = H4(m, t, lrB, wrByH1(B,wB)r,
lA,wA, lB, wB), s = r-hdA – h′sA and send coded message r = (c, s, t).
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• The service provider verifies grA = mAy
H2(A,xA,mA). First, m = c ⊕ H5(t

sB, tdB) is
calculated. Then when h = H3(m, t, tsB, tdB, lA, xA, lB, wB) and h′ = H4(m, t, tsB,
tdB, lA, wA, lB, wB) is satisfied, the certification is complete.

4 Security Analysis

In case of confidentiality and integrity, the individual key obtained by mutual certifi-
cation of device and public key. When the replay attack or message tampering attack
occurs, the newly created session key rather than the session key at the time of message
tempering and time stamp provides security from replay attack. When sniffing, the
messages sent to each node use session key between the renewed node to apply
encryption and sent which makes it secure. In case of spoofing, the nodes are already
mutually certified, so that when spoofing attack occurs, the secret key between nodes is
unavailable and secure.

5 Conclusion

The development of communication technology and smart device led to the increase of
smart-home service market and commercialized various smart-home services. How-
ever, the security application condition is still incomplete and the vulnerability and
damage cases have been reported to research institutes. Therefore, this study proposes
protocols enable to respond to various security threat by the smart node and certifi-
cation method based on Certificateless signcryption between smart devices for remote
control in smart-home environment. Also, the non-pairing calculation method provided
high-level security with better energy efficiency that the previous SSL communication.
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Abstract. As the IoT technology is being changed, diverse services are being
developed. The smart home environment, which is the representative IoT
technology, is facilitating the life more convenient and the smart home market is
emerged rapidly while the IoT technologies are applied, but when authenticating
in smart home network, the authentication should be made using the secret key
of the node. In the smart home network environment, the more the nodes are
increased, the more the burden of home gateway to manage the secret key of the
nodes is increased. To solve this problem, this study suggests secure and effi-
cient authentication technique through the zero-knowledge proof without using
the secret key between the node and the home gateway.

Keywords: IoT � IoE � Smart home � Authentication � Zero knowledge proof

1 Introduction

Recently, as the IoT technology is being developed and popularized rapidly, diverse
and convenient services are developed by applying IoT technologies. It is being applied
to various domestic and overseas industrial areas, and not only the global enterprises
but also the startup enterprises are investing in it actively [1]. It refers to the envi-
ronment that provides the human-oriented services by forming a network of the home
appliances such as T.V., refrigerator, boiler, etc. in the smart home environment, which
is the representative environment that provides convenient services that the diverse
objects are communicating each other without human intervention or that the user can
control the home appliances within home using the application [1, 2]. Through the
smart home service, the user can be provided with the more secure, and convenient and
pleasant entertainment, security, healthcare, energy services with low the maintenance
cost than existing home environment. Generally, the home appliances in the smart
home environment are referred to as IoT device, and when these IoT devices com-
municate with other IoT devices, they are authenticated through the wireless internet by
making the secret key of the IoT device as the data. Since in the smart home network,
IoT device is not a single node, when authenticating various IoT devices, Home
Gateway must have the secret key of relevant IoT devices but there is problem that the
home gateway should manage lots of secret keys. To solve this problem, this study
suggests the more secure and efficient authentication through the zero-knowledge proof
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suitable for smart home environment that the home gateway can do without having
secret key of IoT device rather than authentication using private key of IoT device [3,
4]. In Sect. 2, the structure and existing smart home network, the problems and the
vulnerability of the smart home network will be introduced, and in Sect. 3, secure and
efficient authentication technique and the command protocol though the
zero-knowledge proof between the node and the home network in the smart home
network will be explained. In Sect. 4, the security assessment using suggested
authentication method will be performed and in Sect. 5, the conclusion will be made.

2 Related Work

2.1 Smart Home Infrastructure

Smart home refers to the future residential environment that connect various infor-
mation devices with the network and provides human-oriented services. Smart home
network has a structure that authenticates and manages the IoT devices within home
connected to home gateway and the user accesses the home gateway controlling the
IoT devices without being limited by time and place [5]. In this structure, the various
nodes authenticate with the private key such as ID and Password to authenticate the
home gateway and the home gateway manages the private key table for the various
nodes [4]. This structure has a problem that the private key is exposed to the wireless
environment. In addition, as the smart home service are gradually diversified and the
number of devices for the nodes are increased proportional to the needs of user, of
which problem is that since the more the private key of various nodes are increased, the
bigger storage is required increasing the cost [3, 4] (Fig. 1).

Fig. 1. Smart Home Infrastructure
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3 Proposed Scheme

In this chapter, We show the proposed protocol which is secure and efficient between
devices without any classified information.

To have effective certification, first distinguishing Node and exchanging key and
after when it got order from registering of identification and registration protocol, it
suggest command and authentication protocol which deliver command through
zero-knowledge proof from Home Gateway and node. Moreover, this suggested pro-
tocol is called as what you can see from the Table 1.

3.1 Smart Home Identification and Registration Protocol

The basic key exchange is made through the secure channel between the node and the
gateway, and the node is identified and registered by user as shown in Fig. 2.

1. Node sends its ID to register it in the node list.
2. Home gateway combines its ID, open key and n value for open key, which is used

for zero-knowledge proof, and sends to the node.
3. Node generates the symmetric key with the home gateway and combines with the

open key of node and send back
4. Home gateway registers the identified node in the existing smart home’s node

management list.
5. Home gateway proves the integrity from relevant home gateway by encrypting the

renewed list with its secret key.

Table 1. Scheme Notation

Criteria Sub-criteria

IDnode Node‘s Identifier
IDhome Home Gateway‘s Identifier
n Public Key for ZKP
Keygp Home Gateway Public Key
Keynp Node Public Key
Keysy Symmetric Key
Keygs Home Gateway Secret Key
ML Smart Home Management List
TS Timestamp
EKeyus User Secret Key
R Random Number
Keyns Node Secret Key
Salt Protect Random Number for Order
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3.2 Smart Home Command and Authentication Protocol

Figure 3 shows the protocol to send the command to the registered node.

1. User encrypts the ID of node and the command with the user’s secret key to send
the command to the node, and encrypts them together with the Timestamp value
with the open key of home gateway again and sends it.

2. Home gateway extracts the command and ID of node by decrypting the data
received from the user with its secret key, Timestamp value and the user’s open key
and requests the authentication to relevant node.

3. Node selects a random number r of greater than 0 and less than n-1, and raises r to
second power and put the module n to value x and send it. Here, n is the value of
open key n used in the zero-knowledge proof.

4. As a step to send the challenge value in the zero-knowledge proof, in the home
gateway, put random value of 0 or 1 to value c and send it.

Fig. 2. Smart Home Identification and Registration Protocol

Fig. 3. Smart Home Command and Authentication Protocol
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5. Raise value of r, which was selected in step 3, multiplied with the private key of
node c2 power, calculate the module and put it to value y, and send it to the home
gateway.

6. Home gateway does not expose the secret key of node in the process of commu-
nication, but if the secret key held by node is normal, the below equation is valid,
y2mod n ¼ xvcmod n and the mode is authenticated.

7. It encrypts the order and salt values with the symmetric key exchanged before, and
send it by encrypting it together with Timestamp value with the secret key of the
home gate again. Here, since the command used in smart hone is not diverse and
short, it provides the complexity by adding the random value to the salt value.

4 Security Analysis

4.1 Sniffing

Sniffing attack means what eavesdrops the packet exchange between other parties not
its own in the network [6]. Simply speaking, it means the process of tapping the
network traffic, and in the suggested protocol, since the secrecy of the data is guar-
anteed by encrypting or decrypting through the key initially exchanged, it provides the
security against the sniffing attack.

4.2 MAC Address Spoofing Attack

To use the smart home services, the node should select AP (Access Point) and passes
the authentication process of AP. Since the authentication process suggested by this
study is to authenticate not with the secret information like MAC address [7] but
through the zero-knowledge proof, it is secure from the MAC address spoofing attack,
which releases the authentication by sending the forged message through spoofing
MAC address.

4.3 Replay Attack

In case of replay attack, which the attacker disguises the rightful user using the valid
data later after selecting and copying it in the protocol, since it sends each timestamp
value together, the copied data cannot be used again after time elapsed [6]. In addition,
since it encrypts the command adjacent to salt when delivering the command, it is
secure against the replay attack.

5 Conclusion

Diverse and many services using IoT technology not only for the smart home services
but also for the users are being increased. While the IoT devices are being increased, the
gateway, which can manage and control lots of IoT devices, should have secret
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information of many IoT devices, but to solve this problem, this study suggests the
secure communication that reduces the burden of gateway by allowing the authentication
using zero-knowledge proof without the secret information of the IoT devices or nodes.
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Abstract. A drone industry which started for military purposes is growing and
are being spread in the private market as ICT technologies are developing. For
example, it includes various industries such as leisure, construction, delivery,
military, etc. and there are plenty of pioneer areas for future. However the
researches for future drone developments have some challenges because there
are no standards for drone developments, so the environment should be provided
to develop and design them properly. This paper categorizes various purpose
drones into 3 kinds of control distances by features, so it will help future drone
development researches.

Keywords: Drone � Control distance � Aircraft � UAV � Classification

1 Introduction

The drone is an aircraft which can fly without pilot but by remote controller or itself
[1]. It was usually developed for military purpose and now used in various private
markets for enterprises or civilians. Because he or she is not on it, they are remotely
controlled by wireless communication and the remote control method and mean vary
according purposes and usage of drone. For example, most private drones fly in the
area which the user can see it, the Amazon drone for delivery receives GPS signals and
fly over kilometers to get specified location, and military drone can fly over hundreds
or thousands kilometers using military satellite [2–4]. However there are no specific
standards for these drones for a variety of uses, so the customized drone research is
very difficult. This paper defined three kinds of remote control distances for drone to
categorize them by features, so it can suggest some standards for drone to help future
drone researches.

The paper consists as follows. Section 2 explains drone market trends categorized
in three kinds of remote control distances and Sect. 3 presents a conclusion.

2 Drone Classification

This chapter shows drone classification into shot, middle, and long control distance.
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2.1 Short-Distance Control Drone

The distance range for short-distance control drone is from meter to tens meters which
controller can see it in eyes. It usually uses short distance wireless communication such
as Bluetooth, WiFi, etc. [5, 6] for remote control and does vertical take-off and landing.
And also it has small body that contains small battery which makes it fly during only
few or tens minute and computing power which can’t send live video it take. So most
short distance control drones are controlled depending on controller’s eyes and the
obstacle between them should not be existed. These are usually used in private market
such as leisure activity, TV shooting from the sky, construction site, etc.

2.2 Middle-Distance Control Drone

The distance range for middle-distance control drone is from tens meters to kilometers
which controller can’t see it in eyes and dose vertical take-off and landing like
short-distance control drone. It is controlled by AP or cellular system and is relatively
expensive, because it can fly more and longer than short-distance control drone. Also it
has bigger battery and computing power than short one so can deliver some objects and
send live video to controller which replaces controller’s eyes. Because the live video
replaces controller’s eyes, it usually has an obstacle avoidance technology or impact
mitigation technique that prevents crash from other sight where camera can’t see. They
are used in the areas which human can’t go in and Amazon is developing drone
delivery service [3].

2.3 Long-Distance Control Drone

Long-distance control done can fly from kilometers to thousand kilometers even over
nations. It uses wings to fly fast and far away than short and middle ones as well as it
uses airstrip when it takes off and landing. They are usually designed with specific
purpose before they are sold and use satellite for remote control. It use coal fuel so can
make strong power and high computing resource which can do complex mission. Most
of them are made for military purpose to patrol or attack specific target, but they are
expected to be used in more various areas in the future because many regulation for
them are being released and ICT technology are improving.

3 Conclusion

Drones were developed for military purpose and used in limited areas in the past but
now it is used in various private industries because ICT technology is improved and
regulation for them are released. However the drone researches for specific purpose are
still very difficult because they are made without proper standards. This paper cate-
gorizes them into short, middle, and long distance control drone by features so it can
help the drone researches for specific purpose.
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Abstract. The IoT (Internet of Things) environment develops in which all the
necessary information among things is exchanged due to the development of
information and communications. The home IoT continuously develops,
because of a merit that a user can control the home IoT remotely in the IoT
environment. As the home IoT environment is built, communications using low
specification devices, as well as high specifications devices, also increase. For
safety communications in the home IoT environment, encryption algorithms,
such as RSA providing message encryption and authorization, are required.
However, they are difficult to be used for the low specification devices, where
calculation function is limited in the home IoT environment. This study actually
proposes the protocol by which low power and low specification devices
communicate with user’s smart devices through safe authorization procedure in
the home IoT environment. The protocol proposed in this paper has a merit that
it is safe, and it protects the re-use attack and middle attack.

Keywords: IoT � Smart home � Authentication

1 Introduction

The IoT environment recently develops exchanging all the information required among
things through the Internet [1]. Concerning such an IoT environment, the home IoT
environment products including switches, plugs, energy meters, thermostats, sensors
detecting open and door locks are continuously released in the market. There is a
convenience that the users in the home IoT environment can control devices in their
homes with their own smart devices anywhere, anytime. A market research company,
Strategy Analytics, predicted that the global smart home market would grow from USD
48 billion (KRW 54 trillion) in 2014 to USD 115 billion (KRW 129 trillion) in 2019
with annual average growth rate of 19 %. Korean market was also predicted to grow
from KRW 6.8908 trillion in 2013 to KRW 18.2583 trillion in 2017 with annual
average growth rate of 27.6 % [2]. Because ultra-small IoT devices are operated with
low power in the home IoT environment, unlike existing PCs or mobile devices,
computing performance is lower, and storage space is limited. IoT platform is mainly
connected wireless, and thus, such protocols as ZigBee, Bluetooth, 6LoWPAN,
Z-Wave, IEEE802.15.4, LoRA and Wi-Fi are used [3]. These protocols support
diversely codes ranging from the codes with low security such as TDES and SHA-1 to
the codes with high security such as RSA-2048 [4]. However, these standard protocols
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do not support the code algorithms equipped with weight-light characteristics suitable
for the IoT environment in reality. This paper proposes the protocol by which low
power processors can communicate through safe authorization procedure. This paper is
constructed as follows: Sect. 2 describes the relevant researches, and Sect. 3 introduces
the system’s protocol. Section 4 examines the implemented protocol’s efficiency and
security through the performance evaluation of the protocol. Lastly, Sect. 5 presents
conclusion, and discusses improvements in the future protocol.

2 Relevant Researches

2.1 IoT

ITU presented the concept of IoT for the first time through the ITU-T World Summit
on the Information Society in 2005. Existing information and communications tech-
nology enabled to send and receive information mutually between humans and things
anywhere, anytime. A new concept, “anything,” was added to the meaning of the
current IoT as shown in Fig. 1. The meaning of IoT is currently defined as technology
enabling connection and communications between humans and things, between
humans and between things [5, 6]. Here, “anything” includes specific things in the
physical space, authors or identified information in the virtual space. EU specified IoT
as all things that can be connected and communicated with the surrounding environ-
mental factors through intelligent interface having a unique identifier and virtual
character [7]. In Korea in 2009, the Korea Communications Commission (Currently,
the Ministry of Science, ICT and Future Planning) defined IoT as broadcasting and
communications-fused ICT infrastructure, by which intelligent communications service
between humans and things and between things can be used safely and conveniently in

Fig. 1. IoT
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real time anywhere, anytime as a concept similar to intelligent machine to machine
(M2M) communications [8, 9]. IoT can be defined as ICT platform exchanging all the
necessary information between humans and things and between things through the
Internet by synthesizing various domestic and international definitions of IoT [10].

3 Proposal

The proposed structure shows from registration procedure to information exchange
process through a smart device and CA via each node and gateway in the home IoT
environment as shown in Fig. 2. A smart device refers to a smart phone and a tablet PC
that can offer information to node through gateway. CA and Gateway exchange
information mutually through a safe channel. When registration procedure is finished
through mutually safe procedure, limitation was made to the process in which user’s
request is accepted between the smart device and node through gateway (Table 1).

3.1 Proposed Protocol

At first, gateway receives node’s information, after advertising to node through con-
tinuous broadcasting. And then, gateway verifies through decryption, after receiving
the encrypted information with node’s open key, and sending the information to CA
through a safe channel. CA that received information through the safe channel sends
the information indicating the node is the legitimate node to gateway. The gateway
creates a session key, and uses it for future information exchange. The created session
key can prevent re-use attack through continuous renewal. After checking whether the
node is legitimate one through CA, the device is registered, after a safe session key is
created between the node and smart device via the connection with a smart device.
Communications are conducted between the smart device and node, after the node is
registered through gateway. The low power process, node, conducts arithmetic oper-
ation through gateway, not doing it itself, and thus weight-light and safe communi-
cations can be carried out. Also, the concentrated phenomenon of energy consumption
of the node that should deliver lots of data can be reduced.

Table 1. Scheme notation

Notation Meaning

SN Node serial number
rn Random number
ENCA Node symmetric key
EGCA Gate way symmetric key
SK Session key
TS Time stamp
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Fig. 2. Authentication protocol
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4 Security Evaluation

4.1 Replay Attack

A hacker can try re-transmission attack by acquiring a communications message
between a smart device and gateway. However, the communication message between
the smart device and gateway includes time stamp value, and therefore, it is safe from
the re-transmission of hacker’s message.

4.2 Brute Force Cracking

A hacker can try indiscriminate attack to the open key to identify the node SN and
Node ID that are encrypted with the open key of the gateway. However, it is safe,
because gateway and CA exchange information through the safe channel, and the
session key is created, after verification from safe CA.

4.3 Eavesdropping Attacks

A hacker can eavesdrop a communications message between a smart device and
gateway, and a communications message between a smart device and node. However,
the session key is made by using the information safely received from the random
number value R, which changes every time, and time stamp TS value and CA, and thus
a hacker cannot identify the node ID or node SN.

5 Conclusion

As the home IoT communications environment is built, the ratio of low specification
devices, as well as that of high specification devices, increases. For safe communica-
tions in the home IoT environment, the encryption algorithm such as RSA offering
message encryption and authorization together is required. However, difficulties are
accompanied in using the algorithm to the low specification devices with limited
calculation function in the home IoT environment. The security problem of low power
devices becomes a security issue, and the damage is conveyed to users. The safe and
weight-light user authorization and information exchange process between the node
and smart device through gateway offered in this paper is more effective for user
damage prevention and the prevention of expansion. The process proposed in this study
is indeed expected to contribute to the enhancement of stability and reliability.
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Abstract. The present paper allows to platform independent process based
Workflow mechanism for big-data analytics. The Bigdata Workflow Tool is to
provide a system and a method for data analysis services which is able to select
data corresponding to a user requirement and an analysis algorithm which is able
to analyze the data and let an analysis service selected by the user among a
plurality of analysis services be automatically performed in a big data platform.
A system and method for combining a workflow is provided. This paper is
directed to a system and method for combining a workflow capable of providing
a big data analysis more easily and rapidly and recognizing an analysis flow
more easily by combining a model-based workflow.

1 Introduction

Currently, utilization of data which a person has, data which a company has, and data
which a public institution has is being limited in the name of systemic and institutional
personal information protection. Further, technically, many data analysis algorithms
and methods are emerging. However, there is a problem in which a user having data
available to utilize these technologies should understand a difficult analysis method in
order to actually utilize the technologies. Valuable data is being lost since there is a
case in which the user does not know the utilization of data which he/she has. For this,
big data platform technology has been developed, and various methods for utilizing the
technology are being proposed, but only information technologies (ITs) for advanced
users have been offered. In order to solve the problem, a big data ecosystem is being
increased based on big data technology while the big data technology is being
developed. For this, currently, in order to provide an analysis service using the big data
technology, an analysis service fully understanding each of components of an
ecosystem and linked with the components in purpose is being developed. Meanwhile,
a big data operating analysis environment should provide a service capable of per-
forming a collection of various log data and a service available for an advanced
convergence analysis using utilization of an analysis function of various services and
an analysis engine framework. Accordingly, since a type and a size of derived log data
are exponentially increased as various services are provided, it is necessary to provide
an analysis process modeling tool capable of actively coping with an analysis engine
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framework specialized in a service and a change of the service. Recently, due to
developments of a big data platform field based on Hadoop, a data market, an analysis
algorithm market, etc. are being visualized. Through this, many big data platform
technologies are attempting to link data and an analysis algorithm, but there is a
problem in that the link thereof is not easy due to absence of a standardized method for
this. Accordingly, when providing an analysis service using big data, in a current
system, an analysis service fully understanding each of components and linking the
components in purpose should be developed. However, in order to understand the
components of the ecosystem, a lot of time and effort is required.

2 Overview of Big-Data Workflow Architecture

The present paper is to provide a system of platform independent process based
workflow mechanism for big-data analytics. Workflow tool has several function:
analysis service creation, play, monitoring. This function performs using web GUI
service. Workflow tool defines the selected data and the selected analysis algorithm to a
job and include input and output variables and algorithm variables into the defined job
to connect the data and the analysis algorithm with the job. The workflow generator
may generate analysis information using the received job and transmit the generated
analysis information to BDAS platform. The algorithm manager may manage the
stored analysis algorithms by being interconnected with a separate database which
stores analysis algorithms (Fig. 1).

Fig. 1. Platform independent workflow
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The analytics workflow may be an analysis processor suite composed of more than
one job. For example, more than one job generated through the analysis job generator
may be tied to a minimum unit and analysis desired by the user may be then processed.
Here, the workflow generator may determine relationship between jobs and manage or
modify where current analysis is processing. The workflow scheduler may perform
directly to schedule and manage the big data platform and the workflow determined
through the workflow generator. The platform interface may be an interface connecting
the big data platform and the system for recommending data analysis services. User can
set and configure remote data sources through a workflow tool. A workflow tool
provides a web-based graphic user interface for developing a service logic and col-
lecting data. User can collect data by developing a workflow diagram in a workflow
tool. The present paper is directed to a system and method for combining a workflow
capable of providing a big data analysis more easily and rapidly and recognizing an
analysis flow more easily by combining a model-based workflow.

According to one aspect of the present paper, there is provided a system for
combining a workflow, including: a display module configured to display a workflow
model; a memory configured to store a program for combining the workflow model;
and a processor configured to execute the program, wherein the processor selects a
classification standard for each level of the workflow model in response to a selection
input of a user for the classification standard by executing the program, maps one or
more workflow models to a node included in the workflow model according to the
classification standard for each level, and displays the mapped workflow model, one
classification standard is applied to each level, and the workflow model formed as one
or more levels is mapped to the node.

3 Platform Independent Workflow Mechanism

There are various technologies and methods in a method for analyzing big data. Among
the various methods and technologies, in order to derive various analysis results using a
big data ecosystem, technical knowledge and know-how on many ecosystems are
required. However, there are temporal and technical limitations in order to understand
all of big data analysis technologies, which are rapidly changing, and obtain the best
result. For this, this paper may define such ecosystems as a model and provide a
reusable structure, and thus a plurality of users may easily and rapidly generate an
analysis service through a combination of a puzzle form based on the defined model.
Meanwhile, workflow may refer to an illustration of a work processing flow. Further, in
the present paper, workflow may refer to a technology of visualizing an analysis
process, and illustrating an analysis flow so as to be recognized when developing an
analysis service using various eco components of big data. In this case, the present
paper may display an analysis flowchart in a graphic user interface (GUI) form using a
workflow generation tool. That is, information on a state, etc. of work which is cur-
rently being performed, work which is completed, and work which is not processed
among work listed on a workflow generation space by performing an analysis may be
easily recognized. Further, the analysis result may be displayed in various manners
through a visualization model. The workflow model may refer to defining a work flow
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which is frequently used in big data analysis as a reusable component. Through a
model configured as multi-level, the workflow may be generated in a form such as a
puzzle combination suitable for an analysis intention of data (Fig. 2).

Further, through the provided workflow generation tool, a setting error, etc. needed
when generating or performing the service of a complex ecosystem may be automat-
ically detected, and a service may be generated using the minimum input needed using
a default setting value. Further, even when a function of the ecosystem changes,
support for a conventionally generated analysis service may be performed through an
update on a related ecosystem model. Accordingly, when generating the service,
temporal and economic burden needed for retraining and skill acquisition due to an
update of a version of the ecosystem may be minimized. A workflow model may be
classified in various forms according to a classification standard. That is, in order to
perform an analysis which a user wants, the workflow model may be classified and
selected in various forms according to a convenience of the user.

Fig. 2. Workflow authoring tool
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4 Use Case

This use-case contains the related data set and analyzing algorithms for spotting and
selecting the most probable CCTVs for human screening actions. In developing the
processing algorithms and procedures, we needed to investigate available dataset in
Korea. A short description about the data set is included in this module package.

This module is the Data Analytics part in the following picture, that shows how the
analytics relates with the actual CCTV systems. CCTV Systems are installed in a
government regulated authority and they are controlled and monitored in a VMS
center. Video Analytics system generates meta data per each event in real time, and the
movement meta data is transferred to CAP platform, which becomes one import source
of the data analytics. On the other end of the CAP platform, we have external systems,
that provides data for accidents, crimes, and weather data (Fig. 3).

5 Conclusion

The proposed workflow mechanism for combining the workflow according to this
paper may be implemented in a form of a recording medium including a computer
program stored in a computer executable medium or a computer executable command.
The computer readable medium may be an arbitrary available medium which is able to

Fig. 3. CCTV use case
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be accessed by a computer, and may include a volatile or non-volatile medium, and a
separable or non-separable medium. Further, the computer readable medium may
include a computer storage medium and a communication medium. The computer
storage medium may include the volatile or non-volatile medium, and the separable or
non-separable medium implemented using an arbitrary method or technology for
storing information such as a computer readable command, a data structure, a program
module, or other data. The communication medium may generally include a computer
readable command, a data structure, a program module, other data of a modulated data
signal such as a carrier wave, or another transmission mechanism, and include an
arbitrary information transmission medium.

The method and system of the present paper is described with reference to specific
ideas, but some or all of the components or the operations may be implemented using a
computer system having a general-purpose hardware architecture. According to this
paper, a plurality of users may easily and rapidly generate the analysis service through
a combination of a puzzle form based on a defined model by defining the ecosystems as
a model and providing a reusable structure. Further, information such as a state of the
work which is currently being performed, work which is completed, and work which is
not processed, etc. among work listed on a workflow may be easily recognized. The
Workflow tool is to provide a system and a method for data analysis services which is
able to select data corresponding to a user requirement and an analysis algorithm which
is able to analyze the data and let an analysis service selected by the user among a
plurality of analysis services be automatically performed in a big data platform.
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Abstract. Simulation of water surface is an important topic in computer graphic.
In this paper we propose a fast method to simulate the reflection and refraction of
water surface in high quality based on Perlin noise. This method generates the
first reflect mapping through mirror reflect. Then the Perlin noise is used to distort
the first texture map to generate the secondary reflect mapping which is
prospectively projected onto the final surface. Experiment results show that our
method can generate high quality reflection with fewer artifacts of reflection.

Keywords: Perlin noise � Reflection � Water simulation � Octave

1 Introduction

Water surface visualization is an element that presented in many natural scenes. Watery
surface consistent with the level of detail has been applied in real-time applications
such as games, which ignores the wave geometry and sophisticated reflections and
refractions. Although many successful techniques have been developed for realistic
water surface simulation, these techniques are only appropriate for off-line rendering of
scene’s sequences or concentrates on modeling the water surface as a texture-mapped
plane with simple lighting effects. In this paper, we describe a method that makes it
possible to render water surface with high quality reflections and refraction with two
stages of textures. Our system can be implemented with vertex and pixel shaders. First
we compute the height map using octaves of Perlin noise to model the water waves.
The height map is enforced to a mirror reflection which is called the first reflection
texture. Then distort the textures according to the height map based on Perlin noise.
Next calculate the reflection and refraction based on the distorted textures. Finally, a
Fresnel bump mapping is enforced to render per-pixel on the water surface.

2 Previous Work

Early graphics work concentrated on modeling the water surface as a texture-mapped
plane with simple lighting effects or establishing a parametric function just animate wave
transport [1–3]. The behavior of a volume of water can be described by a set of equations
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developed by Navier-Stokes (fluid dynamics) which can calculate surface of dynamic
bump mapped and effects of rays underwater. Jerry [4] uses a statistical wave model
based on FFT to represent waves and allows external interactions with the water by
Navier-Stokes equations. But this still involves a lot of heavy-weight computation.
R. Elliot et al. [5] proposed a method for large scale water simulation using Chimera grid
embedded in which different regions of interest could be decomposed into varying
spatial resolutions of the domain. Water reflection can be viewed in [6, 7]. Hinsinger [8]
proposed an algorithm to animate the ocean waves in real time without reflection.
Premoze and Ashikhmin [9] proposed a method for wave generation and a light transport
approach for complex lighting computing. However, it is a time-consuming and
impractical work for real-time applications. Chentanez [10] present a hybrid water
simulation method that combines grid based and particles based approaches and achieves
real-time performance on modern GPUs. Humphrey describes a simulation based on
bump mapping, dudv-displacement and Fresnel effects in real-time where the bump map
is distorted over time to get the impression of waves [11]. Truelsen [12] describes
shallow water simulation in real-time using bump mapping and UV displacement. Perlin
noise [13], a representative example of Lattice gradient noises [14], which is introduced
by Ken Perlin, generates noise by interpolating or convolving random values and/or
gradients defined at the points of the integer lattice. Perlin noise provides a continuous
noise which is similar to random noises found in nature. Bridson et al. [15] presented a
Perlin-like noise function called curl noise which is used for generating time-varying
incompressible turbulent velocity fields. Perlin and Neyret [16] presented flow noise in
2001, which generated time-varying flow textures with swirling and advection. Building
the height field for waves using Fast Fourier Transformation (FFT) [4] is popular because
it is fast property and reasonable effect. 2D or 3D grid is utilized come up with level of
detail (LOD) [17] method or grid projection optimization. Lagae [18] describes a survey
on procedural modelling for virtual worlds. Jerry Tessendorf [19] introduced Gerstner
Wave to get realism water wave which is popular in movie production.

3 Height Field Generation

3.1 Principle of Perlin Noise

Perlin and Hoffert [20] gave the following definition: noise is an approximation to
white noise band-limited to a single octave. It generates unstructured signals with any
combination of frequencies. 2D Perlin noise determines noise at a point in space by
computing a pseudo-random gradient at each of the nearest four vertices on the integer
lattice and then doing a splined interpolation. The set of gradient consists of the four
corners of lattice cell relative to the sample point which is defined by the directions
from the center of the square to its edges. The chosen interpolant should ensure a
continuous noise derivative.

The basic function of Perlin noise is Eq. (1) or (2). Diagram of these two functions
see Fig. 1 where there is a little difference involved. We utilize Eq. (1) generating 2D
Perlin noise as shown in Fig. 2 where multiple octaves of Perlin noise are summed up
to get the fractal Perlin noise.
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f ðtÞ ¼ 3t2 � 2t3 ð1Þ

or

f ðtÞ ¼ 6t5 � 15t4 þ 10t3 ð2Þ

In Fig. 2, octaves refer to the frequency of each layer, here the frequency of layer 2
is double of that of layer 1, and layer 3 is double that of layer 2 and so on. This is in fact
very close to the random phenomenon in nature and easily the most computationally
efficient of the method.
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Fig. 1. Perlin noise function.
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Fig. 2. 2D Fractal Perlin noise are built by summing up multi-octaves.
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3.2 Generation of Perlin Noise

We compute gradient for an arbitrary sample point by taking dot product of dis-
placement vectors S and their respective gradient vectors G, see Eq. (3). Then we get
the gradient of P by interpolate the four gradient values of Q. See Fig. 3.

Q ¼ S � G ð3Þ

For more intuitive illustrating of the 2D Perlin noise, we generate the random
height curve using Eq. (4) and the results in Matlab see Fig. 4, where Eq. (4) is the two
dimensions of Eq. (1). We sum up different octaves of Perlin noise to generate a fractal
Perlin noise and distort the mirror reflection texture map.

f ðx; yÞ ¼ ð3x2 � 2x3Þð3y2 � 2y3Þ

f ðx1; x2; . . .xnÞ ¼
Yn
i¼1

ð3x2i � 2x3i Þ

8><
>: ð4Þ

Perlin noise is added to the mirror texture with gradient and normal of each sample
point on the surface.
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Fig. 3. Calculate gradient for an arbitrary sample P.
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4 Generation of Secondary Distorted Texture Mapping

The secondary distorted texture map is obtained by Normal operation. As the gradient
of each sample point has been calculated, the normal can derive from the dot product of
gradient of x and y direction (see Eq. 5).

~nP ¼ normalizeð@f
@x

� @f
@y

Þ ð5Þ

where the gradient of x and y are @f
@x and

@f
@y respectively.

4.1 Snell’s Law

We calculate reflection and refraction based on Snell’s law (Eq. 6). The principle of
Snell’s law is in Fig. 5, where n1 and n2 denote the refraction indices for the two
materials respectively: air and water.

sin h1
sin h2

¼ n2
n1

¼ nwater
nair

ð6Þ

In Eq. (6), n1 and n2 are the refractive index of the two medias, h1 and h2 are the
included angle between the incident light (and the refraction light) and the interface
normal vector. When n1 is equal to n2, it is the reflecting situation.

As nwater = 1.333 and nair = 1.0003. This gives us Eq. (7):

sinðhwaterÞ ¼ 0:75 sinðhairÞ ð7Þ

Equation (7) is the parameters we used in our method.
From Eq. (6), we have Eq. (8)

Vreflect ¼ 1þ 2 cos h1n ð8Þ

According to formula (9) and (10):

Fig. 5. Principle of surface reflection and refraction.

240 H. Li et al.



sin h2 ¼ n1
n2

� �
sin h1 ¼ n1

n2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðcos h1Þ2

q
ð9Þ

cos h2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðsin h2Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n1

n2

� �
ð1� ðcos h1Þ2Þ

s
ð10Þ

Refraction calculation is shown as Eq. (11)

Vrefract ¼ n1
n2

� �
lþ n1

n2

� �
cos h1 � cos h2

� �
n; n ¼ f0; 1g ð11Þ

4.2 Fresnel Equation

We will represent the reflection and the refraction by textures, and we generate the
secondary texture mapping using the color of the water surface which will be the
weighted sum between these two textures added with some ambient light as shown in
Eq. (12).

surface ¼ F � reflectionþð1� FÞ � refractionþ light ð12Þ

Fresnel term (Fresnel reflectance) is a calculation for determining realistic light
reflecting off of a surface. In our method an approximation of the full equation is used
as Eq. (13) [11].

F¼1�N � Iincident ð13Þ

We calculate the reflection and refraction using Eqs. (8) and (11) to the first dis-
torted texture map. Finally generate the secondary distorted texture mapping.

5 Implementation

We implemented our method using the GLSL with the environment of Intel(R)Xeon(R)
CPU E5620@ 2.40 GHz and NVIDIA GeForce GTX580. We generate water surface
with the same octaves of Perlin noise and different resolution of texture mapping, see
Fig. 6, where octave is 4 and resolution of secondary texture mapping is at
1024 � 1024(pixel resolution).

Figure 6(a) shows water surface simulation by our method with 6 octaves of Perlin
noise and 512 � 512 resolution of secondary distorted texture mapping. (b) shows the
ocean simulation by Jerry using FFT [4]. Our method focuses on the reflection sim-
ulation instead of the water movement, so the surface should be calmer.

As the octaves of Perlin noise determine the water surface simulation, we compare
the different octaves generating effects with the same resolutions of texture mapping.
See Fig. 7, (a) shows 16 octaves reflection of water surface, (b) and (c) shows 8 octaves
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Fig. 6. Water surface simulation. a. our method b. Ocean simulation by Jerry using FFT [4].

Fig. 7. Water surface simulation with different octaves of Perlin noise and at the same resolution
of texture mapping (1024 � 1024). a. 16 octaves, b. 8 octaves, c. 4 octaves.

Fig. 8. Reflection and refraction with 4 octaves of Perlin noise at 512 � 512 of texture
mapping.
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and 4 octaves of water surface simulation respectively. Finally, we generate the water
surface with both of reflection and refraction with 4 octaves of Perlin noise and
512 � 512 of texture mapping (see Fig. 8).

We compared our method and Rene’s method which is generated based on texture
map (see Fig. 9). Rene’s method focuses on the shallow water refraction and water
surface reflection. But the reflection effects are pretty far from the viewer, such as the
shore side which can be used in large landscape simulation. Our method has more
detail on the reflection of near objects. Our method has robustness with different
resolution of reflection texture map.

6 Conclusions

This research aims to simulate water surface with reflection and refraction in real-time.
Perlin noise is identified a reasonable procedural noise function to generate random
height values. The ability to add complex and intricate detail at low memory and
authoring cost is one of the main attractions of Perlin noise. Our method generates good
quality effects using the secondary distorted textures with the calculation of reflection
and refraction which is used in the application of our movie production projects. Next
work we will simulate more visual effect using Perlin noise and develop parallel
methods.

Fig. 9. Comparison of Rene’s and Ours. a. Rene’s reflection texture at 1024 � 1024 resolution
with wave distortion. b. Ours secondary reflection texture at 1024 � 1024 resolution. c. Ours at
256 � 256 resolutions. d. Ours at 1480 � 1480 resolutions.
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Abstract. Object tracking is a common task in computer vision, an essential
part of various vision-based applications. After several years of development,
object tracking in video is still a challenging problem because of various visual
properties of objects and surrounding environment. Particle filter is a
well-known technique among common approaches, has been proven its effec-
tiveness in dealing with difficulties in object tracking. In this research, we
develop an particle filter-based object tracking method using color distributions
as features. Moreover, recently embedded systems have become popular
because of the rising demand of portable, low-power devices. Therefore, we also
try to deploy the particle filter-based object tracker in an embedded system.
Because particle filter is a high-complexity algorithm, we will utilize computing
power of embedded systems by implementing a parallel version of the algo-
rithm. The experimental results show that parallelization can increase perfor-
mance of particle filter when deployed in embedded systems.

Keywords: Object tracking � Particle filter � Parallel computing � Embedded
system

1 Introduction

Object tracking has important roles in many vision-based applications, such as industrial
inspection, human-computer interfaces, traffic monitoring, surveillance systems. Gen-
erally, the goal of object tracking is locating and producing a trajectory record of the
objects in image sequences. Among common approaches for object tracking, particle
filter is a robust solution. Particle filter has been proven to produce high performance
when applied to nonlinear and non-Gaussian estimation problems [1]. This method
approximates a posterior probability density of the state, in this case it is the positions of
the object in image sequence. The approximation is done by using point mass repre-
sentations of probability densities, which are called particles. Usually contours, color
features, or appearance models are used as particles when applying particle filter to
object tracking [1–5]. The color histogram is often used because of its robustness against
noise and occlusion, but suffers from illumination changes. This disadvantage can be
overcome by using other color spaces which are less sensitive to light conditions.
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Although particle filter have been commonly used in recent years, they have con-
siderable disadvantages [6]. One of those is sampling impoverishment. In this phe-
nomenon, high-weight particles have higher chance to be drawn multiple times during
resampling, whereas low-weight particles have low chance to be drawn at all. This makes
the diversity of the particles decrease after several resampling steps. In the worst case
scenario, all particles might be “merged” into a single particle. Sampling impoverishment
reduces the performance of tracking process drastically. Another disadvantage of particle
filter is computational complexity. The complexity increases as the area of tracked region
and the number of particles increase. When the dimensionality of the state space
increases, the number of particles required for the sampling increases exponentially.

Embedded systems, however, have limited computing power. This limitation pre-
vents embedded systems from performing complex tasks within reasonable execution
time. Fortunately, thanks to the rapid development of semiconductor industry,
embedded systems have become more powerful. This research presents a method for
utilizing modern hardware architecture of embedded systems in object tracking task.
We will use parallel programming to implement particle filter algorithm, for the pur-
pose of increasing the performance of particle filter based object tracking method when
deployed in embedded systems.

2 Particle Filter and Color Model

2.1 Particle Filter

The particle filter in this research, which is developed to track movement of objects, is
based on Condensation algorithm [1]. Let Xt be the state vector which describes the
quantities of a tracked object, and Zt be the vector which stores all the observations of
object movements {z1,…, zt} up to time t. Usually, the posterior density p(Xt | Zt) and
the observation density p(Zt | Xt) are non-Gaussian, which increases the complexity of
tracking process.

In particle filter algorithm, the probability distribution, which presents the object
movements, is approximated by a weighted particle set S = {(sn, pn) | n = 1…N}. For
each particle, element s represents the hypothetical state, i.e. location, of the tracked
object, and a corresponding discrete sampling probability p. The movement of the
tracked objects is described by a statistical model. In tracking process, each particle is
weighted depending on observations, then N particles are drawn using resampling
techniques. The estimation of mean state is calculated at each time step by:

E½s� ¼
XN
n¼1

pnsn ð1Þ

Because particle filters have ability to model the uncertainty of object movements,
it can provide a robust tracking framework. It can consider multiple state hypotheses
simultaneously. On the other hand, particle filters are able to produce high accuracy
prediction from previous observations, hence it can deal with short-time occlusions and
sudden changes in object movements.
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2.2 Color Model

In this research, we will combine particle filter and color model by integrating local
color distribution into particles. The model is based on [7]. Color distributions are
represented by histograms in the RGB color space. Histogram are calculated by h(xi),
that assigns one of the m-bins to a given color at location xi. Because not all pixels in
the window have the same significance to describe the objects, we will apply a
weighting scheme to pixels in each window. The farther from the window center a
pixel is, the smaller weight it is assigned. The weighting function is as follows:

kðrÞ ¼ 1� r2 : r\1
0 : otherwise

�
ð2Þ

where r is the distance from the window center. Weighting pixels increases the reli-
ability of the color distribution because boundary pixels may belong to the background.
It is also possible to use a different weighting function. However, weighting function
(2) is used in order to reduce complexity for overall process. The color distribution p
(y) = {pu(y)}u=1…m of window at location y is calculated as:

PuðyÞ ¼ f
XI

i¼1

k
y� xik k
a

� �
d½hðxiÞ � u� ð3Þ

where d is the Kronecker delta function, a is proportional to the size of the window, I is
the number of pixels in windows, and the normalization factor is:

f ¼ 1PI
i¼1 k

y�xik k
a

� � ð4Þ

In object tracking the estimated state is updated at each time interval depending on
new observations, hence we need to measure similarity between color distributions.
A popular measure is Bhattacharyya coefficient [8]. Considering two densities
p = {pu}u=1…m and q = {qu}u=1…m, which are calculated color distributions, the
coefficient is defined as:

q½p; q� ¼
Xm
u¼1

ffiffiffiffiffiffiffiffiffi
puqu

p ð5Þ

Larger q means the distributions are more similar. If two distributions are identical,
we will get q = 1. The distance between two distributions are measured by the
Bhattacharyya distance:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q½p; q�

p
ð6Þ

The proposed tracker employs the Bhattacharyya distance to update the a priori
distribution calculated by the particle filter.
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3 Parallel Implementation

Parallelization can utilize the multi-core architecture of modern embedded systems, in
which all cores of the processor take part in the calculation process. Parallel imple-
mentation can decrease the processing time of these steps, which leads to higher
performance due to higher processed frames per second. However, parallelization has
its own limitation. Generally in parallel computing, a task is split up into several
threads, then the split tasks will be solved separately in each thread. After completing
the computation, those threads will communicate with each other to produce final
results. In some cases, the time required for communication is higher than the time of
solving split tasks. Overall execution time of parallel implementation in these cases
may be higher than sequential implementation. This phenomenon is called parallel
slowdown. For the purpose of avoiding parallel slowdown, we will use parallel
implementation for resampling particles and calculating likelihood between particles
and target object. The detailed algorithms for these steps are listed in Table 1. Since
there are no data dependencies between particles in these algorithms, parallel threads
do not need to communicate with each other in processing. For example, in resampling
step, newArr(1), newArr(2), newArr(3), and newArr(4) can be calculated at the same
time using four threads and so on, hence reduce the execution time of whole process.

4 Experimental Results

In this section, we present the performance of object tracking method. Both versions of
particle filter algorithm, sequential and parallel, are implemented in C++ under Linux
operating system. OpenCV library is used for processing video frames. For paral-
lelization, we use OpenMP feature of GNU compiler for the implementation of parallel
particle filter. The program is deployed in embedded board Odroid U3, which has a
quad-core processor running at 1.7 GHz and 2 GB of RAM. The video used for testing
is acquired from [9]. It has 1017 frame, and a resolution of 320 � 240. We will show
the efficiency of the particle filter object tracker and the comparison of performance
between sequential and parallel implementation.

Table 1. Algorithm

Systematic resampling Likelihood calculation
Create new array newArr for storing 
output of resampling process
for i = 1 to (number of particle)

j� 0
while (probabilities of particle(j)) < 
(likelihood i with target object)

j� j + 1
endwhile
newArr(i) � particle(j)

endfor

for i = 1 to (number_of_particle)
Get image region of particle i
Calculate likelihood between obtained 
image region and target object

endfor
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The tracking process is shown in Fig. 1. It shows the result of the color-based
particle filter using 300 particles, in this case the histograms are calculated in the RGB
color space using 8 � 8x8 bins. The figure shows that the color-based particle filter
yields good performance when applied in object tracking.

Fig. 1. The object tracker is used to track a walking person in video. Each column shows
tracked person (top) and the locations of corresponding particles (bottom).

Fig. 2. Comparison of execution time between two implementations.
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Figures 2a–c show the comparison in execution time of each step in the first 50
frames between two implementation. The parallel implementation is configured to be
executed using four threads. As shown in figures, the parallel implementation is at least
two times faster than non-parallel implementation. Figure 2d shows the execution time
of both implementations in processing whole video. With 300 particles, parallel
implementation took around 62 s to process 1017 frames (around 16 frames per sec-
ond), while non-parallel implementation took 92 s (11 frames per second). The overall
performance is increased by 50 % when applying parallel programming. The results
show that, using four threads does not mean the performance will be four times better
than using one thread, i.e. sequential programming, because some minor steps in
algorithm are processed sequentially. Unfortunately, parallelizing these steps will lead
to parallel slowdown.

5 Conclusion

This research aims to increase the performance of particle filter-based object tracking
method when the algorithm is deployed in embedded system by using parallel pro-
gramming. A significant limitation of embedded systems is its computing power, hence
it is hard to use embedded systems for high-complexity computation. After several
years of development, now embedded systems have become more powerful. At the
present modern systems have high memory and multi-core architecture. However, most
of the applications for embedded systems do not utilize this advantage. In this research,
we have implemented parallel particle filter for object tracking in order to utilize the
multi-core architecture. This implementation is deploy in Odroid, an embedded board
whose processor has four cores. With 300 particles, the object tracker with sequential
implementation can process 11 frames per second, whereas parallel implementation can
process 16 frames per second while retaining the tracking accuracy. The experimental
results show that multi-core embedded systems can produce higher performance if the
hardware is used at its maximum potential.
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Abstract. Recently, many applications tend to find common and distinctive
features from a group of datasets, of which distributions and structures are
generally various. However, most existing methods can just cope with specific
problems with fixed distributions and structures. In this paper, a more flexible
framework for multi-block data learning is proposed. There are mainly two
advantages compared with previous methods: (a) the proposed method can
extract global common, local common, and distinctive features automatically;
(b) various distributed datasets can be processed simultaneously as long as
distributions are in exponential family. The results of numerical experiments
demonstrate that the proposed method outperforms conventional methods for
recommendation system problems.

Keywords: Tensor decomposition � Multi-block learning � Recommendation
system

1 Introduction

Over the years, many methods were developed to extract common and distinctive
features from a group of datasets, which are assumed to share common features among
datasets, such as fMRI data and its corresponding stimulus in neuroscience [1],
multi-relational learning and recommendation system in social data analysis [2], and
multi-camera image processing [3]. Compared to conventional “single dataset” prob-
lems, there are mainly two challenges for multi-block data learning.

1. Distributions among datasets can be different. For example, In MovieLens, one part
of data follows Bernoulli distribution, while another part follows Binomial
distribution.

2. Many methods subjectively classify latent features into two subsets, i.e. common
features and distinctive features [4]. However, it is obvious that some latent features
only owned by part of datasets. Thus how to efficiently recognize features as global
common, local common, and distinctive ones makes another challenge.

To overcome these challenges, we proposed a novel method to model multi-block
data with more flexible structures. Specifically, since distributions of datasets are
usually contained in exponential family, we extended Generalized Linear Model
(GLM) [5] into multi-block data learning. Moreover, we developed a novel method to
recognize latent features as correct groups by introducing auxiliary modes.

© Springer Nature Singapore Pte Ltd. 2017
J.J. (Jong Hyuk) Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 421, DOI 10.1007/978-981-10-3023-9_41



2 Framework

In the model, we use a generalized CANDECOMP/PARAFAC (CP) decomposition to
fit each individual dataset. For each dataset Xk; k ¼ 1; . . .;K, we have

Xk � fk ½½U i2Ikf g��
� �

; ð1Þ

where Ik denotes index set corresponding to Xk, U i2Ikf g denotes a set of latent matrices
Uiji 2 Ikf g, fk �ð Þ represents an element-wise non-linear mapping, and ½½��� denotes

kruskal product operator. It can be found from Eq. (1) that each dataset Xk is fitted by a
set of latent matrices U i2Ikf g, and they own the same features (columns of latent
matrices) among each other to share the common information.

2.1 Generalized Multi-linear Model

As mentioned above, the first challenge of multi-block data learning is that different
datasets may follow different distributions. Thus, conventional matrix/tensor decom-
position cannot simultaneously fit them well. In our model, we extend the idea of
Generalized Linear Model (GLM) to fit heterogeneous multi-datasets. In the scenario of
matrix, Principal Component Analysis for the Exponential Family (PCA-EF) [6] and
Collective Matrix Factorization [7] have proved the efficiency of the idea by lots of
applications, and such an idea was also developed in single-tensor factorization. Hence,
in this paper we extend this idea to multi-tensor case. By convenience, we assume an
individual 3rd-order tensor X 2 RI�J�K and its estimation Z 2 RI�J�K , we consider
the Bregman divergence taking the form

BF ZXð Þ ¼
XI

i¼1

XJ
j¼1

XK
k¼1

Fijk zijk
� �þF�

ijk xijk
� �� zijkxijk; ð2Þ

where F : RI�J�K ! RI�J�K denotes an element-wise non-linear mapping in which
Fijk : R ! R is the mapping corresponding to the i; j; kð Þ th element, and F�

ijk : R ! R
denotes the convex conjugate of Fijk �ð Þ which is given by F�

ijk zð Þ ¼ sup
a

az� Fijk að Þ� �
.

According to [8], the derivative of F �ð Þ can be considered as “link function” which
represents a mapping from multi-linear to a more complex structure. Table 1 provides
specific forms of Fijk �ð Þ associated to four common distributions where _Fijk �ð Þ denotes
the derivative of Fijk �ð Þ:

It is worth noting that different distributions of datasets do not influence the prior of
common features in the model. The only difference is the choice of link function. As
long as distributions belonging to exponential family, we can use Eq. (2) to fit
heterogeneous datasets.
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2.2 Auxiliary Mode and Feature Selection

The second challenge arises since the most existing methods believe that common
features are owned by all the datasets, and remaining features only owned by individual
datasets, respectively. However, the fact is usually not like this. Thus modelling fea-
tures not only as common and distinctive features, but also “local common” features
are more suitable for real applications. To our best knowledge, the conception of “local
common” was firstly proposed in [9], and they use hierarchical extraction to estimate
local common features. But the complexity exponentially increased for large group of
datasets. In this paper, we impose auxiliary modes in the model. By using auxiliary
modes, we can easily classify features into global common, local common, and dis-
tinctive features.

Generally, it is straightforward to model a matrix as 2nd-order tensor. In this case,
CP decomposition is equivalent to ordinary matrix low-rank factorization. However, if
we model the matrix as a 3rd-order tensor, the CP decomposition becomes matrix tri
factorization, and such operation can be extended to higher-order situations. Specifi-
cally, assume a 3rd-order tensor X 2 RI�J�K , but we use a 4th-order CP model to fit it,
then we have

X � ½½U1;U2;U3;U4�� ¼
X
i

u4;i½½U1;i;U2;i;U3;i��; ð3Þ

where u4;i denotes the i th element of vector U4, and Uk;i; k ¼ 1; . . .; 3 denotes the i th
column of the k th matrices. As auxiliary mode, U4 can be considered as weight acting
on other features. Thus, the value of U4 controls whether the data own features or not.
If there are more than one dataset, the absolute value of auxiliary mode decides the
dataset owning the feature or not. If one feature is owned by all datasets, then we call it
as global common feature, while it’s owned by parts of datasets, then we call it as a
local common or distinctive feature.

In order to obtain more structural features, it is straightforward to impose sparsity
on auxiliary modes. It is known that L1 norm is not a bad choice for modelling. But L1
norm is hard to use in algorithms since its non-smoothness. To achieve a smooth
regularization of sparsity, we further add one auxiliary mode, and impose L2 norm
regularization on both of them. In this case, we have

Table 1. Various functions Fijk �ð Þ for four members of the exponential family

DIS Fijk xð Þ _Fijk xð Þ F�
ijk xð Þ

Normal x2=2 x x2=2
Bernoulli log 1þ exð Þ 1= 1þ e�xð Þ 0 if x ¼ 0; 1
Binomial L � log 1þ exð Þ L= 1þ e�xð Þ x log x

L

� �þ L� xð Þ log 1� x
L

� �
Poisson ex ex x log xð Þ � x if x[ 0;

0 if x ¼ 0
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X � ½½U1;U2;U3;U4;U5�� ¼
X
i

u4;iu5;i½½U1;i;U2;i;U3;i��: ð4Þ

Furthermore, it is known that L2 regularization is equivalent to imposing Gaussian
prior on latent matrices. If we suppose u4;i and u5;i; 8i are independent normally
distributed variables with variances r21 and r22, the distribution of their product wi ¼
u4;i � u5;i; 8i is given by [10]

p wið Þ ¼
K0

jwij
r1r2

� �
pr1r2

; ð5Þ

where K0 �ð Þ denotes a modified Bessel function of the second kind, and w ¼
w1; . . .;wR½ � are mutually independent. It can be found from Eq. (5) that the regular-
ization on w tends to the sparsity structure like Bridge regulation. However, unfortu-
nately, this regularization is also non-convex like Bridge regulation.

Indeed, we can impose any numbers of auxiliary models into our model, but it
shown from simulations that much more auxiliary modes can lead to slow convergence
rate. Thus one or two auxiliary modes are recommended to get the sparse structure for
global, local, and distinctive feature extraction.

3 Objective and Algorithm

According to the framework introduced in Sect. 2, we can achieve an objective
function for our model. Assume that there are K datasets and I latent matrices, then the
objective function is given by

L U1; . . .;UIð Þ ¼
XK
k¼1

BFk ½½U i2Ikf g��Xk
� �þ XI

i¼1

kiPi Uið Þ ð6Þ

where BFk � k �ð Þ; k ¼ 1; . . .;K denotes Bregman divergence as Eq. (2), Ik denotes index
set that is used to represent which latent matrices Ui belong to Xk , and Ik; k ¼ 1; . . .;K
can be obtained by Matlab operator, namely Ik ¼ find A k; :ð Þ ¼¼ 1ð Þ. Pi �ð Þ and ki,
i ¼ 1; . . .; I denotes L1/L2 regularization items and the corresponding tuning parame-
ters, respectively. It should be noted that distributions of datasets are uniquely deter-
mined by non-linear mapping Fk �ð Þ; k ¼ 1; . . .;K, and we usually choose one value of k
for all tuning parameters in practice. To search the optimal point of Eq. (6), gradients for
latent matrices are given by

rLUi ¼
X

k; s:t:aki¼1
_Fk ½½Ufk2Ikg��
� �� Xk

� � �Wk
� �

Pi

j¼1

akj

� 	 �
l2Ik ;l 6¼i

Ul


 �
þ ki _Pi Uið Þ; 8i;

ð7Þ
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where �½ � ið Þ; 8i means unfolding of a tensor along the i th mode, _Fk �ð Þ and _Pi �ð Þ; 8i; k
denotes element-based derivative of Fk �ð Þ and Pi �ð Þ respectively, aki denotes the k; ið Þ th
element of A,Wk; 8k denotes a binary tensor in which ‘1’ represents the corresponding
element is observed and ‘0’ means not, � denotes Hadamard product, and the definition
of operator � follows the literature [11].

After achieving gradients, any gradient-based method can be implemented to search
the solution. According to [12], Conjugated Gradient (CG) and Newton-like methods
such as L-BFGS are recommended to obtain a higher convergence rate. We name this
proposed method in this paper as Generalized Multi-linear Mixed Effects Model
(GMMM).

4 Numerical Experiment

In this part, we use GMMM to predict users’ preference from datasets. Such a problem
is usually found in recommendation systems. From the view of machine learning, this
problem is actually equivalent to data completion. In this experiment, we use GMMM
to predict rating information from MovieLens-100 k. This data consists of 100000
ratings (1–5) from 943 users on 1682 movies, simple information for the users (age,
gender, occupation, etc.) and movies (title, date, genre, etc.). We use these information
to generate three matrices (User-Movie(UM), Movie-Genre(MG), User-Profile(UP)),
assume that elements in UM follow Binomial distribution, and another two datasets
follow Bernoulli distribution. Further, we randomly remove part of ratings according to
specific percentage, and use observations to predict missing ratings. Additionally,
Fast MMMF [13] and CMF [7] are chosen for comparison.

We choose CG as optimization method, initial rank R ¼ 30, and k ¼
28; 28; 28; 2; 2; 2; 2½ � as tuning parameters for each latent matrices. In Fast MMMF and
CMF, we choose the optimal parameters by 10-unfold cross validation. Mean Absolute
Error (MAE) for each method under 10 times run is shown in Table 2.

It is shown from Table 2 that GMMM obtains the best performance compared with
other two methods. The reason CMF and GMMM outperform Fast MMMF is that
CMF and GMMM can exploit the information from all three datasets, while
Fast MMMF as a classical collaborative filtering method just can only use User-Movie
matrix. Meanwhile the reason GMMM outperforms CMF is that GMMM exploits
inherent structure of belongs of features in datasets.

Table 2. MAE of missing rating prediction with different missing percentage

Missing percentage (%) 10 20 50

Fast MMMF 0:81	 0:01 0:79	 0:01 0:78	 0:00
CMF 0:69	 0:01 0:69	 0:01 0:74	 0:01
GMMM 0:67	 0:01 0:68	 0:00 0:70	 0:00
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5 Conclusion

In this paper, we introduced a novel model to extract global common, local common,
and distinctive features from a group of datasets. The proposed method can handle
multi datasets of which not only distributions but also structures of dependence are
various. Specifically, to solve the problem of heterogeneous structure, the idea of GLM
was extended into multi-block data learning. Furthermore, we developed a conception
called auxiliary mode. By imposing auxiliary modes, we can automatically recognize
latent features into global common, local common, and distinctive ones. Finally,
numerical results showed the proposed method outperforms conventional methods in
recommendation system.
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Abstract. Anomaly detection has been a typical task in many fields, as well as
spectrum monitoring in wireless communication. In this paper, we apply a
deep-structure autoencoder neural network to spectrum anomaly detection, and
the time-frequency diagram is used as the feature of the learning model. In order
to evaluate the performance of the model, the accuracy of the output is con-
sidered. We compare the performance of both our proposed model and con-
ventional one-layer autoencoder. The results of numerical experiments illustrate
that our model outperforms the one-layer autoencoder based method.

Keywords: Anomaly detection � Spectrum monitoring � Wireless
communication � Autoencoder

1 Introduction

Anomaly detection aims at recognizing behaviors that do not confirm to the expect
behavior, and such behaviors are defined as anomalies [1]. It has been a significant
problem in many kinds of fields and applications such as fraud detection of credit card
[2], intrusion detection of network [3] and many other domains.

People are in demand for information with the development of information tech-
nology. The occurrence of abnormal events is inevitable along with communication
and transmission of information in a wireless communication network. Accordingly,
the problem how to detect anomalies in a wireless communication network should be
addressed, which is of great significance to improve the quality of communication.

Researches on anomaly detection have made a great progress in image processing
and speech recognition. For instance, a multi-scale non-parametric approach was
proposed to detect and localize anomalies in video surveillance [4]. In order to solve
the problem of sub-pixel anomaly detection in hyper-spectral images, a detection
method based on maximum anomaly value was proposed [5]. In [6], Least-squares
probability classifier was applied to non-parametric based model, to solve the anomaly
detection in static and sequential data. A unsupervised approach based on a denoising
autoencoder with bidirectional LSTM recurrent neural networks for automatic acoustic
novelty detection was presented [7]. Later, this model was improved by non-linear
prediction with LSTM recurrent neural networks for acoustic novelty detection and
approached a significant performance [8].
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This paper puts forward a novel purely unsupervised approach for signal anomaly
detection of spectrum in wireless communication based on deep autoencoder. The
signal spectral features are processed by the autoencoder, which acts as a one-class
classifier. Our approach relies on the reconstruction error to judge whether the signal is
anomaly or not. We compare the results of conventional one-layer network with our
proposed two-layers network, and conclude that the performance of proposed
two-layers network is superior than conventional one-layer network.

2 Model of Autoencoder

An autoencoder neural network is a kind of unsupervised learning method that applies
backpropagation algorithm, setting the target outputs to be equal to the inputs. A basic
autoencoder consists of three layers, including input layer, hidden layer and output
layer. It is often used in deep neural networks to find the common representation of the
inputs. In response to an input x 2 Rn, the hidden layer representation h xð Þ is

h xð Þ ¼ f Wm�n
1 xþ b1

� �
;

where f �ð Þ is a non-linear activation function. Generally, we choose a logistic sigmoid
function f xð Þ ¼ 1=ð1þ expð�xÞÞ as the activation function. Wm�n

1 represents the
weight matrix of the hidden layer, and b1 2 Rm denotes the bias vector of the hidden
layer.

The output layer representation h xð Þ, which equals the reconstruction value x
�
is

~x ¼ f ðWn�m
2 h xð Þþ b2Þ;

where Wn�m
2 represents the weight matrix of output layer, b2 2 Rn denotes the bias

vector of output layer.
Thus given the input set x, we have the reconstruction error as

e ¼
X
x2x

kx� x
� k2

In order to get the minimum reconstruction error, stochastic gradient descent
algorithm is used to train the neural network. In this paper, we conduct our experiment
on two kinds of neural network structures, conventional one-layer autoencoder network
and proposed two-layers autoencoder network. The neural networks are developed and
trained through Neural Network Toolbox in MATLAB.

3 Experiment and Results

Our experiment is conducted based on an RTL-SDR device. RTL-SDR is a kind of
DVB-T dongle that can provide a critical component of a cheap SDR (Software
Defined Radio), since the chip allows transferring the raw I/Q samples to the host.

260 Q. Feng et al.



In our experiment, RTL-SDR device is used to collect the real-time data from elec-
tromagnetic environment. The data will be first pre-processed by our system. After that,
the pre-processed data will be used to train and test our model. The process diagram of
our model is shown in Fig. 1, and the specific realization will be illustrate after that.

3.1 Threshold Determination

In order to distinguish anomalies from normal, a threshold is often applied to transform
the reconstruction errors into a binary signal. The selection of the value of threshold is a
trade-off between wrong alarm probability and missing alarm probability. Typically,
the threshold is defined as the median of a sequence of reconstruction errors. With a
coefficient a, the threshold can be written as

b ¼ a � median(e1; e2; . . .; eN),

where fe1; e2; . . .; eNg represents the reconstruction error of different data samples. As
to find a threshold that makes our model have a better performance, an enumeration
method is used in this paper instead of the conventional median approach. The range of
our enumeration is from the maximum reconstruction error of the samples without
anomalies to the minimum reconstruction error of the samples with anomalies.

3.2 Data Pre-process

In order to investigate the frequency of signal at each time point, we will take a
Short-Time Fourier Transform (STFT) method to pre-process the input data samples at
first. STFT is defined as

Xn ejx
� � ¼ X1

m¼�1 xðmÞwðn� mÞe�jxm:

In our experiment, the collected data is pre-processed with 512 points STFTs. The
sampling rate equals 3 M symbols per second, thus, we can get the frequency reso-
lution is about 6 kHz. Futhermore, a Hanning window function is selected as the
window function in our data pre-processing procedure.

STFT
Auto

e

encoder
Threshold

input output

Fig. 1. Procedure of anomaly detection using deep autoencoder network
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3.3 Network Structure

The experiment is conducted in two different structures of neural network, one of
which is conventional one-layer autoencoder network and the other is our proposed
two-layers autoencoder network. The parameters of the network are shown in Tables 1
and 2.

3.4 Model Selection

The selection of hidden size is conducted by cross-validation method. First, we upset
the train data samples and divide them into five segments of equal length. Then we
choose one segment randomly as test data samples and the others as training data
samples to train and test the neural network. The reconstruction error is recorded as
assessment index to choose a better hidden size parameter. In our experiment, the range
of hidden size in first layer is from 5 to 120 while that in second layer is from 5 to 100,
and the step size of hidden size is 10. The figure of contour line is shown in Fig. 2.

3.5 Experimental Procedure

In this paper, Additive White Gaussian Noise (AWGN) is selected as a kind of anomaly
in our experiment.

For the training samples, they are collected from the real electromagnetic envi-
ronment by RTL-SDR device. We allocate the center frequency equals 100 MHz, the
bandwidth equals 3 MHz and the sampling rate equals 3 M symbols per second. The
total number of training samples is 1000.

For the test samples, they can be split into two parts. One part is collected from the
real electromagnetic environment. This part is tagged as “0”, which means normal.

Table 1. Parameters of conventional one-layer network

Parameter Value

Hidden size 20
Max epochs 200
L2Weight regularization 0.004
Sparsity regularization 4
Sparsity proportion 0.15

Table 2. Parameters of proposed two-layers network

Parameter Value of 1st layer Value of 2nd layer

Hidden size 60 60
Max epochs 200 200
L2Weight regularization 0.004 0.0004
Sparsity regularization 4 0.0004
Sparsity proportion 0.15 0.1
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The other part is collected from the real electromagnetic environment but processed
with a 20 dB and a 30 dB signal-to-noise ratio (SNR), respectively. This part is tagged
as “1”, which means anomaly. Both parts are composed of 1000 samples.

The experiment is specifically conducted as follows: First of all, take STFTs to both
the training data and test data. Next, train conventional one-layer autoencoder network
and proposed two-layers autoencoder network separately. For two-layers network, it is
trained as follows: first, use the pre-processed input data samples to train the first layer,
and then apply the features that first layer has learned to train the second layer. The
parameters of the network can be improved according to the reconstruction error using
cross-validation method. After that, use the trained network to test the pre-processed
test data samples, one-layer autoencoder network and two-layers autoencoder sepa-
rately, and calculate the reconstruction error. After that, compare the reconstruction
error with threshold. If the reconstruction error is beyond threshold, tag the test sample
as “1”, otherwise, tag the test sample as “0”. Finally, compare the label of test data with
the output tag, and calculate the accuracy of test samples.

3.6 Experimental Result

We independently run the experiment 10 times and the results we get are shown in
Tables 3 and 4. It can be inferred from the experimental results that when the input
dataset is processed with a lower SNR which equals 20 dB, both conventional
one-layer network and proposed two-layers network can detect the anomalies precisely.
But while there is a higher SNR which equals 30 dB processed with input dataset,
although conventional one-layer network and proposed two-layers network both have

Fig. 2. Contour line of hidden size in neural network. The values of contour lines are magnified
1000 times.
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some wrong predictions to the input. However, the proposed two-layers network
reaches a slightly higher accuracy, about 2 %, compared with a conventional one-layer
network in this case.

4 Conclusion

We propose a deep autoencoder based method for anomaly detection of spectrum in
wireless communication. It relies on the signal spectral features and autoencoder with a
deep structure as a one-class classifier. Then we develop a two-layers autoencoder
neural network and train it using the time-frequency diagram of input signal which is
collected by a RTL-SDR device from the real-time electromagnetic environment.
Moreover, we compare the performance of our model with a conventional one-layer
autoencoder network, and our proposed model outperforms about 2 % in accuracy
when the anomalies are very weak. Future works are intended to use different types of
anomalies, such as random impulse and wideband or narrowband unknown signals.
Moreover, the parameters and structures of deep auto-encoder neural network remain to
be improved.
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Abstract. This paper proposes a modified complex ICA algorithm for blind
source separation and we apply it in the field of communication reconnaissance.
First, Generalized Information Criterion (GIC) and Minimum Description
Length (MDL) are used to estimate source signals number. Second, we propose
a novel complex independent component analysis (Improved TCMN). The
innovation appears in the whitening pre-treatment of TCMN by using the
number estimation result of source signals. Finally, this paper gives an appli-
cation in communication reconnaissance system. Simulation results demonstrate
the effectiveness of the new method.

Keywords: Blind source separation � Complex ICA � Communication
reconnaissance

1 Introduction

Communication reconnaissance focus on separating mixing signals. Traditional com-
munication reconnaissance signal separation methods are to use different signal char-
acteristics in the transform domain, including the time-domain, the frequency-domain,
the code-domain etc. However, those methods require some prior information. Con-
sidering the independence and little-to-no priori information of communication signals,
BSS technologies are attracted attention to deal with mixed signals [1].

The goal of blind source separation (BSS) is to recover unknown sources based
only on their observed mixtures. Applications of BSS can be found in speech signals
[2], image processing [3], teleichumedicine [4] etc. Comparing the number of received
signals ðMÞ and the number of source signals ðNÞ, BSS can be separated into the
well-determined and the over-determined BSS withM�N, and the ill-conditioned case
with M\N, which is called under-determined BSS (UBSS) [5]. Considering mathe-
matical models of BSS according to different mixing processes, manifestations of BSS
cover linear mixing BSS and nonlinear mixing BSS. Several approaches have been
proposed by imposing additional assumptions on the sources. A classical method of
BSS, independent component analysis (ICA), assumes statistically independent sources
[6]. In addition to independence, one of the special properties of sources that can be
used for BSS is sparsity, just as [7]. Another one of the special properties that can be
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employed to perform BSS is the nonnegativity of sources and research is presented in
papers [8, 9].

With the assumption of independence and combine with complex representation of
communication reconnaissance signals, Complex ICA has been introduced to solve
separation problems. Complex ICA has been widely studied [10–16]. Transcendental
Complex Maximization of Non-Gaussianity (TCMN) [12] is proposed by Novey M
and Adali T. This algorithm is proved to be robust for non-Gaussianity. Whitening is an
important pre-treatment of ICA, which greatly reduce computation of algorithm.
Therefore, the paper proposed an improved TCMN by improving whitening. Simula-
tion results demonstrate the promising performance of the improved TCMN compared
to the original TCMN. What’s more, this developed algorithm suppresses noise
interference effectively. After that, we apply this new method into a justifiable com-
munication reconnaissance separation system. We do several experiments and results
show that separation is successful.

2 Research and Application of a Modified Complex ICA

2.1 Source Signals Number Estimation

Covariance of observation data can be used to separate the signals subspace and noise
subspace. If source signals number is known, we get a exact boundary of signal
subspace and noise subspace.

Observation datas are represented as X¼ x1; x2; . . . xNf g and N is observed signals

number. Rx ¼ E XXT
� �¼E X� E Xf gð Þ X� E Xf gð ÞH

n o
is the covariance matrix of

X. We use “k” 1� k�Nð Þ to represent the rank of Rx and use k1� k2� . . .� kk to
represent eigenvalues. “Ns” is the number of signal sampling points. We display two
practical estimation criterias based on information theory. They are Generalized
Information Criterion (GIC) [17] and Minimum Description Length (MDL) [18, 19].

GICðkÞ ¼ �2NsðN � kÞ log qðkÞ þ qkð2N � kÞ ð1Þ

MDLðkÞ ¼ �NsðN � kÞ log qðkÞ þ 1
2
kð2N � kÞ logNs ð2Þ

In which, q from 2 to 6, all the qðkÞ are same, as shown below.

qðkÞ ¼ ðkkþ 1kkþ 2. . .kNÞ
1

ðN�kÞ

1
ðN�kÞ ðkkþ 1þ kkþ 2þ . . .þ kNÞ

ð3Þ

Choosing one of this two criterions, we can estimate source signals number M̂ ¼ k.
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2.2 Whitening Improvement

Eigenvalues of signals subspace which can be used to compute whitening matrix of
ICA algorithm. Classic whitening does not make full use of eigenvalues of noise
subspace. Exploiting eigenvalues of noise subspace to estimate noise variance which
can be used to correct the eigenvalues of signal subspace.

Eigenvalue decomposition of covariance matrix is shown below.

Rx ¼ URUH þr2I ¼ UðRþ r2I)UH ¼ UKUH ð4Þ

K ¼ diagðk1; k2; . . .; kNÞ ¼ diagðr2
1;r

2
2; . . .; r

2
NÞ ð5Þ

r2
i ; ði ¼ 1; 2; . . .;MÞ, is the sequence of eigenvalues of signal subspace, and unitary

matrix is expressed as U ¼ ½u1; u2; . . .; uM ; uMþ 1; . . .; uN �.
Eigenvalues and eigenvectors of signals subspace are

Ks ¼ diagðk1; k2; . . .; kMÞ ¼ diagðr2
1;r

2
2; . . .; r

2
MÞ ð6Þ

Us ¼ ½u1; u2; . . .; uM � ð7Þ

Estimating noise variance

r̂2 ¼ kMþ 1þ . . .þ kN
N �M

ð8Þ

Regularizing K̂s by using r̂2,

K̂s ¼ diagðr2
1 � r̂2;r2

2 � r̂2; . . .; r2M � r̂2Þ ð9Þ

Finally, the improved whitening matrix is presented as

Vs ¼ K̂
�1=2
s UH

s ð10Þ

2.3 Complex ICA

• The Modified TCMN

Objective function of TCMN

JðwÞ ¼ E G wHz
� ��� ��2n o

ð11Þ
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Main nonlinear function GðyÞ and first derivative gðyÞ of TCMN algorithm are
shown in formulas (12) and (13).

G1ðyÞ ¼ a sinhðyÞ; G2ðyÞ ¼ cosðyÞ; G3ðyÞ ¼ y2 ð12Þ

g1ðyÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
y2þ 1

p ; g2ðyÞ ¼ � sinðyÞ; g3ðyÞ ¼ 2y ð13Þ

With the modification of whitening pre-treatment, we propose the modified TCMN
algorithm. Algorithm steps is shown in Table 1.

• Simulation

Giving two source signals 4QAM. First one sampling rate is fs ¼ 500 kHz, carrier
frequency fc ¼ 0 kHz, information rate fb ¼ 20 kbps and the other one sampling rate is
fs ¼ 500 kHz, carrier frequency fc ¼ 0 kHz, information rate fb ¼ 10 kbps. Simulation
point number is 5,000.

We use average crosstalk error PI to evaluate separation performance. The smaller
the value, the better the performance.

PI ¼ 1
nðn� 1Þ

Xn
i¼1

Xn
k¼1

gikj j
maxj gij

�� ��� 1

 !
þ

Xn
k¼1

gkij j
maxj gji

�� ��� 1

 !( )
ð14Þ

Here, G ¼WA is global matrix. When our algorithm can be used to separate
source signals, G tends to be a unit matrix. In fact, when PI is approximately equal to
10�2, the separation performance is great. As shown in Fig. 1, separation performance
of Improved TCMN algorithm is better than TCMN, especially in a low SNR.

Table 1. Improved TCMN algorithm steps

1. Improved whitening pretreatment for observational data x, z ¼ Vx, initializing p = 1 in the
same time.
2. Initializing matrix wp whose normal number is 1.
3. Update and orthogonalize wp

wp  �E G� yð ÞgðyÞxf gþE g yð Þg� yð Þð Þw p

þE xxTf gE G� yð Þg0 yð Þf gw�p
wp ¼ wp �

Pp�1
j¼1

wjwH
j wp;wp ¼ wp

wpk k
4. If wp not convergence, return step 3.
5. p ¼ pþ 1, if p� n (n is the number of source signals), return step 2.

6. y ¼WHx separates source signals, separation matrix W ¼ ½w1;w2; . . .;wn�T
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3 Application of the Modified TCMN

The modified TCMN algorithm is appropriate for communication reconnaissance area.
For example, Received signal of the pilot often subject to interference from other
signals and noise during the flight. Exploiting the improved algorithm to separating
signals and getting what we want.

• Simulation Experiment

For validating the effectiveness of our new algorithm in communication recon-
naissance area. We do experiment that two FM source signals and two received signals.
Signals are overlap whether in the time-domain or frequency-domain. Using our
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Fig. 2. (a) is the time-domain and frequency-domain diagrams of source signals. (b) is the
time-domain and frequency-domain diagrams of mixing signals. (c) is the time-domain and
frequency-domain diagrams of separated signals. (d) is the time-domain waveform of
demodulation without separation. (e) is the time-domain waveform of demodulation with
separation.
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algorithm to estimate mixing matrix and to separate source signals. The modulated
signal of the first FM is a speech signal, sampling rate of modulation signal is
fb ¼ 16 kHz, modulation index mf ¼ 6, sampling rate fs ¼ 500 kHz, and carrier fre-
quency fc ¼ 100 kHz. The second FM’s modulation signal is a sine signal with
fb ¼ 1 kHz, modulation index mf ¼ 6, sampling rate fs ¼ 500 kHz, and carrier fre-
quency fc ¼ 100 kHz. Simulation sampling number is 5,000. As shown in Fig. 2, the
improved TCMN algorithm can be use to separate communication reconnaissance
signals feasibility.

4 Conclusion

This research aims to propose a solution method for separating communication
reconnaissance signals when source signals number is unknown in complicated elec-
tromagnetic environment. In this paper, We improve whitening by using the result of
source signals number estimation that separating signal subspace and noise subspace
accurately and rectify eigenvalues of signal subspace by exploiting noise variance to
inhibit noise. And then, we proposed the modified TCMN algorithm by exploiting
improved whitening. We verify the superiority of the improved TCMN algorithm
compared with TCMN algorithm and the feasibility of the improved TCMN for a
separation application via simulation in communication reconnaissance area.
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Abstract. In this paper, we define the problem of sensor coverage in sparse
mobile ad hoc networks. Previously, the nodes are assumed static or the number
of nodes is large enough to cover the area for the coverage problem in wireless
sensor networks. However, in sparse mobile ad hoc network environments, the
semantics of the coverage problem differ in that the nodes are free to move in the
area and the distance between the nodes should be long enough in order not to
overlap the nodes’ coverage to maximize the total coverage area in the network.
We formulate the sensor coverage problem in sparse mobile ad hoc network
environments.

Keywords: Sensor coverage � Mobile ad hoc network � Wireless sensor
network � Machine to machine

1 Introduction

Wireless sensor networks (WSNs), sometimes called wireless sensor and actuator
networks (WSANs), are spatially distributed autonomous sensors to monitor physical
or environmental conditions, such as temperature, sound, pressure, etc. and to forward
their data via the network [1]. Meanwhile, mobile ad hoc networks (MANETs) have
been one of the most innovative and challenging wireless networking paradigms in the
field [2, 3]. Hence, MANET immediately gained momentum and produced tremendous
research efforts in the mobile network community [4–6].

By taking advantage of WSN and MANET, there are many applications that pro-
jected to have a significant impact into our daily lives such as battlefield surveillance,
environmental monitoring, industrial diagnostics, and precision agriculture [7, 8].
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Among various performance metrics for sensor networks, coverage is one of the most
important ones that reflect how well a sensor field is monitored [9, 10].

The coverage problem is a well-known problem in wireless sensor networks. To
maximize the coverage area, the nodes in the network should cooperate with each
other. Because the sensor nodes have limited capabilities including battery, computing
power, and coverage, each node proactively schedules itself to be in a state either sleep
or wake-up with the assumption of the dense network. Covering the area of the sensor
networks with minimum nodes is considered as an NP-hard problem and various
solutions have been proposed [11–13].

On the other hand, when few nodes exist in the sensor network, it is necessary to
reconsider the sensor coverage problem. With this assumption, when the nodes in the
network are situated at the near location, the coverage problem can be considered the
same as in dense network environments, covering a limited area. Each node in a
MANET, however, is free to move independently in any direction and is capable of
changing its links to other nodes frequently. In this regard, to maximize the coverage,
the nodes in the MANET should move at other locations in order not to overlap the
sensor coverage of other nodes.

In this case, the coverage problem is different from the case that assumes the
network is dense. More specifically, the scheduling such as sleep or wake-up is dis-
missed, while determining nodes’ location and movement is more important to max-
imize the coverage with the nodes in a MANET.

For instance, suppose that there are 50 nodes in the network. When all the 50 nodes
are located at the same location in the area, sensing information of 49 nodes is useless
since this information is duplicated.

Because there is no central authority or coordinator of the network and each node
has knowledge of local information, maximizing the coverage area in sparse MANET
environments is non-trivial task. In such a circumstance, determining moving direc-
tions and distance of a node can be done only by its own decision, and this local
decision is a key factor that affects the global coverage area in the network. How to
realize such local decision that maximizes the coverage area is at the core of our
approach.

2 System Model and Problem Definition

2.1 System Model

The network consists of a collection of n nodes, node1, node2, node3, ���, noden, where
each node is connected to one or several sensors and has network capable components:
a radio transceiver with an antenna, a microcontroller, and an electronic circuit for
interfacing with various sensors. Size and cost constraints on sensor nodes result in
corresponding constraints on resources such as energy, memory, computational speed,
and communications bandwidth. For an energy source, we assume that each node has
an embedded form of energy harvesting (i.e., solar panels). The coverage of the sensors
is equal to each other.
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The topology of the network is an advanced multi-hop wireless mesh network,
where each node maintains a subset of the nodes in the network. The propagation and
aggregation techniques between the hops of the network can be routing. Each node has
no global information of the system and the nodes communicate solely by passing
messages. Message sending and receiving are done in an asynchronous way and all
decisions are made in rounds. In other words, sensor nodes do not follow a common
clock and each node makes its own decision about movement for a period of time
based on its individual clock.

Messages are delivered reliably with finite but arbitrary time delay. The network
can be described as a directed graph, in which vertices represent the nodes and edges
represent unidirectional communication channels. With an assumption of MANET,
each node is free to move independently in any direction within a predefined area.
Sensing and communication are modeled as unit disk graphs (UDGs), with the cor-
responding sensing radius (SR) and communication radius (CR). In the UDG model, a
sensor is able to monitor location of an event if and only if the location is within the SR
of the sensor. Two nodes are communication neighbors if they are within CR distance
from each other and it is assumed that SR � CR.

2.2 Problem Definition

One of the fundamental issues in WSN and MANET is the sensor coverage problem.
Sensor coverage is to deploy a set of sensor nodes in an area of interest for monitoring
and tracking. Sensor nodes are normally densely deployed in the network. To prolong
the network lifetime, sensors should sleep as much as possible. In this case, they should
wake up only when they are really needed. However, when sensor nodes are sparsely
deployed, the problem of sensor coverage is different. We consider a sparse circum-
stance, where

Pn
i¼1 SRnodei � Total Coverage Area.

In such a case, the sensor nodes in the system should be well deployed not to
overlap their SRs to maximize the coverage area, while the network should not be
partitioned (i.e., a sensor node’s CR should be overlap with another node’s CR). This
makes solving the sensor coverage problem in sparse environments more difficult. To
solve this problem, the following conditions should be satisfied: (1) Minimum overlap
of SR, and (2) No network partition.

• min (8i, j 9nodei, nodej [nodei 6¼ nodej : i, j 2 {1 … n} ) SR(nodei) \ SR
(nodej)]) (Minimum overlap of SR)

• 8i, j ¬9nodei, nodej [nodei 6¼ nodej : i, j 2 {1 … n} ) CR(nodei) Ø CR(nodej)]
(No network partition)

3 Our Approach

In this section, we describe our approach for maximizing sensor coverage while sat-
isfying the no network partition requirement. There are three steps: (1) local decision
for neighbor detection, (2) movement decision when it finds a near neighbor, and
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(3) actual node movement in order not to overlap the coverage area with the target
node. When Node A detects Node B, whose coverage area is overlap with its SR, it
calculates the distance between Node A and Node B. Then, Node A makes a decision
of the movement direction and distance.

What makes solving the sensor nodes movement in sparse environments particu-
larly difficult is that each node has no global information of the network and has to
make a decision based solely on its local information. Because each node maintains
partial node information, it is necessary to realize a mechanism that makes a local
decision possible.

For local decisions, there are two different kinds of threads in each node: active and
passive. At each round, an active thread selects a neighbor at random and sends a
message. The active thread then waits for the message from the receiver. Upon
receiving the message from the neighbor, the active thread updates local information
with the received message and its own information. A passive thread waits for mes-
sages sent by active threads and replies to the senders. Afterwards, the passive thread
updates its local information with the received message from the sender accordingly.
The discoverNeighbor() function returns a neighbor identifier and access point (e.g., ip
address) within its CR range and each node maintain its partial node list as it
encounters.

Because of the inherited nature of MANET, that is, each node should perform
self-organization and self-configuring processes continuously and maintain the
neighbor node information at each round based on the current location. The main
purpose of the nearest node discovery is to make the algorithm efficient before each
node performs the movement process. Because maximizing the coverage area is largely
determined by the nearest node in the network, the nearest node discovery step should
be performed with current location information to minimize the overlapping area
between the nodes.

The output of the nearest node discovery algorithm is the nearest node for Nodei.
Obviously, the nearest node discovery algorithm is performed at each round because
the nodes’ locations are continuously changing. For all Nodej in partial node list, it
calculates the distance with Nodej. Because the nodes are distributed in 2-dimensional
geometry, it first calculates difference of x and y locations. Afterwards, it performs dist
() function that returns the square root of the sum of squares of x and y. Then, Nodei
selects the nearest node among nodes in NodeListi and assigns the nearest node.

The simplest way to solve the movement problem is to move at random direction
with random distance. This approach, however, does not satisfy minimum overlap of
SR and no network partition requirements. Hence, we take another approach by con-
sidering SR and CR so that SR(nodei) \ SR(nodej) is minimized while ¬ (CR(nodei) Ø
CR(nodej)) after the movement process is performed.

There are four steps for the node movement algorithm. First, it checks whether the
distance with Nodej is below ThresholdCR. When this is the case, it is necessary to
move to another location in order not to overlap the coverage area with Nodej.
Otherwise, it stays with current location to save energy consumption. Second, if it
determined to move the location, it decides the direction for movement such that the
CR overlapping area is minimized by moving minimum distance. Therefore, Nodei
should move in opposite direction with Nodej. Third, it determines the moving distance

276 J. Lim et al.



based on diffx and diffy. Note that ScaleFactor is used for calculating moving distance
and this parameter can be configured as a system-wide parameter according to SR and
CR. Lastly, based on the determined x and y coordinates, it performs the movement
process and change its location. At the next round, the whole procedures (local deci-
sion, nearest node discovery, and movement algorithm) will be repeated.

4 Performance Evaluation

In this section, we present experimental results that demonstrate the performance of our
presented algorithms. There are 500 nodes in the 2-dimentional MANET relative space
from –1 to 1. We consider the worst-case scenario such that all the 500 nodes are
located at [0, 0] at the beginning. For experimental parameters, ThresholdCR is set to
0.1 and ScaleFactor is set to 0.2. For each round, each node performs nearest node
discovery and movement algorithms

Figure 1 shows the experimental results after 1 round and 20 rounds. As shown in
Fig. 1(a), the nodes are distributed covering about [± 0.3, ± 0.3]. After 20 rounds
(Fig. 1(b)), the nodes are further distributed in the space. Note that the results will be
different when the different values of the experimental parameters (e.g., ThresholdCR,
ScaleFactor) are chosen. In this regards, it is also important to select the optimal values
of the parameters with careful consideration for the number of nodes, SR, CR, etc.
Because we are focusing on validating the algorithms, we leave this as future work.

5 Conclusions

In this paper, we defined the sensor coverage problem in sparse MANET environments
and proposed its solution using one-to-one communication primitives, which is more
efficient in comparison to broadcast primitives. Our proposed approach can be
deployed in wide variety of networks, and system wide parameters such as Thresh-
oldCR and ScaleFactor can be tuned into a particular environment for one’s purpose.
Even in the worst-case scenario, where all the nodes are situated in the same coordi-
nates, our algorithms perform well in terms of the total coverage area of the nodes

(a) After 1 round (b) After 20 rounds

Fig. 1. Experimental results.
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while satisfying the CR ranges for communications. Future work includes employing a
variant of a genetic algorithm to further enhance the performance and distribute the
nodes more evenly.
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Abstract. Telemedicine that reduces the time and spatial restrictions on
healthcare is expected to be broadly activated due to the recent development of
ICT convergence technologies. The VoIP technology is being used for data
transfer in the telemedicine environment. In the IP network that uses the packet
exchange method, however, problems of delay, jitter, and packet loss, among
others, are occurring. Therefore, the condition of the VoIP network was pre-
dicted in this study using a network condition prediction algorithm.
A VoIP-based dynamic jitter buffer control algorithm that addresses transfer
quality problems through dynamic jitter buffer control was proposed.

Keywords: VoIP � Jitter buffer � Prediction of the network condition

1 Introduction

Telemedicine that reduces the time and spatial restrictions on healthcare is expected
to be broadly activated due to the recent development of ICT convergence tech-
nologies [1].

Telemedicine uses VoIP, which is inexpensive in terms of the communication cost,
and is easy to use.

In the current IP network that uses the packet exchange method, however, problems
of delay, packet loss, and packet sequence switch, among others, are occurring [2].

In the wireless network environment, the problems of image and voice interruption,
echoing sound, and image and voice discrepancy occur due to the transfer delay of
VoIP, or packet loss.
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To address these problems, the network condition is optimized through jitter buffer
control, but it is difficult for the existing fixed jitter buffer to respond to the variably
changing wireless network environment.

Therefore, the condition of the wireless network environment was predicted in this
study through a network condition prediction algorithm, and a VoIP-based dynamic
jitter buffer control algorithm that can guarantee the transfer quality through dynamic
buffer control was designed and evaluated.

In Sect. 2 of this paper, the VoIP that is used in telemedicine and an algorithm for
predicting the network condition are analyzed. In Sect. 3, the design of a dynamic jitter
buffer control algorithm for improving the VoIP-based medical information transfer
quality is presented. Finally, in Sect. 4, the study conclusions are drawn.

2 Related Studies

2.1 VoIP(Voice Over Internet Protocol)

VoIP is the technology for exchanging voices or data through the Internet. VoIP uses
the IP network instead of the previous public switched telephone network, and it sends
voice information in the form of discontinuous digital packets [3].

VoIP combines the characteristics of the data network that tries to maintain a
continuous connection and those of the voice communication that occurs sporadically.

It converts the analog signals of the data network voice to digital signals, com-
presses the signals, converts the signals into IP packets, and transfers the packets [4].
Figure 1 shows the communication process of VoIP.

2.2 Jitter Buffer

Jitter buffer is an algorithm for maintaining the optimal balance on packet delay or
packet loss.

If the jitter buffer for removing jitter is too large, the end-to-end delay is increased
as much because the packets stay longer in the buffer [5].

Fig. 1. VoIP communication process
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If the jitter buffer is too small, data loss may occur. Thus, the size of the jitter buffer
must be appropriately determined after checking the network and terminal condition
through a jitter buffer algorithm [6]. Figure 2 shows the structure of the jitter buffer.

2.3 Prediction of the Network Condition

Predicting the network traffic requires periodic models such as the continuous time
analysis model, the neural network method, and the wavelet method.

It requires a long period of time and involves complicated calculations. For
real-time data exchanges including VoIP, however, short-term predictions for such
cases as network traffic monitoring, congestion control, and intrusion detection are
required.

Least mean square is a statistical algorithm that can accept the requirements of
short-term predictions.

It can guarantee less calculations and reliability. Especially, it can be applied in real
time [7, 8].

3 Design of the Dynamic Jitter Buffer Control Algorithm

3.1 Algorithm Overview

The dynamic jitter buffer control algorithm proposed in this study collects the time
delay data of the received packets and predicts the network condition with the collected
time delay data using a prediction algorithm.

Also, it appropriately controls the size of the jitter buffer based on the predicted
network condition information, and improves the transfer quality by addressing the
transfer delay in the VoIP network, or the packet loss problems. Figure 3 is the overall
diagram of the algorithm proposed in this study.

Fig. 2. Jitter buffer structure
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3.2 Dynamic Jitter Buffer Control Algorithm

The dynamic jitter buffer algorithm proposed in this study controls the size of the jitter
buffer by reading the header data, such as the time stamps of the packets, and reflecting
the network delay condition and jitter.

Also, it has the advantage of finding the optimal buffer size compared to the
existing jitter buffer because it calculates the size of the jitter buffer by predicting the
network condition.

Ti;min ¼ Min
j

Tj;net
� � ¼ 1; . . .; i� 1 ð1Þ

Bi�1 ¼ Ti�1 � Ti;min; for i [ 1 ð2Þ

B0
i ¼Bi�1 1þ fð Þ

Bi ¼B
0
i þTi;min þTiþ 1;min

ð3Þ

Jeiþ 1 ¼ avgJi þ bi � varJi ð4Þ

optBi ¼ B0
i þTi;min � Tiþ 1;min þ Jeiþ 1 ð5Þ

Equations 1, 2, 3, 4, and 5 are used in the dynamic jitter buffer algorithm proposed
in this study.

Ti;min in Eq. 1 represents the shortest delay among the network delays of the
packets received up to i-th meaning the fixed delay.

Fig. 3. Algorithm overview
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In Eq. 2, the value obtained by subtracting the fixed delay from the network delay
of the i–1th packet is determined as the size of the jitter buffer, Bi�1, which means the
network variable delay.

In Eq. 3, the f factor is added, and the initial value of bi, B
0
i is derived. The size of

the jitter buffer, Bi, is derived by adding the variable delay to B0
i.

In Eq. 4, the network jitter, Jeiþ 1 , of the packet to be received next is judged using
the average and variance of the network jitter as well as the variance weight.

In Eq. 5, a more optimized buffer size, optBi, is obtained by reflecting the predicted
jitter value of the next packet, Jeiþ 1 , calculated using the network condition prediction
algorithm, in the buffer size, bi, of Eq. 4, which reflects the delay condition.

The error between the predicted jitter value by optBi and the actual jitter value is
obtained.

If there is no error, the buffer size is fixed. If there is an error, the error size is
calculated.

An error bigger than 0 means that the actual network condition traffic is smaller
than the predicted condition; thus, the size of the jitter buffer for the next packet is
reduced.

Fig. 4. Dynamic jitter buffer control algorithm
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An error bigger than 0 means that the network traffic condition is not better than the
predicted condition; thus, the size of the buffer increases. Figure 4 shows the VoIP-
based dynamic jitter buffer control algorithm.

4 Conclusion

The telemedicine business is growing due to the recent development of medical and
wireless network technologies. It not only allows the transmission and receipt of
biological data but also provides video medical treatment between doctors and patients.

Due to such changes in remote medical treatment services, the proportion of
multimedia data, including voice, image, and video, is increasing, which leads more
medical equipment developers for remote medical treatment to use the VoIP technol-
ogy, which is inexpensive in terms of the communication cost and makes it easy to
transfer multimedia data.

The transfer quality of VoIP must be guaranteed for the remote medical treatment
environment, which requires high reliability, but the problems of delay, packet loss,
and packet sequence switch, among others, are occurring in the IP network that uses the
packet exchange method.

Therefore, a VoIP-based jitter buffer control algorithm for guaranteeing the medical
information data transfer quality that addresses transfer quality problems through the
prediction of the VoIP network condition and dynamic jitter buffer control was
designed in this study.
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Abstract. Recently, patch priors based image denoising method has received
much attention in recent years. Expected patch log likelihood (EPLL) is a
popular method with the patch priors for image denoising, which achieves
image noise removal using the Gaussian mixture priors learned by the Gaussian
mixture model (GMM). In this paper, with observation that the student’s-t
distribution has a heavy tail and is robust to noise compared with the GMM, we
attempt to learn image patch priors using the student’s-t mixture model (SMM),
which is an extension of the GMM. Experiment results demonstrate that our
proposed method performs an improvement than the original EPLL.

Keywords: Image denoising � Student’s-t mixture model � Expected patch log
likelihood � Image patch

1 Introduction

Image restoration plays an important role in image processing and has received much
attention recently. Given a corrupted image u0 ¼ Auþ e, where u is the original image,
restoring u from u0 often is an ill-posed inverse problem and various popular methods
have been proposed to solve it.

Generally speaking, there are two classical methods to solve the inverse problem.
First, from the perspective of image regularization, estimating u can be solved by means
of regularization technique [1]. It has been a well-known and effective tool for solving
image inverse problems. Second, from the view of Bayesian statistics, restoring an image
means solving the maximum a posterior (MAP) problem [2]. The traditional Bayesian
method is mainly composed of the prior probability model and the condition probability
model of images. Thus, the key problem of restoring images changes into the learning of
image priors. Learning a better image prior is the essence of image restoration. However,
due to the high dimensionality of images, learning a good prior from the whole image is a
troublesome issue and hard to implement. In order to reduce the computational com-
plexity, patch priors based image denoising method comes into being.
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At present, many image restoration methods based on patch priors have been put
forward, such as Fields of Experts (FoE) based [3], sparse coding approaches based [4],
Expected Patch Log Likelihood (EPLL) based [5], and so on. Among these approaches,
the EPLL model is a general optimization framework based on patch priors for image
restoration, which restores an image using the Gaussian mixture patch priors learned by
Gaussian mixture model (GMM) [6] and is valid and effective for recovering images.
However, the GMM is sensitive to noise and can’t receive satisfying results when the
image is degraded seriously. Recently, the student’s-t mixture model (SMM) [7] has
been widely used in several fields of image processing because of its robustness to
noise. Thus, in this paper, we learn the patch priors by the SMM and then denoise
images by maximizing the expected patch log likelihood.

2 Proposed Method

2.1 Background of Expected Patch Log Likelihood

Expected patch log likelihood (EPLL) is a general optimization framework based on
patch priors for image restoration, which accumulates patch priors in place of the whole
image prior for reducing the computational complexity. Generally, the EPLL is defined
as follows:

EPLLðuÞ ¼ log pðuÞ ¼
X
i

log pðPiuÞ ð1Þ

where Pi denotes an operator for extracting image patch ui from image u at position i.
As mentioned above, the MAP is a classical method for image restoration. Given a

corrupted image u0 ¼ Auþ e, restoring u from u0 by the MAP is equivalent to max-
imize the following equation:

max
u

pðuju0Þ ¼ max
u

log pðu0juÞþ log pðuÞf g
¼ min

u
� log pðu0juÞ � log pðuÞf g

¼ min
u
f� log pðu0juÞ �

X
i

log pðPiuÞg

¼ min
u

� log pðu0juÞ � EPLLðuÞf g

ð2Þ

Thus, the optimization framework for image restoration based on EPLL is pre-
sented as follows:

min
u

k
2

u� u0k k2�
X
i

log pðPiuÞ
( )

ð3Þ
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where k is the regularization parameter. This optimization equation can be solved by
the alternating minimization (AM) algorithm, which introduces a set of auxiliary
variables fzig and changes the cost function in the following form:

min
u;fzig

k
2

u� u0k k2 þ
X
i

b
2

Piu� zik k2
� �

� log pðziÞ
� �( )

ð4Þ

where b is the penalty parameter which often is set to be large enough to ensure that the
solution of (4) is close to that of (3). Then Eq. (4) can be minimized by alternatively
updating zi and u.

2.2 Proposed Method Using Student’s-t Mixture Patch Priors

The traditional EPLL model restores an image using the Gaussian mixture patch priors
learned by the GMM which is sensitive to noise. In this paper, for further enhancing the
robustness of the EPLL model for image denoising, we learn the patch priors using the
SMM. In general, the density function of the SMM on each patch ui extracted from an
image u is defined as:

pðuiÞ ¼
XK
j¼1

pjSðuijHjÞ ð5Þ

where pj is the mixing weights, Hj ¼ flj;Kj; tjg, lj;Kj and tj are the corresponding
mean, precision(inverse covariance matrix) and degree of freedom and K is the number
of mixture components.

Because the SMM assumes that image patch is independent of each other, the joint
conditional density of the image can be written as:

pðuÞ ¼
YN
i¼1

XK
j¼1

pjSðuijHjÞ ð6Þ

From Eq. (6), we learn the patch prior by introducing the EPLL and the image
restoration model is given by:

min
u

k
2

u� u0k k2�
X
i

log pðPiuÞ
( )

ð7Þ

The Eq. (7) can be solve using AM algorithm by introducing a set of auxiliary
variables fzig, updating zi and u alternatively as follows:
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znþ 1
i ¼ zni þDt½kðPiu0 � Piu

nÞ

þ ðtkmax þDÞðPiun � lkmax
ÞKkmax

tkmax þðPiun � lkmax
ÞTKkmaxðPiun � lkmax

Þ�
ð8Þ

unþ 1 ¼ ðkIþ b
X
i

PT
i PiÞ�1 � ðku0 þ b

X
i

PT
i z

n
i Þ ð9Þ

where Dt is the time step, I is the identity matrix.
In summary, our suggested algorithm can be implemented as follows:

Step1. Input corrupted image
0u , model parameters λ and tΔ,β and iteration 

stopping toleranceε ;
Step2. Calculate 1

iz using (8);

Step3. Calculate 1u using (9) with constant regularization parameters λ ;
Step4. Calculate 1+n

iz using (8);

Step5. Pre-estimate image 1+nu using (9)with constant λ ;
Step6. Repeat Steps 4_5 until satisfying stopping criterion

3 Experiment Results and Analysis

In our experiments, in order to learn a better patch prior, we train the SMM with 200
mixture components from a set of 2 � 106 images patches sampled from the Berkeley
Segmentation Database Benchmark (BSDS300). Comparing our proposed method with
the original EPLL, the parameters are set as follows: the image patch size l ¼ 8, the
weighted coefficients k ¼ l2

�
r2, b ¼ 1

�
r2 � ½1 2 4 8 16�; and the noise standard

variance r ¼ 25.
Figure 1 demonstrates the denoised results of the EPLL with Gaussian mixture

priors and student’s-t mixture priors respectively on Test1 image (i.e., No. 40374). The
related quantitative comparison, in terms of peak signal to noise ratio (PSNR), is shown
in Table 1. From the denoised results shown in Fig. 1(c) and (d), we can see that our
proposed method outperforms the original EPLL with Gaussian mixture priors. This is
probably because that our method learns image priors using SMM, which has a good
robustness to noise. In addition, as demonstrated in Table 1, the PSNR value of our
method is higher than the original EPLL. In Fig. 2 we also compare our proposed
method with the original EPLL on Test2 image (i.e., No. 160068). From the Fig. 2(d)
we can find that our proposed method make the denoised result smoother than the
original EPLL.

288 J.W. Zhang et al.



a  b

c d

Fig. 1. Denoising results on Test1 image

Table 1. The PSNR results of different denoising models

Image EPLL Our method

Test1 29.72 29.93
Test2 28.98 29.12

 a b 

c d

Fig. 2. Denoising results on Test2 image
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4 Conclusions

Image denoising method based on patch priors has been a hot issue. Expected patch log
likelihood is a general denoising method based on the Gaussian mixture patch priors. In
this paper, we use the student’s-t mixture model in place of the Gaussian mixture model
to learn patch priors owing to the fact that the SMM has a heavy tail and is more robust
to noise than the GMM. Our proposed method can learn a better patch prior and obtain
more satisfying visual effects in image denoisng, especially when the image is cor-
rupted seriously.

Acknowledgments. This work was supported in part by the NSFC (Grants 61402234 and
61402235) and the PAPD.

References

1. Yang, Z., Jacob, M.: Nonlocal regularization of inverse problems: a unified variational
framework. IEEE Trans. Image Process. 22, 3192–3203 (2013)

2. Chantas, G., Galatsanos, N., Likas, A.: Maximum a posteriori image restoration based on a
new directional continuous edge image Prior. In: IEEE International Conference on Image
Processing, ICIP 2005, vol. 1, pp. I-941–I-944. IEEE (2005)

3. Roth, S., Black, M.J.: Fields of experts. Int. J. Comput. Vis. 82, 205–229 (2009)
4. Dong, W., Zhang, L., Shi, G., et al.: Nonlocally centralized sparse representation for image

restoration, pp. 1620–1630. IEEE Transactions on, Image Processing (2013)
5. Zoran, D., Weiss, Y.: From learning models of natural image patches to whole image

restoration. In: 2011 IEEE International Conference on Computer Vision (ICCV), pp. 479–
486. IEEE (2011)

6. Nguyen, T.M., Wu, Q.M.J.: Gaussian-mixture-model-based spatial neighborhood relation-
ships for pixel labeling problem. IEEE Trans. Syst. Man Cybern. Part B Cybern. 42, 193–202
(2012)

7. Zhang, H., Wu, Q.M., Nguyen, T.M., et al.: Synthetic aperture radar image segmentation by
modified student’s t-mixture model. IEEE Trans. Geosci. Remote Sens. 52, 4391–4403
(2014)

290 J.W. Zhang et al.



Regularization Parameter Selection
for Gaussian Mixture Model Based Image

Denoising Method

J.W. Zhang1(&), J. Liu1, Y.H. Zheng2, and J. Wang2

1 College of Math and Statistic, Nanjing University of Information Science
and Technology, Nanjing 210044, China

zhangjw@nuist.edu.cn
2 CICAEET, College of Computer and Software, Nanjing University
of Information Science and Technology, Nanjing 210044, China

Abstract. Regularization parameter selection for image denoising has always
been a hot issue. In this paper, an adaptive regularization parameter selection
method is exploited for the Gaussian Mixture Model (GMM) based image
restoration by combining the gradient matching and the local entropy of the
image, which varies with different regions of the image and has a good
robustness to noise. Experiment results demonstrate that our proposed adaptive
regularization parameter for GMM based image restoration method performs
comparatively well, both in visual effects and quantitative evaluations.

Keywords: Image denoising � Gaussian mixture model � Image prior �
Adaptive regularization parameter

1 Introduction

In recent years, the digital image has been widely used in our daily life. However,
during the acquiring process, it is inevitably corrupted by the degraded factors, mainly
including the precision in measurements of sensors, motion blur, lens aberration.
Therefore, in order to obtain the high quality images, there has been a growing
attention in image denoising techniques.

In the past decades, a great variety of image recovery methods have been presented,
such as the regularization methods based [1], the image sparse representation based [2],
the mixture models learning based [3], and so on. Among them, the mixture models
learning based, particularly the Gaussian Mixture Model (GMM) [3] learning based
image restoration method has proven its effectiveness and achieved good results.

Recently, regularization parameter selection has received much attention, which has
a great effect on preserving more details of image when denoising. At present,
numerous methods for regularization parameter selection have been put forward,
including the discrepancy principle based [4], the residual image statistics (RIS) based
[5], the L-curve and gradient based [6, 7]. In this paper, we focus on the image gradient
based regularization parameter selection problem for GMM based image restoration
model. Unfortunately, the image gradient is sensitive to noise and can’t acquire
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satisfying results when the image is corrupted seriously. By observing that the local
entropy of image has a good robustness to noise, we attempt to construct a new
adaptive regularization parameter using image gradient matching and the local entropy
of image. Moreover, we analyze the relationship between the regularization parameters
of the data-fidelity term and gradient-fidelity term, and propose a novel regularization
parameter scheme for GMM based image restoration method for preserving more
small-scale textures and details of images.

2 Proposed Method

2.1 GMM Based Image Recovery Model

Given an image u with N pixels, let uiði ¼ 1; 2; . . .;NÞ denote an image patch with the
size of

ffiffiffi
L

p � ffiffiffi
L

p
, obtained by ui ¼ Riu, where Ri denotes an operator for extracting

image patch ui from image u at position i. The joint conditional density of the image is
given by:

pðuÞ ¼
YN
i¼1

XK
j¼1

pjNðuijlj;RjÞ ð1Þ

where pj is the mixing weights, K is the number of mixture components, lj and Rj are
the corresponding mean and covariance matrix.

Then we learn the patch priors using (1) by introducing the EPLL, and the opti-
mization is presented as follows:

min
u

k
2 u� u0k k2�EPLLðuÞ

n o

¼ min
u

k
2 u� u0k k2�P

i
log pðRiuÞ

� � ð2Þ

where k is the regularization parameter.

2.2 Proposed Method with Adaptive Regularization Parameter

Regularization parameter plays an important role in image restoration. As explained in
[6, 7], an adaptive regularization parameter for the fidelity term is valid for preserving
fine structures of images. In this paper, so as to acquire more satisfying denoised
results, a novel Gaussian mixture model based image denoising method with adaptive
data-fidelity term and gradient-fidelity term is presented as follows:

min
kðx; yÞ

2
u� u0k k2 þ aðx; yÞ

2
ru�rðGr � u0Þk k2�

X
i

log pðRiuÞ
( )

ð3Þ
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wherer denotes the image gradient, Gr is a Gaussian filter operator, the second term is
the gradient fidelity term, k and a are the weight coefficients and can be chosen as a
function of the gradient and local entropy of corrupted image in the following form:

aðx; yÞ ¼ 1

1þðjruj � f ðEðx; yÞ=k0ÞgðjrujÞ

kðx; yÞ ¼ kð1� aðx; yÞÞ
ð4Þ

where k is a given constant, k0 is a threshold value, gðjrujÞ is designed by:

gðjrujÞ ¼ 2þ k1
1þðjruj=k0Þ2

ð5Þ

where k1 is also a threshold value, when ru is large, gðjrujÞ ! 2, when ru ! 0,
gðjrujÞ ! 2þ k1, Eðx; yÞ is the local entropy of image and f ðEðx; yÞÞ is defined as
follows:

f ðEðx; yÞÞ ¼ 1þ Eðx; yÞ �minðEðx; yÞÞ
maxðEðx; yÞÞ �minðEðx; yÞÞM ð6Þ

where M is the maximum of image gradient norm.
The regularization parameters vary with different regions of the image. kðx; yÞ is set

to be small in the smooth regions of image, while aðx; yÞ is large so as to remove much
noise while guarantee the similarity between the restored image and the corrupted one.
At the edge of image, aðx; yÞ is small but kðx; yÞ is large, for preserving more edges of
the image. Meanwhile, the given k can help balance the regularization parameters
kðx; yÞ and aðx; yÞ, and make them have proper values in different regions of the image
for preserving more details of image while smoothing noises.

Here, we employ the Half Quadratic Splitting algorithm to solve (3). The Eq. (3) is
equivalently transformed into the following function by introducing a set of auxiliary
variables fzig as follows:

min
u;fzig

kðx; yÞ
2

u� u0k k2 þ aðx; yÞ
2

ru�rðGr � u0Þk k2

þ
X
i

fb
2
ðR Ru� zik k2Þ� log pðziÞg

8>><
>>:

9>>=
>>;

ð7Þ

where b is the penalty parameter.
For solving (7), at first, we choose the most likely Gaussian mixing weight jmax for

each patch Riu, then Eq. (7) is minimized by alternatively updating zi and u:

znþ 1
i ¼ ðRjmax þ

1
b
IÞ�1 � ðRiu

nRjmax þ
1
b
ljmax

IÞ ð8Þ
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unþ 1 ¼ un þDt½kðx; yÞðu0 � unÞ �
X
i

bRT
i ðRiu

n � zni Þ

þ aðx; yÞðunxx þ unyyÞ � aðx; yÞðGr � ðu0xx þ u0yyÞÞ�
ð9Þ

Where I is the identity matrix, Dt is the time step, ljmax
and Rjmax are the corre-

sponding mean and covariance matrix with the mixing weight jmax.
In summary, our suggested algorithm can be implemented as follows:

3 Implementation and Experiment Results

In our experiments, the GMM with 200 mixture components is learned from a set of
2� 106 images patches sampled from the Berkeley Segmentation Database Benchmark
(BSDS300). All the images used in our experiments are generated by Gaussian noise
with zero mean and standard variance r ¼ 25. We compare our proposed method with
the original EPLL and the EPLL coupling gradient fidelity term with fixed regular-
ization parameters. The parameters in our proposed method are as follows: the image
patch size

ffiffiffi
L

p ¼ 8, the noise standard variance r ¼ 25, the weighted coefficients
b ¼ 1=r2 � ½1 4 8 16�, the size of local entropy of the image is set as 3� 3, the
constant k0 ¼ 1=r2, k1 ¼ 7 and k ¼ L=2r2.

Figure 1 demonstrates the denoised results of the original EPLL and our proposed
method with adaptive k; a on Test1 image (i.e., No. 3096). The related quantitative
comparison, in terms of peak signal to noise ratio (PSNR) and signal to noise ratio
(SNR), are shown in Table 1. The Fig. 1(a) and (b) are respectively the original image
and noisy image. The Fig. 1(c) shows that the denoised result obtained by the original
EPLL, and we can see that some regions of the image are not smooth. In contrast, the
Fig. 1(d) acquired by our method achieves a better result. This is probably due to the
fact that our proposed method incorporates the gradient fidelity term with the EPLL,
which can help preserve more details of image and make the degraded image smoother
during the denoising procedure.

Figure 2 demonstrates the denoised results of our proposed method and the com-
parison with the EPLL with fixed k; a on Barbara image. The corresponding PSNR and
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SNR are shown in Table 2. We enlarge the right shoulder of denoised result and put it
on the right of image. From the result in Fig. 2(c) we can see that some small-scale
textures of the image are not clear, while the result of our proposed method in Fig. 2(d)
preserve more textures. This is probably on account of the fact that the parameters k; a
of our proposed method vary with different regions of the image. They can change their
values automatically according to the image information and help preserve more fine
structures in image. Therefore, by comparing, our proposed adaptive method outper-
forms the EPLL with a fixed k; a both in PSNR and SNR.

a b

c d

Fig. 1. Denoising results on Test1 image

Table 1. The PSNR and SNR results of different denoising models

Test1 EPLL EPLL + our adaptive k; a

PSNR 36.09 36.88
SNR 16.14 16.94

Table 2. The PSNR and SNR results of different denoising models

Barbara EPLL + fixed k; a EPLL + our adaptive k; a

PSNR 27.78 27.95
SNR 13.94 14.12
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4 Conclusions

The GMM based image denoising method has received much attention in recent years.
In this paper, we devote to the research of the regularization parameter selection for the
GMM based image denoising model. We construct an adaptive regularization
parameter coupling the local entropy of the image, which varies with different regions
of the image and is robust to noise. Our proposed method achieves a satisfying
denoised result and shows a clear improvement compared with the original EPLL
algorithm in image denoising.

Acknowledgments. This work was supported in part by the NSFC (Grants 61402234 and
61402235) and the PAPD.

References

1. Wen, Y.W., Chan, R.H.: Parameter selection for total-variation-based image restoration using
discrepancy principle. IEEE Trans. Image Process. 21, 1770–1781 (2012)

2. Peleg, T., Eldar, Y.C., Elad, M.: Exploiting statistical dependencies in sparse representations
for signal recovery[J]. IEEE Trans. Signal Process. 60, 2286–2303 (2012)

3. Zoran, D., Weiss, Y.: From learning models of natural image patches to whole image
restoration. In: 2011 IEEE International Conference on Computer Vision (ICCV), pp. 479–
486. IEEE (2011)

a b

c d

Fig. 2. Denoising results on Barbara image

296 J.W. Zhang et al.



4. Wen, Y.W., Chan, R.H.: Parameter selection for total-variation-based image restoration using
discrepancy principle. IEEE Trans. Image Process. 21, 1770–1781 (2012)

5. Gilboa, G., Sochen, N., Zeevi, Y.Y.: Variational denoising of partly textured images by
spatially varying constraints. IEEE Trans. Image Process. 15, 2281–2289 (2006)

6. Yuan, Q., Zhang, L., Shen, H., et al.: Adaptive multiple-frame image super-resolution based
on U-curve. IEEE Trans. Image Process. 19, 3157–3170 (2010)

7. Xie, C.C., Hu, X.L.: On a spatially varied gradient fidelity term in PDE based image
denoising. In: 2010 3rd International Congress on Image and Signal Processing (CISP), vol.
2, pp. 835–838. IEEE (2010)

Regularization Parameter Selection for Gaussian Mixture Model 297



Restoration Method for Satellite Image Based
on Content-Aware Reciprocal Cell Pool

Yuhui Zheng1(&), Xiaozhou Zhou1, Tong Li2, and Jin Wang1

1 CICAEET, College of Computer and Software, Nanjing University
of Information Science and Technology, Nanjing 210044, China

zhang_yuhui@nuist.edu.cn
2 School of Engineering Science, University of Chinese Academy of Sciences,

Beijing 100049, China

Abstract. The challenge for the VHR satellite image restoration is how to cope
with the simultaneous deblurring and denoising problem. Although the adaptive
reciprocal cell (AR-cell) can be used to suppress noise in image restoration, it is
an isotropic linear filter. In this letter, we analyze the AR-cell model, and then a
piecewise linear version is developed to adapt to different similar image struc-
tures, giving rise to an AR-cell bank. Lastly, based on the bank, a group-wise
regularization model is introduced for image restoration. Experimental results
demonstrate the promising performance of the proposed method.

Keywords: Image restoration � Variational method � Adaptive reciprocal cell

1 Introduction

Traditional satellite image is unavoidably corrupted by blur, noise and aliasing. Thanks
to the Time Delay Integration (TDI)-CCD, the modern satellite imaging system can
capture image with low level noise, so that its modulation transfer function
(MTF) value at Nyquist frequency can be greatly reduced, resulting in almost no
aliasing in observed image. Thus, joint deblurring and denoising is one of the urgent
VHR satellite image processing issues.

Normally, image restoration is an ill-posed inverse problem [1]. It amounts to
estimate an original image X from a measurement:

Y ¼ DC H Xð Þð Þþ g ð1Þ

Where Y stands for a degraded image, DC is referred to as a sampling operator on a
regular sampling grid C, H denotes the point spread function whose Fourier transform is
related to MTF, and g is referred to as the additive Gaussian noise with zero mean and
variance r2. For achieving high quality VHR satellite image, it is natural to address the
problem with advanced nonlinear regularization techniques, which can regularize
unstable solutions. During the past several decades many kinds of image restoration
methods have been proposed [2–9], such as image smoothness based [4, 5], nonlocal
similarity based [6, 7], sparse representation based [8–10], etc. Although recent nonlocal
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and sparse representation methods [8, 10] can produce relatively good restored results,
and some artifacts in resulting images influence their practical applications. No fake
image texture is the first requirement of the following satellite image analysis task. By
contrast, smoothness prior based methods are still appealing with smooth solutions.

Generally, image smoothness modeling utilizes gradient related priors [4, 5].
Various methods to date were proposed to characterize some gradient statistic distri-
butions. Among them, variational regularization method is one of the most represen-
tative methods, which can be formulated into a minimization problem as:

min
~X

u rXk kð Þþ k
2

Y � H Xð Þk k ð2Þ

Where r is the gradient operator, k[ 0 is a regularization parameter setting the
tradeoff between the two terms, and u is the Euclidean norm of gradient vector rX.
When u sð Þ ¼ s, Eq. (2) is the famous total variation(TV) model [11]. Though this type
of method can preserve discontinuities, it is often sensitive to noise in recovering
image. In addition, the traditional method is hard to generate satisfying results, due to
the assumption of smooth solution.

However, since the VHR satellite image has low level noise, this fact could be
opening a door again for the traditional variational method [4, 5]. Moreover, gradient
information matching based models [12–14] recently have obtained better results in
image denoising. Intuitively, if the prior information could be introduced into the
classical variational restoration method, we would achieve better results. But it is also
well known that image gradient information is also highly sensitive to noise. In this
paper, we will show that jointing our proposed AR-cell bank and gradient information
matching based variational model can overcome the above problems and produce
satisfying result for the VHR satellite images.

2 AR-Cell Model

The concept of reciprocal cell comes from the Fourier transform of sampling operatorDC:

F DC� � ¼ D�j jDC� ð3Þ

where F denotes the discrete Fourier transform, C� is a dual grid (when an image is
sampled on a grid C, its Fourier transform is periodic with respect to the grid C�), and
D� denotes the reciprocal cell which is a tile of dual gird C�. In order to measure the
effective resolution of satellite imaging system, taking into account noise level, sam-
pling model, and the MTF, Almansa et al. [15] proposed an AR-cell model:

D� a; bð Þ ¼ n : a nð Þ\s1 and b nð Þ\s2f g ð4Þ

Where n denotes frequency, a nð Þ expresses the relative aliasing, b nð Þ represents the
relative noise, s1 and s2 are the thresholds. The AR-cell model can be regarded as a
regularizer to analyze spectrum image, producing an area called AR-cell.

Restoration Method for Satellite Image 299



3 Proposed Methods

3.1 AR-Cell Bank

Due to almost no aliasing in the VHR satellite image, here we assume that the VHR
satellite imaging system meets the sampling theorem, thus the support of its spectrum
image is completely included in D� and Eq. (4) can be rewritten as:

D� bð Þ ¼ n : b nð Þ\sf g ð5Þ

Equation (5) picks frequency n whose corresponding Fourier coefficient is useful.
The relative noise [15] was defined as:

b2 nð Þ ¼ E ~g nð Þj j2
� �.

E M~X nð Þ�� ��2� �
ð6Þ

Where ~g is referred to as the noise spectrum, ~X expresses the original spectrum
image, M denotes the MTF, and E �ð Þ is the expectation operator. Computation of the
expected value in Eq. (6) depends on accurate noise and original image models.
Normally, the noise is supposed to be the Gaussian white noise, but the ideal spectrum
image model (hereafter called image model) is unknown.

By taking the empirical image expected values for a large set of natural images,
Almansa et al. [15] suggested that the function nj j�p, could be taken as the image
model. Hence, Eq. (4) can be clearly written as:

D� bð Þ ¼ n : r nj jp=M nð Þð Þ\sf g ð7Þ

In Eq. (6), the relative noise b nð Þ is proportional to the distance nj j from the origin.
So it is not difficult to speculate that the AR-cell yielded by Eq. (7) is perfectly round,
and could be used as a low pass filter to suppress noise in recovering image. The
relative noise [15] was defined as:

b2 nð Þ ¼ E ~g nð Þj j2
� �.

E M~X nð Þ�� ��2� �
ð8Þ

The point here is that the above mentioned universal image model implies that the
decay rates of Fourier coefficients in different orientations are the same. In other words,
the corresponding filter is isotropic, bringing about over-smoothing result. In practice,
VHR satellite image contains abundant texture information so that its Fourier coeffi-
cients often concentrate on some orientations with high absolute values. In addition, the
image also includes large similar spatial structures. But the previous AR-cell model
doesn’t represent the self-similarity well because of the linear Fourier transform of the
whole image. Naturally, piecewise linear AR-cell models could be more rational to
adapt to different similar image structures, generating an AR-cell bank.
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3.2 AR-Cell Bank Based Restoration Framework

Given the above analysis, we propose a new restoration method. Firstly, an approxi-
mation of the image X, denoted by I, is estimated; Then, we group similar image
patches in the estimation I together by clustering; Sequentially, the content-aware
AR-cell models are obtained by taking the empirical image expected values for each
similar group, giving rise to the AR-cell bank; Lastly, based on the bank, we achieve
restored image by using a new restoration model.

To estimate the image X, we utilize the traditional AR-cell to extract the effective
spectrum image from the corrupted spectrum image ~Y , and then utilize the Wiener filter
to deblur the selected spectrum image and obtain the image I. The key observation
under the approach is that when noise spectrum is suppressed by the AR-cell to some
extent, then we have ~Y � M � ~X. Thus deblurring operation can be directly carried out.
Although the estimation I is a restored image, it is an intermediate result. Nonetheless,
compared with the universal image model, the estimation is closer to the original
image, so that we can employ it to calculate the AR-cell bank.

After that, similar groups are identified by means of image patches matching:

dist i; jð Þ ¼ Pi Ið Þ � Pj Ið Þ�� ��
2 ð9Þ

where Pi Ið Þ denotes extracting the i th image patch of size
ffiffiffi
n

p � ffiffiffi
n

p
from the image I

in lexicographic order. In our method, once a patch is selected into a certain similar set,
it will be deleted from the patch pool for avoiding inconformity. As a result, we have K
groups: Skf g; k 2 1;K½ � and each group records the positions of the similar patches.
Then, we take the empirical image expected values for each similar group and further
compute each piecewise AR-cell model by using Eqs. (5) and (6).

In restoration, we begin by selecting image patches from the degraded image Y
according to the similar sets Skf g. For the sake of simplicity, let f and u denote the l th
image patch in the k th similar group of image Y and X, respectively, i.e.
f ¼ Yk

l ; u ¼ Xk
l . Then, we can use the variational regularization to reconstruct image

patches. As gradient information matching [12–14] recently has drawn great attention
in image denoising, inspired by the works, we introduce the gradient-fitting term into
the TV model and propose an AR-cell bank based group-wise restoration model as:

Min
u

ruk kþ k
2

Pr f � Huð Þk kþ a
2

Pr rf �r Huð Þð Þk k ð10Þ

Where a[ 0 is the regularization parameter, and Pr denotes projecting image patch
into the area of the corresponding AR-cell. The model consists of three terms: the
regularization term, data-fitting term, and gradient-fitting term. Since the last two terms
in Eq. (10) are both built in the Fourier domain, we utilize the Fast Fourier Transform
(FFT) based splitting technology [5] to recover each patch, group by group. Lastly, we
aggregate all the reconstructed patches to form a final whole image by averaging. Note
that when the third term in Eq. (10) is canceled, we will obtain another restoration
model, i.e. AR-cell bank based TV model (ARTV). The model will be evaluated in
experiments.
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4 Experimental Results and Analysis

In experiments, in order to explore the performance of the added gradient-fitting term,
we compare our method with the ARTV method. Moreover, we also compare the two
methods with three representative restoration methods, including the TV [5],
IDD-BM3D [7], and NCSR restoration method [10]. All the comparisons are per-
formed under Windows7 and MATLAB v8.0. The source codes of the methods were
offered by the authors and four test images (Test 1, 2, 3, 4) shown in Fig. 1 are used.
The sizes of test images are all 400 � 400. Note that the first two test images are
piecewise smooth while the other twos contain more textures. To verify the perfor-
mance of image restoration, we firstly blur the test images with a known. Then in view
of the high SNR characteristics of the VHR satellite imaging system, low level
Gaussian noise with standard deviation r ¼ 5 is respectively added into the blurred
images. The degraded images are shown in Fig. 2. We use the PSNR to evaluate the
quality of the restored images.

In our method, all the test images are divided into 9 � 9 patches (n ¼ 81) with 8
pixels patch overlapping. During the iteration of our variational model, the settings of
the parameters k and b are set according to the suggestion in [5]. The initial value of b
is set to 4, and the terminal value to 220. k is set to 0:05

	
max r2; 10�12ð Þ. The value of

parameter a is set slightly smaller than that of the parameter k to avoid producing false
textures. Here we set a ¼ 0:85k.

Figure 2 shows the restoration results by the five methods. The TV method puts
large penalty on high gradient information in order to avoid amplifying noise and
obtain acceptable image as possible as it can, which results in over-smoothed result.
We can see that the edge structure in the restored image by the ARTV is clearer than
that in the result image by the traditional TV method. This is due to that the piecewise
linear AR-cell models can adapt to different image contents and capture more beneficial
Fourier coefficients so that improve the restored result. Compared with the ARTV,

Fig. 1. The test images. From left to right and top to bottom: images Test1, 2, 3, and 4.
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the recovering image by our method is clearer and more natural. One reasonable
explanation is that the gradient fitting term has a capability of preserving high fre-
quency information. From an overall perspective, the three methods, i.e. the
IDD-BM3D, the NCSR and our method, yield comparatively good images in vision.
By observing these images carefully, especially the cars in the streets, we can see that
our method can produce slightly better result. Furthermore, Fig. 4 proves the recov-
ering ability of our method. In Fig. 3, we show the average deviations between the
original image and the restored images in Fig. 2. Our method gains the smallest
average deviation among the five methods.

Table 1 shows that the methods IDD-BM3D and NCSR are highly effective in
recovering the texture images, such as the images Test3 and Test4. In Table 1, the
average (Avg.) PSNR value of our method is the highest among the five methods.
Compared with the state of the art method NCSR, although our method shows a slight
advantage in the Avg. PSNR, we can see in Table 2 that our method is on average
about 7.5 min (Min.) faster than the NCSR. Our method is more cost-effective. The
implement of the IDD-BM3D were by hybrid programming with C language and
Matlab, and the other four methods were purely programed with Matlab. In the cause of
fairness, we only listed the time consumptions of the other four methods in Table 2.
Actually, the IDD-BM3D is also high time consuming [7]. Note that performance
comes at a cost of time.

Fig. 2. The performance comparison on the image Test1. From left to right and top to bottom:
degraded image (r ¼ 5), and restored images by the methods TV, ARTV, IDD-BM3D, NCSR
and Our method.
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5 Conclusions

We present a new restoration method by jointing the proposed piecewise linear AR-cell
models and a generalization of total variation model coupled with gradient fitting term.
The piecewise AR-cell models can adapt to different image structures, yielding the
AR-cell bank, which can effectively suppress the noise while extracting useful spec-
trum information. In addition, the high frequency preservation ability of the gradient

Fig. 3. The comparison of the Average Deviations (A.D.) between the original image and the
restored images. TV (A.D. = 10.56), ARTV (A.D. = 7.504), IDD-BM3D (A.D. = 7.107), NCSR
(A.D. = 6.980), our method (A.D. = 6.566).

Table 1. Comparison of the SNR (dB) of the five methods

Degraded image Test1 Test3 Test4 Avg.
18.12 21.20 21.32 19.67

TV 19.67 22.08 22.11 20.72
ARTV 21.95 23.81 23.94 22.82
IDD-BM3D 22.50 24.22 24.36 23.27
NCSR 22.56 24.26 24.38 23.32
Our method 22.67 24.20 24.35 23.35

Table 2. Comparison of the time consumption (Min.)

Methods Test1 Test2 Test3 Test4 Avg.

TV 0.033 0.035 0.027 0.025 0.030
ARTV 4.024 4.302 3.615 3.422 3.841
NCSR 12.85 13.42 10.63 9.437 11.58
Our method 4.253 4.528 3.869 3.736 4.097

304 Y. Zheng et al.



fitting term can further improve the performance of our method. Experimental results
prove the effectiveness of our new method.
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Abstract. The mixture models based structured sparse representation
(MM-SSR) method has received much attention in recent years. Especially, the
student’s-t mixture model based structured sparse representation (SMM-SSR)
has been widely used due to the fact that it has a heavy tail and is robust to noise.
In this paper, for further enhancing the performance of SMM-SSR, we attempt
to incorporate the gradient fidelity term with the student’s-t mixture model for
image denoising. Experiment results show that our proposed method outper-
forms the traditional SMM-SSR method.

Keywords: Image denoising � Student’s-t mixture model � Structured sparse
representation � Gradient fidelity term

1 Introduction

Image restoration has received much attention in recent years. Generally, restoring an
image often is an ill-posed inverse problem, which can be solved by regularization
method that is closely related to the image prior modeling. Image priors based image
restoration methods have always been a hot issue.

In the past decades, many popular image priors have been presented, such as the
gradient based [1], the non-local self-similarity based [2], the sparsity based [3], and so
on. Among them, the sparsity prior [3] supposes that image patches can be sparsely
represented by a redundant dictionary and it is effective in recovering a wide variety of
images. However, the traditional sparse representation method [4] assumes that the
atoms in dictionary are independent of each other and the structure information
between the atoms is not taken into consideration. In order to achieve more satisfying
denoised results, at present, many people have devoted to the research on the corre-
lation among the dictionary atoms and propose a number of structured sparse repre-
sentation methods, mainly including the nonlocal self-similarity based [2], the group or
block-sparsity based [4], and the mixture models based [5, 6]. Thereinto, the mixture
models based, especially the student’s-t mixture model [7] based structured sparse
representation (SMM-SSR) method has been widely used due to the fact that stu-
dent’s-t distribution has heavy tails and a good robustness to noise. Therefore, in this
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paper, we focus on the student’s-t mixture model (SMM) based structured sparse
representation method for image restoration.

Lately, the gradient information of image has been successfully introduced into a
number of models, such as the TV model, the pixel-level MAP-estimation model and
non-local sparse representation model and so on. The gradient information of image is
valid to help preserve more small-scale textures and details of image. What’s more,
image gradient has the advantage of acquiring more fine structures of images when
denoising. Inspired by the observation, we couple the gradient fidelity term [8] with the
SMM-SSR to improve the image restoration performance during the noise removal.

2 Proposed Method

2.1 Expected Patch Log Likelihood Based on SMM

Student’s-t mixture model (SMM) has been widely used for learning image patch priors
owing to the fact that the Student’s-t distribution has a heavy tail and is robust to the
outliers. Let ui; ði ¼ 1; 2; . . .;NÞ, with dimension D, denote an image patch extracted
from an image u, SMM supposes that each patch ui is independent of each other and
the density of an image patch ui is given by:

pðuiÞ ¼
XK
j¼1

pjSðuijHjÞ ð1Þ

where pj is the mixing weights, K is the number of mixture components,
Hj ¼ flj;Kj; tjg, lj;Kj and tj are the corresponding mean, precision (inverse covari-
ance matrix) and degree of freedom, the Student’s-t distribution SðuijHjÞ is defined as:

SðuijHjÞ ¼ Cðtj=2þD=2ÞjKjj1=2
Cðtj=2ÞðtjpÞD=2

� 1þ ðui � ljÞTKjðui � ljÞ
tj

 !�ðtj þDÞ=2
ð2Þ

where Cð�Þ is the Gamma function.
Due to the independence of each patch, the joint conditional density of the image

can be modeled as:

pðuÞ ¼
YN
i¼1

XK
j¼1

pjSðuijHjÞ ð3Þ

The Student’s-t mixture model can be represented as an infinite Gaussians mixture
models and be solved by the Expected Maximum (EM).

Then, the image restoration model based on the expected patch log likelihood
(EPLL) is presented as follows:

Student’s-t Mixture Model Based Image Denoising Method with GFT 307



min
u

k
2

u� u0k k2�EPLLðuÞ
� �

¼min
u

k
2

u� u0k k2�
X
i

log pðPiuÞ
( ) ð4Þ

where Pi denotes an operator which extracts the i-th patch from image u, k is the
regularization parameter which controls the data fidelity term of the image restoration
model.

2.2 Proposed Method with Gradient Fidelity Term

The image gradient has a great effect on preserving fine structures of images when
denoising. Motivated by this, we present a novel Student’s-t mixture model based
image restoration method coupling gradient fidelity term as follows:

min
u

k
2

u� u0k k2 þ a
2

ru�rðGr � u0Þk k2�
X
i

log pðPiuÞ
( )

ð5Þ

where Gr is a Gaussian filter operator, r denotes the image gradient, k and a are the
parameters that control the weights of each term.

Here, the alternating minimization (AM) algorithm is used to solve the Eq. (5),
which converts the optimization into the following form by introducing a set of aux-
iliary variables fzig:

min
u;fzig

k
2

u� u0k k2 þ a
2

ru�rðGr � u0Þk k2

þ
X
i

fb
2
ð Piu� zik k2Þ� log pðziÞg

8>><
>>:

9>>=
>>; ð6Þ

where b is the penalty parameter with a large value to ensure that the solution of (6) is
close to that of (5). For solving (6), we choose the component which has the highest
conditional mixing weight kmax for each patch piu:

kmax ¼ max
k

pðkjPiuÞ
¼ max

k
pðPiujkÞpðPiuÞ

¼ max
k

log pðPiujkÞþ log pðPiuÞf g
ð7Þ

Correspondingly, the image patch Piu has the mean lkmax
; tkmax and precision Kkmax .

Then, Eq. (6) is minimized by alternatively updating zi and u:
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znþ 1
i ¼ zni þDt½kðPiu0 � Piu

nÞ

þ ðtkmax þDÞðPiun � lkmax
ÞKkmax

tkmax þðPiun � lkmax
ÞTKkmaxðPiun � lkmax

Þ�
ð8Þ

unþ 1 ¼ un þDt½kðu0 � unÞ �
X
i

bPT
i ðPiu

n � zni Þ

þ aðunxx þ unyyÞ � aðGr � ðu0xx þ u0yyÞÞ�
ð9Þ

where Dt is the time step.
In summary, our suggested algorithm can be implemented as follows:

3 Implementation and Experiment Results

In experiments, we learn the SMM with 200 mixture components from a set of 2� 106

images patches sampled from the Berkeley Segmentation Database Benchmark
(BSDS300). All the images used in our experiments come from the test database of
BSDS300 and are generated by Gaussian noise with zero mean and standard variance
r ¼ 25. To evaluate the performance of our proposed method, we compare our pro-
posed method with the original EPLL, the parameters in our proposed method are set as
follows: the image patch size l ¼ 8, the weighted coefficients b ¼ 1=r2 � ½1 4 8 16�,
k ¼ l2=2r2, a ¼ 1=r2, and the noise standard variance r ¼ 25:

Figure 1 displays the denoised results of the EPLL and our proposed method on
Test1 image (i.e., No.3063). The related quantitative comparison, in terms of peak
signal to noise ratio (PSNR), is shown in Table 1. From the denoised results shown in
Figs. 1(c) and (d), we can see that our proposed method outperforms the original EPLL
and make the image smoother. This is because that our method learns image priors
using SMM, which has heavy tails and is robust to noise. In addition, we incorporates
the gradient fidelity term with the EPLL, which can help preserve more details of image
and make the degraded image smoother when denoising. Besides, as demonstrated in
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Fig. 1. Denoising results on Test1 image

a b

c d

Fig. 2. Denoising results on Test2 image
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Table 1, the PSNR value of our method is higher than the original EPLL. In Fig. 2 we
also compare our proposed method with the original EPLL on Test2 image (i.e.,
No.70011). From the Fig. 2(d) we can find that our proposed method can better pre-
serve the edges and small-scale details of the image. Therefore, by comparison, our
proposed method can obtain visually satisfying results and performs better in PSNR.

4 Conclusions

Recently, the mixture models based structured sparse representation (MM-SSR)
methods have been popular in image denoising. In this paper, we focus on the research
of SMM based image denoising method, which is valid for learning better patch priors.
In addition, we couple the image gradient with the SMM-SSR for the sake of pre-
serving more small-scale textures and details during the noise removal. Our proposed
method shows a great improvement in peak signal to noise values and achieves more
satisfying denoised results.
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Abstract. In the wake of the development in science and technology, consumer
or user has produced a large quantity of the information source, whether it is the
mobile terminals or the client terminals. When face with such enormous data
volume, some people discover the value of the data information for data mining.
There are others who initiate be afraid to their privacy information learned or
obtained by adversary during data propagation. On top of this, more and more
people have undergone threaten of sensitive information loss exactly. Some of
them, not only damnify the reputation, but also lose the benefit. Now the
challenge is how to balance the security of data and the validity of it. Recently, a
large amount of classification algorithms have been applied to process the data
to protect data privacy and practicability, such as decision tree, Bayesian net-
works, support vector machine. In this paper, we overview the learning classi-
fication algorithms for privacy preserving in data mining, then make some
description with the methods, function, performance evaluation.

Keywords: Data mining � Classification algorithms � Privacy-preserving

1 Introduction

Data mining [1] gets a lot of attention like dig data in recent years. In addition, the
application of data mining is more and more widely. It is applied to the field for
instance medical treatment, financial sector and stock market. Using data mining may
obtain unexpected ponderable results. The user or miner of data may analyze the
potential value from the original data source in an even better fashion. Before mining
the data, first of all is to preprocess the data which covers data collection, data inte-
gration, data reduction, data cleaning and data transformation. The next steps are
included in data mining, pattern evaluation and data visualization. The procedure of
data mining indicates that the importance of data preprocess, it can be shown as Fig. 1.

Privacy preserving in data mining is a concern to the researcher [2], therefore,
improving the technology of the data privacy preserving is the top priority. Moreover,
data mining will deal with various types of data like credit card information, identity
information and medical history information, which are sensitive information. The
sensitive information within the data is likely to bring about someone superfluous
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endanger. Thus, it should guard the privacy of data in the data mining process. So far,
numerous techniques have been applied to the privacy preserving in data mining for
classification, clustering, regression [4]. Each one is referred to a number of different
classification algorithms in data mining, but classification algorithms play a great role
in preserving privacy in data mining.

Classification [1, 3, 4] is a critical technology for privacy-preserving in data min-
ing. Thus, the miners maybe pay more attention to guard the crucial privacy of the
owner in the period of classification. Classification is widely used in data classification
and predictive information, which implements classifier by learning. Furthermore, the
classifier handle the input data through the objective function and then output the
classification data, it can be shown as Fig. 2.

Fig. 1. Data mining steps

Fig. 2. Classifier model
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The paper is made up as follows: In Sect. 2, we review some concepts of support
vector machine, making some comparison with different support vector machine as
well as analyzing some researches in recent years. In Sect. 3, we demonstrate the
definition of Bayesian Classification and protract a flowchart. In Sect. 4, the neural
networks will be introduced with the simple notion and model graph. In Sect. 5, we
narrate the decision tree for some general knowledge. Finally, a conclusion of this
paper is discussed in Sect. 6.

2 Support Vector Machine

2.1 Background Knowledge

Support vector machine is abbreviated as SVM [1], the rest of the writing will use its
abbreviation SVM. The SVM is a foremost learning algorithm in machine learning and
data mining, which is a supervised learning algorithm [4]. It is popular and high
efficiency classification technology applied to many different domains. Furthermore,
the SVM is generally used in solving the discrete, high dimensional data and dimen-
sionality suffering during preserving the privacy of information.

The SVM is similar to many other training algorithms with selecting the data to be
processed before implement classification [5]. The processed data is divided into two
parts, one of them is used in training data set and the other is applied to testing data set.
The first step is training and the second step is testing through searching a Maximal
Margin Hyperplane (MMH) [6]. The first step: the classifier trains the training data
repeatedly that has been marked to acquire the classification parameters. The second
step: the classifier tests the testing data set according to the training classification
corresponding to the correct class. Besides, the SVM is mainly divided into two
segments, the one is liner SVM, the other one is nonlinear SVM, which are used in
frequently.

The liner SVM is also called Maximal Margin Classifiers (MMC) [6], then the liner
decision boundary and MMC margin will be introduced.

(1) The liner decision boundary can be described with the equation:

y ¼ w � xþ b ð1Þ

w; b of the Eq. (1) are the parameters of model.

(2) The MMC margin is on behalf of the distance of two decision boundary [6],
Firstly, assuming two decision boundary are as follows:

L1 : y ¼ w � xþ b1
L2 : y ¼ w � xþ b2
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The MMC margin can be computed with the equation as follows:

marðL1; L2Þ ¼ �b1 þ b2j jffiffiffiffiffiffiffiffiffiffiffiffiffi
w2 þ 1

p ð2Þ

The nonlinear SVM [5, 6] is a method to use SVM in the nonlinear decision
boundary, it can change the original coordinate spaces X into a new coordinate space
uðXÞ and then using the liner decision boundary to realize partition data set easily.
The SVM works with the visual graph as shown in Fig. 3.

2.2 Performance Depiction

Many fields are applying the SVM to achieve classification or prediction during pre-
serving privacy. In [5], Rahulamathavan and Phan presented a Client-Server
Privacy-Preserving SVM protocol for two-class and multi-class problems through
encrypted format for client and the homomorphic encryption properties for server. The
protocol is based on a semi-honest models and the information is protected by Paillier
homomorphic encryption. In [7], Zhu et al. proposed eDiag framework, the online
predictive diagnosis exploits nonlinear SVM with Gaussian kernel, which embeds the
random masking technique for user terminal and the polynomial aggregation technique
for service provider. In addition, Rahulamathavan and Veluru raised a clinical decision
support system by using Gaussian kernel-based classification in [8], the conventional
Gaussian kernel-based SVM algorithm is an encrypted-domain algorithm, which is
redesigned by using the Paillier homomorphic encryption technique. Sun et al. in [9]
formulated a privacy-preserving proximal SVM classification through making use of a
global random reduced kernel composed of local reduced kernels with Gaussian per-
turbations. The employment of formulation yields classification more simple, fast and
accurate and improves the performance immensely.

Fig. 3. SVM visualization graph
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We compare the performance from different point of view for the SVM, which
adopted diverse technique. Table 1 makes a comparison on the basic of the method for
the state-of-the-art researches. Table 2 distinguishes the function of the techniques
attached to disparate area. Table 3 draws a description with various performance
evaluations for different papers.

3 Bayesian Classification

3.1 Background Knowledge

Bayesian Classification is another algorithm in classification, which is commonly
applied to achieve text classification, predictive diagnosis and many other applications.
Bayesian classification can greatly deal with the attribute set and class variable relation

Table 1. The SVM methods

Methods Types
Multi-Class
SVM [5]

Nonlinear SVM
[7]

SVM
[8]

Proximal SVM
[9]

Gaussian Kernel — √ √ √

Homomorphic
encryption

√ √ √ —

Polynomial
aggregation

√ √ √ —

Random masking — √ — —

Table 2. The implement function

Rahulamathavan et al. [5] Data classification, privacy preserving
Zhu et al. [7] Privacy preserving, predictive diagnosis
Rahulamathavan et al. [8] Medical forecast, decision support
Sun et al. [9] More accurate classification

Table 3. Performance evaluation

Types Performance
Accuracy
evaluations

Computation
time

Computation
cost

Communication
cost

Multi-Class
SVM [5]

√ — √ √

Nonlinear SVM
[7]

√ √ √ √

SVM [8] √ — √ √

Proximal SVM
[9]

√ √ √ —
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modeling [6], which is a method in statistics, a kind of probability as well as statistics
knowledge classification algorithm. Bayesian classification can divided into two por-
tions to exposit with training and testing. Moreover, the Bayesian theorem is applied
which is a conditional probability about A and B. In the period of training, learning the
posterior probability P (B/A) aims at the ensemble learning of A and B. Then the
Bayesian tests the testing records. We can explain the posterior probability as the
following equation.

PðB=AÞ ¼ PðA=BÞPðBÞ
PðAÞ ð3Þ

The P(B/A) represents the computation of posterior probability, P(A/B) is the
meaning of class-conditional probability, P(B) is the prior probability, P(A) is the
testimony.

(1) Naive Bayesian Classification is on account of Bayesian theorem and simple
probability classifier but highly effective [11]. The process of Naive Bayesian
Classification can be learned as shown in Fig. 4.

(2) Bayesian Network expresses a probability relationship between random variable
by using figure [4, 6]. Bayesian Network is mainly consisted of directed acyclic
graphs (DAG) and homologous probability tables. In [10], the researchers made
use of incremental Bayesian Network to preserve the multi-sided sensitive data as
well as presented a privacy-preserving protocol. Bayesian Network also is a
learning model, which needs to train the data set and then test data set by con-
structing each time a block of new training data. Updating the existing sufficient
statistics of the network structure and then creating a new structure. Next, the
probability table of each node could also be computed. The procedure to organize a
model of Bayesian Network included as follows, the first step is selecting a related
variable set, a variable sequence and assuming the variables are A1, A2,…, An,

Fig. 4. Naive Bayesian classification
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the second step is adding the Ai vertex to the network and set Parent(Ai) to be a
minimum subset of A1,…, Ai − 1, such that we have conditional independence of
Ai and all other members of A1,…, Ai − 1 given Parents(Ai), the last step is
defining the probability table of P(Ai = k/Masks of Parent(Ai)) [10].

A summary will be done about Bayesian Network. The Bayesian Network provides
a method to use figure model to capture priori-knowledge and when we build the
network successfully is easy to append novel variable which is suitable for to handle
half-baked data and has more robust to excessive matching issue.

4 Neural Networks

The thought of neural networks roots in the nerve cells in the organizational structure of
human beings is constituted with vast but simple nerve cells and then shaping complex
network systems. The neural network also is a highly complicated nonlinear system
and applied to classification and prediction for preserving the privacy diffusely in data
mining [4]. It is a mathematical model that disposes the distributed parallel information
through regulating the conterminous relation of interior massive knots.

4.1 Feed Forward Neural Network

Feed forward neural network is the type of neural network that can be divided into
three proportions such as input layer, hidden layer and output layer [4]. Feed forward

Fig. 5. Feed forward neural network

318 S. Ji et al.



neural network contains some frequently-used models like perceptron model, back
propagation model and radial basis function pattern. Further understanding can be
described as Fig. 5.

(1) Perceptron model is ordinary and haploid neural network, mostly applied to
pattern classification.

(2) Back propagation (BP) is a multilayer neural network and employs a back
propagation to adjust weights. In [12], the authors utilize BP neural network with
cloud computing through encrypting the party’s private data to bring about pre-
serving the privacy.

(3) Radial basis function (RBF), the hidden layer of RBF is consisted of RBF neuron.

4.2 Feedback Neural Network

Feedback Neural Network is also known as recurrent neural network, the initial status
of it is decided by input signal and then reaching equilibrium state under a series of
changing condition. The Hopfield neural network is extensive but uncomplicated and
easy to coming true associative memory.

4.3 Fuzzy Neural Network

Fuzzy neural network is the vinculum of neural network and fuzzy theory, which can
conduct many gradations such as memory, learning, recognition and processing infor-
mation. There are two manners to comprehend the network. First is a neural network that
leads into fuzzy operation and the second is a neural network that is strengthened by the
fuzzy logic which achieves the fuzzy system by exploiting neural network architecture.
This will enhance interpretability and flexibility of intrinsic network.

5 Decision Tree

5.1 Basic Knowledge

Decision tree is an oversimplified and proverbial tree structure, each internal node
indicates the property test, each branch represents the testing output and each leaf node
expresses a category [6]. Decision tree is a type of supervised learning that presets a set
of samples, each sample has property and category which is determined in advance, and
then receives a classifier by learning. The classifier can make the accurate classification
for the new input target [4]. Decision tree is structured by training data, which can
classify the unknown data efficiently that has some advantages. Then the first one is fine
readability and descriptiveness, which contributes to manual analysis, the user need not
to comprehend the background knowledge. The second one is high efficiency, which has
no use for preparing data or is simple. The decision tree model can build only one time
and then employs repeatedly. There are also some disadvantages of decision tree.
Firstly, it is more difficult to forecast the continuous data. Secondly, it needs more
pretreatment for time sequence data. The decision tree model is shown in Fig. 6.
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5.2 Main Algorithms

(1) Hunt algorithm, it divides the data into subsets by training the records and then
establishes decision tree. Assuming that the At the training records set of t and
B = {b1, b2,…, bn} is class label. If all records of the At belong to Bt, the t is a
leaf node and represents by bt. If not, selecting a attribute testing condition and
dividing the records into subsets, founding child nodes for each output and
carving up the records of At according to the testing results to child nodes.

(2) Iterative dichotomiser 3 (ID3), it is a greedy algorithm and commonly used in
structure a decision tree. It chooses the descent speed of information entropy as
the standard to test attributes.

(3) C4.5, it is the extension of ID3 and more efficient. In [13], Behera proposed a
method that based on the C4.5 Gini index for conducting distributed data to
preserve the multiparty privacy. The different performances of classification
algorithms for UCLA Liver Dataset are compared in [14], the results can be
known with Table 4 as follows.

Fig. 6. Decision tree model

Table 4. Performances of classification algorithms

Classification algorithms Accuracy Sensitivity

ID3 59.6 56.3
C4.5 68.6 53.1
BP 71.5 57.24
SVM 58.2 68.9
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6 Conclusion

Classification is an important technology in data mining. The properties of the clas-
sification in data mining include accuracy evaluations, computation time, computation
cost and communication cost. The most significant property of the classification is to
improve the accuracy and enhance the privacy-preserving in data mining. In this paper,
we elaborated the classification algorithms for preserving privacy in data mining.
Moreover,we analyzed SVM, Bayesian Classification, neural network and decision tree
for different capability. Furthermore, some relevant procedures and comparison dia-
grams have been described in detail.
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Abstract. Cloud computing is a technology which is developed from the dis-
tributed computing. The cloud server provider gathers the redundant storage and
computing resource to realize the goal of providing scalable computing resources
to consumers. The infrastructures of the cloud computing are virtualized and they
can be considered infinite. Therefore, the user side does not need to consider the
local storage and computing resource. However, the cloud services are provided
by the third party. As a general rule, the user who stores the data in the cloud is
not safe. The security of the data is really concerned by the user. In other words,
the cloud is interested in the data. We proposed a scheme that can support cloud
user’s identity authentication, which is based on the group signature. From the
security analysis, our scheme can resist some possible attacks.

Keywords: Cloud computing � Security � Identity authentication � Group
signature

1 Introduction

Cloud computing is originally developed from distributed computing, it is not a cen-
tralized system which has many interconnected computers or servers [1, 2]. Cloud
computing offers hardware and software as services which can access data remotely over
the internet and it is defined as a large-scale distributed computing paradigm [3, 4].

Due to the concentration of many distributed redundant resources, cloud technol-
ogy is a thriving tool, which arouses interests of the research fellows and industry
domains. A cloud services provider is responsible for providing real time services such
as storing the data, giving application and processing the data for consumers. All of the
cloud consumers’ data or files were remotely outsourced to the cloud servers, these
storing data or files can be accessed by the consumers via the internet [5–7]. The
consumers can enjoy the cloud services and they will pay for it based on the demand.
Hence, ensuring only legal users to access the data is very important in cloud security.

However the cloud is semi-trust because the commercial cloud provider’s goal is
profit maximization and reduces the computing resource to the users as much as possible
[8]. The cloud can collude with the illegal users to access the data [9], thus, the cloud is
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necessary to verify the user and the legal users need to check the accessing servers are
the authorized servers, which can avoid the risk of sensitive information leakage.

In recent researches, there are many papers proposed some schemes to solve the
security problems in the cloud. In the cloud there are many users’ storage data, thus, it
is necessary to guarantee that only the data owner and the authorized users can retrieve
the data. In order to ensure the privacy of the consumers as well as protect the sensitive
data, the data will be outsourced to the cloud in an encrypted form. Moreover, only the
privileged users have unrestricted access to user data. Hence, developing a suitable
access control scheme is very important. In [10–14] many access control studies have
been presented to satisfy the goal of access control in cloud. Using cloud service can
decrease the cost of local hardware, software and power consumption. Storing user
side’s data in the cloud can decrease the local storage burden, especially with the
popularity of the portable cloud terminal devices in the future. After data are stored in
cloud, or outsourced to the cloud, the data owner don’t possess the physical copy of the
data. However, the cloud server is semi-trusted and its main goal is to gain benefits,
while we can’t assure the data we stored is tampered or not. And no matter cloud
storage is security or not, most users are always uneasy when they lose their local copy.
As a matter of fact, the completeness and correctness of the data that outsourced in
cloud is under threat indeed. The threat may result from many aspects, such as the
dishonesty of cloud service provider, security vulnerabilities of the cloud server, and so
on. Hence, the auditing protocols is needed and in recent cloud security researches
there already has many auditing schemes [15–19]. In cloud application a main method
to protect the sensitive data is to encrypt data, and then outsource the ciphertext into the
cloud sever. When outsource the encrypted data to the cloud, an urgent problem must
be faced how to retrieve the encrypted data. Generally the ciphertext cannot provide
retrieval semantic and statistical properties, therefore, retrieving the ciphertext is a
difficult problem, and the traditional ciphertext retrieval methods cannot fully meet the
encrypted cloud data retrieval. The recent main researches on encrypted cloud data
search schemes are mainly concentrated on keyword search [20–25].

The direct solution of resisting the data leakage of the cloud is the identity
authentication of the consumers. The significant scheme to ensure only the authorized
users are able to access the cloud server is that the system can support users authen-
tication. In [26] and in [27] the identity-based authentication schemes are proposed
respectively. However, the scheme in [26] is easy to modify the message in trans-
mission process by the adversary and the scheme in [27] is not secure because an
attacker may be authenticated successfully with no possession of the password.
Therefore, these authentication schemes are not suitable for the cloud environment. In
[28] a novel improved user authentication is proposed and the user authentication that
can be used in the multi-server circumstances in [29] is proposed. These two authen-
tication schemes can be used in cloud computing. However, the computational cost of
them is high.

Due to the amount of the consumers being very large in a cloud, the authorization
and authentication are very hard. The main contributions of this scheme can be sum-
marized as follows:
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(1) We define a framework to satisfy the cloud authorization and authentication. This
framework can support multi-user online identity authentication at the same time.

(2) In order to meet the real cloud environment requirements, our scheme can support
dynamic operations, which means the users can join or leave the system at any
time.

(3) Due to the features of the technology we adopted, our scheme can resist the
impersonating attack. Moreover, our scheme is robust as well as safer than the
traditional scheme.

The paper is consisted of following sections. The related works are described in
Sect. 2, and some necessary techniques are introduced in Sect. 3. Section 4 introduces
the system model and some security definitions. The processes of this scheme are
described in Sect. 5, Sect. 6 provided security analysis, followed by a conclusion in
Sect. 7.

2 Related Work

2.1 Authentication Scheme

In [26] an identity-based authentication protocol is introduced. It is based on exclusive
or and hash operations, thus, it costs less computation resources. It is consisted of
registration phase and bidirectional authentication phase.

2.2 Authentication in Cloud

In [29] Yang et al. proposed an authentication protocol which can be used in
multi-server cloud circumstances. This scheme consumes less computation costs. This
scheme includes registration phase and bidirectional authentication phase.

3 Preliminaries

3.1 Bilinear Maps

Let G1 and G2 denote the multiplicative groups of prime order p. The bilinear mapbe : G1 �G2 ! GT . We assume G1 2 G1, G2 2 G2 and 8a; b 2 Z
�
p, it may satisfy the

properties as follows:

(1) Bilinear: beðGa1;Gb2Þ ¼ beðG1;G2Þab.
(2) Non-degenerate: beðG1;G2Þ 6¼ 1.
(3) Computable: beðG1;G2Þ can be efficiently computed by an algorithm.
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3.2 Complexity Assumptions

The Decision Diffie-Hellman (DDH) Problem: ðG1;G2;beÞ can be described like fol-
lows. Giving the random G 2 G1 and Ga, Gb, Gc for some a; b; c 2 Z

�
p, computing

beðG1;G2Þabc 2 G2.
The q-Strong Diffie-Hellman (SDH) Problem: G1 and G2 are two multiplicative

groups of prime order p, the G1 and h1 are generators of G1 and G2 respectively. The

q-SDH problem is to compute a pair ðG1=ðcþ xÞ
1 ; xÞ for a given (q + 3)-tuple ðG1;Gc1; � �

�;Gcq1 ; h1; hc1Þ where c is randomly generated from Z
�
p. We consider that the q-SDH

assumption defines that the adversary A solving the q-SDH problem with negligible
advantage.

4 System Model and Security Definitions

4.1 System Model

We designed a cloud system, this system can support common cloud applications and
services. The users can join this system to enjoy the system services. The Fig. 1 shows
the system model.

Fig. 1. System model
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Cloud server can provide the services to the members, such as storage and
computation. It is managed by the cloud server provider, the members cannot take part
in the management.

Group manager will help the joining members to register in this system. The
group manager as a manager of this system, the services of the cloud is purchased by
group manager and it possess the authority to delete and permit the members.

Group members are users in the cloud system, they can enjoy the cloud services,
but they can be revoked by the group manager.

4.2 Security Definitions

Cloud server is managed by a cloud server provider, store the data but it is not fully
trusted.

Group manager is the administrator of this system. It is fully trusted, but others
want attack it to gain some security parameters.

Group members are the users who want to join this system, and they are pass the
authentication phase. They are not honest, they can collude with the adversaries.

5 The Proposed Scheme

5.1 Overview

In order to improve the system’s security, we design a authentication scheme which is
based on the group signature to implement the authentication operation. This scheme
includes members’ registration and identity authentication. The identity authentication
mechanism is transplanted from the group signature scheme [30]. Moreover, there are
only one group manager in the group which is responsible for managing the members
and ensuring the scheme’s security.

5.2 Construction Initialization

Our scheme includes members’ identity authentication and group data sharing. The
construction is based on the bilinear map. Let G, G1, G2 are randomly generated from
G1 and h1 is randomly generated from G2. A random parameter h Z

�
p and hh ¼ h1.

The group manager needs two private keys k1 2 Z
�
p, k2 2 Z

�
p, which are used to

re-encrypt the keywords.

5.3 Cloud User Registration

When user is looking forward to joining in the group, it will be regarded as a joining
member. Firstly, the joining member sends the JoinRequest to the group manager GM.
When the GM receives the JoinRequest, it will randomly generate r1, a and then
compute A ¼ ar1 . After this operation it will send the parameter a to the joining

Exploiting Group Signature to Implement User Authentication 327



member. We assume the number of the user is ki, it will generate ki as its secret key sk
and compute aki as its public key pk. Then it will send sk and pk to the GM. The GM
will compute P ¼ Hða; pk;AÞ and s ¼ r1þ ki � P mod pð Þ. After above operation the
member i send (JoinRequest, i) to the GM, the GM receives the request and then
calculates P

0 ¼ Hða; pk; as � pk�PÞ. The group manager will check whether P ¼ P
0
, if it

is true, the group manager will search whether there is REG½i� in the REG list. If there is
no REG½i� in the list, the group manager will generate x; y Z

�
p and then calculate

B ¼ ðG1 � G2 � a�skÞ1=hþ x. At last the group manager will add REG½i� ¼
ði;Gy;B; x; y; pkÞ to the REG list. If in the list there exists REG½i�, the group manager

will locate the REG½i� and extract x,y, then the group manager computes B ¼
ðG1 � G2 � pk�1Þ1=hþ x like aforementioned operation. At last the group manager will
update the REG½i� in the list.

5.4 Cloud User Authentication

There are many users in the cloud data sharing system, we cannot guarantee every user
without any malice. In order to improve the security of this scheme, if the user wants to
join the group, the group manager will check whether the member has been authorized.
If the following Eq. 1 is true, it is mean that the member is an authorized user,
otherwise, the group manager will reject the user to join the group, it means this user
cannot access the cloud.

be Bð ; hh � hx1
�
¼ be G1 � G�y2 � a�sk

�
; h1Þ ð1Þ

When REG list exist this member, the left formula will be calculated:

beðB; hh � hx1Þ
¼ beððG1 � G�y2 � pk�1Þ1=hþ x; hh � hx1Þ
¼ beðG1 � G�y2 � a�ki ; hh1 � hx1Þ1=hþ x

¼ beðG1 � G�y2 � a�ki ; h1Þ

ð2Þ

When this member cannot find in REG list, the left formula will be calculated:

beðB; hh � hx1Þ
¼ beððG1 � G�y2 � a�skÞ1=hþ x; hh � hx1Þ
¼ beðG1 � G�y2 � a�ki ; hh1 � hx1Þ

1=hþ x

¼ beðG1 � G�y2 � a�ki ; h1Þ

ð3Þ
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6 Security Analysis

Theorem 1: Our system can support the impersonating attack resistance.

In this scheme’s registration phase, the joining member needs to send a JoinRequest to
the group manager, the request must be admitted by the group manager and then this
member can be registered successfully. Moreover, the different member’s secret key sk
is different. In scheme’s registration phase the group manager randomly generates two
parameters ru and a, which can increase the security of the registration. Through an
equation in the authentication phase, the system can guarantee that the member is
authorized or not. Therefore, the scheme’s identity authentication shows it can resist
the impersonating attack.

Theorem 2: Our system is safer than other systems. (The other systems are performed
by hash and XOR operations).

Our system is based on the bilinear map to implement the authentication, through the
complexity assumptions, in mathematics the problem is hard to solve. Hence, our
system is difficult to break.

7 Conclusions

We design an authentication scheme that can be used in the cloud user’s identity
authentication. The security analysis indicates that our system is security. Note that our
scheme can support the dynamic group. This proposed scheme is very versatile and can
be used in a number of real cloud applications. We believe that our scheme can be used
in many cloud applications in real world.
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Abstract. The applications of Internet of Things (IoT) permeate to every walk
of life due to the development of cheap and efficient electronic components and
the increasingly ubiquitous network. Thus it is possible to apply the IoT tech-
nologies into agriculture commencing an automated farming method. This paper
proposes an IoT framework that can be used to assist in traditional agricultural
planting. It integrates two major functions including environment data sensing
by a wide variety of sensors and environment factors control with some
mechanics driven by intelligent circuits. For example, soil moisture can be
monitored and controlled by turning on/off sprinkling irrigation equipment when
monitored factors are out of a certain range. In addition, this framework is
realized at low cost and easy to deploy. A light-weight data encryption trans-
mission solution based on SSL at the TCP/IP layer is designed to ensure the
security of data transmission. A practical testbed based on Ali-Cloud is estab-
lished to carry huge load of communication and data from an actual deployed
agricultural IoT application.

Keywords: Internet of Things � Agricultural automation � Communication
security � Sensor network

1 Introduction

Sensing environment data and automatic controlling related devices like irrigation
equipment, greenhouse shutter according to a particular program automatically is an
efficient way to help farmers to monitor and manage their plantings. The IoT frame-
work of agricultural automation which this paper proposed gives an effective method to
make this vision become a reality.

In general, the framework is composed with two parts. One is the part of hardware
and another is interface. The hardware’s major tasks are sensing and collecting the
environment data or other related data to upload the remote server and controlling the
related control mechanical equipment according the command download from the
server. In order to save costs, the hardware is only responsible for the data collecting
and data transmission. And they should be designed to be simple, cheap and well
protected for they are usually deployed in a relatively harsh environment like fields
where the humidity is too high to the electronic equipment. The interface has much
more tasks like receiving the data from hardware which includes decrypting and
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decompressing the data, analyzing and determining whether the data is in accordance
with the requirements of the preset and feeding back the commands to the hardware in
the fields to take some actions to affect the environment in order to meet the preset
value. We think the communication security between the hardware and the remote
server is a very important and necessary issue to be considered. At the same time, the
huge amount of communication traffic has become concern. As far as possible to
reduce the amount of data each communication and saving the communication costs,
the data which we transmit should be short as far as possible. So the data that the
framework transmits is compressed before encrypting.

In addition, we have applied the framework into an actual project which we call it
greenhouse environment data collecting and controlling system (GEDCCS). This
project is designed for a greenhouse to monitor its air temperature, air humidity and soil
moisture for all day. When the observed values from the sensors are out of the preset
threshold ranges, the related controlling devices will do some actions. For example,
when the air temperature sensors sense the air temperature lower than the preset air
temperature threshold range, the system will control the greenhouse shutter and make it
open to let the sun shine in order to increase the greenhouse’s temperature to reach the
preset value. Besides this, users, the farmers, can set the relevant threshold range
according to which kind of crop plants planted in the greenhouse from web dashboard
or mobile apps. And then, the greenhouse will keep its air temperature, air humidity
and soil moisture in a relatively stable range automatically which greatly reduced the
need for human intervention when the amount of greenhouses is too large. At the same
time, the users can be clear at a glance of the greenhouses’ different environment data
which can help the users to make decisions.

2 Challenges and Issues

Because the sensor node equipment of the proposed framework will be deployed in the
fields in a large amount, it should be designed to be low cost and easy to use. And the
server needs to be able to receive the data from so many sensor nodes at the same time.
How to storage so much data is also a hard question to be solved. Last but not least, the
security issues will always be an inevitable problem in the Internet of Things.

Low Coat. It is unworthy that to deploy too expensive devices in the fields in a large
scale. The agricultural planting’s value density is relatively low and the planting area is
usually huge. So the hardware which deployed in the fields should be as cheap as
possible and has little consumption of the fields’ profit. In the greenhouse project
mentioned above, each sensor node we developed only costs less than 30$ in hardware.
It is just a combination of several modules, which are air temperature sensor, air
humidity sensor, soil moisture sensor and SIM card communication module.

Easy to Use. Users are usually farmers who are not professional in electronic engi-
neering. It is important to make the sensor node to be deployed easily and quickly
without too much maintenance in later use.
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High Performance for High Concurrency and Large Data Volume. It is obviously
that the amount of the communication traffic is huge. We can assume that data for each
communication is 1 KB, and the frequency of communication is once per second, so
the total communication amount is about 84 MB everyday per equipment. And if 1000
equipment has been deployed, the amount of data of each day will be about 82 GB. In
fact, the 1000 equipment is far from meeting the needs of market. When the quantity of
equipment is too much, the concurrency of communication will be another thorny
challenge. Therefore, it is quite a big data issue to be solved both in data receiving and
data storage.

Security. The communication of this framework is based on TCP/IP where each
message is sent as TCP packets. [1, 2] It is easy for the hackers to intercept the
messages while the messages transmitted in network. What’s more, they may do some
replay attacks or falsify messages if they decrypt the messages and then they will
control the equipment in the fields arbitrarily or even maliciously. Therefore, it is
necessary to take some encryption actions to prevent network attacks, or reduce the risk
of being attacked at least. However, we have required that the hardware design should
be simple and cheap, which means that its computing power and storage capacity will
be very limit. How to design a light-weight encryption communication solution with
these limited resources will be another difficult problem.

3 Blueprint and Framework

The Fig. 1 shows the basic structure of GEDCCS. The left five icons represent the
sensors which deployed in the fields. They can sense the different environment data and
then send them through the 3G/4G mobile cellular network with the SIM module. The
data is transmitted through the Internet and arrives at the server client. In order to be
able to withstand high concurrent data transfer requests, they will be diverted into the
server pool. The servers in the server pool do the same tasks so that there is no
difference in the results of any one server processing. After the server pool’s pro-
cessing, the data will be saved in the database cluster. The web server offers the web
service to users so that they can change some settings of their sensor nodes at anytime

Fig. 1. The basic structure of GEDCCS

334 H. Wu et al.



and anywhere. Meanwhile, the web server also offers a set of RESTful APIs for mobile
apps like android or iOS devices to invoke.

The control commands’ distribution is a reverse progress of data uploading. In one
hand, the server will determine whether the uploaded sensor data meets the preset
threshold which saved in the database. If the value is out of range, the server will
construct control commands and distribute them through the Internet to the sensors in
the fields. On the other hand, the users can change the related value or settings saved in
the database through the web dashboard or the mobile apps. They will take effect when
the server queries the database next time.

4 The Hardware Design

The hardware of sensor node is combined with an air temperature and air humidity
integrated sensor (SHT10), a soil moisture sensor (self-made) and a SIM GPRS
(SIM900) communication module. Besides this, it also has a control module which can
control the mechanical devices through the electric relays. All the information included
will be processed in the SoC (STM32F102). The Fig. 2 shows the major electronic
components which the sensor node used.

This sensor node hardware system can collect the data of air temperature, air
humidity and soil moisture in real time, send them to the remote server and auto-
matically carry out irrigation and spray according to the preset threshold.

The SHT100 communicates with the STM32 through the digital serial port. The
soil moisture sensor uses analog interface to realize the communication with the
STM32. The collecting time and collecting frequency should be set in the STM32.
After the STM master chip having collected the data of the sensors and finished the
wave filtering and other specific handling, the data will be sent to the remote server
which specified with an IP address through the wireless channel with the SIM900
communication module. The SIM900 module and STM32 adopt the way of serial data
transmission. The Fig. 3 shows the general construction of the sensor node equipment.

The thresholds of the control like the air temperature, air humidity and soil moisture
are set inside the STM32. These thresholds can be updated in real time by the remote
terminal such as web dashboard or mobile apps in the help of the SIM900 commu-
nication module. Automatic irrigation and sprinkler system is realized by controlling

Fig. 2. The major electronic components
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the power supply of irrigation and spray system. The output ports of STM32 can drive
the direct-current electric relays by outputting the different high and low levels of
pulses, and then realize the function of automatic control.

The price of each SHT10 is about $5, the self-made soil moisture sensor is about
$5, the SIM900 module is about $10, the STM32 is about $3, the direct-current electric
relay is about $2. Thus, the total hardware cost is no more than $30.

5 The Interface Design

The interface design has two aspects. One the one hand, it is the interaction between the
sensor nodes and the remote server which includes the receiving the data from the
sensor nodes and sending data to them at the specific time. On the other hand, it is the
interaction between the users and the server or sensor nodes which includes showing
users the system information and giving users to change the system parameters and
control the sensor nodes deployed in the fields. These interactions can be summarized
as machine to machine and the machine to human.

Elastic and Light-Weight Communication. The types of sensors are diverse and the
communication resources like the bandwidth, the traffic cost, are limited so that they
need to save as much as possible. How to define en efficient message format to meet the
needs of various types of sensors and make the length of message be as short as
possible at the same time is not a simple problem. In this paper, we proposed an elastic
and light-weight message format to solve the problem.

Fig. 3. The general construction of the sensor node equipment
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At first, we transmit the data in the form of JSON like the following lines:

"id": "1001", 
"air_temperature":"20",
"air_humidity": "70",

  "soil_moisture": "50",
  "time": "20151101083452"
} 

{

This message will be transmitted for about once per second, and the useful infor-
mation are “1001”, “20”, “70”, “50”, “20151101083452”, while the other chars are
wasted for they are always transmitted every time. The useful information (24 chars)
only accounts for 22 % of the total amount of information (109 chars). It’s obviously
that the information density is very low. Even if the JSON strings have a good read-
ability, it’s not suitable to apply in the high frequency data transmission scenario with
the limits of bandwidth and traffic cost.

In order to solve the problem, we divide the data transmission process into two
steps:

• Step 1: The data sender (sensor node) will send a message format annotation to the
data receiver (server), which is just like the following lines:

{ 
"type":"sensor_a",

  "annotation":
 { 

"id":"0.3",
"air_temperature":"4.5",
"air_humidity":"6.7,
"soil_moisture":"8.9",
"time":"10.23" 

 } 
} 
This JSON string is the SensorA’s format annotation. The type attribute represents

that this annotation belongs to SensorA. The annotation attribute’s value is another
JSON string which means that the id field will occupy 4 character width from the
position 0 to position 3 (Start the index from 0), the air temperature field will occupy 2
character width from the position 4 to position 5, the air humidity field will occupy 2
character width from the position 6 to position 7, the soil moisture field will occupy 2
character width from the position 8 to position 9 and the time field will occupy 14
character width from the position 10 to position 23.

• Step 2: The data sender will only send the data type and data content like the
following JSON string:
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{" sensor_a ":"100120705020151101083452"}

The server will choose the SensorA’s format annotation to decomposition the
message content (100120705020151101083452) with definition of the format
sensor_a.

With these two steps, we succeed in extracting redundant information and only send
them for once. The rest useful information will be efficiently transferred to the server
with a little cost of bandwidth and traffic cost. Comparing with the original long JSON
string, the same amount of information will consume only about 20 % of the volume of
traffic. This is light-weight. On the other hand, if a new kind of equipment, for example
SensorB, wants to access the system, it only needs to send its special data format
annotation to the server at first. Then the server will know how to understand the
following data sent from this kind equipment. In this way, the system can be com-
patible with all kinds of equipment only if the equipment realizes this data transmission
process. This is elastic.

Data Security and Protection. In order to achieve the goal of safe and reliable
communication, we designed a communication process as follows. This process is a
reference to the SSL communication mode. It can be seen as a simplified version of
SSL. The general idea of this method is to distribute the symmetric key via asymmetric
key. The asymmetric encryption algorithms, such as RSA, ECC, have a very high
encryption intensity. However, the complexity of the asymmetric algorithms is so high
that they are not suitable for devices with limited computing resources. Therefore, we
just use them in the process of symmetric key distribution where just a little but very
important data needs to be encrypted.

The Fig. 4 shows the main encryption communication flow:

• Step 1: The sensor node initiates the request through establishing a TCP connection
at first.

• Step 2: The server will generate a pair of public key and private key stored in the
server after receiving the request. Then, the public key will be sent to the sensor
node through the TCP connection just established.

• Step 3: The sensor receives the public key. Then it will generate a symmetric key
randomly for the next series of communications. The symmetric key will be sent to
the server after being encrypted with the public key received from the server.

• Step 4: The server receives the symmetric key from the sensor node and then sends
the confirm message which encrypted with the symmetric key just received to tell
the sensor node that they have reached a consensus symmetric.

• Step 5: The next series communication between the sensor node and the server will
encrypt the data with a symmetric key for a few times. For example, the symmetric
key will be used for 100 times encryption. Then, the key will become invalid. They
need to negotiate a new key from Step 1.

338 H. Wu et al.



In this framework, it uses RSA algorithm to achieve the goal of the distribution of
key. In order to reduce the complexity of the encryption in the sensor nodes, we adjust
the RSA algorithm, which makes the generated public/private key’s length to be rel-
atively short so that the sensor nodes can encrypt its randomly symmetric key in a
relatively short time. The security of RSA is determined by the size of product of the
two prime numbers chosen. In modern RSA encryption system, the product chooses
1024 bit usually. As the keys generation algorithm is complex, the server is responsible
for the generation of the key pairs and sends the public key to the sensor nodes. Then
the sensor node encrypts its symmetric key generated by itself with the public key after
receiving the key from the server. After the encryption, the encrypted symmetric key
will be sent to the server. The server will decrypt the encrypted message with the
corresponding private key to get the symmetric key. The third part cannot decrypt the
message because they don’t know the private key. They have no necessary to try to
crack the message because the protected symmetric key will only be used for only a
few times and it will be changed randomly. What’s more, the part of messages it
encrypted have no too much value. It is not worth the cost to break the messages. In
fact, the most of the messages are the similar sensor data. However, what it needs to
protected with so much cost is the control data. We don’t want the third part to know
how we control the sensor nodes.

So here comes the question: how the nodes know that the message comes from the
server instead of the fake? In order to fix the problem, we add a little more message
during the step 2. This message is like a certificate which proves this message is from
the server that we want to communicate with. The additional certificate will be
encrypted with the server’s private key. The content of the certificate will be previously
stored in the sensor nodes’ firmware. The sensor node will decrypt the encrypted
certificate information with it received server’s public key. Then the sensor node will
compare the decrypted certificate information with the pre-stored one in the firmware.
If they are same, the node can believe that the message is from the specific server rather
than forging. In usually, the certificate should be download from the CA, but in this
situation, we only need to ensure that the content of the certificate is not known by the

Fig. 4. The main encryption communication flow
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third party to ensure that the encrypted information is not being forged. Fortunately, the
valid information is stored in the firmware where the third part cannot get it.

This process is complex, but it is also very important and necessary. Because if the
messages transmitted through the network is cracked by some hackers, they can control
the sensor node easily, even if control the mechanical equipment to make the plantings
in a mess. But we can’t guarantee that this situation will not happen. What we do is to
reduce probability of the worst situation to be minimum.

The compute pressure of the whole process for the sensor node is not large.
Because the public/private keys generation is processed in the server while the sensor
node is only responsible for the encryption and decryption during the key distribution
process and server authentication process. In the following data transmission, all the
messages are encrypted with the symmetric keys where the compute pressure is not too
heavy so that the sensor node is able to bear.

Distributive Optimization. It’s easy to count the length of each message which the
sensor nodes send to the server is 41 bytes. And the frequency of sending is once per
second. Therefore, each sensor node will generate 144 kb data per hour and 3.38 MB
every day. If the amount of equipment is about 1000, they will generate about 3.3 GB
data which should be storage. Thus, it’s necessary to take some solutions to storage the
so much data in a proper way. At the same time, with the increase in the number of
devices, the concurrency will be an inevitable demand when the number of request at
one time is larger than thousands.

In order to solve the storage problem, we use the MySQL cluster as the main
solution. We use multi MySQL server as the system’s storage devices. Although the
MySQL is a traditional database, but it has giant storage capacity if they can be
organized as a cluster. And the cluster’s query performance will be higher than the
popular NoSQL databases in big data field, such as MongoDB, SequoiaDB, HBase,
etc. [4] On the other hand, we use the load balance technology in the fourth layer (IP
+Port) to solve the high concurrency problem to reduce the pressure of each server.

RESTful APIs for Mobile Apps Development. In order to let the farmers can control
their equipment and adjust parameters in anywhere and anytime, the framework offers the
mobile apps a set of RESRful APIs to invoke [5]. With the same RESRful APIs, whether
Android apps or iOS apps, they can invoke them easily and quickly for all day long.

6 Conclusion

In this paper, we propose a TCP/IP network based IoT framework which had been
applied into a practical project. It combines the mature and cheap electronic modules to
construct a low-cost hardware which can sense the environment data in the fields and
sent it to the server. What’s more, it can receive the commands according the presetting
from the remote server to control the related irrigation equipment through a safe way
where security problem is a key point we considered in the framework. At the same
time, it adopts the method of distributed database and the load balance technology to
solve the problems of large data storage and high concurrency. In addition, it offers a
set of RESTful APIs to the mobile apps to realize the mobile controlling.
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Abstract. For Wireless Sensor Networks (WSN), low-cost precise localization
is the most essential requirement. Localization techniques based on RSSI is cost
effective when be in comparison with TDOA, TOA and AOA. Because it
doesn’t need any extra power, hardware or bandwidth. In this paper, we simply
introduce some related theory and techniques, such as TDOA, TOA and AOA in
Wireless Sensor Networks. Localization error can be declined by observing both
RSSI and LQI at the same time. We survey a dynamic distance estimation
method based on RSSI and LQI, and present a comparison of some algorithms
based on the theory. By analyzing the model of radio wave propagation loss and
empirical data from real measurement, the method is to use discrete linear lines
to approximate the real attenuation of RSSI and LQI.

Keywords: RSSI � LQI � Attenuation curve � Approximation � Linear lines

1 Introduction

After internet becomes universal around the world, Wireless Sensor Networks is one of
the most influential information technologies which can deeply change the way of
people’s life. People can directly perceive the objective world through wireless sensor
networks, as an extension to the existing Internet and greatly improve the ability of the
human cognitive world. There isn’t a uniform standard of localization in Wireless
Sensor Networks. In this paper, we categorize them as range-based or range-free. In
this kind of categorization, the characteristic of localization techniques is somehow
indicated. Range-based techniques include use of radio, ultrasound or passive infrared.
Due to no extra hardware, power or bandwidth, be utilized widely, Received Signal
Strength Indicator (RSSI) becomes an ideal localization method. When communicating
between nodes, localization is accomplished by measuring the received RF signal
strength. Link Quality Indicator (LQI) connected with the radio gives data about the
quality of the received signal and is strongly correlated with RSSI.

In this paper, we simply introduce some earlier localization techniques in Wireless
Sensor Networks, such as TDOA, TOA, AOA. A brief comparison is showed fol-
lowing it. Section 2 is used to do so. The rest of this paper is organized as follows. In
Sect. 3, we introduce RSSI and LQI, then we analyze why to combine them together.
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J.J. (Jong Hyuk) Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 421, DOI 10.1007/978-981-10-3023-9_53



The comparison between three dynamic optimal processing algorithms is also pre-
sented in this Section. Finally, the conclusions of this paper are covered in Sect. 4.

2 Related Technologies and Theory

2.1 Received Signal Strength Indicator (RSSI)

RF signal is mainly used in RSSI. Receiving the signal from other transmitting nodes
and measuring the received power, at the same time receiving point also calculate the
values of the distance between two points according to the signal propagation model.
Signal propagation model can be not only an experience model but also a theoretical
mode. This way of measuring distance is easy to be affected by environment, and the
nodes’ ability to wireless communication is limited. Thus, RSSI is a kind of low precise
and efficiency technique. Propagation model has a little complexity and inaccuracy.
Therefore, the results are crude, even possibly to make ±50 % distance error. But it
doesn’t need any extra power, hardware or bandwidth. It’s low-cost localization
technique, if we can diminish the distance error, RSSI must be the most efficient
localization technique.

2.2 Time of Arrival (TOA)

The technique calculates the distance by measuring the transmittal time of the signal
between two nodes. TOA is mainly utilized in GPS systems. GPS systems require high
energy consuming and expensive electronic equipment to keep the satellites in sync.
But the sensor in the size of the hardware, energy consumption, the price limit, TOA
technology is difficult to apply to Wireless Sensor Networks. Some papers present the
simple use in localization based on TOA. As the Fig. 1 shown, pseudo noise sequence
is used as the acoustic signal in the positioning part of the node. Obtaining the distance
between nodes based on the propagation time of the acoustic wave. It consists of
loudspeaker module, radio module, microphone module and CPU module.

Fig. 1. TOA distance measure
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2.3 Time of Difference on Arrival (TDOA)

TDOA technology is generally installed on the node RF and ultrasonic transceiver.
Transceiver sends two signals at the same time, the use of electromagnetic waves and
sound waves in the air propagation speed difference in the receiver transceiver to record
the time difference between the two kinds of signals, and then turn the time into a
distance. The transmitting node simultaneously launches the ultrasonic signal and the
radio frequency signal, while the receiving node records the time of the arrival of the
two kinds of signals T2, T1. As Known ultrasonic and radio frequency signal trans-
mission speed is C2, C1, So the distance between two nodes is (T1 − T2) * S,
specifically S = C1 * C2/(C1 − C2), as Fig. 2 shown.

2.4 Angle of Arrival (AOA)

AOA ranging technology can estimate the direction of node transmission signal
through a number of receiver or antenna array. The MIT Cricket Compass and other
projects on the use of multi-receiver based on the AOA solution, the distance mea-
surement system can be in the 40° angle to determine the direction of the error of 5°.
AOA technology is easy to be affected by the external environment, and it may not be
applied to sensor nodes in the size and power consumption of hardware. As Fig. 3
shows, the receiving node via a microphone array, perceived emission node signal
direction of arrival, the following three stages on AOA determination of azimuth angle
and position of the specific process. The first stage: measurement between neighboring

Fig. 2. TDOA localization theory
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nodes and azimuth angle; the second stage: relative measurement of anchor nodes
azimuth angle; the third stage: the measured range information of the nodes compute
node self-location.

Fig. 3. AOA localization

Table 1. Characteristic of the four techniques

Category Effective
distance

Capacity of resisting
disturbance

Measuring
error

Extra
hardware

Measuring
cost

RSSI Long Multipath fading,
subject to
electromagnetic
interference, be able to
pass through barrier

Much No Little

TOA Shorter Affected by multi
coating, reverberation
effect, cannot pass
through barrier

Less Yes Much

TDOA Short Affected by multi
coating, reverberation
effect, cannot pass
through barrier

Little Yes Much

AOA Short Influenced by
environment, cannot
pass through barrier

Little Yes Much
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2.5 A Brief Comparison

We summarize the four techniques and present a comparison Table 1, as introducing
their characteristic in capacity of resisting disturbance, measuring cost, measuring
error, extra hardware and effective distance.

3 Dynamic Distance Estimation Method Based on RSSI
and LQI

3.1 Introduction of RSSI and LQI

RSSI is the difference between the received signal strength and the optimal received
power level. Link quality indicator (LQI) is the characterization of the energy and quality
of the received data frame. The value of LQI is based on signal strength and detected
SNR (signal-noise ratio), and be calculated by MAC (media access control) level and
provided up to the superior level. It’s generally related to the probability of receiving a
data frame correctly. The RSSI value and LQI value can be obtained when each data
frame is received by the ZigBee transceiver module, which can reflect the change of
signal intensity and the change of the interference on time. The dynamic range of LQI is
larger than that of RSSI, with higher resolution. To integrate LQI value into the distance
estimation algorithm, it’s able to improve the localization technique based on RSSI.

3.2 Sectionalized Approximation of RSSI and LQI Decline Curves

Building RSSI and LQI decline curve is to find a simple and effective RSSI and LQI
decline curve with changes in distance, and use mathematical formula to simulate
decline curve, as the estimation of node distance basis. The actual application envi-
ronment is much more complicated than the ideal environment, there is a multipath
interference, diffraction, obstacles and other uncertain factors, for a specific environ-
ment, according to the principle of model and actual empirical data to establish
empirical formula is the most effective method.

3.2.1 Classical Signal Decline Model
Path consumption model of radio propagation in free space is presented at formula (1):

PL dð Þ = PL0 + 10 nlg d/d0ð Þ + Xr ð1Þ

d: distance between transmitter and receiver (km); f: frequency of radio transmission
(MHz); n: path decline factor, generally be 2–5.

In the practical application environment, due to multipath, diffraction, obstacle
factors, radio propagation path consumption and theoretical value compared with some
of those changes, often using the lognormal distribution model formula (2):

PL dð Þ = PL0 + 10 nlg d/d0ð Þ + Xr ð2Þ

PL: path consumption after d (dBm): d0: reference distance, generally be 1 m;
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Xr: Gauss distribution random variable with average value of 0, standard deviation
is 4–10; PL (d0): path consumption after d0.

According to formula (1) and (2):

Pr dð Þ = Pt� PL dð Þ ð3Þ

Pr(d): receiving signal strength (dBm).
Basing on the theory IEEE 802.15.4 give a formula (4)

RSSI(d) =
pt � 40.2� 10� 2� lgd, d� 8m
pt � 58.5� 10� 3:3� lgd, d [ 8m

�
ð4Þ

Figure 4 shows the relationship curve between received signal RSSI and d in the
model. From the channel model, it can be seen that the relationship between the
attenuation of the signal and the distance to the exponential decay, and when the
distance between the nodes is close, the path attenuation factor K is smaller (k = 2).
When the distance increases, the attenuation increases (k = 3.3). Although IEEE802.
15. 4 simplify the channel model, the exponential calculation is relatively high to the
hardware. From the signal attenuation characteristics can be seen in the distance, decline
curve is steep, in the distance far away from the place, the curve becomes gentle.
Therefore, it can be with a piecewise approximation method to fit the decay curve.

3.2.2 Establish Discrete Approximation Decline Curve of RSSI and LQI
The actual measurement of the RSSI and Q I L with the distance of the decline curve, it
is as shown in Figs. 5 and 6. It can be observed from Fig. 5 that there are some irregular
oscillation and fading in the actual decline curve. Signal intensity in the area less than
10 m better meet the 802. 15. 4 the signal decline curve, but when the distance increases,
the RSSI decline curve relatively flat, significantly higher than the 802. 15. 4 the signal

Fig. 4. RSSI-d
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attenuation curve. This may be due to the RSSI value is limited by the hardware
conditions, its effective range is limited (measured under the conditions, generally in
−40*−90 dBm). Figure 6 shows the LQI with the distance of the fading situation.
Its decline trend and RSSI are roughly the same: in the 10 m range of fluctuations is
relatively small, with the increase of distance, the oscillation is also increased, there
is a large irregular decline. In contrast, the effective range of Q I L value is much wider,
between 170 and 40. Therefore, if the increase of Q I L value to carry out the distance
estimation, can get a greater degree of linearity, so as to improve the positioning
accuracy. According to the actual decline curve and the above analysis shown in
Figs. 5 and 6, the linear approximation is carried out with two m as the boundary, and
the RSSI and LQI fading curves of piecewise approximation are obtained as shown in
Figs. 7 and 8.

Fig. 5. RSSI measuring decline curve

Fig. 6. LQI measuring decline curve
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3.3 Dynamic Distance Estimation

From Figs. 7 and 8, we can see that the slope of the two LQI linear decline curve is
higher than the linear approximation of RSSI decline curve, LQI can provide a higher
resolution. In less than 10 m range, the actual LQI decline curve around the approx-
imation curve fluctuations are slightly less than actual RSSI decline curve around the
approximation curve fluctuations. It is relatively stable, but when the distance is
expanding, LQI value fluctuation is more intense than the RSSI fluctuation, at this time,
the distance which is calculated according to LQI approximation curve is very inac-
curate, but RSSI is more stable. Therefore, if you can predict the distance of the range
we need, when it’s small, we choose LQI prior. When the distance is larger, we choose
RSSI prior. So we can accomplish dynamic distance estimation.

The measured results show that the distance error calculated by LQI and RSSI is
relatively small in the near range, and the difference between the two techniques is
small. And when the distance is increased, due to the fluctuation of LQI caused by the

Fig. 7. Approximation decline curve

Fig. 8. Approximation decline curve
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distance estimation also have a lot of error, which leads the difference between two
techniques to be bigger. Thus, the distance difference can be used as the criterion for
predicting the range of distance. By measured results can also be seen, in a position
measured several times by a group of RSSI and LQI value if volatility is large, then the
location of the real decline curve deviation curve approximation process also larger,
using this to RSSI and LQI value in a certain range correction. We hypothesize that d1
is the estimating distance got by RSSI approximation decline curve, and d2 is the
estimating distance got by LQI approximation decline curve, and d is the final esti-
mation distance. There are three dynamic optimal methods, and a comparison is pre-
sented in next paragraph.

(1) Algorithm1: d = a1d1 + a2d2;

(2)
Algorithm2: When d1 � d2j j � t, d ¼ d2;

Else d ¼ d1;

(3)
Algorithm3: when d1 � d2j j � t, d ¼ d2 LQI� DLQIð Þ;

Else d ¼ d1 RSSI� DRSSIð Þ

3.4 Results

As Table 2 shown, row 1 and row 2 demonstrate that it’s better to choose LQI, when
the distance is short, and when distance is longer (>80 m), it’s better to choose RSSI.
Algorithm 1 is adjusted to the weight of d1 and d2, the performance of the algorithm is
between the two, but the performance is improved in the whole range. Algorithm 2 can
dynamically select RSSI or LQI to calculate the distance. Therefore, it is better than
Algorithm 1 at all part. Because of including the correction of RSSI and LQI, Algo-
rithm 3 is the best one in the three methods.

Table 2. Comparison of 3 dynamic optimal algorithm

Algorithm 0–10 m 10–80 m >80 m Entirety
Error Variance Error Variance Error Variance Error Variance

RSSI 1.2267 2.374 15.173 391.60 6.4763 94.929 8.9067 179.45
LQI 0.8589 1.289 13.317 271.10 10.670 94.104 9.9311 214.50
Algorithm 1
a1 = 0.6,
a2 = 0.4

1.0538 1.7786 33.584 322.50 6.7240 112.32 8.4819 162.05

Algorithm 2
t = 8

0.8589 1.289 12.043 268.06 6.4763 94.929 7.6178 135.30

Algorithm 3
t = 8, j = 6
DRSSI
2j

or DLQI
2j

0.7058 1.0136 12.1718 248.70 5.7846 86.720 7.3157 124.91
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4 Conclusion

We’ve discussed some localization techniques in this paper. RSSI is utilized widely,
because it’s cost-effective characteristic. However, its performance is not as idea as we
want. Hence, we combine it with LQI technique. Based on RSSI+LQI dynamic dis-
tance estimation, according to predicting how far the estimation distance is, we are able
to dynamically select the best method to calculate distance. And we can do some
correction to the algorithm by the fluctuation range of RSSI and LQI. In the future, we
can subdivide the decline curve and increase liner approximation fragments. Therefore,
we can improve the accuracy of distance estimation. We also will try our best to keep
doing research, and strive to make more accomplishment.
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Abstract. In wireless sensor networks (WSNs), the clustering routing tech-
nology can improve the scalability of the network. When the cluster head
transmits data to the base station in a multi hop manner, the residual energy of
cluster head and path condition are not considered. So it can reduce the lifetime
of cluster head and seriously affect the network lifetime. We propose an
energy-balanced unequal clustering routing algorithm for wireless sensor net-
works. Firstly, the non-uniform clustering method is applied to the network.
Secondly when calculating the cluster radius, the residual energy of nodes, the
density of nodes and the distances between the nodes and base station will be
taken into account. Then, the algorithm establishes the shortest path tree to
search the optimal multi-hop transmission paths to realize efficient data trans-
mission from sensor nodes to base station. Simulation results demonstrate that
the improved algorithm can efficiently decrease the dead speed of the nodes,
balance the energy dissipation of all nodes, and prolong the network lifetime.

Keywords: Wireless sensor networks (WSNs) � Uneven clustering � Shortest
routing tree � Network lifetime

1 Introduction

Wireless sensor networks (WSNs) are usually composed of large number of low-cost
and tiny sensor nodes used for gathering information and then sending it in a multi-hop
manner to some remote sink nodes. WSNs consist of a large number of small sensor
nodes and accomplish distributed query tasks through wireless communication col-
laboration among them. The nodes can self-organize themselves to form a multi-hop
network and transmit the data to certain sink node [1]. WSNs can be widely used to
perform military tracking and surveillance, disaster relief, smart home, hazardous
environmental exploration and health monitoring, etc.

The battery power is the most valuable resource of each tiny senor node in WSNs.
This is because the battery power of sensor node is extremely limited, and it is usually
difficult to replace them. One of the key issues in designing wireless sensor network
communication routing protocol is to find a strategy to reduce the energy consumption
and prolong the lifetime of the network. Therefore, it is important to design
energy-balanced routing protocol for wireless sensor networks [2, 3].
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Clustering routing algorithm can reduce the energy consumption and improve the
scalability of the network. LEACH protocol [4] is the first clustering routing protocol.
LEACH protocol can effectively extend the network lifetime due to the reduction of the
number of nodes to communicate directly with the base station. However, this protocol
assumes that all nodes are homogeneous, therefore it cannot be applied to heteroge-
neous network environment. In most clustering routing protocol algorithms, collecting
the data, data fusion and communication with the base station are usually completed
alone by the cluster head nodes. Easily death of the sensors because the uneven energy
consumption, severely reduce the life cycle of the network.

The remaining of this paper is organized as follows. Section 2 introduces some basic
concepts and some clustering routing protocols for wireless sensor networks. Section 3
presents relevant system model. We propose our algorithm with detailed explanations in
Sect. 4. Experiment results are shown in Sects. 5 and 6 concludes this paper.

2 Related Work

Regardless of the method of single hop or multi hop data transmission, there exist the
problem of uneven energy consumption in uniform clustering method [5]. The com-
munication between cluster head and sink node uses single hop mode, then, the energy
of the node that is far from sink is quickly exhausted. Cluster head adopts multi hop
forwarding can avoid this defect, but it will make the node closer to the sink node
premature death.

For the first time, the idea of non-uniform clustering was first proposed by [6]. But
the algorithm sets the cluster head having energy sufficient node in advance and there is
no dynamic clustering. Chen et al. proposed an unequal cluster-based routing protocol
in wireless sensor networks [7]. The algorithm partitions all nodes into clusters of
unequal size, in which the clusters closer to the base station have smaller size. But the
probability of cluster head selection is determined by the threshold value. So, it cannot
guarantee that the selected cluster head is optimal.

Y. Zhou et al. proposed the improvement measures of cluster head selection and
cluster head replacement, which can improve the performance of the network [8]. But
each cluster head needs to broadcast information to whole network at the cluster
formation stage, which will cause a great energy consumption. In [9], the authors
proposed an uneven clustering routing algorithm for Wireless Sensor Networks
(WSNs) based on ant colony optimization. The path factors such as bandwidth and
transmission delay are considered when calculating the inter cluster path. However, the
path pheromone is only partially updated, which is easy to cause uneven path load.

In view of the above shortcomings, this paper presents an energy-balanced unequal
clustering routing protocol for wireless sensor networks. Firstly, the non-uniform
clustering method is applied to the network. Secondly, the improved algorithm takes
the residual energy, the density of the network nodes and the distance between the node
and the base station into account in the selection of cluster head. Finally, we establish
the shortest path tree to search the optimal multi-hop transmission paths to realize
efficient data transmission from sensor nodes to base station.
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3 System Model

3.1 Network Model

WSNs nodes are randomly distributed in a specific area and these nodes will eventually
transmit the collected information to a base station. In this paper, we consider the
random distribution of N nodes in a square area of M �M. The following basic
assumptions are made in this paper:

• The location of sensors node and the base station are fixed;
• Sensor nodes can communicate directly with the base station;
• Wireless links are bi-directional and symmetric;
• Sensor nodes can calculate the approximate distance of each other according to the

value of the received signal strength;
• Sensor nodes can adjust the transmission power according to the distance of each

other;

3.2 Energy Model

We use the similar energy model as that of [10]. Based on the distance between the
source and target nodes, a free space or multi-path fading channel models are used.
Each node will consume the following Etx amount of energy to transmit a k bits
message over distance d and the following Erx amount of energy to receive the
message.

Etxðk; dÞ ¼
k � Eelec þ k � efs � d2; d\do

k � Eelec þ k � emp � d4; d� do

(
ð1Þ

ErxðkÞ ¼ EelecðkÞ ¼ k � Eelec ð2Þ

where Eelec means energy consumption per bit. efs and emp represent free space and

multipath fading model respectively. d is transmission distance, and do¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
efs
�
emp

q
is a

constant value.

4 The Proposed Algorithm

4.1 Selection of Cluster Head and Cluster Establishment

The energy-balanced unequal clustering routing algorithm for wireless sensor networks
(EUCRP) adopts the idea of cluster head rotation, which can balance cluster member
node energy consumption. The candidate cluster head probability is combined with the
factor of nodes ‘residual energy. Therefore, we redefine the threshold TðnÞ.
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TðnÞ ¼
p

1�pðr�mod1pÞ
� Er

Eavg
; n 2 G

0; n 62 G

(
ð3Þ

where p is the desired percentage of cluster heads, r is the current number of rounds, G
is the set of the nodes never become cluster head in recently 1=p round, Er is residual
energy of node, Eavg is the average energy of network.

Step 1: The base station broadcasts a clustering signal to the whole network, all
nodes calculate the distance to the base station according to the received signal
strength. Then, the competitive radius is calculated by the formula 4;

Ri ¼ 1� x� ð1� 1
NðiÞþ 1

Þ � ðdmax � dði;BsÞ
dmax � dmin

Þ
� �

� 1� expð� Er

Eo
Þ

� �
� Rmax ð4Þ

where Ri is node i competing radius; NðiÞ is the number of neighbors; dði;BsÞ rep-
resents the distance from the node i to the base station; dmax is furthest distance far from
the base station; dmin is the nearest distance far from the base station; x is regulatory
factor; Rmax represents the maximum communication radius; Er is residual energy of
node; Eo is represents the initial energy of the node.

Step 2: Each node calculates their own threshold. If the threshold is less than TðnÞ,
the nodes become temporary cluster head;

Step 3: Each node receives the election message from the other nodes and calcu-
lates the distance between the two nodes according to the received signal strength. The
nodes that satisfy the formula 5 are added to the neighbor node table;

dij �maxðRi;RjÞ ð5Þ

where dij represents the distance between the node i and the node j.
Step 4: The candidate cluster heads calculate the waiting time t according to the

formula 6. After waiting time t, they broadcast message that they become the cluster
head. The other candidate cluster heads in its competitive range drop out of the race;

T ¼ k� TCH � Eo

Er
� di
dmax

ð6Þ

where k is random number between 0.9 * 1.0, TCH represent cluster head competition
maximum time.

Step 5: After end of election, the nodes are not selected as cluster head node, they
join the cluster which is nearest to the cluster heads.

4.2 Inter-cluster Multi-hop Routing

The inter cluster communication adopts multi hop routing, and the base station is the
root of the tree. Each cluster is abstracted as a point. The adjacent clusters are con-
nected together to construct a weighted connected graph G ¼ ðV ;EÞ that represent the
wireless sensor networks, where V is the set of points (including the set of all cluster
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heads and the base station), and E is the edge set. The transmission energy con-
sumption of nodes, residual energy and the scale of cluster are factored into the weight
of routing tree edge.

Wði; jÞ ¼ a
Etxðk; dijÞ

Ei
þ b

ErxðkÞ
Ej

ð7Þ

where Wði; jÞ represents the weight of the edges of the adjacent cluster head node i and
the node j in the graph; a, b represent random number between 0 * 1.0; dij is the
distance between node i and the node j.

Step 1: In a directed graph G ¼ ðV ;EÞ, the cluster head node and base station in the
set C are added to the set U, and the edge of the base station and the cluster head in the
set C is added to the T;

Step 2: According to the received signal strength, they calculate the of each weight
edge of the cluster head and the weight can be obtained by formula 7;

Step 3: From all of u 2 U, v 2 V � U choose the minimum weight edge. The
cluster head v will be added to the U, then the edge ðU;VÞ is added to the set T ;

Step 4: Repeat step 3 until U ¼ V . A minimum spanning tree is constructed by all
edges of the set T ;

Step 5: According to the minimum spanning tree, the cluster head generates the
shortest path routing, and transmits the data to the base station in a multi hop manner.

5 Performance Evaluation

To evaluate the proposed algorithm performance, it is compared with UCR algorithm
[7]. Some of EUCRA algorithm parameters are set as follows: a ¼ 0:4, b ¼ 0:6,
x ¼ 0:5, p ¼ 0:2.

In the experiments, the whole network contains 200 sensor nodes in an 200�
200m2 area. All sensor nodes have the same initial energy of 0.5 J and they are
randomly deployed inside the network. Some relevant network parameters are listed in
Table 1.

Table 1. Network parameters

Parameter Definition Unit

Eelec Energy consumption on circuit 50 nJ/bit
efs Free space model of transmitter amplifier 10 pJ/bit/m2
emp Multi-path model of transmitter amplifier 0.0013 pJ/bit/m4
l Packet length 2000 bits
d0 Distance threshold

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
efs
�
emp

q
TCH The maximum competition time 0.5 s
Rmax The maximum communication radius 50 m
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Lifetime is an important metric to evaluate WSN algorithm performance. We
evaluate the network lifetime using UCR algorithm and EUCRA algorithm respectively
under the same network environment. As can be seen from Fig. 1, the number of nodes
of the UCR algorithm starts to decrease near 680 rounds. However, the network using
the proposed algorithm has the first dead node until about 980 rounds. As can be seen
from the change of the survival number of node in network, the survival time of the
nodes in the EUCRA algorithm is longer than UCR algorithm. So we can get a
conclusion that EUCRA algorithm can efficiently improve the network performance for
WSNs.

The amount of packets delivered by base station is studied in Fig. 2. It can be seen
that EUCRA algorithm can deliver the amount of data packets about 1.5 times that of
UCR algorithm at about 700 rounds. Our algorithm receives more data packets than the
UCR algorithm. The main reason is that the proposed algorithm takes the residual
energy of nodes, the density of nodes and nodes and the distances between the nodes
and base station into account when calculating the cluster radius. The amount of
packets are on rising phase at a slow rising speed between 900 round and 1200 round,
because the appearance of death nodes and energy consumption of nodes, then the data
packet received by the base station is gradually reduced. However, the network using
the proposed algorithm continues sending data packets until about 1350 rounds. With
the same initial energy, this work receives the amount of data packets than that of the
UCR algorithm.

Fig. 1. Comparison of network lifetime
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6 Conclusion

In this paper, we analyze the existing problems of clustering routing algorithm for
wireless sensor networks and introduce the idea of non-uniform clustering. We propose
an energy-balanced unequal clustering routing protocol for wireless sensor networks. In
the selection of cluster head, the improved algorithm takes the residual energy, the
density of the network nodes and the distance between the node and the base station
into account. In the data transmission phase, the minimum spanning tree is built, and all
cluster heads transfer the data through multi-hops to the base station. The experimental
results show that the improved algorithm can effectively balance the network energy
consumption, and prolong the network life cycle.
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Abstract. Inter-agent interaction plays an important role in cyberspace, which
has recently been receiving attention as a space for social interaction. These
interactions can occur between agents as well as between agents and people.
However, for this, agents must be developed to the extent that they do not differ
noticeably from human beings; that is, computers must be able to exhibit the
same behaviors as humans. To achieve this, we developed a simulation in which
human communication is replaced by a card game that corresponds to the ego
state model of transactional analysis (TA). The agent communication module
that we developed expresses agent-agent transactions based on the ego state
model, as adapted to computer agents. The agents, the attacker and defender,
continue the simulation with the cards that have messages and personalities. To
win this simulation, the agents should find out their opponent’s intentions and
show a card that is suitable for their opponent’s sample word or personality.

Keywords: Transactional analysis � Ego state � Card game � Agent
communication

1 Introduction

Cyberspace has recently been receiving attention as a space for social interaction in
many industries, including digital media. These interactions most often manifest in the
fields of games, educational software, simulations and simulated scenario development,
and film animation. Agent-agent interactions play a key role in these fields. However,
for agents to interact naturally, they must be developed such that they do not differ
noticeably from human beings. Thus, they should be capable of showing the same
behavior that human beings do. Some researchers have managed to develop such
agents, and adopted Transactional Analysis (TA), a theory based in psychology and
psychiatry centered on personal growth, to develop a module capable of making agent–
agent transactions more natural. In fact, researchers in other countries have defined a
negotiation process for agents in which they act similarly to human beings using TA as
a base [1], have developed a personality model for person–computer and person–agent
communications [2–4], and studied the development of a personality model for
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computer agents [5]. In other words, TA can be used as a personality model to express
person–computer interactions, and even advanced transactions between agents.

The present study uses the ego state model of TA as the basis of a communication
module for agents in cyberspace. In reality, people are normally able to see, hear, and
feel others’ words, facial expressions, tones, and behaviors to infer their internal states
and maintain fluent communication. However, making agents grasp such informative
data in cyberspace is far more difficult. Thus, in this study, we replaced normal human
communicative information with cards, and simplified the simulation by applying the
ego state model to both these cards and agents.

TA evolved as developer Dr. Eric Berne observed the behavioral changes occurring
in patients when a new stimulus, such as a word, gesture, or sound, entered their focus [6].
TA posits that the major parts of the human personality are called the Parent (P), Adult
(A), and Child (C) ego states. Berne defined an ego state as a “consistent pattern of
feelings and experiences directly related to a corresponding consistent pattern of
behavior.” [7]. A transaction can be broken into two processes: a transactional stimulus
and transactional response. These form the basic units of social discourse. TA defines
three types of transaction, as follows. A complementary transaction is in which the ego
state that is addressed is the ego state that responds. If picturing the three ego states with
arrows or “vectors” to show the direction of each transaction, the vectors would be
parallel. A crossed transaction is one in which the transactional vectors are not parallel; in
other words, the ego state being addressed is not the ego state that responds. Finally, in an
ulterior transaction two messages are being conveyed at the same time. One of these is an
overt or social-level message, and the other a covert or psychological-level message.

2 Agent Communication Simulation

Before we explain the simulation, we must mention the words that were changed for
the purpose of this study. The simulation takes the form of a game in which agents are
either victorious or defeated. For the sake of convenience, the simulation is called the
game hereafter. Furthermore, the term ego state becomes personality when applied to
agents and cards; this is because personality is considered more suitable than ego state
for the game format. This TA-based game is played in the form of agents persuading an
opponent agent using cards with P, A, and C values. That is, the purpose of the game is
to persuade an opponent by applying the ego-state model of TA to agents and cards. To
win this game, the player’s personality must not be exposed to their opponent; the
player plays the game with cards corresponding to their opponent’s intentions of
wanting to understand the player’s personality.

Table 1. Cards and P-A-C personalities
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Each card has a different major personality—P, A, or C—and a major intention
according to the dictionary definition of their name (Table 1). Furthermore, each card
has a P-A-C value ranging between 5 % and 90 %; the sum of the P-A-C rates should
be 100 % for each card. The major personality is decided using whichever personality
has the largest figure value. For example, if one player has a card named and its
major intention is P!C, then P refers to the personality of the card, while C
means that the opponent has to play a C personality card in the next turn.

The game starts after agents’ personalities are chosen. Agents’ personalities were
decided by an experimenter and the remaining process unfolded automatically (Fig. 1).
When the game starts, each agent receives 10 cards and chooses the agent to attack. At
this point, cards are divided based on the P-A-C personality of the agent. For example,
when the agent has a personality where P is 20, A is 60, and C is 20, cards will be
controlled by each personality with the probability of P, A, and C being 20 %, 60 %,
and 20 %, respectively. After that, each agent receives a sample word to show their
opponent and the game starts properly. Likewise, words are randomly chosen from the
cards. The agent that has obtained the chance to attack shows a card first. The attacker
can get the highest possible score when it shows a card that is most suitable to its
personality. It can also score when it shows a card that is suitable for their opponent’s
sample word or personality. If it does not have a suitable card, it can discard any card
that it currently holds, but it will then receive a low score or no score at all. The
defender receives the highest possible score when it shows a card that is the most
suitable to the attacker’s card and its own personality. If it has a card that only suits
either the attacker’s card or its own personality, it can still show the card to the attacker.
However, it will get a lower score.

For example, during the game, a situation may arise where the sample word is
which has a P personality, the attacker’s major personality is P, and the

defender’s major personality is C. In this case, the attacker shows a P!C personality
card—which is suitable for the sample word—and the defender shows a C!P

Fig. 1. Game design and game process
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personality card, which is suitable for the attacker’s card and its own personality. As a
result, both the attacker and defender receive points. In addition, by virtue of the
successfully performed complementary transaction, the game continues. In contrast, if
the attacker shows a card suitable to the sample word, but the defender shows a P!C
card, which matches neither the attacker’s card personality nor its own major per-
sonality, then the defender loses points. Moreover, as the defender showed a card that
was not expected by the attacker, the game is over due to the crossed transaction. In
other words, the more often a player succeeds in inducing a complementary transaction
and persuading the opponent, the higher the likelihood they will win the game. Each
game set consists of a total of five matches, and the agent who wins three matches first
wins the game set. Whether the agent is victorious or defeated in the game is decided
after the completion of one game set.

3 Result

Each game was played automatically except for the experimenter’s choosing the
agents’ personalities before the game began. The game was played 10,000 times each
for 9 situations consisting of P$P, P$A, P$C, A$P, A$A, A$C, C$P, C$A,
and C$C.

The game process was outputted as a text file (Fig. 2), displaying each game set (as
three wins out of five matches), each agent’s major personality and sample word, the
cards shown by each agent, score per turn, and the victorious and defeated agents of
each game set. In this game, we changed the topic into a sample word. The sample
word is chosen among the cards that the agents exchange each other because it seems
that the card can express the topic. The situation in Fig. 2 is one game set of P$P. The
first line in the figure; myCharacter P: 70 and oppCharacter P: 60 mean each agent’s
major personality. The meaning of myCharacter and oppCharacter in the myCharacter
P: 70 and oppCharacter P: 60 is the name to distinguish each agent on the program.

Fig. 2. A screen capture of the game process Fig. 3. Descriptions of Fig. 2
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Furthermore, P: 70 and P: 60 mean that each agent has 70 and 60 of the whole value,
100 as a P value. SuggestionWord means a sample word is outputted. The first sug-
gestionWord is P!C and it presents the sample word’s major personality is P and its
major intention is C. However, there is P!C on the sample word, it is not considered
its major intention (C), it is only used its major personality (P) in the game. In other
words, the attacker can get a score when it shows P card that is suitable to the sample
word’s personality.

The term of play card shows first because myCharacter is the attacker in the first
turn (Fig. 3). The card that myCharacter shows is suitable myCharacter’s and sample
word’s major personality then myCharacter gets a score. OppCharacter shows C!P
card according to P!C card’s major intention that myCharacter showed, but the card’s
major personality (C) is differ from its major personality (P) so oppCharacter get a
lower score than myCharacter. In the last of the first turn, a sample word is P!C but
myCharacter doesn’t have P!C card, it shows A!A card. And oppCharacter shows
C!P card because it doesn’t have A!A card. Thus, a crossed transaction is occurred
and the game is over. The result of the game is that oppCharacter wins; myCharacter
get 0 point and oppCharacter get 6 points.

The reason that the attackers get a lower score if they show cards that aren’t suitable
to the sample word’s major personality because people are hard to gain the sympathy
when they speak or act something that does not match the situations or the subjects in
reality. Through the defenders show cards that match the attackers’ card personality or
not, it determines whether it is a complementary transaction or a crossed transaction. In
reality, even if the sender speaks or acts something appropriately, the receiver doesn’t
humor, they can’t keep their conversations. Thus, the term of finishing the conversation
in reality is substituted for the game over in the game. Moreover each agent can get
scores if it shows the same card as its major personality. This is involved with human
personality, if they behave in accordance with other’s mind but it is differ from their
own personality, they may be stressed out. Therefore in the game, the agent loses
scores when it shows a card that is not suitable for its own personality.

The game was played 4 turns in Fig. 2 and oppCharacter won 3 games. This means
that oppCharacter shows more suitable cards to the sample word, its opponent’s card or
its own personality than myCharacter. This result presents that it is important that the
agent is victorious or defeated is not decided which agent has a higher major per-
sonality value, but is decided how many cards, it shows, that is suitable for the sample
word, its opponent’s card or its own personality. The results were extracted by
arranging the resulting values based on the winning rate of the attacker. In the 9 studied
situations (P$P, P$A, P$C, A$P, A$A, A$C, C$P, C$A, and C$C) the
winning rate of the attacker was as follows: P$P was 48 %, P$A was 52 %, P$C
was 67 %, A$P was 56 %, A$A was 49 %, A$C was 48 %, C$P was 38 %,
C$A was 55 %, and C$C was 54 %. Thus, most situations showed a similar winning
rate for both the attacker and defender, except for the P$C and C$P situations, where
the attacker’s winning rate was 67 % and 38 %, respectively. This can be considered
consistent with the prediction made in Sect. 2 on the analysis of TA theory that the P
personality would have a higher winning rate than C in P–C communication, while the
other situations would have similar winning rates. This also means most situations
would show a similar winning rate for both the attacker and defender if they play the
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game without agents’ personalities. Therefore, TA theory should be employed to
produce the agents that are more similar to human beings.

4 Conclusion

In the present study, messages that typically occur during human communication were
replaced with cards reflecting the ego state model of TA to express agent–agent
transactions. The agents themselves, interacting in a simulation game, were also
governed by the ego state model. In the simulation, agents transacted with each other
by exchanging cards and the expected results values were calculated. Through this
process, we sought to present a standardized agent communication module.

However, the cards replacing human messages were not sufficiently diverse in the
simulation, and the agent’s personalities can hardly be viewed as sufficiently repre-
senting real human personalities. Furthermore, the simulation may have been rather
simple and artificial, because we applied only basic structural analysis to the model
explaining P-A-C ego states. In a future study, therefore, we intend to enhance the
accuracy of the simulation using Egogram—diagrams that can standardize human
personalities through ego states—and providing more diverse card messages. Fur-
thermore, we intended to implement a more sophisticated simulation by adding
functional analysis, which could aid in subdividing the P-A-C ego states into more
specific categories. We expect this study to aid in better expressing various inter-agent
transactions in cyberspace. In addition, we hope it will contribute to the development of
more natural human-agent communication.
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Abstract. Recently, the connected car is one of the hot topic in related business
and industry. Although there have been many technical problems up to now, the
evolution of various technologies has been resolved them. However, the soft-
ware reliability and its test method in the connected car fields is very inadequate,
because it is in the infancy step. To solve this problem, we propose the software
reliability test architecture which can be applied to the connected car software.
The proposed software reliability test architecture is designed to satisfy to 6
features which are functionality, reliability, usability, efficiency, maintainability,
and portability. Based on this architecture, the software reliability test for a
connected car can be used to verify a software, which is adapted to the con-
nected car. In addition, the proposed test architecture can be supported or uti-
lized a formal test procedure to the software in the connected car.

Keywords: Connected car � Cooperative intelligent transportation system
(C-ITS) � Software reliability � Software test architecture

1 Introduction

Nowadays, according to the diffusion of smartphone deployments, various industrial
fields, which are based on the Information and Communications Technology (ICT),
have been evolved. Among the various fields, automotive industry has been reached a
crossroads for important turning point based on the ICT convergence. That is, it has
been not one of the most inevitable trends in these business areas. Therefore, the
connected car, which can be connected to the Internet via various networking equip-
ment, has been embedded many electrical devices, and can support multiple func-
tionalities to the users. The software reliability in the vehicle has been one of the main
issue, because the trends have been dramatically changing.

Actually, the software reliability of the vehicle’s device was not a critical issue so
far, because there are very few the software components, which are adopted to the
vehicle’s devices. However, the software reliability of the vehicle’s devices in the
practical life is now one of the most important issue, according to the accelerating
diffusion of converged vehicles, such as a connected car, smart car, electric car, and so
on. Although there are some automotive electrical and electronic system and devel-
opment standards including a software, it is still insufficient to measure and test a
software reliability of vehicle’s device. Due to the fact that the various manufacturers,
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which are related to the converged car, produce the software by using their own criteria,
and test a software reliability by using their own scenario, because there are no certain
standards, frameworks, and architectures yet.

Basically, a software development process can’t be specified, because a connected
car is produced by various manufacturers. It is almost same as the software develop-
ment process in other business areas. However, the developed software and its relia-
bility test process is not same as the other fields, because the software reliability is
closely related with the human safety. To solve these problems, we propose a new
software reliability test architecture. The proposed architecture is similar to the legacy
software reliability test architecture, but it is supposed to be used for the connected car
software. In addition, the proposed test architecture can be used to measure a software
reliability of vehicle’s device, and can be utilized to test various functionalities and
functional items.

The rest of this paper is organized as follows. Sections 2 describes the related
works such as software reliability and its standards. Section 3 discusses the proposed
software reliability test architecture. Finally, we offer concluding remarks in Sect. 4.

2 Software Reliability Engineering

A software reliability engineering has various definitions by multiple organizations.
However, the most general definition is the application of statistical techniques to data
collected during system development and operation to specify, predict, estimate, and

Fig. 1. Software reliability engineering process
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assess the reliability of software-based systems by the American Institute of Aero-
nautics and Astronautics (AIAA) [1, 2].

Although there is a definition of software reliability as shown in Fig. 1, we can’t
directly apply it to the connected car’s software, because we have to consider additional
features for the connected car’s software [3–6].

3 Software Reliability Test Architecture

Generally, a reference process model for developing products is V model in the ISO
26262 standards. As well known, ISO 26262 is consisted of ISO 26262-N: 2011 or ISO
26262-N: 2012. Among these standards, the part 4, part 5, part 6, and part 7 are related
to the product developments, especially the software development process.

Although the defined software development process in the standards is very
common aspects, it can’t be suitable for the real software development process such as
various embedded system software, including the connected car. Because of this, the
proposed software reliability test architecture has the following features, as shown in
Table 1.

Table 1. The proposed architecture’s features for software reliability test

Features Descriptions

Functionality Software product’s ability when the software is operated in an explicit
environment. The proposed architecture should be provided a concurrency
and synchronization to the connected car’s devices

Reliability Software product’s ability to maintain a performance in an explicit
environment. The proposed architecture should be provided an emergency
stop function to prevent a malfunction. In addition, the proposed
architecture should support very flexible fault tolerance function based on
the synchronization to the cloud networks

Usability Software product’s ability when the software can be easily utilized to the
users. To do this, the proposed architecture should support various
parameters, including default parameter values. Moreover, the architecture
provides a various interface based on the HCI theory

Efficiency Software product’s ability to provide a required performance in an explicit
environment. In the proposed architecture, the required performance can be
varied by the resource amounts

Maintainability Software product’s ability to sustain a rebuilding or revision in an explicit
environment. As same as the other architecture, the proposed architecture is
depends on the hardware specifications, such as processor, memory,
interface type, interface speed, and so on

Portability Software product’s ability to transit other environment, such as operating
system. This feature in the proposed architecture is very important, because
the portability is one of the main concern in the modern software
development process
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To design the software reliability test architecture, we have to consider the fol-
lowing things, which are included the features which is described in Table 1. In this
case, we assume that all software components in the connected car’s device are series
connections.

Rt ¼
Yn
1

Ri ð1Þ

where, Rt is entire system reliability, Ri is reliability of system i, n is number of com-
ponents in series connections. To increase an entire system reliability, we have to
guarantee each system reliability, as shown in Eq. 1. To do this, the proposed architecture
is working with cloud system, which can support various software reliability features.
Based on these scheme, the proposed architecture can be simple than the existing
architecture. In addition, the proposed architecture can decrease number of components
in series connections, because the proposed architecture is based on the cloud.

4 Conclusion

The software reliability test has been usually utilized to verify the various software
functionalities in the computer system. However, in recent days, as a connected car gets
the limelight, it has been a new understanding of the importance. In addition, the
diffusion of IoT devices and services, and acceleration of convergence paradigm is one
of the main reason. Moreover, the new applying fields of these technologies in the
vehicle industry have been appeared in a connected car product.

Nonetheless, the software reliability and its test method hasn’t been a main concern
until now. This is why we propose the software reliability test architecture for a
connected car. The proposed test architecture is a kind of test framework for a con-
nected car’s software. Based on the proposed test architecture, we can guarantee the
software reliability of connected car. However, the proposed test architecture’s per-
formance can depend on the applicable test model. Therefore, we have to find the best
solution and model in the future works.
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Abstract. Sensor networks are an important technology for Internet of Things
(IoT) connectivity. Sensor networks consists of numerous objects and the
objects named sensor nodes collect information in access networks of IoT. They
are transmitted the information to a network server which is placed in Cloud. In
the sensor field (i.e., the access network of IoT), there are three kinds of traffic
can be generated: event-driven, query-driven and periodic traffic. The traffic is
classified and analyzed at the network server. The most of monitoring appli-
cations for IoT employs cluster-based network architecture. Each cluster gathers
local sensing data and traffic characteristic of clusters is determined by the
collected local data. This paper proposes network activation control of the
clusters according to the traffic characteristic in order to minimize power con-
sumption of sensor networks.

Keywords: Sensor network � Network activation control � Traffic
characteristic � Internet of Things

1 Introduction

Internet of Things (IoT) provide intelligent services exploiting information from
numerous objects. For the IoT services, it is important IoT connectivity to collect
information. A sensor network is considered as an implementation technology of the
IoT connectivity to gather and deliver the information, which is sensed by objects. It is
applied to various IoT services such as industrial, military, environment, home and
healthcare. That is, a sensor network has already become an access network technology
for IoT [1–4].

A sensor network is based on power-aware systems. It consists of sensor nodes (i.e.,
objects) which include several capabilities such as sensing, computing, and communi-
cation. In addition, it employs RF for very low-power communication. The sensor
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network aims to minimize energy consumption and maximize the network lifetime.
Thus most of technologies for the sensor network focuses on the low-power computing
[5–7]. There are many types of schemes to save consuming energy in aspect of sensor
systems and data communication. However, effective method among them is controlling
the network activation regionally. Because the most of sensor network systems construct
clusters to collect regional information in monitoring applications, controlling the
activation of the regional cluster is possible. That is, consuming energy in total network
can be minimized through the power management for the network activation per cluster.

In addition, the sensor network has three kinds of traffic. They are event-driven
traffic, query-driven traffic and periodic traffic. The event-driven traffic is generated
when certain events are happened. The query-driven traffic is generated when a net-
work server requests certain information to sensor nodes in the access network. The
periodic traffic occurs with constant interval time. In the sensor network for IoT,
the traffic is delivered to a network server via gateway nodes (i.e., sink nodes). The
network server is placed in cloud and it processes the collected data from the access
network. It can also manage the access network. Therefore, if the traffic characteristic
of the collected data is considered at the network server, it can be expected the energy
saving by controlling the network activation in a cluster. In this paper, we find the
traffic characteristic in each cluster by statistical information of the collected data at the
access network and then determine the network activation level according to the found
traffic characteristic.

2 Network Model

In conventional sensor networks, there are two types of communication technologies.
They are short range communication and long range communication. The short range
communication employs ZigBee [8] based on IEEE 802.15.4 [9]. The long range
communication includes LPWAN (Low Power Wide Area Network) such as LoR-
aWAN [10] or SigFox [11]. Both of the short range communication and the long range
communication technologies aim for low cost and low-power communication with low
data rate. For IoT services, the access network can have various wireless technologies
such as ZigBee, Bluetooth, WiFi and LPWAN.

In this paper, a hierarchical network which consists of the short range communi-
cation and the long range communication is considered. As shown in Fig. 1, regional
clusters are planned and each cluster employs the short range communication tech-
nologies (i.e., ZigBee, Bluetooth or WiFi) to collect local sensing data. Data, which is
generated in the regional clusters, has one type among 3 types of traffic characteristic as
mentioned earlier. Cluster heads deliver the data to network server using the long range
communication technologies (i.e., LPWAN such as LoRaWAN and SigFox). The long
range communication data is transmitted from cluster heads to a gateway node, which
is interface between the access network and the IP network. Data at the gateway node is
transmitted to the network server through the IP network. The network server controls
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the access network. In addition, it makes knowledges by the collected data and serves
intelligent services by the knowledges (Fig. 2).

3 The Proposed Network Activation Control

3.1 Traffic Characteristic Determination for Clusters

As mentioned earlier, there are three types of traffic characteristic in the sensor net-
works for IoT services. In each cluster, similar data occurs and their types may be the
same or very similar. In addition, in cluster-based networks, clusters can be managed
by cluster heads. Thus, network operation policy according to traffic characteristic can
be easily apply to single cluster. To apply different policies to each cluster, traffic
characteristic of a cluster should be defined. In the proposed method, statistical his-
togram is exploited to find the traffic characteristic of a cluster. First of all, the network
server manages the collected data from clusters. It employs window to make the
histogram for the collected data of each cluster. Within the given window, the network

Fig. 1. Network architecture

Fig. 2. Network model
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server makes the statistical histogram of the collected data type and then it defines the
traffic characteristics of the cluster. According to the traffic type, the network server
commands the activation policy for the cluster. Then, the cluster head operates its
cluster according to the policy.

3.2 Network Activation Control

LPWAN end-devices (i.e., cluster-heads) construct star topology that centralized on the
gateway. They can be synchronized by the gateway. The gateway sets activation period
for the synchronized devices to control cluster activation. Then, it reports the period to
the network server. The network server analyzes the histogram of each cluster and
defines proper traffic characteristic for the clusters. After that, it determines activation
policy of a cluster according to the traffic characteristic.

If a cluster has periodic traffic characteristic, it is not necessary that whole sensor
nodes in a cluster activates all the time. Sensor nodes in a cluster periodically collect
data at certain time. Thus, most of sensor nodes in a cluster can activate according to
the data collecting activity. In this case, only few sensor nodes activates all the time to
handle event-driven traffic. If a cluster has event-driven traffic characteristic, sensor
nodes in a cluster should activate all the time in order to handle the event-driven data. If
traffic characteristic of a cluster is query-driven, several times for handling query are set
during the activation period. In case of the query-driven traffic characteristic, few
sensor nodes activates all the time for event-driven data. Figure 3 represents the cluster
activation time during the activation period.

Fig. 3. Network activation according to traffic characteristic
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4 Conclusion

Energy saving in the sensor networks is an important issue. Because objects named
sensor nodes, which are battery-driven tiny devices, are composed of the network,
low-power computing is necessary to maximize network lifetime. Although there are
several methods to reduce consuming energy in the sensor nodes, most effective
method is to control the network activation. To do this, the network is planned with
clusters and the clusters are set to regional sensing area to collect local information. In
this network, the proposed method exploited traffic characteristic of each cluster. The
traffic characteristic was classified to three types: event-driven, query-driven and
periodic. Each traffic characteristic requires different network activation time. Thus this
paper exploited this property. According to the traffic characteristic, the activation of a
cluster was determined.
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Abstract. Digital forensics is an essential discipline for both law enforcement
agencies and businesses. It makes possible to investigate electronic related
crimes aka cybercrime such as fraud, industrial espionage and computer misuse.
However, encryption, anti-forensic tools and the ever increasing amount of
volume of data to analyse creates a wide range of challenges to overcome.
Fortunately, other computer fields can be applied to overcome those challenges.
This paper will explore some data mining techniques to address most common
issues in Digital Forensics.

Keywords: Digital Forensics � Data mining � Deviation detection � Entity
extraction � Classification

1 Introduction

Information Technology is being abused as an instrument for criminal activity and
Digital Forensics (DF), also called Forensic Computing, is the use of computer tech-
nologies to investigate such offenses. DF investigations are not limited to law enforce-
ment agencies though. In the private-sector, businesses use DF to investigate email
abuse, employee terminations and industrial espionage cases [1].

Forensic computing is a relatively new discipline with still many challenges to
overcome. Challenges range from lack of standards and tools, the never ending increase
of data volume and the high complexity of data analysis in investigations.

Data mining, with its data analysis techniques to discover interesting patterns, can
be used to aid DF practitioners. Data found on evidence can be analysed with statistical
methods, machine learning and data mining algorithms. These data mining techniques
are being applied to solve some of the main challenges found in forensic investigations.

The aim of this paper is to explore the challenges that DF is currently facing and
discuss some data mining techniques that are used to facilitate forensic investigations
with large datasets. The data mining techniques reviewed in this paper are deviation
detection, entity extraction and classification.

There are a number of definitions for digital forensics. As defined by computer-
forensicsworld.com [2], DF is the discipline that involves the use of “analytical and
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investigative techniques to identify, collect, examine and preserve evidence/information
which is magnetically stored or encoded”. McKemmish [3] presented DF as the
“process of identifying, preserving, analysing and presenting digital evidence in a
manner that is legally acceptable”. US-CERT [4] has its own definition too: “The
discipline that combines elements of law and computer science to collect and analyse
data from computer systems, networks, wireless communications, and storage devices
in a way that is admissible as evidence in a court of law”. We can clearly see a set of
keywords in these definitions: collect, preserve, analyse and admissible in court.

Forensic computing investigation takes place after an incident has occurred and it
can assist in a wide range of cases:

• IP Theft
• Criminal Damage
• Industrial Espionage
• Fraud Investigations
• Corporate Policy Violation
• Child Pornography
• Computer Misuse
• “Defence-in-depth”

There are a wide range of challenges in DF, from a legal and administrative point of
view; lack of standards, lack of international cooperation and ‘law lag’. From the
technical side; encryption, anti-forensic tools, data volume and new technologies to
mention a few [5]. This paper focuses on the technical challenges posed by the ever
increasing data volume.

2 Data Mining in Digital Forensics

2.1 Data Mining

Data mining is an interdisciplinary topic to analyse vast amounts of data and extract
knowledge from it [6]. Simply put, data mining is the use of methods and algorithms to
extract information from raw data. Analysing this tremendous volume of data is an
important need to discover knowledge which may help in making important decisions.
Use cases include retailers using the knowledge for optimising their inventory, phar-
maceutical companies to explore drugs interactions and marketing industry to target
potential consumers. As we’ll see in the next section of the paper, data mining can also
address some of the biggest challenges in forensic computing.

2.2 Data Mining Techniques to Aid Digital Forensics

• Deviation Detection aka anomaly detection or outlier detection refers to describing
the most substantial changes from previously measured or normative values [6].
This data mining technique can be useful for investigating computer system
intrusions, digital forgery [7] and crimes that require tracing unusual activities [8].
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Another useful example where anomaly detection can be applied is in fraud
detection. A forensic investigator may be able to detect suspicious or fraudulent
activity for insurance claims, bankruptcy or tracing terrorism by examining financial
records.

• Entity Extraction is the technique that identifies specific patterns from big datasets
[9].
It is a valuable technique when investigator are looking for personal information or
any data that can help identifying a person, object or action. For instance, when
investigating a server compromise, entity extraction will help finding login ID, IP,
time and other relevant information from the logs [10]. This allows a quick and
efficient extraction of information from large distributed databases or logs.

• Classification finds common properties and organises them into classes.
A common used case is tracing spam. This method aids investigators identifying the
source of spam by analysing the sender’s written patters and structural features [11].
The main drawback of this technique is the need of large data samples to build a
pattern [9] (Table 1).

As outlined, the ever increasing volume of data poses one of the biggest challenges
in digital forensics today. Although this paper has only explored a few data mining
techniques available, there’s still more research to be done to address the issues created
by the enormous amounts of data. As seen, data extraction techniques can greatly
reduce the time needed in an investigation. Nevertheless, more work needs to be done
to reduce the amounts of real-world data.

3 Conclusion

We have seen digital forensics as the discipline that collects, preserves and analyses
evidence and it’s used by both law enforcement agencies and businesses. We’ve also
briefly described the challenges computer forensics is facing, particularly how to deal
with large volumes of data and extract relevant information from it. In order to address
this issue, we’ve explored some data mining techniques; deviation detection to
investigate intrusions, digital forgery and fraud cases; entity extraction to extract
valuable information from large datasets; and classification to structure written patters
in order to trace the origin of emails.

Table 1. Data mining techniques in digital forensics

DM technique DF task Use cases

Deviation
detection

Data
analysis

Computer system intrusions. Fraud detection. Digital
Forgery

Entity Extraction Data
analysis

Looking for specific information in large datasets

Classification Data
analysis

Spam tracing
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Abstract. Standard Cell Placement is a vital step in the digital circuit layout
that allots positions for several circuit components within the chip’s core region.
Placement problem has drawn broad explores tending in the VLSI CAD domain.
The purpose of this research is to present a discrete approach based on firefly
algorithm for standard cell placement problem. The results show that the pro-
posed DFCP approach are better than mete genetic approach for the placement
instances of MCNC benchmark. The research testifies that the DFCP approach
provides effective cell locations, giving a super-ordinate performance in terms of
time and quality of the solution.

Keywords: VLSI � Firefly algorithm

1 Introduction

Nanotechnologies that actually exist today, the complexity of Very Large Scale Inte-
gration (VLSI) circuit design have breakneck. In fabrication technology, laying out of
the circuit is a most challenging chore of a digital circuit design that directly touches on
the performance, area, yield and reliability of the circuit. To reduce the layout design
complexity, the problem is carved up into smaller sub-problems that are solved one by
one afterward.

A congestion-oriented approach can hardly be successful without a proficient
quality wire-length minimization engine. Design techniques allow a semi-regular
layout in which all cells bear the same height and their width changes with their
functionality. This layout can be carried out in a comparatively short time. In standard
cell layout, one major target is to reduce the overall interconnect length by putting the
cells optimally with respect to one other.

Given an electrical circuit consisting of cells, with predefined input and output
terminals, interconnected in a predefined way. The Standard Cell Placement problem
builds a provision indicating the positions of the cells so that the estimated length of the
wire and the layout area is minimized data and other constraints are met. The inputs to
the problem is the description of the cells with sizes and terminal locations, and the
netlist defines the interconnections between cells. The output list contains a list of
coordinates X and Y cells.
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The standard cell placement can be more formally stated as: Given a circuit rep-
resented by a hypergraph G(V, E), where the vertex set V ¼ v1; v2; . . .; vnf g denotes
the set of cells to be placed and the edge set E ¼ e1; e2; . . .; enf g denotes the set of nets,
representing cells connections. Each cell i is allocated a position xi,yið Þ on a rectangular
area of the chip. A non-negative weight wj is assigned to each edge ej. Then using
HPWL (i.e. Half Perimeter Wire Length), the total wirelength i.e. W(x,y) in below
equation is calculated.

W x; yð Þ ¼
X

e2E max xm � xnj j þmax ym � ynj jð Þ; Where vm;vn 2 e

The solution to the problem lies in packing all the cells into the design area and
finding their optimal positions such that there is no overlap among cells and the total
wirelength of the placed circuitry is minimized.

The idea of partition-driven placement initiated by Breuer [1] using the extension of
Kernighan and Lin algorithm [2] by repeated graph bisections. The author observed
better half-perimeter wirelength (HPWL) using alternating cut-line directions than
using only horizontal cuts.

Jiang [3] developed a hybrid placer, NTUPlace2 that used analytical techniques to
aid partitioning for standard-cell designs. The placer firstly positions the objects in a
placement bin by an analytical technique to cut down quadratic wirelength and then
partition it with hMetis partitioner.

Subbaraj P. [4] proposed a parallel genetic algorithm that reduces the phase cal-
culation of the genetic algorithm using the parallel approach. The proposed method-
ology is verified in different circuits of IBM. In terms of quality of the solution and
computing time, the proposed method is found better as compared to Fastplace,
Dragon 2.2.3 and Qplace5.1.67.

Myung-Chul Kim [5] proposed a new global placer tool, SimPL. SimPL that
utilizes a self-contained, flat, quadratic technique. It maintained lower-bound and
upper-bound placement for converging to a final solution.

Recent metaheuristic algorithms have been advanced with an objective to achieve
global search with three main goals: obtaining robust algorithms, solving large prob-
lems, and solving the problem faster.

At Cambridge University, the author Xin-Shw Yang is proposed the firefly algo-
rithm (FA) [2, 6–12]. It is a new metaheuristic approach, which is inspired by the
behavior of fireflies. It belongs with the nature-inspired algorithms, originally designed
to solve continues optimization problem.

2 Proposed Methodology

The proposed methodology denotes each firefly is a solution. Our goal is to generate
new solutions that might better firefly replacement of the previous poor solutions. The
algorithm is inspired by the attractiveness and brightness of fireflies generally seen in
the summer sky in several regions. These features help the fireflies to protect them-
selves from piranhas and attract their prey, making the fireflies move towards more
lighting points to find a global best possible solution.
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2.1 Firefly Solution

For the standard cell placement as shown in Fig. 1, a solution presents a permutation
coding. A solution is denoted as a firefly. An array of element denotes a circuit’s cell.

With the initial set of arbitrary population, the algorithm begins. A size of m � n
matrix is defined to signify the position of the life of all fireflies. Whereas n is cells
number and m is a solutions number.

2.2 Distance Between Fireflies

An different arcs number indicate the distance among the fireflies for a given set of
solutions.

Considering different fireflies, the distance among them is calculated by

d ¼ R
N

� �
� S

Between two different fireflies, if R represents the number of total unique arcs, N –

is the total cells and S – represent success factor depending upon the number of cells.
Between the Firefly i and j, the number of different arcs is six. Such as shown in

Fig. 2, six arcs 8-1, 2-7, 7-4, 9-5, 5-3, and 3-10 in Firefly i do not contains in Firefly j.

2.3 Attractiveness

Each firefly has its attractiveness b described by monotonic decreasing function of the
spaced between any two fireflies

b rð Þ ¼ b0e
�cd2

Where r is the distance between two fireflies, c is a light absorption coefficient and
b0 is the attractiveness at r = 0 (Table 1).

8 1 2 7 4 9 5 3 10 6

Fig. 1. Firefly solution

Firefly i
8 1 2 7 4 9 5 3 10 6

Firefly j
8 2 1 7 3 9 4 10 6 5

Fig. 2. Different arcs between fireflies i and j
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3 Simulation Results

The DFCP algorithm is tested on reference circuits MCNC. We compared the obtained
results with meta-genetic approach. For multiple instances of circuits of MCNC
benchmark, the runtime and total wirelength of the proposed algorithm are presented in
Table 2.

Table 1. The pseudocode of the proposed DFCP algorithm

Output:
Smallest Wirelength
Placements of all the cells in Netlist
Input:

Objective function
Benchmark data

Begin
Firefly Solutions Xi, (i = 1, 2,… ,N) Initialize Arbitrarily 
Evaluate fitness of all solutions
Take local_best_solution
Loc_Gen := 1
While Loc_Gen < Threshold_Value  do

For i = 1 to Pop_size
If (Fj >Find_Attractiveness(Fi))

Then Move firefly i towards j in dim- dimension
Else

Move firefly i randomly in dim-dimension
Endif

Endfor
Take the best local solutions 
Determine the local_best_solution from  (dim*        

Pop_size)+1
Endwhile

Table 2. Comparison of wirelength and CPU time of the DFCP algorithm and meta-genetic
approach

Benchmark
circuits

No. of
cells

No. of
nets

The DFCP algorithm Meta-genetic algorithm
Avg. total
wirelength

CPU time
(in sec)

Avg. total
wirelength

CPU time
(in sec)

Fract 149 147 192 21 211 30
Primary1 833 904 3413 158 3785 214
Struct 1952 1920 325 120 337 142
Primary2 3014 3029 23632 237 24902 264
Industry1 3085 2594 13495 212 14021 230
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As seen from the table, the Avg. wirelength as compared to the meta-genetic
approach results from the proposed algorithm are obtained better.

4 Conclusion

This work has proposed a heuristic approach based meta swarm is proposed to solve
the standard cell placement problem. The proposed algorithm includes a discrete
approach firefly (DFCP) for better improvement of the solution. The algorithm is tested
on various circuits Benchmark MCNC. Experimental results have shown that the
proposed algorithm gives better results than the meta-genetic approach. Furthermore,
the results highlight the flexibility of the proposed method for solving the NP-complete
problem of the standard cell placement.
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Abstract. Virtualization is the key component of cloud computing that refers to
the abstraction of sharing resources. The basic idea is to implement the virtu-
alization in cloud computing environment because of its flexibility, scalability,
its cost-reducing and resource utilization. Instead of many good attributes vir-
tualization still facing with security flaws like availability, mutual authentica-
tion, potential attack in the virtual network, DoS attack on virtual servers and
storage also. In the paper, we propose a general security model to protect the
virtual environment and also discuss the flow of data which is monitored by
hypervisors.

Keywords: Cloud computing � Virtualization � Attack

1 Introduction

Due to recent trends in IT like cloud computing and server consolidation, virtual
techniques are gaining more and more importance. It has emerged out as a comer stone
of the IT field. A cloud provider utilizes the virtualization techniques by combining the
self-service abilities for sharing resources with the help of IaaS. Instead of a key
component of cloud, virtualization faces many security problems, for example, there
are many servers are running on the single physical machine and unfortunately, RAID
controller take out all the hard disks causes data loss and leakage of information [1].
The problems and security issue are still present in different types of virtualization
process [2].

So we need to improve the security concerns in different virtualization level, thus,
we propose a model which deals with security problems and protect it in each phase of
virtualization.

Although the wide application of virtualization, the shared use of devices like
routers, servers, storages and many applications like OS and communication channels
leads to a series of security concerns. Here we discuss the opinion of some author
regarding security issue in different type’s virtualization.

Network virtualization: Sriram Natrajan et al. explorer the security issues in network
security. The paper explained while developing the infrastructure component which
provides logical isolation between virtual networks and these systems often more
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widely deployed which deals some security problems against malicious developer and
users [2]. It basically discusses the potential attack and relationship between entities to
illustrate the security issue while design and implementing the virtual networks.

OS virtualization: OS layer virtualization is also identified as a single kernel image
which implements by running instances of same operating system parallel [3].

Server virtualization: A virtual server creates special security challenges like vulner-
ability in hypervisor, sometimes remote access problem and server reliability across
virtual machines.

Storage virtualization: It is the form of resource virtualization which pools the
physical storage from multiple network storage and appears to be a single storage
device which managed from common central console. It increases storage utilization
and it does not affecting application availability by adding or deleting storage data.

2 Proposed Virtualization Security Model

The most common and outstanding feature of cloud computing is virtualization. In a
virtual environment so many virtual machines are running together and managed and
monitored by hypervisor administrator. On each level of virtualization many security
vulnerabilities are present [4], to remove these security problems we propose a new
security model in a virtual environment as shown in Fig. 1 that represents the logical
separation on each level of virtualization.

2.1 Analysis and Discussion

The security solution of virtualization is heavily dependent on individual security and
safety of each component to guest OS’s, applications, servers and storage from host OS
and hypervisor [5]. The proposed model applied terminal authentication to authenticate
the end user to enter into a virtual environment. The encryption methodology is applied
in a virtual network to protect against an attacker, it is very important to secure virtual
networks because of its widely and complicated structure.

Virtual server secures the malicious multitenant and unauthorized users, it resolves
the issue by clearing virtual instance memory and prior loading new instance memory
along with new CPU preventing cross reading of memory against malware instance.
The basic approach to at OS level is to redirect the request from the virtual machine to
local resource partition on a physical machine. This model ensures the security of
communication between virtual OS and with client machine using cryptography. To
protect the virtual storage encryption with the backup plan is available in proposed
model.
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3 Conclusion

Virtualization in the cloud allows the workload to be deployed through provisioning of
the virtual and physical machine. The paper has briefly presented the security flaws in
different types of virtual machine environment. The security model helps to protect the
virtual environment against malicious activity by full-filling the security parameters.
Many virtual OS are running in parallel is protected by cryptographic techniques and
avoid the problem of mutual authentication. The suggestive way for the issue and
challenges in the enterprise is to maintain, updating patch of software and for accessing
every time everywhere of decentralized application should be considered before
transferring the data.

Acknowledgement. This research was supported by the MSIP (Ministry of Science, ICT and
Future Planning), Korea, under the ITRC (Information Technology Research Center) support
program (IITP-2016-H8501-16-1014) supervised by the IITP (Institute for Information &
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Fig. 1. General virtualization security model.
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Abstract. A huge amount of sensing data is generated by a large number of
pervasive IoT devices. In order to find a meaningful information from the big
data, pre-processing is essential, in which many outlier data need to be removed
because those are deteriorated as time passes. In this paper, big data
pre-processing methods are investigated and proposed. To evaluate the
pre-processing methods for accurate analysis, we use collection of digital
tachograph (DTG) data. We obtained DTG sensing data of six-thousand driving
vehicles over a year. We studied five kinds of pre-processing methods: filtering
ranges, excluding meaningless values, comparing filters from variables, apply-
ing statistical techniques, and finding driving patterns. In addition, we developed
MapReduce programming using a Hadoop ecosystem, and deployed a big data
to perform pre-processing analysis. Out of the pre-processing steps, we con-
firmed the proportion of DTG sensing data including any errors is up to
27.09 %. In addition, we approved that outlier data can be well detected, which
is difficult to detect through simple range error pre-processing.

Keywords: Big data � Pre-processing � Sensor � IoT � MapReduce

1 Introduction

Sensing devices are increasing in popularity, and a large amount of sensing data is
generated by the pervasive IoT devices. Analysis using IoT data is also increasing by
development of data mining and machine learning. Various kinds of outlier data are
generated, as those devices usually have mobility and battery power shortage and
deterioration due to exposure to a variety of environments according to IoT device
features. Thus, filtering and correcting are necessary for such outlier data [4]. DTG has
by law been installed on most commercial vehicles since 2011 to reduce traffic acci-
dents in Korea [1]. A large amount of data including GPS trajectory is gathered from

E. Choi—This research was supported by the MSIP (Ministry of Science, ICT and Future Planning),
Korea, under the IT/SW Creative research program supervised by the NIPA (National IT Industry
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DTG. DTG is an apparatus for recording the operating history of the vehicle, which is
similar to a black box of an aircraft [2].

In this paper, big data pre-processing methods are investigated and proposed. To
evaluate the pre-processing methods for accurate analysis, we use collection of digital
tachograph (DTG) data. We obtained DTG sensing data of six-thousand driving
vehicles over a year. We studied five kinds of pre-processing methods: filtering ranges,
excluding meaningless values, comparing filters from variables, applying statistical
techniques, and finding driving patterns. Pre-processing was also implemented and
performed by building a Hadoop ecosystem environment and MapReduce features of
distributed processing in Java [3].

2 Related Research Work

• Pre-processing methodology

DTG is a kind of IoT device for sensing data. Pre-processing is essential to this
data, as noises are quite great and unstable in the process of gathering and transferring.
Generally, it may cause problems such as degrading data quality. IoT data is also
generated in large volumes by nature. Thus, pre-processing is an essential data mining
techniques [7, 8]. To make a good estimation model requires good quality data. Per-
forming a data status check to find the data in the problem early and determining
appropriate data processing and cleanup steps are important for preventing the “Gar-
bage in Garbage out” (i.e., poor data drives poor analysis) phenomenon and increasing
the data quality to improve the ultimate performance model. Pre-processing can be
divided into five steps: data cleaning, data integration, data transformation, data
reduction, and data discretization. The detailed operation of each process is organized
as follows: [5].

• Data cleaning
– Filling of missing values
– Noisy data smoothing
– Confirming or removing outliers

• Data integration
– Data integration, converting consistent data type

• Data transformation
– Normalization
– Aggregation
– Summarization

• Data reduction
– Reducing size, but with identical analysis result

• Data discretization
– A kind of data reduction
– Numerical values converted into categorical values Conversion into

categorical values
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• Vehicle data pre-processing

Silva introduced a pre-processing method using GPS trajectory data before esti-
mating fuel consumption from his paper, which is similar to this study [6]. In his study,
a filtering method is use to remove outliers, missing values, unrealistic data, low
reliable data, and a very small amount of data. Removal criteria of his study were as
follows [6].

(1) points with missing values;
(2) points with GPS accuracy < 50 m;
(3) points with inclination out of the interval [−15; 15]o;
(4) points with acceleration out of the interval [−4; 4] m/s2;
(5) points with fuel consumption > 100 L/100 km;
(6) points where the difference of speeds given by GPS and OBD is greater than

3 m/s.

3 Pre-processing Design for Sensing Data

Because DTG data contains vehicle sensing information, it exhibits outliers, such as a
large amount of errors in the generation and transmission processes. In this study,
statistical values used in the filtering criteria are the driving records, which are insti-
gated and ended by vehicle ignition in the journey unit. Filtering criteria were studied
in five kinds of methods, as shown in Table 1.

• Range Error (Basic Range Value Criteria Filtering)

Sensing information includes a basic Range. Its value may be absent or mean-
ingless, depending on the nature of the equipment. In this study, outliers are detected

Table 1. DTG data filtering methods

Method List Cause

1. Filtering
range errors

Statistical number that exceeds the basic
range of machinery

Sensor error

2. Excluding
meaningless
value

Meaningless value of statistics on
vehicles in maintenance or idle within
the basic range

Sensor error or idling,
non-driving, short driving
without statistical validity

3. Comparing
filters from
variables

Filtering by comparing the values
between the two variables

Sensor error or idling,
short-distance driving without
statistical validity

4. Applying
statistical
techniques

Pearson Correlation, error detection by
using standard deviation, etc.

Maintenance, sensor error,
idling, short driving

5. Finding
driving
patterns

Error detection using a driver’s driving
pattern, like rapid operating

Sensor error
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and filtered by range values, which are realistically difficult to generate. The reference
values are as follows.

① Speed: > 163
② PM: > 4000
③ Brake signal: confirming the value besides 0 and 1, or one of the incoming

brake signals 0 or 1.
④ GPS X,Y: confirming territory of the Republic of Korea

(125.8 < x < 131.0, 33.0 < y < 39.0)
⑤ Dir(direction): 0–360
⑥ Acc X,Y (acceleration): −100 * +100

• Meaningless values

Although the data is in a limited range, meaningless values, such as data from
maintenance and idle vehicles are excluded. For example if the total speed is zero, it is
estimated to be sensor failure or stationary vehicle. If the RPM is zero, it is a case of the
key being switched on but the engine not having started status. In this case, the value is
recorded, but it is meaningless record data. Also, cases in which total driving time is
less than 60 s should be excluded, because the data is also subject to the distortion of
statistics.

• Comparison filtering from variables

Though each variable comes within a basic range, errors can be included due to
mechanical failure or communication error. These errors can be detected by compar-
ison of the variables that are associated with each other.

① Compare car speed signal and GPS speed conversion value (Speed sensor
or GPS device error)

② In cases where acceleration is less than 5 and maximum speed greater
than 100 km/h (Speed sensor error)

③ In cases where average speed is greater than 5 and less than 200 m of
GPS conversion distance (Idle or short distance drive)

Speed value of the vehicle speed sensor and converted velocity value of GPS
moving distance should be similar under normal conditions. However, if there is a lot
of difference, it could be due to speed sensor or GPS sensor error. In addition, if
acceleration is less than 5 and maximum speed is greater than 100 km/h, speed sensor
error could be estimated. If average speed is more than 5 and GPS conversion distance
is less than 200 m, meaningless data for analysis could be estimated as idling or
short-distance driving.

• Filtering using Statistical techniques

Some errors are difficult to detect, even if comparison between variables is possible.
We studied this kind of error detecting method using some statistical techniques
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① Pearson correlation between speed and RPM (in cases less than − 0.7)
② Dangerous driving pattern detection analysis
③ In cases where speed/RPM increase/decrease standard deviation is larger

than or equal to zero.

Speed and RPM values generally have a correlation greater than 0.5. However,
some data may have strong inverse correlations, such as less than −0.8 or −0.9.
Looking at these data, there are some data, such as machine abnormality or use as a
maintenance vehicle that cannot use the statistical information. Accordingly, it can be
filtered using the correlation value. In addition, there are some repeat patterns that
represent rapid acceleration and deceleration within a one-second gap, even though
these data are in the basic range. In this case it also turns out to be a device error. If the
speed and RPM increase or decrease standard deviations are zero, speed and RPM
sensor error is found. These data may also be filtered by the detection using the
standard deviation value.

4 Big Data Analysis Design and Development

• MapReduce for pre-processing

A single server has limitations in pre-processing for the large scale sensing data.
Thus, in this study, pre-processing was designed and implemented using Hadoop
MapReduce. Key Values are vehicle number and date in the Map process. Value Range
is the Count in excess of each variable as in Table 2.

Statistical results are calculated by summing the Value of the Key value in the
Reduce process as in Table 3.

5 Experimental Result

Table 4 indicates pre-processing results analyzing DTG total driving data of one year
in the Journey unit

The number of variables in the GPS error, which is greater than the basic Range.
This corresponds to 3.54 % of the total. Brake error signal corresponds to 10.05 % of
the total, which is the case with only one of the incoming brake signals, 0 or 1. It covers

Table 2. Key/value of the Map process

Key (CarNum + Date) Value
(OPCode + Count)

BS99F11752 + 140425 Speed + 1

BS99F11752 + 140425 GPSX + 1

: :

CN99G01208 + 140429 RPM + 1

Table 3. Key/value of the Reduce process

Key (CarNum + Date) Value (SpeedCnt, RPMCnt, ….., BrakeSign)

BS99F11752 + 140425 0, 30, 0, 0, 0, 26, 0, 0, 0, 0, 0, 0, 2, 118, 1920, 0,
0, 0

BS99F11752 + 140425 1, 35, 0, 0, 0, 31, 0, 0, 0, 0, 0, 0, 2, 115, 1867, 0,
0, 0

: :

CN99G01208 + 140429 0, 77, 42, 12, 0, 23, 0, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0
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Table 4. Pre-processing results

Type Error name Outlier criteria ErrRate
(%)

Estimated
reasons

1. Range error GPS error GPS signal include
0 or out of Korea
territory

3.54 GPS sensor
error

Brake signal error Avg brake sig. is 0
or 1

10.05 Brake sensor
error

Speed error highSpeed > 163 4.39 Speed sensor
error

RPM error highRPM > 4000 3.37 RPM Sensor
error

Acceleration error Average Accs is 0 5.54 Acc Sensor
error

2. Meaningless
values

Total Speed is zero highSpeed = 0 7.08 Sensor error or
idling

Total RPM is zero highRPM = 0 2.83 Sensor error or
not start-up

Driving time is less than
60 s

secCnt < 60 0.78 Very short
driving

Excessive idling idleCnt > 1000 0.08 Speed Sensor
error or
excessive
idling

3. Comparison
filtering from
variables

Compare car speed and
GPS speed

avgDGpsSpeed<20
or >50

4.05 GPS Sensor
error
Speed Sensor
error

Acc less than 5 and
maximum speed greater
than 100 km/h

AccX < 5 and
highSpeed > 100

0.24 Sensor error

Average speed greater than
5 and GPS distance less
than 200 m

avgSpeed > 5 and
sumGpsDist < 200

1.80 Idling or very
short driving

4. Filtering
using Statistical
techniques

Correlation between speed
and RPM is less than −0.7

Correlation < −0.7 0.04 Vehicle
maintenance or
sensor error

RPM Standard Deviation SD_Rpm > 4000
and
SD_Rpm < 100

6.49 Sensor error or
excessive
idling

Speed increase standard
deviation

SD_PSpeed > 10 1.57 Sensor error

Speed decrease standard
deviation

SD_DSpeed > 10 0.54 Sensor error

5. Driving
Pattern

driver’s driving pattern hSUpCnt > 40 0.00 Speed Sensor
error

Sum (Redundant error calculate one) 27.09
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the most cases. The results indicate speed sensor error 4.39 %, RPM sensor error
3.37 %, acceleration sensor error 5.54 %, and overall sensor error DTG at least 10 %.
Value compared to vehicles with GPS Speed is 4.05 %, in which case it is GPS or
Speed sensor error. The total number of errors is 266,675, that is, 27.09 % of the
1,042,027-journey data. This indicates the possibility of including errors in the multiple
paths such as sensing, communication pathway, and server storage. Our pre-processing
methods achieved the highly qualified error-filtering.

6 Conclusion

In this paper, the pre-processing methodology was investigated, and big data
pre-processing was also studied by building MapReduce. Handling data of IoT devices,
pre-process is essential because large amounts of outlier data are generated. In this
study, the proposed methodology was analyzed using 1-s unit DTG data of 6000
Korean driving vehicles over a year. We studied five kinds of pre-processing methods
(range error, meaningless value, comparison filtering from variables, statistical tech-
niques, and driving pattern), and applied such methods by developing MapReduce
codes using Hadoop ecosystem.

We confirmed that the proportion of driving data including one error is up to
27.09 %. We also confirmed that outlier data can be detected, which is difficult to
detect through simple Range Error check. Improvement of IoT sensing pre-processing
methodology was confirmed using statistical techniques. Further research is required to
improve sensing data processing in various other fields.
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Abstract. The home network share the data with each other to configure a
network after connecting many devices that wired or wireless in the home.
Recently the home network has increased as internet of things service extension.
But this is not achieved strong security because due to this, each device has the
function deterioration problem in home network. Therefore it is necessary to
determine the wired or wireless network security vulnerabilities and counter-
measures to prevention for cybercrime privacy leakage. In this paper analyzes
the factors of home network vulnerabilities and middleware security in internet
of things. Also it presents a security vulnerability improvement.

Keywords: Home network � Security vulnerability � Middleware � Internet of
things

1 Introduction

With the development of information communication technology, humans are
increasing interest in more diverse and convenient service. As common networks and
devices, we can easily configure the smart home environments in home through the
development of the internet of things (IoT). In general, home network connects various
devices as network that wired or wireless in the home. And it constitutes a home
network environment for share the communication such as data, printer, and internet.
Home network in internet of things is capable of communication between the devices.

We apply security solutions to network devices in the home, it appears the impact
of deterioration is very large. So it is difficult to enforce strong security and is exposed
to cyber-crime, such as information disclosure, alteration by using vulnerability.
Especially when exposed to security threats, the risk is very large. Because in all device
in internet of things is configured a network and it has the data flow. We need to know
about security vulnerabilities and countermeasures that wired and wireless to prevent
privacy leakage and cyber-crime in home network. This research analyzes the factors of
home network vulnerabilities and middleware security in internet of things to improve
the security network and applications from smart home network. And this suggests a
vulnerability improvement.

Internet of things are defined “This is a technology anytime and where the network
connection between people and things.” in the ITU [1]. This is a new paradigm that
described various techniques have been integrated such as sensor recognition
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technology, network communication technology, embedded technology, web and
application services technology etc. [2].

Internet of things is similar, but different ubiquitous and machine to machine
(M2M). Because was fused to the existing communication network system. And it was
systematized and extended exceed all device capable of M2M. In particular, unlike
M2M communication, this is generally applied to the web in a network environment
established between things. And it is actively utilizing big data, data mining, etc. Also
it has the potential to generate other content. Figure 1 shows the approaches on internet
of things solutions. In summary, internet if things can be defined as a new concept that
combines the complex technology based on communication function in variety devices.

Internet of things already been studied for this component in a number of ways [3].
There are intelligent, structure, complex system, size, time, space. This is a very important
indicator g for each step considering such as design, development, and evaluation the
actual implementation. When utilizing these elements, we can easily and efficiently build
Internet of things system. And it can be effectively used in maintenance and repair.

2 Home Network

The home network is to establish a mutual network utilizing a variety of information
appliances in the home. In the internet of things environment, Smart devices in home
network has the mutual communication using network that wired or wireless. This
means that the build environment that can be interconnected through the Internet from
outside. This configuration of a home network is shown in Fig. 2.

Fig. 1. Approaches on internet of things
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2.1 Home Network Middleware

In this section, we analyzed the characteristics of the middleware. The middleware
provides basic security functions for control between devices of the home network.
Also this has been made standard about related security. In particular, the function of
middleware are more various.

Middleware is generally located between the OS (Operating System) and appli-
cation environment. This is also referred to as a software layer that provides the
solution of situations that can be generated from connectivity issues, compatibility,
security, reliability between heterogeneous devices [4].

Middleware is in charge of various functions. Such as internet of Things envi-
ronmental services support common interfaces, network connectivity between hetero-
geneous devices, each sensor data acquisition and processing, device control and data
conversion, and dynamic resource management, etc. Among the core of middleware is
which will connect the network between different devices. It allows to convert the data
to enable communication between different protocols.

Generally Middleware is software that mounted to the home server for a home
network. This allows an intermediary for all devices connected able to exchange
control information and various kinds of multimedia information to each other in home
network. One of t network middleware security features in home network is usually the
authentication and access control of the devices. In addition, this provides user
authentication, message integrity and confidentiality. Usually it does not have strong
security due to the fear of poor performance.

Fig. 2. Home internet of things system component
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2.2 Home Network Security Vulnerabilities

It is possible to use various security techniques. However, due to problems with the
computing power, it does not have the strong security features that can solve security
vulnerabilities. Home network vulnerability in the wired and wireless are shown in the
Table 1 below.

3 Conclusion

As Internet of things penetration, home network environment configuration was
inevitable. However, the attack technology is increased by the home network with the
development of technology. As a result, an attacker appear in a variety of attack types.
Therefore, we analyze the security requirements for the improvement of security vul-
nerabilities and problems in the home network. And we show a countermeasure for it.

The future Internet of Things and home network will be increased. At the same time,
has the function of middleware is extended gradually increasing importance. But many
researchers do not strongly discuss the security countermeasures of the middleware.
Therefore, we should discuss a security vulnerability by providing a common security
standards to be satisfied in the future. And it must respond to possible cyber-crimes and
privacy leakages that are occur at any time. Through threats and requirements for
research in this paper, it should develop specific and systematic research and security
solutions. And building a more secure home network will have to be made.

Table 1. Home network vulnerability

Network Technology Security vulnerability

Wired IEEE 1394 – Outlet and the modulation caused by data transmission and
reception

PLC – Modulation and outlet that control information/data
transmission

HomePNA – Built-in SNMP
– Authentication and privacy service vulnerability
– A Dos and traffic analysis vulnerability

USB – No retransmission
– Limited low-speed transfer mode (keyboard and mouse)

Wireless WLAN – Plaintext exposure
– Potential threat Ddos

UWB – Threat based on wireless openness
Wireless
LAN

– Need the high transfer rates supported

Wireless
1394

– Potential threats undercover

Zigbee – Blue sniffing
– Blue bugging
– Blue jacking
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Abstract. In this paper, we provide an algorithm for generating a trajectory in
real time to identify the pedestrians. Typically, the contours for the extraction of
pedestrians from the foreground of images are not clear due to factors including
brightness and shade; furthermore, pedestrians move in different directions and
interact with each other. These issues mean that the identification of pedestrians
and the generation of trajectories are somewhat difficult. We propose a new
method for trajectory generation regarding multiple pedestrians. The first stage
of the method distinguishes between those pedestrian blob situations that need to
be merged and those that require splitting, followed by the use of trained
decision trees to separate the pedestrians. The second stage generates the tra-
jectories of each pedestrian by using the point-correspondence method; how-
ever, we introduce a new point correspondence algorithm for which the A*
search method has been modified. By using fuzzy membership functions, a
heuristic evaluation of the correspondence between the blobs was also con-
ducted. The proposed method was implemented and tested with the PETS 2009
dataset to show an effective multiple-pedestrian-tracking capability in a pedes-
trian interaction environment.

Keywords: Artificial intelligence � Multiple-target tracking � Machine
learning � Decision tree

1 Introduction

For a long period of time, tracking has been an important theme in terms of computer
vision, and it remains a challenging task. Computer-vision tracking involves the
detection of the moving regions of images, the separation of foreground pedestrians
from the background, and movement prediction. The tracking of a pedestrian is
straightforward, as the pedestrian can easily be found in each frame, and the elapsed
time can be used to determine the trajectory of the detected pedestrian; however, the
generation of the trajectories of multiple tracked pedestrians is more complicated.
During the tracking of multiple pedestrians, it is possible to mistakenly identify one of
the other pedestrians as the target pedestrian, or to miss the detection of a pedestrian
due to inter-pedestrian interactions such as occlusions.
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The objects tracking and detection is the most important and essential step in
computer vision. The main target of object tracking is to detect and track the moving
objects such as pedestrians.

Occlusions and overlaps occur very commonly in pedestrian scenes. Depending on
incomplete object detection, tracking algorithm is more complex. Calculation for
connecting the tracklets belonging to the same individual is NP-complete problem.

Yilmaz et al. [1] categorize the tracking methods on the basis of the object and
motion representations used. There are two main processes in motion-based recogni-
tion: One is a motion representation, another is the extraction of motion information
from a sequence of images. In general, for extracting motion information, using the two
methods as follows: motion correspondence and optical flow [2]. Eom et al. [3] pro-
posed a heuristic search-based motion correspondence algorithm using fuzzy cluster-
ing. They focused on the motion corresponding algorithm. And in the experiment,
corresponding points is a preprocessing. In this paper is an improved version of their
pre-processing phase. Pasquale Foggia et al. [6] proposed system is able to simulta-
neously track single objects and groups of objects. The object classifier module clas-
sifies each single blob into different classes.

2 Proposed Method

The diagram of the proposed method is shown in Fig. 1. We separated the foreground
from the background by using a Gaussian mixture model whereby the separated
foreground consists of blobs. Each pedestrian blob is represented by features such as
area, perimeter, aspect ratio, center of mass, average color, and the distance to the
closest blob in the previous frame; based on training-set learning, these features are
used for the construction of the decision trees. The resultant learned decision trees are
used to classify the blobs as either “split” or “merged,” and the splitting and merging
processes assign blobs to each pedestrian.

Fig. 1. Diagram of the proposed method
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To associate a blob in the current frame with a tracked pedestrian from a previous
frame, we devised a modified A* heuristic search algorithm. For each blob, the search for
the most-probable pedestrian from the previous frame is based on the Euclidean distance
and the difference between the velocity angles of the blob and the pedestrian. The
required heuristic function that computes the possibility that a tracked pedestrian cor-
responds with a blob was designed using a fuzzy-C-means (FCM) clustering algorithm.
It is the association of the blobs with the pedestrians over the entire frame sequence that
produces the trajectories, each of which is a trajectory for a single pedestrian.

2.1 ID3 Decision Trees

The ID3 decision tree is an information-theoretical algorithm invented by Ross Quinlan
[7]. Each iteration of the ID3 involves the attainment of the largest information gain (or
smallest entropy value), and a probability of p is determined from the occurrence
frequency. The entropy of a given BM is computed as follows:

EðBMÞ ¼ �
X
Ci2C

pðCiÞ log2 pðCiÞ ð1Þ

where C is a set of classes in BM that is either of a positive (merging) class or a negative
(not-merging) class, and p(Ci) is the proportion of the number of pairs labeled as class
Ci in BM to BMj j. The information gain(IG) from the partitioning of BM according to the
value of the feature fM is computed using Eq. (2), as follows:

IGðfMi ;BMÞ = EðBMÞ �
X
vj2vMi

pðvjÞEðBM
vj Þ ð2Þ

In Eq. (2), EðBM
vj Þ is the entropy of the subset BM

vj that is constructed through the

collection of pairs, each of which has a value of vj for the feature fMi , from BM. VMi

denotes a set of values for fMi ; therefore, BM ¼ S
vj2Mi

BM
vj . The probability pðvjÞ is

computed using Eq. (3), as follows:

pðvjÞ ¼
BM
vj

��� ���
BMj j ð3Þ

At each iteration of the construction of a decision tree, the feature that provides the
maximum information gain is selected as a decision node. To deal with the numeric
features, the C4.5 [8] ID3 algorithm is used.

2.2 Trajectory Generation

A* algorithm is a typical heuristic shortest path search algorithm. A* algorithm select
the node with the minimum value of the values that have been calculated by guidance

Machine Learning for Trajectory Generation 403



function that uses a heuristic estimate to a depth first search [5]. The evaluation
function in search node n is given in Eq. (4).

f ðnÞ ¼ gðnÞþ hðnÞ ð4Þ

With g(n): path cost to the n node from the starting node. h(n): estimated cost of the
path to the target node from the n node. h(n) usually use the manhattan distance. The
Algorithm progress that the node with a value of shortest guidance function in node to
be connected form the starting node is to be a node that make up the shortest path, but it
will end by selecting the target node. A* algorithm has the advantage that a search time
is shortened in accordance with finding the target node without comparison with other
paths. However, in a complex and unstable network, there is the potential for that to fail
the search for shortest path. The number of clusters and the initial cluster center value at
the approximate point are calculated by using a Mountain method [5]. With many
changes by the FCM algorithm repeatedly, the positions of the cluster centers that are
determined roughly is determined the final cluster center. Using the degree of affiliation
calculated by the FCM algorithm, cost of all correspondence are calculated then the
cost is used in making the correspondence matrix. Finally, an optimal trajectory is
generated by the correspondence matrix and the A* algorithm.

2.3 Experiment Results

We used the Caviar “Crowd of four people meet, walk and split” sequence, PETS 2009
dataset S2 from the L1 sequence view 001 and the L2 sequence view 001 as shown in
Fig. 2. The Caviar sequence is used only for tracking in clean environment. WEKA
(Waikato Environment for Knowledge Analysis) version 3.7, written in JAVA, is an
experimental tool used for machine learning [11] that we used for ID3 machine learning
and the visualization of the decision trees. Blob detection and a trajectory-generation
algorithm were implemented in OpenCV 2.4.2 with Visual Studio 2010.

(a) In the merging situation (b) In the splitting situation

Fig. 2. Merge or split situation
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Figure 2 shows splitting or merging situations for the detected blobs in the image.
Two pedestrians are detected as one blob, so the blob number 0 of Fig. 2 (a) needs to
be split; furthermore, one pedestrian is detected as two blobs, so the blob number 0 and
the blob number 1 of Fig. 2 (b) need to be merged.

Figure 3 shows the generated trajectories for the S2 views of the L1 and L2
sequences from the PETS 2009 dataset. The pedestrian group consists of nine people in
the (a) L1 sequence and 33 people in the (b) L2 sequence. The pedestrians of (a) fre-
quently change their moving direction in comparison with those of (b). The L1 and L2
sequences generated trajectories of 30 frames and 26 frames, respectively.

3 Conclusion

Generating a trajectory in the multiple pedestrian have a lot of difficult factors. In the
previous research, presented excellent results from trajectory generation of multiple
target. The biggest problem for the application of previous research to multiple
pedestrian tracking is the interaction between each other. We apply the ID3 algorithm
to solve the problem of the interaction of the pedestrian. ID3 algorithm, the blobs
overlap between the pedestrian was used to define the split and merge situations.
Redefine the blobs to display a multiple-pedestrian in the experiment, to calculate the
corresponding cost. Multiple-pedestrian trajectory is connection of the minimum cost
of the node in A* search algorithm. Our experiments solved several constraints
problems for the applied of point correspondence method to trajectory generation of
multiple-pedestrian. The experimental results are classified as unclear blob splitting and
merging situations. Thereafter, to generate a trajectory of each multiple-pedestrian as
FCM based point correspondence method. The results of the research was successful in
generating the trajectory of the multiple-pedestrian to the frequent interaction. In the
future, to improve the accuracy of classification, via the ID3 algorithm for improved
accuracy, generating the trajectory of each multiple-pedestrian with Datasets in
diversity of experiments is expected to proceed to the next research challenge.

(a) L1 ground truth trajectories (b) L2 ground truth trajectories

Fig. 3. Multiple trajectories of pedestrians
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Abstract. Gait posture recognition at smart environment is considered as a
primary function of the smart healthcare nowadays. The significance of gait
posture recognition is great especially for the elderly as it is one of the basic
activities to promote and preserve their health. In this work, a novel method is
proposed for gait posture recognition that utilizes Local Directional Patterns
(LDP) for the local feature extraction of depth silhouettes. Then, DBN is trained
to be applied for the posture recognition later. The proposed approach shows
superior recognition performance over other traditional methods of gait posture
recognition.

Keywords: Gait � LDP � DBN

1 Introduction

Recently, smart home is attracting a lot of attentions by many researchers to promote
peoples’ health [1–5]. It can play a key role to support the elderly or disabled people to
support their life and looking after their health requirements. Among different human
activity recognition at smart homes, gait posture recognition is considered to be a
primary function nowadays [6]. In this regard, video cameras are being commonly used
for various surveillance applications such as human computer interaction.

To represent the human body silhouette in images, binary silhouettes are the most
commonly employed from which useful features are derived [7–12]. Agarwal and
Triggs adopted binary silhouettes for human body pose recovery in [8]. Howe applied a
binary silhouette-based approach to analyze human motion features in [9]. However,
binary shapes are not efficient enough to describe human silhouette properly because of
its limited flat binary pixel intensity distribution though they have been very much
utilized. Besides, it seems extremely tough to represent the differences between the far
and near parts of human body from binary shapes. To overcome such limitations of the
binary shapes, depth shapes were proposed [13]. Depth shapes was successfully used in
gesture recognition works such as [13]. In depth-based shape representation, the pixel
values are assigned based on the distance to the camera. Hence, they can be more
useful than binary shapes by providing better gait information in the images. Therefore,
it would definitely be very wise to adopt depth shapes in gait posture recognition,
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which should allow us to come up with more robust gait recognition than binary
shapes.

Regarding body shape features in gait, the very much common feature extraction
method utilized so far is Principal Component Analysis (PCA) [10, 11, 13]. PCA
extracts global features of human body in gait silhouettes and hence local feature
extraction can provide more details regarding human body description in gait activity.
In this regard, more robust human activity features can be obtained applying local
feature extraction approaches such as Independent Component Analysis (ICA) and
Local Binary Pattern (LBP). ICA is a higher order statistical approach than PCA and it
produces local features that basically results in an improved recognition performance
over PCA for human activity recognition [7].

LBP features basically focus on more detail than ICA as they have tolerance against
illumination variances on the pixels in the images [14–17]. Hence, LBP are very robust
features due to their tolerance against illumination variation. Besides, LBP features are
very easy to compute. LBP was improved by Local Directional Pattern (LDP) later on
[18]. Similar to LBP, LDP features also have the tolerance against illumination vari-
ations but LDP features represent much robust features as they include the direction
information for each pixel [18]. Thus, LDP features should be adopted to represent
human gait silhouette to apply for efficient gait recognition.

Deep Neural Network (DNN) is gaining a lot of attentions by many researchers these
days as it can generate features from raw input [19]. Besides, DNN can overcome some
limitations of basic perceptron where it is not able to perform in general pattern
recognition. However, one limitation in DNN is it requires very much training time [19].
An improved version of DNN was proposed in 2004 which was called Deep Belief
Network (DBN) [20]. DBN utilizes Restricted Boltzmann Machine (RBM) where the
networks can obtain optimal solutions with much less training time than DNN. Thus,
DBN is adopted in our work with LDP features to develop a robust gait posture
recognition system.

2 Proposed Method

Robust features were obtained first using LDP to train a DBN, which is applied later on
for recognition in testing. Figure 1 shows overall gait posture recognition architecture
including training and testing via DBNs. A commercial depth camera was deployed to
record depth images of different gaits where in the depth images, each pixel is rep-
resented as a gray value to represent shorter ranged pixels with brighter and longer ones
with darker values. Figures 2(a) and (b) depicts some generalized depth shapes from a
normal and abnormal gaits.

2.1 Local Directional Pattern (LDP)

Generally, Local Directional Pattern (LDP) uses an eight-bit binary code to each pixel
in a depth image. The pattern is calculated by comparing the edge responses of a pixel
from eight different directions. Kirsch edge detector is used in this work as the main
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significance of this detector is it detects the edges more accurately than the others by
considering eight neighbours. Thus, for a pixel in the image, eight directional edge
response values mkf g; k ¼ 0; 1; . . .; 7 can be computed by Kirsch masks. Figure 3
shows these Kirsch masks.

It would be interesting to know the p most prominent directions to generate LDP
pattern for a pixel as all the directions cannot represent equal strength and hence low
response directions can be ignored in this regard. The top-p directional bit responses bk
are set to 1 whereas the remaining bits are 0. At last, LDP code can be derived by (1).

Depth Video Acquisition
Through Depth Camera

Silhouette Extraction After
Background Subtraction

Local Directional Pattern
(LDP)

Recognition Through
Trained Deep Belied

Network (DBN)

Fig. 1. Processes involved in the proposed gait posture recognition system.

(a)

(b)

Fig. 2. A series of depth silhouettes of (a) normal and (b) abnormal gaits.
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Figure 4 depicts an LDP code by considering the strength of top five directions. In our
work, we adopted five top directions as other numbers more than that could not bring
us better recognition performance in terms of recognition rates.

LDPp =
X7
k¼0

Dkðmk � mpÞ � 2k; DkðaÞ ¼ 1 a� 0
0 a\0

�
ð1Þ

where, mp is the p-th most significant directional response.
Thus, an image was transformed to the LDP map using LDP code. The image

textual feature is presented by the histogram of the LDP map where a bin can be
defined as

T =
X
x;y

G LDPðx; yÞ ¼ tf g; t ¼ 0; 1; . . . n� 1 ð2Þ

where n is the number of the LDP histogram bins (normally n ¼ 256) for an image
G. Then, the histogram of the LDP map is presented as

H ¼ ðT0; T1; . . .; Tn�1Þ: ð3Þ
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Fig. 3. Kirsch edge masks in eight directions.
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2.2 Gait Posture Modelling Through DBN

While training a DBN, it follows two main parts, which are pre-training and fine-tune.
The pre-training is based on Restricted Boltzmann Machine (RBM). Once the RBM
network is pre-trained, weights of the networks are applied on fine-tune algorithm.
RBM is very effective for unsupervised learning. As shown in Fig. 5, three hidden
layers are applied here for RBM. RBM is basically applied to initialize the networks
and can contribute to optimize errors. During initialization of the network, a greedy
approach methodology is adopted. Once the weights of the first RBM are trained, first
hidden layer weights get fixed. Then, the weights of the second RBM are trained using
first hidden layer weights. Lastly, the third RBM is trained with previous two hidden
layers weights.

3 Gait Posture Recognition Experimental Results

A Depth gait database had been built for two gait activities: normal and abnormal gait
that consisting of 1000 images for training (i.e., 500 for each gait) and 200 images for
testing (i.e., 100 for each gait). The traditional as well as proposed LDP-based shape
feature extraction approaches were analyzed. The traditional shape-based recognition
was applied first. In this regard, PCA, ICA, and LBP were applied to see how they
perform on depth silhouette-based gait posture recognition. We started with the binary
shape-based experiments first where LBP and LDP could not be applied as binary
shapes represent flat binary 1 and 0 value distribution only. We started with PCA with
DBN and obtained mean recognition rate of 78 %, the lowest recognition performance
amongst all experiments. Later on, ICA and DBN were tried that obtained a marginal
improved recognition rate of 84 %. Table 1 shows the binary shape-based gait posture
recognition experiments.

After the binary silhouette-based gait posture recognition experiments, we applied
depth silhouette-based approaches to see their performances. PCA with DBN was
applied first that achieved mean recognition rate of 82.50 %. Then, ICA was employed

Fig. 5. Structure of a DBN.

A Deep Learning-Based Gait Posture Recognition 411



that brought us a slightly improved recognition rate i.e., 88 %. Since LBP is considered
to strong tool for robust local feature extraction, it was used then which achieved a
better recognition rate of 91.50 %. Finally, the proposed LDP features were tried with
DBN which brought the highest recognition rate of 97 %. The experimental results are
shown in Table 2. Thus, our proposed LDP-DBN approach shows the superiority over
other traditional approaches.

4 Conclusion

In this paper, a novel deep learning-based approach has been proposed for human gait
posture recognition by using depth silhouettes and LDP features in combination with
DBN. LDP-based features of the depth silhouettes were investigated here and obtained
superior recognition results over the traditional silhouette-based approaches such as
PCA, ICA, and LBP. The proposed approach system can be employed successfully in
smart homes for better human computer interaction.

Acknowledgement. This work was supported by the Samsung Research Fund, Sungkyunkwan
University, 2015.

Table 1. Gait posture recognition results based on the different features from the binary
silhouettes.

Feature Gait Recognition rate Mean

PCA Normal 79 % 78
Abnormal 77

ICA Normal 85 84
Abnormal 83

Table 2. Gait posture recognition results based on the different features from the depth
silhouettes.

Feature Gait Recognition rate Mean

PCA Normal 83 % 82.50
Abnormal 82

ICA Normal 89 88
Abnormal 87

LBP Normal 91 91.50
Abnormal 92

LDP Normal 98 97
Abnormal 96
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Abstract. In image restoration, for spatially variant blur, block-wise iterative
method have been proposed. Block-wise iterative method is based on the
assumption that the blur approximates to spatially invariant in a small region of
the blurred images. These approaches show approximation errors and block
artifacts. In this work, we suggest to use block iterative method without
approximates to spatially invariant blur considering arbitrary shaped blocks
related to shapes of blur models. We can reduce the approximation errors and
block artifacts with high speed of iteration convergence. This proposed image
restoration method can reduce the computational efforts and is useful to
embedded system such as mobile phone and embedded vision system.

Keywords: Spatially variant blur � Block selection � Block iteration method

1 Introduction

Spatially variant deblurring problem is computationally infeasible, because fast Fourier
transform based method cannot be used [1]. To address this difficulty, block-wise
iterative method have been proposed [2]. Sectioning method decompose the blurred
image into several blocks equivalently, and deblur each sub-images separately using its
approximate spatially invariant blur, and then combines those block-images to form the
final image [3]. This approaches, however, suffer from approximation errors and block
artifacts. In this work, for the spatially variant deblurring, we suggest to use the
spatially-variant blur model itself in a small region. We propose the Separate block
iteration method (SBI) and the Interlaced block iteration method (IBI). These two
methods are based on Richardson-Lucy method. The Separated block iteration method
(SBI) is same to the sectioning method [3], but the separated block iteration method
(SBI) use the spatially-variant blur model itself.

We propose to use the arbitrary block shapes which is related to the blur models.
For example, we consider the rectangular blocks for Gaussian blur and the diagonal
blocks for Motion blur. For accelerating speed of convergence, Interlaced block
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iteration method (IBI) uses a small portion of observed data sequentially in each
iteration. As iteration goes, we choose whole data evenly. In simulation study, as
spatially variant blur model, we consider the Gaussian blur model and the diagonal blur
model. Our proposed method have many advantages. Real-time image reconstruction
using small amount of pixels, even more precise images without development of
devices is possible.

2 Definition and Background

2.1 Image Deblurring Problem

We model the image restoration problems as:

g = Pf + n ð1Þ

Where g is the observed image, P is the matrix that determined the blurring process,
f is the original true image, and n is the Gaussian noise. We assume that f is defined on
X which is the set of image pixels, and g is defined on K, respectively. We also assume
following conditions for the blurring matrix P:

Pb;v � 0; Pb;b [ 0; X = fv jPb;v [ 0; b2Kg ð2Þ

For spatially invariant blur models in (1), the multiplication of the matrix P and the
true image f, Pf can be expressed by truncated convolution with a point spread function
(PSF) k:

ðPf Þb =
X
v2X

Pb;v fv =
X

v2ðb�SkÞ
kb�v fv ð3Þ

where Sk = fu jku 6¼ 0g, the support k. The PSE k is nonnegative, its components have
sum 1, and the point ð0; 0Þ 2 Sk.

2.2 Richardson-Lucy Iteration Method

The Richardson-Lucy iteration takes:

f̂ nþ 1 = f̂ n � �Ptðg � =Pf̂ nÞ � =Pt1 ð4Þ

Where �� and �= are pixel-by-pixel multiplication and division between two ima-
ges. 1 is the all one image.
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2.3 Sectioning Method

The sectioning method decompose K to t blocks Ki, i ¼ 1; 2; . . .; t [3]. Then deblurring
problem g ¼ Pf (for the simplicity of the presentation, we omitted the noise term n in
(1) into several sub-deblurring problems

g½i� ¼ P½i� f ½i�; i ¼ 1; 2; � � � ; t ð5Þ

And then, it approximates the matrix P½i� on Ki by a PSF k½i�

P½i�f ½i��k½i� � f ½i� ð6Þ

where Xi are domains on which solutions f ½i� of approximated sub-deblurring problem
(6) are defined and P½i� is the restriction of matrix P on Ki � Xi.

3 Proposed Method

3.1 Spatially Variant Blur

For the blurring matrix P, we consider the spatially variant Gaussian blur, which is
designed as follows:

Pb;v = cb exp � 1
2r2

ðavðb1 � v1Þ2 þ bvðb2 � v2Þ2
� �

ð7Þ

av ¼ ðcðjv1 � v2j þ jv1jÞ þ 1Þ�1

bv ¼ ðcðjv1 � v2j þ jv2jÞ þ 1Þ�1
ð8Þ

Here the parameter c in (9) is the degree of spatial dependence of the blurring
model and the constant cb in (8) is introduced to make

P
v2X

Pb;v ¼ 1 in (3) for each

b 2 K. For the P, we consider the spatially variant Motion blur, which is designed as
follows:

Pb;v ¼
~cbð1þ iþ jþ jiþ jjÞ�1 if 0 	 i; j \nt

and ji� jj 	mt

0 otherwise

8<
: ð9Þ

i ¼ b1 � v1; j = b2 � v2
mv ¼ ½nv=v�; nv ¼ dþ ½ðjv1j þ jv2jÞ=l�

ð10Þ

Here, parameter d; l; v are introduced to control the size and the degree of the
motion blur. The notation ½x� denotes the largest integer that is smaller than or equal to
x. The constant ~cb is introduced to make

P
v2X

Pb;v ¼ 1 in (3) for each b2K.
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3.2 Separate Block Iteration Method

The Separated block iteration method (SBI) is similar to the sectioning method [4], but
the separated block iteration method (SBI) use the spatially-variant blur model itself
(Fig. 1).

3.3 Interlaced Block Iteration Method

Interlaced block iteration method (IBI) uses the spatially variant blur model itself, and
uses blocks that consist of scattered pixels(down-sampled pixels) and immediately uses
iterates from the current block as the starting image for the next iteration [5] (Fig. 2).

3.4 Block Selection

We use arbitrary shaped blocks to increase flexibility of selection of block [5]. 4� 4
rectangular down-sampled blocks are defined by

Fig. 1. The process of the separate block iteration method

Fig. 2. The process of the interlaced block iteration method
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K4yþ zþ 1 = fði1; i2Þ 2K j i1 2 4zþ y; i2 2 4zþ xg for x; y = 0; 1; 2; 3 ð11Þ

Where 4z is the integer subset formed by multiples of 4. Diagonally down-sampled
blocks of size 8 are defined by

Kiþ 1 ¼ fði1; i2Þ 2 K ji1 þ i2 2 8zþ tg for t = 0; 1; 2; 3; . . .; 7 ð12Þ

4 Simulation and Results

To compare with proposed method, we simulate sectioning method, and interpolation
method. We use the spatially variant Gaussian blur model with r ¼ 0:5; c ¼ 0:2, and
Motion blur model with a ¼ 7; b ¼ 20; c ¼ 5 in (10) and (11). We measure the time to
construct spatially variant blur PSFs, tp. tRL is the time for one round iteration of RL. t�RL
is an average of tRL. MSE is the mean square error (Figs. 3, 4, 5 and 6).

(a) (b) (c) (d)

Fig. 3. (a) 4� 4 rectangular (b) 16 diagonal (c) 4� 4 rectangular down-sampled (d) 4
diagonally down-sampled blocks

(a) (b) (c) (d)

Fig. 4. Test images (a) Face (b) Pepper Blurred images (c) by spatially variant Gaussian blur
(d) spatially variant motion blur
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5 Conclusion and Further Study

Simulation results show that, through the comparison to tp; tRLðt�RLÞ, MSE, the sepa-
rated block iteration (SBI) and the interlaced block iteration (IBI) can reduce com-
putational burden by high speed of accelerating iterations. We can also avoid
approximation errors and block artifacts. This proposed method can be applied to 3D
X-ray microscopy, PET Image Reconstruction, digital camera and smart phone with a
new function. Our next goal is to deblur the images from unknown blurring models
(Table 1).

Acknowledgment. This research was financially supported by the 2014 Ministry of Education
(MOE) and National Research Foundation of Korea (NRF) through the Human Resource
Training Project for Regional Innovation and Creativity (NRF-2014H1C1A1066998).

(a) (b) (c) (d)

Fig. 5. Deblurred images (a) (b) by sectioning method (c) (d) by interpolation method

(a) (b) (c) (d)

Fig. 6. Deblurred images (a) (b) by separated BI method (c) (d) by Interlaced BI method

Table 1. Section: Sectioning method, Interpol: Interpolation method, SBI: Separated block
iteration method, IBI: Interlace block iteration method.

Section Interpol SBI IBI

tp Face 1.19 1.19 18.93 18.93
Pepper 1.18 1.18 1.25 1.25

tRLðt�RLÞ Face 0.29 0.29 0.15 0.00095
Pepper 0.29 0.29 0.034 0.0361

MSE Face 7.22 7.20 7.05 7.07
Pepper 6.31 6.26 5.01 4.63
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Abstract. Shadows are essential elements in computer-generated scenes.
Shadow mapping is one of the most popular techniques for rendering shadows
in real-time applications which is widely supported in current graphics hardware
with its flexibility independence to the complexity of the scene. However, the
standard shadow maps suffer from aliasing artifacts due to finite resolution and
bias problems. In this paper, we survey the most promising research results that
have been achieved recently and conclude by discussing some of the most
important challenges of shadow aliasing.

Keywords: Shadow mapping � Anti-aliasing � Real-time � Resolution

1 Introduction

Shadows are important results of the light transport in a virtual scene. They give visual
cues and geometric relationships of objects each other. Shadow mapping is the most
popular algorithm in real-time applications. However, shadow mapping suffers from
serious artifacts due to the mismatching of different sample distributions. This paper
discusses the issues of aliasing of hard shadows generated by shadow mapping and the
most promising research results have been achieved especially for the past five years.
We draw conclusions with different techniques.

Shadow mapping is an image-based algorithm; it can be achieved within two passes
(see Fig. 1). In the first pass, shadow mapping renders the scene from the light’s point
of view and store visible depth value as textures in z-buffer (shadow map). In the
second pass, the scene is rendered from camera’s (eye’s) view. Each pixel is trans-
formed into light space to compare its z value with the corresponding depth value
stored in the shadow map to determine a view sample being shadowed or illuminated.

2 Analysis of Aliasing

The straightforward understanding aliasing occurred in shadow mapping is the mis-
matching of pixels and texels. An insightful observation for aliasing is given with a
mismatching ratio of the beam footprint widths [1] (Eq. 1 and Fig. 1):
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m ¼ w
0
l

w;
i
� wl

wi

cos hi
cos hl

ð1Þ

Where wi and wi are the widths of the image and light beams at the point of
intersection. hi and hl are the angles between the surface normal and the beam direc-
tions. wl=wi is referred to as perspective aliasing and cos hi= cos hl is referred to as
projection aliasing. Therefore, perspective aliasing depends solely on the relative
positions of the light and camera which is independent of the scene geometry and
perspective aliasing vanishes when the beam widths are the same, i.e. wi ¼wl. For
projection aliasing, it depends on the surface orientation to the beam directions only if
hi ¼ hl, where the surface is parallel or perpendicular to the half-way vector between
the beam directions.

3 Anti-aliasing Technology

Good reviews can be found for shadow generating technology in the past years. In
2011, Scherzer [2] analyzed the technique of hard shadow generation and the main
types of error occurred in hard shadow technique were presented. They are basically
can be summarized in two reasons: sampling error and reconstruction error. Many
methods and strategies reduce the sampling error, such as focusing methods, which
reduce the shadow map space of the invisible scene parts; warping methods which
make sure that higher sampling densities for the near viewpoint and lower sampling
densities for the far viewpoint; partitioning methods using multiple shadow maps try to
approximate the ideal sample distribution; irregular sampling methods which try to
create shadow map samples exactly in those positions that will be required later on;
finally temporal re-projection methods, which reuse samples from previous frames
through re-projection. Kolivand [3] also gives a review about shadow techniques. In
the paper, we will analyze the anti-aliasing technology of the newest method proposed
mostly in the past five years through another view of the technology.

Fig. 1. The principle of shadow mapping (left), shadow map aliasing (right).
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3.1 Adaptive Sampling Anti-aliasing

Adaptive sampling method traces the edges among the previous rays using additional
rays [4], which is suitable for real time-moving shadow detection. This method pre-
sented a method improving shadow detection accuracy by adaptive threshold estimator.
But it suffers from the huge number of required rays. Gumbau [5] proposed a statistical
filtering method that approximated the cumulative distribution function (CDF) of depth
values by a Gaussian CDF, which significantly reduced “light leaks” and has good
performance.

Barák T. et al. proposed a new method called virtual point light (VPL) [6] based on
Metropolis-Hastings sampling. The familiar problem about M-H sampling is that the
samples are not followed by target distribution. Thus, it may lead to the so-called
start-up bias of the estimator. See Fig. 2, a delayed shading pipeline should be used in
the first stage and a layered frame buffer representation of the camera view should be
created. For each primary light source, the algorithm creates reflective shadow map
(RSM) for them. The method is fast requiring with no additional data storage and
significantly reduces temporal flickering.

Jia et al. [7] proposed a method called Distorted Shadow Maps (DSMs), which
shrinked the region that is out of the penumbra regions to enlarge the shadow’s sil-
houette. It also adopted redistribution mechanism to solve the problem of aliasing.
Thus, the method transformed more texels by using geometric silhouettes and could
indicate more samples.

Wang et al. [8] settled the problem of aliasing using shadow geometry maps, which
reduced the discrete approximation of depth values. A super-sampling filter stragety
and a geometry-aware reconstruction kernel are combined to this algorithm; it
enhanced the anti-aliasing consequently.

Fig. 2. Indirect lighting calculating based on incomplete view of adaptive shadow maps [6].
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3.2 Perspective Space Anti-aliasing

Stamminger et al. [9] and Wimmer et al. [10] proposed shadow mapping technologies
respectively. Perspective shadow map mainly generated the shadow map in the per-
spective space, and it could replace the standard shadow mapping. LiPSM used the
perspective transform in light space to solve the perspective aliasing.

The idea of the perspective shadow map transforms the scene to post-perspective
space. In the world space, the scene is illuminated by a vertical directional light source
as shown in Fig. 3. The directional light sources can be seen as the infinite point lights.
The shadow map is an orthogonal view which is from the top onto the unit cube in the
post-perspective space. If the shadow map pixels which projected on the ground have
the same size as the image in the scene, the perspective aliasing is avoided.

The method of PSM can be used for point rendering, the method compared to the
uniform shadow map allowed to generate the shadow map. However, the defects of the
PSM are obvious: as the lights were transformed in the perspective space and the types
of lights changed, the perspective space was not intuitive by transforming in the special
view. The mapping after perspective space has a singularity; it could result in the
shadow casters and the opposite singularity.

LiPSM based on the perspective projection could process all the lights as directional
lights and the perspective projection has no relevant singularity. It is applied widely by
computing the convex hull which combines with the view frustum and the directional
light. The perspective frustum P which is parallel to the shadow map enclosed the
convex hull (see Fig. 4). P is mainly used in the shadow map generated rendering.

Fig. 3. The transformation of perspective shadow map.

Fig. 4. The perspective frustum of P in 3D.
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LiPSM is an effective shadow mapping method, which integrates the benefits of
perspective and uniform shadow maps. LiPSM can provide higher shadow quality and
eliminate the shortcomings of perspective shadow maps. Therefore, the method is as
fast as standard shadow maps and easy to come true. Kolic et al. [11] presents a method
called Camera Space Shadow Maps (CSSM) which is a fast non-linear projection
technique for shadow map stretching that enables complete utilization of the shadow
map by eliminating wastage. As a result, it reduces both aliasing and wastage by
pushing the camera backward in the space of camera and handling the dueling frustum.
It mainly produces high quality shadows and increases the X-resolution of shadow
maps. CSSM is a single-pass shadow mapping technique, and it achieves better shadow
quality than LiPSM.

3.3 Sub-pixel Anti-aliasing

Sub-pixel anti-aliasing is a new technique proposed in recent years. The quality of
shadow can be improved by increasing the resolution of shadow map. However, it has
the issue of incredible memory. Sub-Pixel Shadow Mapping [12] is proposed to avoid
the perspective aliasing and projection aliasing based on reconstructable geometry
shadow maps [13]. This is a great idea that reconstructs depth value of a view sample
using geometry information. As for the coverage of overall triangle, the generation of
the Sub-pixel antialiasing actualizes the generation of fragments by Conservative
Rasterization. As seen in Fig. 5, the fragments produced for triangles that intersect the
texel area are guaranteed by Conservative Rasterization.

In SPSM, a compact triangle storage strategy is used in Fig. 6, which ensures only
a small computational overhead than this method [13]. A shadow silhouette recovery is
enforced for generating hard shadows, which is combined with precision of sub pixel
and consistency of high temporal.

Wang et al. [8] proposed a method which could produce high quality alias-free and
generate subpixel super sampling shadows. The algorithm is a new way to combine the
geometry-aware reconstruction kernel with the super sampling filter, and an irregular
projection scheme. As is shown in Fig. 7(a), the shadow geometry map and memory
layout of the cell-primitives is listed. in Fig. 7(b), each cell related to primitives are
consecutively stored in a 1D list.

a                     b

Fig. 5. a. Standard rasterization b. Conservative rasterization.
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3.4 Partitioning Algorithms

For the algorithm of partitioning, the z-partitioning is used to render the scene. From
the perspective of the light source, the view frustum is splitted by face partitioning.
Face partitioning allows warping to be used when it could not be used otherwise
leading to reduced error [1].

Lefohn et al. [14] proposed a method based on the adaptive partitioning which
called Resolution Matched Shadow Maps (RMSMs). The idea of this method is storing
data in a quadtree and generates shadows in a single step. RMSMs required a little
geometry because of the approximation of sample positions.

Liang et al. [15] concerned with the method called Cascade Shadow Map (CSD), in
which the light direction and view direction are not vertical. LiSCSM (Light Space
Cascade Shadow Map) presented by them improved the method. The main idea is to
create shadow maps for each layer in the light space by quitting the scene in
non-intersection layers.

Adaptive Volumetric Shadow Maps (AVSM) was presented by Salvi et al. [16],
which is built upon adaptive shadow algorithm (ASM) using deep maps. This shadow
algorithm could product high quality shadows in real-time; it mainly supports dynamic
volumes of media i.e. smoke, fur and hair.

Fig. 6. Conservative rasterization in the shadow map and SPSM stored for each texel [11].

a b

Fig. 7. Illustration of shadow geometry map and memory layout [8].
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4 Depth Bias Anti-aliasing

The shadow depth map revisited [17] records the average depth of the nearest and
second nearest surface in the shadow map. But in the problem of silhouettes, false
self-shadowing remains. Han et al. [18] presents a adaptive depth bias method to
eliminate false self-shadowing. It estimates the potential shadow caster for each frag-
ment and computes the minimal depth bias. For each pixel, a constant depth bias is
used by casting curved shadows on curved surfaces before shadow testing, incorrect
self-shadowing is removed by constant bias. However, it produces the self-shadowing
and shadow detachment.

This method locates a potential occluder for a given fragment. As is depicted in
Fig. 8 (right), ~R is the ray traced from the light source through the texel center C. The
intersection of ~R and P can get the potential occluder F2 for a given fragment F1.

In optimal depth bias, a small epsilon value is needed to move F1 just above its
occluder F2. The calculating formula of depth bias is Eq. 2:

adaptiveDepthBias ¼ optimalDepthBiasþ adaptiveEpsilon ð2Þ

King G. [19] proposes a depth bias of slope-scale computed based on the frag-
ment’s depth slope relative to light view. Method for generating shadows in an image
[20] is weighted by the angular deviation of the depth of the surface normal and the
incident between the line segments. The two methods are not generated for each
segment, providing the minimum deviation which is still a certain degree of false
unshadowing. Compared to the method of adaptive depth bias for shadow maps, they
have many errors.

5 Conclusion

In this survey, we have discussed a variety of famous shadow algorithms. An overview
on each of them is presented. We give some practical hints and conclusion about
advantages and techniques (Table 1). As we mentioned above, there is no perfect
method can solve all the situations. What we can do is to choose the most suitable
method to meet our goals.

Fig. 8. False self-shadowing (left), optimal depth bias (right) computation for a traditional
shadow map.
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Abstract. Over the recent years, pedestrian detection beings in a video
surveillance system is attracting more attention due to its wide range of appli-
cations. In this paper, we propose an efficient two-phase pedestrian detector
using HOG and combined features. The detector finds pedestrian candidate
regions with a cascade-adaboost on HOG features. It then verifies each candi-
date using a combined features, which is local (SURF) and global features (RGB
histogram), and then a classification based on MLP. It obtains a better detection
rate and false-positive rate. The pedestrian detection system experimented with
PETS 2009 dataset proves the effectiveness of our detection model.

Keywords: Pedestrian detection � Classifiers � Cascade � Adaboost � MLP �
HOG � Global features � Local features � Color histogram

1 Introduction

In recent years, pedestrian detection is an important area of object recognition, which has
been widely used in various domains such as video surveillance, advanced driver
assistance systems, and smart cameras [1, 2]. It is a challenging task because of many
difficulties. The appearances of people are different; the illumination is changing.
Pedestrian detection consists with two important parts: feature extraction and detector
classifier. Pedestrian detection has three steps. Firstly, extracting characteristics of
pedestrian, such as the contour features, color features of the pedestrian or texture features
of the pedestrian etc., then training a classifier, finally gained the pedestrian detector, it
can be used for pedestrian detection in images and videos. The pedestrian detection in
image will provide the location information and the identification of the pedestrian.

The most critical part in pedestrian detection is how to extract effective pedestrian
features on which the overall performance of detection depends. The detection perfor-
mance of combining local and global features is much better than the single feature [3].
Several pedestrian detection approaches have been proposed in the literature, various
features have been studied. These features can be computed from low-level information

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the
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such as edge, texture, color, or motion which are global features. There is much ongoing
research in exploring a feature for pedestrian detection. The local features include haar
features [4], Scale invariant feature transform (SIFT) [5], speeded-up robust feature
(SURF) [6], histogram of oriented gradient (HOG) [7], local binary pattern (LBP) fea-
tures [8], local self-similarity (LSS) features [9], covariance features [10], multi-scale
orientation (MSO) features [11], shapelet features [12] etc. In [13], the color feature
CHOG (described above) was combined with HOG. So we suggest to combine local and
global features as accumulated (each) color channel and SURF with HOG.

The two-stage classifier proposed by Guo et al. [14], can further reduce false
positive rates and this system has better performance than these single-stage algo-
rithms. However, the detection rates cannot be further increased and maintained at a
certain level as can these single-stage algorithms. Our goal is to lower the number of
false positives without too much penalty in the detection rate. So, MLP and
cascade-adaboost are selected as dominant classifiers. These two algorithms can
simultaneously deal with the normalized candidates extracted by multiscale sliding
windows, which can guarantee the detecting efficiency of the proposed system. It’s
expected to find a combination feature with the highest detecting precision.

This paper is organized as follows: related work will be briefly introduced in
Sect. 1; in Sect. 2, we describe our proposed system in detail; and experiment results
will be shown in Sect. 3. Lastly the conclusion and future work is discussed in Sect. 4.

2 Overview of Proposed Pedestrian Detection Model

In this paper, a novel two-phase detecting system is proposed based on a
cascade-adaboost detector and MLP. These processing results of the cascade-adaboost
detector and MLP are fused together, as the final evaluation criteria of whether these
candidates are pedestrians or not. The Architecture of our system is illustrated in Fig. 1.

We select carefully the training method used in each stage, particularly the first
stage, since it is applied to train the whole image features. Consequently, adaboost is
adopted in the first stage to learn HOG feature because it has proved a good

Fig. 1. Architecture design of our pedestrian detection system
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performance in pedestrian detection. In the second stage, MLP is selected to train HOG
features of the candidate regions supplied by the first stage. The classification methods
used in this paper are briefly explained in the following two Sects. 2.1 and 2.2.

2.1 Extraction of Pedestrian Candidate Regions

In the first phase, the cascaded classifiers are trained to extract pedestrian candidates.
The training of cascaded classifiers includes local feature and learning via adaboost
algorithm. Feature extraction is a type of dimensionality reduction that efficiently
represents the ROI region of an image in the fields of object detection and pattern
recognition algorithms. These features are extracted as a compact feature vector, for
subsequent processing. Therefore, effective image feature extraction is rather impor-
tant, which concerns detection accuracy.

This paper uses HOG, one of the way to extract feature which has robust feature to
the contrast caused by irregularly change of light and noise in object detection.

We generate histogram by accumulating the direction of edge’s incident frequency
in topical area. HOG features are adopted to enhance the pedestrian detection perfor-
mance of the proposed system. In our system, the parameters for the HOG feature
extraction applied to use cascaded classifiers. In order to calculate HOG feature Vector,
we need to determine the slope value m and direction h from pixel values inside of the
area by 2 formulas below.

mðxi; yiÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@xðxi; yiÞ2 þ @yðxi; yiÞ2

q

hðxi; yiÞ ¼ arctan
@yðxi; yiÞ
@xðxi; yiÞ

� � ð1Þ

For our system, the normalized candidates are divided into 16 � 16 pixel blocks;
each cells size of 8 � 8 pixels; linear gradient voting into 9 orientation bins in (0°,
360°). It gets histogram about repetition rate in 9 bins. Figure 2 shows a consequence
which is got HOG feature by pedestrian image.

To further reduce the false alarm rate, our system make use of a cascade-adaboost
classifier, the architecture of which is shown in Fig. 2, where each classifier is adaboost
classifier. The cascade classifier is designed to locate pedestrian candidates which is

Fig. 2. Hog Feature (left) and design of cascade stages (right)
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consist of 12 stages as less than 100 weak classifiers for each stage. So we utilize this
classifier to generate the pedestrian candidate regions in the scene.

2.2 Pedestrian Classification Using Combine Features with MLP

In this phase, classifier is constituted by using local and global features. SURF
(Speeded-Up Robust Features) algorithm was proposed by Bay et al. [7]. SURF is one
of the most robust local invariant feature descriptors. SURF is implemented mainly for
gray images. However, color presents important information in the object description.
Literature [15] as the first one proposed the application of the color information of
pedestrians in pedestrian detection and got a good performance, it is an innovation
character of pedestrian detection. The color information is a simple low level and an
information that could get through quick calculation. It creates histogram about R, G
and B channels and find out classification patterns between pedestrians and none
pedestrians. For extracting efficient features in color histogram, it calculates accumulate
frequency by histogram of each RGB channel. fxðjÞ means the number which is counted
j level in candidate area.

GðiÞ ¼
Xi

i¼0

fxðjÞ; 0� i� 255 ð2Þ

In this experiment, it sets i ¼ 40 for initial value. Figure 3 is color histograms using
R, G, and B channels and SURF between pedestrians and none pedestrians. Figure 3 is
shows the features extracted from the pedestrians and non-pedestrians.

We provide cumulative (each) color values and the number of SURF point, as the
input data of MLP. Our MLP is organized of three types of layers as it follows: (i) the
input layer with 4 nodes, (ii) the hidden layer with 10 nodes and the output layer with 1
node.

(a)                           (b) 

Fig. 3. The results of color histogram (a) and SURF points (b) of pedestrian and non-pedestrian
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3 Experiments

Our pedestrian detection system evaluate the performance using crowd scene of
sequences the PETS 2009 dataset which is composed of a total of 754 frames [16]. And
we use about 2000 positive samples (normalize to size 64*128) and more than 3500
negative samples as our training dataset with INRIA and PETS 2009. The ratio is 60 %
and 40 % respectively.We test our detection system on the test dataset, and compared our
results with the original HOG/cascade-adaboost method and the Haar/cascade-adaboost
method. Table 1 shows the performance of each model. Figure 4 present the result of
pedestrian detection.

4 Conclusion

Recently, detection technique has been a focus of research in intelligent surveillance
system especially for pedestrian detection. We proposed the method for efficient
detecting in outdoor scenes. Proposed system detects pedestrian candidate region by
detecting HOG features from input video and generating pedestrian model through
cascade-adaboost. Then, we extract color information and SURF points from detected
candidate regions and judge which is pedestrian or not from the crowd scene by MLP.

In this paper, we presented two-phase pedestrian detecting system based on a
cascade-adaboost detector and MLP. We have presented the results of the proposed
pedestrian detector on the PETS 2009 dataset. We have shown its effectiveness in
accurately detecting multiple pedestrian.

In the future, more pedestrian detection algorithms should be studied for the
enhancement of accuracy in surveillance scenes.

Table 1. Detection result of the three methods.

Model Detection rate

Haar/adaboost (stage 12) 74.02 %
HOG/adaboost (stage 12) 82.45 %
Proposed system 89.3 %

(a)                     (b)                    (c) 

Fig. 4. The results of pedestrian detection in test scenes. (a) HOG/adaboost (b) Haar/adaboost
(c) proposed system
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Abstract. We present a hypervisor design that can be applied to any com-
mercial 64-bit Android devices without support of set makers. We achieved the
portability by using pure software virtualization while preserving high perfor-
mance. The contribution of the design is to put the guest OS and the hypervisor
together into a single address space which results in avoiding the address space
compression problem and reducing major virtualization costs, using 32-bit
compatible mode. The design using the single address space makes the hyper-
visor simple and run fast even with pure software technologies. Prototypical
implementation of the design is composed of one kernel module and one
user-level program managing virtual machines for Android OS. We have
evaluated our design on a commercial mobile phone, Nexus 6P. Since any
Android device allows inserting kernel modules and installing user programs on
it, we think that our hypervisor can be utilized on any 64-bit ARM-based mobile
phones.

Keywords: Hypervisor � Virtual machine � Mobile phone � ARM � KVM

1 Introduction

Carriers and third-party mobile service providers aspire to secure their own space inside
mobile phones to execute their core logics as well as to save data only for their own
services. They expect that the space must be as independent as possible from the phone
makers. They want to achieve their requirement without help of the phone makers. If
reserving the space needs to modify the bootloader of phones, they cannot help asking
the phone maker to add some functionalities into the bootloader.

The most common way to occupy their own independent space inside a real
machine is to create a virtual machine (VM). We are able to put one’s own data, service
programs, and an OS in the VM and keep them separate from the environment the
phone makers provide. We can create VMs with QEMU or KVM that are open source
hypervisors freely available. QEMU without help of KVM is a hypervisor fully
emulating processor instructions and peripheral devices, so that it may not meet per-
formance requirements. KVM using hardware virtualization extension shows higher
performance than QEMU. However, it depends on the bootloader because it expects
the bootloader to set the processor to hypervisor mode (EL2) prior to kernel booting.
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As far as we know, Samsung Galaxy S6 bootloader sets processor’s mode to kernel
mode (EL1) and transfers control to the Android kernel. The kernel disables
KVM/ARM module after detecting it is running in the kernel mode [1, 2].

We present a portable hypervisor that provides the VM with 32-bit address space
and expect its performance is as high as KVM, without cooperation of the bootloader.
We assume that core part of both data and service program is not so large that 32-bit
address space would be enough to accommodate those data and service in it. The 32-bit
restriction help us to achieve efficiency of the hypervisor and keep it small even without
using ARM virtualization extension.

2 Hypervisor Design

We also assume that ARM virtualization extension is not available, so that we have no
choice but to resort to pure software hypervisor technologies. We prefer to full vir-
tualization, which doesn’t require any source code change for the guest OS(OS running
inside a VM). The popular design for instruction virtualization is de-privileging; for
memory virtualization, is the shadow page table. To keep the hypervisor simple and
efficient, we adapted pre-virtualization, which achieves the same performance as
para-virtualization, at a little amount of engineering cost [4]. By introducing the single
address space design, we will argue that address space compression problem can be
avoided, VM exit/entry/switching cost can be minimized, and hypervisor protection is
achieved.

2.1 Address Space

Figure 1(a) shows KVM’s address space layout in which the VM has independent
space different from the hypervisor space. KVM hypervisor shares a single address

(a) KVM    (b) Single address space hypervisor 

Fig. 1. Address space layout for hypervisors (a) KVM (b) Single address space hypervisor
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space with VM controller, where VM controller resides in the user space, and the
hypervisor in the kernel space. In this design, every VM-exit/-enter causes address
space switching between VM and the hypervisor.

The VM controller is an Android(or Linux) task creating a VM, loading guest OS
images inside the VM, patching the sensitive instructions of the guest OS, and
starting/stopping/pausing/migrating the guest OS. The hypervisor is a kernel module
trapping and emulating the sensitive instructions during VM execution.

Figure 1(b) represents our address space layout that enables to design and imple-
ment efficient pure software hypervisor. The unique feature in our design is that the
VM address space is restricted to the first 4 GB range (0*4 GB), the first part of huge
64-bit address space. The VM controller is placed anywhere between above 4G and
below hypervisor space and the hypervisor resides in the upper part of the 64-bit
address space as KVM does. Since we restricted VM address space to 32-bit space,
guest OS must be built for 32-bit ARM architecture target. However, the hypervisor
and the VM controller should be 64-bit programs.

This address space layout illustrated in Fig. 1(b) looks similar to that of Xen, which
is para-virtualization technology, placing Xen hypervisor at the upper part of the VM
address space. The Xen guest OS should understand hypervisor resides somewhere
within its virtual address space and modify OS code to reserve the upper space to the
hypervisor. Our design is different from Xen’s in that it does not require such a
modification without scarifying performance.

2.2 Address Space Compression

We adopted pure software hypervisor design that has destined to suffer from address
space compression problem if we just follow the conventional design. In that design,
the hypervisor must use some amount of guest OS’s virtual address space which stores
VM context, hypervisor context, address space switching functions, and interrupt
vector table in order to control the guest OS [3]. That control space is mapped into both
the guest OS’s address space and the hypervisor’s, but it is not visible to the guest OS.
KVM/ARM calls the control space as the shared page [2]. The address space com-
pression problem is that the guest OS is not allowed to use the shared page space [3].

Under our design assumption, we have extra address space where guest OSs cannot
access as well as recognize intentionally or accidentally, but the processor can do. We can
avoid compressing the address space of the guest OS by using that extra address space,
which implies that we don’t need to penetrate into the guest OS’s virtual address space and
steal some amount of the address space. We place the control space outside of the guest
OS’s address space, and call it as gateway because the control goes to and comes from the
guest OS though the gateway. Even though the gateway is not inside the guest OS, it can
intercept exceptions occurring inside the guest OS and give a control to the guest OS.

2.3 Protection

The hypervisor including the VM controller must be protected from the guest OSs to
keep an entire system safe. Our design presented in Fig. 1(b) ensures that it does not

438 K. Kim et al.



require any software mechanism to protect the hypervisor from the guest OS. The
processor does not allow for the guest OS running in 32-bit compatibility mode to
access to the gateway living in higher address than 4 GB because the processor
overrides upper 32-bits of the address the guest OS generates. Thus, VM controller and
hypervisor living in above 4 GB address can be protected from the guest OS by
hardware.

Our design achieves VM isolation, protecting one VM from another VM, by
switching only the 32-bit address space. It is like switching the address space of OS
tasks to isolate one task from another. The hypervisor only needs to update VM address
space of the shadow page table whose hypervisor address space is shared with all the
VMs.

While the design confines the guest OS to the 32-bit address space, the processor
can access the entire 64-bit address space including interrupt vector table address.
When an exception occurs during VM execution, the processor changes its mode to
64-bit mode and moves control to the interrupt vector table entry residing outside of the
guest OS in order to handle that exception, by hardware. If the control transfers to the
hypervisor, it is allowed to access the VM address space without extra cost because the
VM rents lower 32-bit address space that the hypervisor creates and manages.

2.4 VM Exit/Entry/Switch

In our design, no address space change is required but the hypervisor should save and
restore VM context and its own context before and after handling the VM exit, and
during VM switch since the hypervisor and the guest OS share a single address space.
We can reduce the context switching cost due to the 32-bit restriction to the guest OS.
That cost includes TLB invalidation, cache invalidation, address space identifier
tracking as well as VM context save and restore. Due to 32-bit restriction and the single
address space layout, the cost can be minimized and removed respectively.

Our design restricts the execution of the guest OSs to the user-level 32-bit com-
patibility mode, those OSs and their applications running inside the VM are forced to
use user mode AArch32 registers which are subset of AArch64 registers [5]. Even
though AArch64 provides 31 general purpose registers(x0*x30), the VM is allowed to
use only 16 registers(x0*x15). This restriction makes VM context save/restore cost
low. The hypervisor needs to save and restore only w0*w15 general purpose registers
for the VM exit and entry respectively. In addition to that benefit, the hypervisor
context is not to be saved or restored when switching between the guest OS and the
hypervisor because the hypervisor requires that only x19*x29 registers be preserved
across the guest OS execution and the guest OS is not allowed to use those registers at
hardware level.
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3 Prototype Implementation

3.1 Implementation on Nexus 6P

We make the best use of Android task’s address space to implement the single address
space. We divide 64-bit virtual address space into three parts: low-user(0*4 GB),
high-user(4 GB*512 GB), and kernel(upper 512 GB). We mapped the low-user, the
high-user, and the kernel part to the 32-bit guest OS, the VM controller, and the
hypervisor, respectively. The gateway will be installed in the kernel part where the
hypervisor is responsible for managing.

As mentioned earlier, the portable hypervisor consists of two modules: user-level
task (VM controller) and kernel module (Hypervisor). The controller creates a single
address space, evacuates the first 4 GB of the address space and fully assigns to a VM.
When a user wants to run a guest OS, the controller loads that guest OS’s image into
VM address space and patches the sensitive instructions. The hypervisor installs the
gateway to catch exceptions during VM execution before the original Android kernel
catches. To do that, the hypervisor module set VBAR(Vector Base Address Register)
to our own vector table in the gateway area before entering VM. When the hypervisor
catches an exception, it analyses the cause of the exception and handles the exception
accordingly. If the exception belongs to the original Android kernel, the hypervisor
delivers it to the Android kernel without any interpretation. Hardware timer interrupt
could be that case.

We implemented our design on a Nexus 6P mobile phone. We have done rooting
and installed our customized kernel that supports kernel module insertion. We just
changed one line of kernel configuration, CONFIG_MODULES = y, for the kernel to
support kernel modules. To the best of our knowledge, since most of the kernel
supports kernel modules by default, the custom kernel would not be needed to insert
our own kernel module.

3.2 Evaluation

We show the proposed hypervisor efficiency by comparing the message passing time
between Linux processes through Linux domain socket and the time between Linux
process and echo task over uCOS-II as 32-bit guest OS (Fig. 2). All experiments were
done on a Nexus 6P(snapdragon 810 v2.1) and the result is as Fig. 3.

As shown in Fig. 3, in spite of the overhead of proposed hypervisor and uCOS-II,
the message passing time is shorter in case that the message size is smaller than 1 K. It
takes only 500 processor cycles for 1-byte message, which implies that virtualization
cost will be minimized and our design has potential to achieve good performance
competitive to KVM.
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4 Conclusion

We introduced the hypervisor design that has portability to any 64-bit Android devices
while showing good performance. The main idea in the design is to confine the guest
OS to the 32-bit address space. With this idea, we can avoid the address space problem,
minimize major virtualization costs (VM exit/entry/switch cost), and achieve to protect
the hypervisor from the guest OS.

We believe that the independent 32-bit address space (VM space) is enough to
contain core data and service routines that need to be hidden from the main OS. We
recommend that most of the service data and routines be placed in the tasks of the main
OS and communicate with core routines inside the VM to execute service logics. The
single address space design can be used for Intel and AMD processors as well as ARM
processors.
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Abstract. Humans can read a document and conceptually organize its contents
into few compound keywords that capture the essence of the topic of a docu-
ment. Based on this information, this study proposes a method for extracting
keywords that gives the gist of a document. It uses a set of academic papers as
test data to set up a concept-based production rule for forming compound
keywords even when author-provided keywords do not appear in the text body
of a document. It also proposes a method of calculating the importance of
keyword in order to refrain from extracting meaningless keywords. Also the
validity of extracted keywords was tested using a data set of thesis paper titles
and summaries in the field of natural language processing and speech recog-
nition. Comparison of the author-provided keywords to the keyword results of
the developed system showed that the developed system was very useful with an
accuracy rate as good as up to 96 %.

Keywords: Keyword pattern � The relation of sentential distance and
conceptual distance � Concept word with co-occurrence

1 Introduction

Previous studies on keyword extraction were based on an assumption that the words
that capture the essence of a document always appear in the document [2]. The
extracted key terms were ranked in order of importance. However, this is not effective
when there exists no terms within the document that can be used as a valid keyword,
when the potential keywords appear in too many places in the document, or when the
keywords are made of too abstract terms that cannot be associated with the subject of
the document (the word “extraction” was used in [3] as in terms of derivation, and
implication).

For this problem, Nagata et al. defined an indexing rule that states key concepts and
co-occurrence of keywords, and proposed a method to generate subject keywords using
the defined rule [1]. First step was to extract only nouns from a sentence, and next was
to gather synonyms and related terms of such nouns to extract as appropriate keywords.
But since the conceptual correlations between the keywords were not considered during
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the extraction of key concepts, the keyword may always not accurately reflect upon the
subject of the document.

Therefore this study attempts to develop new method of keyword extraction that
uses few key terms arising out of the document while considering their conceptual
correlation. In case where no appropriate terms are available within the document, it
proposes a concept-based method that can extract compound keywords to describe the
subject instead. The compound keywords can be generated using the production rule
even when author-provided keywords do not align with field-associated terms [3]. The
calculation of the keyword importance is also proposed by focusing on the conceptual
correlation of the production rule.

2 Keyword Pattern

Let us look at human-provided keywords patterns as characterized in Table 1 in order
to extract keywords that precisely describe the document using such patterns. This table
shows 6 examples of sentences or word orders along with extraction patterns. In order
to extract appropriate keywords, keyword patterns can be categorized into following
three cases. First case is when the keywords all appear within the document, second
case is when only some of the keywords appear within the document, and last is when

Table 1. Keyword patterns

Case
no.

Sentence example Extracted
pattern

Note

(1) Speak language and recognize it Language
recognition

Extraction via
demonstrative noun

(2) It aims to process human voice
with a processor. First it needs to
properly recognize the voice

Speech
recognition

Extraction using words
appearing in multiple
sentences

(3) Word mining Keyword
extraction

Extraction via compound
keyword transformation
(Use of thesaurus)

(4) Man wants to process its language
through a machine. They have
been working for many decades in
order to properly recognize their
own language

Speech
recognition

Extraction via
co-occurrence in multiple
sentences

(5) Inferred knowledge Artificial
intelligence

Extraction via abstract
keywords or induced
themeCan attribute part of speech Morphological

analysis
(6) back-off back-off Extraction from

abbreviations or coined
terms

Context-Free Grammar CFG
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none of the keywords appear in the document. The six extraction patterns can be
precisely formed if the concept of each keyword is utilized. For rule-based keyword
production, the compound keywords are dismembered into each keyword for pattern
analysis. Since examples of Table 1 require use of transfer dictionary it is left out from
the scope of this study. Next chapter proposes a method of keyword extraction using
the concept of each word.

3 Keyword Extraction

3.1 Production Rules

Compound keywords are often not directly found in the document and need to be
inferred or speculated from words that directly appear in the document. This section
defines the relationship between the concept arising from morpheme composite of the
keyword and the keyword as a rule based on Nagata’s method [1] in attempt to extract
abstract or theme-defining words.

When there is a compound keyword w and you assume that morpheme composite
of the compound is formed with sub-conceptual words of w, these morpheme com-
posites are concept elements of the word w. These concept elements are made of
synonyms and related terms of w. The compound keyword w can be rearranged by
grouping synonyms and related terms of each element. The grouping can be structured
using brackets as followed where synonyms are contained in the first set of brace and
related terms are contained in the second set of brace. Each composite element of w can
be divided as w1, w2,… wn and the function Concept() that gets the concept of w can be
described as a concept element of each morpheme.

• Concept(meaning) = [{definition, value,…}, {context,…}]
• Concept(processing) = [{dispensing, disposing,…}, {solving, handling,…}]
• Concept(vocal) = [{voice,…}, {timbre, intonation,…}]
• Concept(dialogue) = [{conversation, discussion,…}, {talk,chat,…}]

The production rule (PR) of w1, w2, … wn is to be defined as the summation of
concept elements, PR(w1, w2, … wn) = Concept(w1) + Concept(w2) + … + Concept
(wn). This extracts the compound keyword w, or set of w1, w2, …, wn only when all
concept elements from Concept(w1) to Concept(wn) appear in the document. For
example a compound keyword “meaning processing” is only produced if both concepts
of “meaning” and “processing” appear in the document, and “spoken dialogue pro-
cessing” is only produced if all concepts of “spoken”, “dialogue”, and “process” occur
in the document as followed.

• PR(meaning processing) = Concept(meaning) + Concept(processing)
• PR(spoken dialogue process) = Concept(spoken) + Concept(dialogue) + Concept

(processing)

The compound keywords formed by the production rule are called the keyword
candidates. The production rule is used to restrict generation of keyword candidates
unrelated to the context of the document.
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3.2 Importance of Keywords

In order to enhance the accuracy of the extraction, a new method of calculation of
keyword importance is necessary. To calculate the keyword importance you need a
sentential distance, sd and conceptual distance, cd.

3.3 Conceptual Distance

The sentential distance of sentences that contain each concept element can be used as
the conceptual distance, but this distance alone cannot determine the relations between
the concept words. Therefore, the conceptual distance is obtained using the
co-occurrence of concept words. For example, let us take a look at PR(XZ) = Concept
(X) + Concept(Z). The sentential distance, sd is as marked by arrows in Fig. 1. Vari-
ables v, x, y, z are surface level words that appear in the document and they represent
concept elements. Concept words are marked by capitalized alphabets V, X, Y, and Z.
The conceptual distance between X and Z is simply the sentential distance 5. The
sentential distance, sd from sentence i to j is defined by s(j) − s(i) + 1 (where j � i).

Therefore, the sd of marked by dashed line in Fig. 1 is 5 (= 5−1 + 1). But since
there is a co-occurring concept word V between X and Z, the conceptual distance cd
becomes 1. The cd is calculated using the following equation.

cd ¼ ðcd1 þ cd2 þ � � � þ cdnÞ
cc

: ð1Þ

Here, cc is the number of common conceptual word X, cd of XV is 1 and cd of VZ is 1.
Therefore, the cd becomes 2ðð¼ 1þ 1

1 ;XV ; andVZ). This calculates the cd of XZ while
capturing the relation of concept meanings.

Fig. 1. Relation of sentential and conceptual distance
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3.4 Number of Co-occurrences

Concept words or concept elements that represent the main topic usually appears with
high frequency within the document. Such concept words are related by co-occurrence
with other words. Therefore, it is very important to use a concept word that has a large
number of co-occurrences with other words to capture the main topic of the document.
Figure 2 describes the co-occurrences in the document where concept words with
co-occurrences are connected by a dashed line. If in some document the i-th complex
word w has number of co-occurrence N(wi), the number of co-occurrence of concept
word V, and N(V) becomes 3(= 1 + 1 + 1) as in Fig. 3. Also since V is the only
concept word that is related by co-occurrence with X, Y, and Z, N(X), N(Y), and N(Z) all
become 1. Therefore, N(V) > N(X), N(Y), or N(Z) and V has higher importance than that
of the X, Y, and Z.

3.5 Importance Calculation

Calculation of the importance of keyword candidates that consider the conceptual
distance cd and number of co-occurrence of concept word, N(wi) can be expressed as in
Eq. (2). The smaller the cd, the larger the number of co-occurrence, and the higher the
frequency of synonyms and related terms of concept elements, the greater the impor-
tance, I.

I ¼ 1
n� cd

� �
�
Xn

i¼1
h ðSðwiÞ � aÞþ ðRðwiÞ � bÞf g

ðST � aÞþ ðRT � bÞ i � NðwiÞ
� �

: ð2Þ

Here, n is the number of concept words that make up the keyword candidates, S(wi)
is the frequency of synonyms of wi, R(wi) is the frequency of related terms of wi, ST is
the overall frequency of the synonyms, RT is the overall frequency of the related terms,
a and b are weights to synonyms and related terms respectively (where, a > b).

Fig. 2. Conceptual word with co-occurrence Fig. 3. Number conceptual word with
co-occurrence
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4 Experimental Result and Evaluation

The test data used in this study was a 5,400 set of titles and summaries of Master’s and
PhD thesis papers (about 80.5 MB) on natural language processing and speech pro-
cessing selected from a database provided by KTSET (Korean Test Set) and University
Library. Table 1 summarizes results of both the keywords extracted by the system and
not extracted by the system. Author provided keywords that did not appear in either the
title or the summary were treated as answer keywords and were extracted. The test
results are as followed. Of 2,010 (average number of four author keywords in one set of
title and summary) author-provided keywords there were 1,540 answer keywords.
About 70 % of total keywords were compound keywords, and it had an average of two
composite morphemes. This shows that the humans often use compound keywords to
capture the topic of a document. There were 114 keywords extracted using the pro-
duction rule and 500 keywords generated using the dictionary (6 in case of Table 1), so
total are 2,190. 3,350 keywords were not extracted. This means that 17.5 % of the
papers did not have enough trails to generate keywords, and 47.5 % lacked the concept
elements (synonyms, related terms) in the dictionary. Production rule was not available
at all for the 35 %.

Of the printed keywords, the achieved accuracy rate were up to 96 % for top seven
keyword candidates, which is more superior when compared to the results of Nagata.
The production rule used in the experiment was tested against 30 basic field terms and
subject language. For the dictionary of concept elements, a Korean translated version of
classification dictionary put together by Katokawa was used. For those technical terms
in the field of natural language processing and speech recognition not listed in the
classification dictionary, most similar terms were handpicked from the dictionary.
These synonyms and related terms were used as the concept element of that word. The
weighting of synonyms and related terms during the experiment were respectively
a = 1 and b = 0.5, which were the most optimum number determined from
pre-experiments and heuristic algorithm (Fig. 4).

Fig. 4. Comparison of proposed method and Nagata’s method
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5 Conclusion

Our system scans a document and quickly returns keywords with highest values of
importance, so the user can promptly decide if the document matches his/her search
query. It also proposes a new method of concept-based compound keyword extraction
by focusing on the field-associated terms [3] or keywords that implicate the subject area
of the document [4]. In order to improve the accuracy rate of extracted keywords, it
defines a concept-based production rule, and proposes a method of calculation of
keyword importance using frequency count, co-occurrence, and conceptual distance.
The biggest advantage of the developed method is that it can extract not only the
author-provided keywords, but also keywords that do not appear in the text body or
database [6] of document.
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Abstract. In this paper, a 2.5-D controlled source audio-frequency magne-
totelluric (CSAMT) reversed parallel method based on multi-core CPU is
achieved, aiming to the low efficiency of the large-scale computation in geo-
physical exploration. This parallel algorithm allocates the different waves to
each thread of cores under the coarse-gained mode. The master thread deal with
all parallel tasks and other slave threads compute the electromagnetic field
values of each wave in parallel Fork-join model. The experiments demonstrate
that our parallel algorithm can not only acquire the effective data accuracy, but
also obtain about three times than the serial version.

Keywords: 2.5-D inversion � EM field decomposition � OpenMP �
Coarse-grained parallelization

1 Introduction

Controlled Source Audio-frequency Magnetotelluric (CASMT) [1–3] uses some
powerful artificial sources successfully to explore some fields, such as metal ore, oil,
the resources of geothermal, groundwater, etc. The advantage of CASMT is that it is
not easily affected by the industries, and more importantly, it has high reliability.
Recently, with the development of geophysical exploration in depth and more and
more complicated data processing, researchers also draw higher demand in the accu-
racy and efficiency of numerical simulation. According to some engineering research
[4, 5], the computing efficiency of high-dimensional forward and inversion, especially
inversion mainly constraints the development of CSAMT.

Coggon [6] firstly proposes a finite element method to solve 2.5-D electromagnetic
problem and then the combination of the secondary field iterative solution and the
infinite elements has considerably reduced the computational consume in [7]. Stoyer
and Greenfield [8] apply a different finite method to compute an oscillating magnetic
dipole source, which has already employed successfully in exploring the ground water
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resources. In [9], to image the resistivity of the subsurface, the interested area is divided
into some grids by using the Greens function, Mao and Bao deduce a Boundary
Integral Equation in which the voltage on the subsurface satisfies the condition of
arbitrary conductivity distribution in 2.5-Dimensional problem. Di and Unsworth [10]
adopts 2.5-D forward modeling and uses sensitivity matrix calculated approximately by
CSAMT-RRI method to solve 2.5-D finite element CSAMT numerical inversion.
When analyzing the complex geoelectric model, 2.5-D finite element numerical sim-
ulation need disperse and divide many structural units, and repeatedly solve equations
during the wave domain, which brings a huge challenge to the memory and computing
of computers. How to apply high-performance computers and parallel analysis tech-
niques to improve the effectiveness of high dimensional electromagnetic numerical
simulation is a key step. The MPI method is used to parallel rapid relaxation inversion
of 3D magnetotelluric data [11]. The staggered grid finite difference method on parallel
computation is utilized for 3D magnetotelluric modeling in [12]. The parallel 3D
magnetotelluric forward modeling algorithm is introduced in [13]. However, there are
few algorithms for CSAMT, especially the parallel inversion algorithm.

In this paper, we analyze the disadvantage of previous 2.5-D CSAMT inversion
algorithms and then assign multiple wave inversion computation tasks to some cores of
the modern CPU. The master thread is responsible for assigning tasks to some other
threads whose task is inversion computation. The master thread can share the memory
and exchange the data with these other threads. We test some different sizes of
geo-electric models and show the relationship between the effectiveness of parallel and
the number of cores and threads. Experimental results show that our method can
acquire the same quality of solution, compared with the sequence methods. Moreover,
our method in 4-cores CPU gains 3 times speed-up over the sequence methods.

2 The Inversion Theory of 2.5-D CSAMT

Inversion uses the results of forward modeling to simulate the observed values of
surface, and further describe the electrical structure of underground medium. Forward
model applies Cole-Cole [14] to describe the complex resistivity of each small unit in
the underground network subdivision, which uses the damped least square method for
linear inversion.

fsi is denoted as the value of observation field, Fi(r) is denoted as the value of
forward field, X is denoted as the four parameters of Cole-Cole model of underground
medium units (zero frequency resistivity q0, polarization m, time constant s, the cor-
relation coefficient of frequency c), and di(X) is denoted as the relative deviation of
fitting between theory and the measured values.

diðXÞ ¼ ½fsi � FiðrÞ�=fsi ð1Þ

The inversion fitting error U(X) is set as
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UðXÞ ¼
Xm
i¼1

½diðXÞ�2 ð2Þ

where i = 1,…,m is the position or frequency of each observation point.
Since the forward function is non-linear, we do linearization approximation for the

deviation function. At first, the model parameters are given a set of initial value X
0
,

Then di(X) in X
0
uses the Taylor expansion, and at the same time ignores the second

and the second above of derivative:

diðXÞ �
Xm
i¼1

½diðX
0Þþ

Xn
k¼1

pik � Dxk�2 ð3Þ

The fitting error is set as the multivariate function Dx1, Dx2,…, Dxn of the modifier
of conductivity model and its minimum conditions is that:

@UðXÞ
Dxj

¼ 2
Xm
i¼1

½dið X
0Þþ

Xn
k¼1

pik � Dxk� � pij ¼ 0 ð4Þ

Further derivation:

Xm
i¼1

Xn
k¼1

pijpikDxk ¼ �
Xm
i¼1

dið X
0Þ � pij ð5Þ

where j = 1,2,…,n, the modifier of linear equations can be deduced, as shown in the
formula 6:

ðPTPþ kIÞ � DX ¼ S ð6Þ

P is Jacobi matrix, whose element is pik, DX = (Dx1, Dx2,…, Dxn), I is denoted as
an unit matrix, the right-end vector S = (s1,s2,…,sn), sj = −Ri=1

m di(X)pij, k is set as the
constant damping factor.

3 Parallel Algorithm

3.1 Serial 2.5-D CSAMT Inversion Algorithm

According to the moving source, frequency, the number of wave in each loop, 2.5-D
CSAMT sequence algorithms compute linear equations (formula 6) respectively based
on the different receivers. Therefore, if the solved formula 6 can be parallized, this
algorithm can improve the efficiency of serial algorithms. The previous analysis finds
that, the main reason of solving linear equations under costing a lot of time by the
inversion algorithm is that the large number of iteration, rather than a single long
iteration time, thus a single iteration parallel algorithm as the fine-grained parallel is not
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suitable for 2.5-D CSAMT method. In the outer layer of the formula (6), in the loop of
wave number, frequency, and mobile source, the number of wave is set to from 15 to
20, and both of the number of frequency and mobile source is from 3 to 8. Furthermore,
the calculation of wave, frequency and mobile source is completely independent.
Therefore, we can parallel the wave, frequency and mobile source, which is feasible.

3.2 The Parallelization Based on OpenMP

With the development of high-performance computing, how to fully play to the effi-
ciency of modern microprocessor or processor is a key problem. It is hard to improve
the integration level, control volume and power consumption. The main way to follow
the Moore’s law is to develop a CPU core within more and more cores and supporting
the hyper-threading transformation. The current commercial mainstream micropro-
cessor has already supported for eight or more processor cores. For this consideration
above, we make use of the advantage of shared memories, and apply OpenMP in
multi-core of CPU for the computation of hyper-threading. Considering that the
number of wave is relatively fixed and large, it is advantageous to develop the per-
formance of multi-core CPU dynamic scheduling threads.

In this paper, we use a wave coarse-grained parallel method, and this parallel 2.5-D
CSAMT inversion algorithm is proposed. In detail, this algorithm uses Fork-join
model. The main process reads the parameters of model. After generating subdivision
relationship between the nodes, the guidance statements are compiled by OpenMP. The
number of waves compute by dynamically allocated to each thread, and then each
independent thread computers the linear equations of coefficient matrix, right-end and
linear equations. In the process of computing auxiliary field and sensitivity, each thread
shares the memory regions of the auxiliary field and sensitivity matrix, which will be
written back to the results. After computing the number of wave, threads will be ended
by the compile statements. At the same time, the main process continues to run the
reverse Fourier transform and the error fitting, until the convergence of our algorithm.

4 Experimental Results

In this section, we select many inversion model based on different types and scales. We
test these models, in terms of both of the computational accuracy and the computational
efficiency. Our experiment uses Intel Ivy Bridge Core i5 3.2 GHZ with 4 G memory.

4.1 The Computational Accuracy

Firstly, we generate the abnormal body model, where the network subdivision is set to
55 � 28, the layer of air subdivision is set to 10, the layer of land subdivision is set to
18, and the number of wave number is set to 18.

Let the value of the air resistivity is 106 Xm and the value of earth resistivity is
100 Xm. We use six mobile sources, where the centers of sources are located in the 13,
15, 17, 19, 21, and 23 subdivision of earth surface respectively. They place along the
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direction of the source, and both of the lengths of the emission line source and
receiving a dipole are 100. The number of frequency is 6, including 0.02 Hz, 0.1 Hz,
1.0 Hz, 8.0 Hz, 32.0 Hz, 128.0 Hz. The number of observation point is 10, whose
location is at the surface (z is set to 0), x is set to from 200 m to 1100 m. The
distribution of abnormal body: the distribution range of x shaft is from 500 m to
700 m, the distribution range of z shaft is from 100 m to 400 m. The initial values of
the complex resistivity model Cole-Cole: the zero frequency resistivity is 100.0 Xm,
the frequency coefficient is 0.3, the time constant is 10.0 s, and the polarization rate is
0.3. We present the comparison of serial and parallel inversion shown in Fig. 1.

As you can see from Fig. 1, the results of parallel and serial inversion methods are
same, which proves this proposed parallel method is reliable and effective.

4.2 The Speed-Up Performance

We test the performance of the parallel and sequence methods on the single abnormal
body model. Specially, the model range is from 100 � 14 to 100 � 56. The number of
mobile sources, observation points and frequency is 2. The fixed number of iterations is
set to 10. The number of threads is set to from 1 to 8, where the super threads are from
5 to 8.

Table 1 shows that the performance of our method is improved followed by
increasing the number of threads. When the number of thread reaches 7, the
improvement is best. However, when the number is 8, the performance is not good.
This is because when the number of wave is 18, including the eight hyper-threading
threads, the time consumption of synchronization offsets the gain performance.

Fig. 1. The Inversion results of zero frequency resistivity, frequency coefficient, polarization,
and time constant in 20th iteration (left is serial and right is parallel)
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5 Conclusion

In this paper, we use the computing resources of multi-core CPU to design a 2.5-D
CSAMT parallel inversion algorithm based on reasonably allocating the parallel
granularity. The efficiency of our algorithm outperforms the serial algorithms under the
same data accuracy. Moreover, we design the coarse-grained parallel based on the
number of wave. According to the characteristics of our algorithm, the mobile source
and frequency are completely independent. By using a computer cluster technology, we
try to parallel nodes between in moving source and frequency domain, or wave domain,
which will further enhance the efficiency of our inversion algorithm. In addition, many
algorithms based on GPU increasingly play an important role in [15]. It may be a good
way to research the geophysical prospecting GPU parallel computing method.

Acknowledgements. The authors gratefully acknowledge the financial supports for this
research from the National Natural Science Foundation of China (51409117, 61272208,
61572228), Jilin Province Department of Education “Thirteen Five” scientific and technological
research projects [2016] No. 432, Fundamental Research Funds for the Central Universities
Special (JCKY-QKJC47, JCKY-QKJC49).

Table 1. Computation results of single abnormal body model

Network subdivision |Thread| Run time (s) Speed-up (Sp) The parallel efficiency (Ep)

100 � 14 1 800 Null Null
2 553 1.45 72.33 %
3 407 1.97 65.52 %
4 349 2.29 57.31 %
5 307 2.61 52.12 %
6 265 3.02 50.31 %
7 261 3.07 43.79 %
8 283 2.83 35.34 %

100 � 28 1 2187 Null Null
2 1569 1.39 69.69 %
3 1142 1.92 63.84 %
4 962 2.27 56.83 %
5 845 2.59 51.76 %
6 733 2.98 49.73 %
7 718 3.05 43.51 %
8 776 2.82 35.23 %

100 � 56 1 6336 Null Null
2 4627 1.37 68.47 %
3 3366 1.88 62.75 %
4 2941 2.15 53.86 %
5 2528 2.51 50.13 %
6 2178 2.91 48.48 %
7 2114 3.00 42.82 %
8 2292 2.76 34.55 %
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Abstract. Wireless Sensor Networks (WSNs) can be viewed as a network with
hundreds or thousands of randomly deployed sensors, whose coverage control
problem has the characteristics of self-organized groups. This paper studies the
coverage optimization strategy based on swarm intelligence for wireless sensor
networks. In WSNs, the random deployment of nodes causes the coverage of the
blind area and the redundancy of the coverage. We propose a new algorithm
based on virtual force and glowworm swarm optimization algorithm. Firstly, the
utilization rate of the nodes and the effective coverage of the network are the
optimization objectives and the corresponding mathematical model is estab-
lished. Then, the virtual force algorithm and the glowworm swarm optimization
algorithm are used to solve the problem of modeling, and the optimal coverage
scheme for WSNs is obtained. Simulation results show that the virtual force and
glowworm swarm optimization algorithm can effectively improve the coverage
of WSNs nodes, reduce the redundancy of sensor nodes, and reduce the cost of
network effectively. Besides, the network survival time can get prolonged.

Keywords: Wireless Sensor Network � Coverage optimization � Glowworm
swarm optimization algorithm � Virtual force algorithm

1 Introduction

With the rapid development of information technology, it is very important for people
to master the real-time and effective information. Wireless sensor networks (WSNs) [1]
are the most popular data collection technology. WSNs have many advantages such as
low energy consumption, easy distribution, low cost and self-organization etc. WSNs
have been widely used in many applications like real life [2], such as military
surveillance, industrial and health care, etc.

The coverage control [3] is a basic problem for various WSNs applications. It is a
study of the guaranteeing service quality that how to realize the maximum of the
network coverage and provide reliable monitoring and target tracking service under
certain conditions. The effective coverage control strategy and the application of the
algorithm can optimize the distribution of the various resources of WSNs, which is
helpful for the effective utilization of energy in network nodes, the improvement of
service quality and the extension of overall survival time.
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In recent research, the utilization of swarm intelligence algorithm is becoming more
and more popular. Through simulating the behavior of the nature, a kind of stochastic
optimization algorithm is established, which is called swarm intelligence algorithm. It
is a new intelligent model, produced by the gradual development of computational
intelligence in the field of swarm intelligence.

The remaining of this paper is organized as follows. System model is given in
Sect. 2. Section 3 presents relevant system mode. We propose our algorithm with
detailed explanations in Sect. 4. Experiment results are shown in Sect. 5, and Sect. 6
concludes this paper.

2 Related Work

Many scholars have carried out related research on WSNs coverage issue, among
which the most original coverage optimization algorithm is based on the graph theory
and detection [4, 5]. But these algorithms have some disadvantages. Graph theory
algorithm assumes that a sensor node can be found at any point in the monitoring area,
which is not possible for real application. Detection algorithm that only suitable for a
certain size of the WSN cannot guarantee the full coverage of the network [6]. More
and more scholars apply swarm intelligence algorithm to WSNs coverage optimization.

The authors in [7] proposed that using genetic algorithm to achieve coverage
optimization. Genetic algorithm has strong global search ability and has parallel search
ability, but the convergence speed of the optimal solution is slow. It is difficult to meet
the real-time requirements of the dynamic node selection. The authors in [8, 9] pro-
posed a kind of coverage optimization method based on particle swarm optimization
algorithm for WSNs. It is proved that the particle swarm optimization algorithm can
achieve the coverage optimization of WSNs effectively. But the standard particle
swarm algorithm is easy to fall into premature phenomenon in space search, which
limits the searching range of particles.

S. Mini et al. [10] use ABC algorithm to realize coverage optimization, where the
selection method of sensitivity and pheromone which replace the original roulette
wheel selection strategy complete the search of the neighborhood search. But the
convergence speed is slow and easy to fall into local convergence. Authors in [11]
proposed OAFSA (Optimized Artificial Fish Swarm Algorithm). The multi-objective
optimization problem is shifted to a single objective optimization problem. The algo-
rithm has the defects of low accuracy and falls into local convergence in the later stage.

In view of the above shortcomings, this paper presents a coverage optimization
algorithm based on virtual force and the glowworm swarm optimization algorithm for
WSNs. Firstly the utilization rate of the nodes and the effective coverage of the network
are the optimization objectives and the corresponding mathematical model is estab-
lished. Then, the virtual force algorithm and the glowworm swarm optimization
algorithm are used to solve the model. Finally, the optimal coverage scheme for WSNs
is obtained.
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3 System Model

3.1 Area Coverage Rate

Assuming the monitored area is a two-dimensional plane, N sensor nodes are arranged
in the monitoring area, and each sensor can be covered by a range of r. Sensor node set
is C ¼ c1; c2; � � � ; cngf , where ci ¼ xi; xj; r

��
means xi; xj

��
coordinates for the

center, the coverage area of a circle radius r. We use the similar Probability perception
model as that of [12].

Assuming that the monitoring area is digitally dispersed into m� n pixels and the
area size of each pixel is Dx� Dy, the coverage rate pðx; y; ciÞ indicate whether each
pixel is covered by a wireless sensor network node. The monitoring area coverage rate

RðCÞ ¼
R m

0

R n

0
pðx;y;CÞdxdy
m�n .

3.2 Fitness Function

There are two conditions to be met: the first is to maximize the coverage of the wireless
sensor network; the second is to maximize the utilization of nodes in wireless sensor
network coverage optimization. So, the fitness functions can be described as follows:

FðxÞ ¼ x1 � jcj � jcij
jcj

� �
þx2 � 1�

Rm
0

R n
0 pðx; y;CÞdxdy

m� n

� �
; x1 þx2 ¼ 1 ð1Þ

where x1;x2 represent the weights of corresponding function which depend on the
requirements of the network performance. jcj is total number of deployed sensor nodes
and jcij is the number of working sensor nodes.

4 The Proposed Algorithm

4.1 Initial Deployment Based on Virtual Force Algorithm

The virtual forces between nodes ski and s fj is obtained below:

Fij ¼
ðxaðdij � dthÞ; aijÞ; dth � dij � c
ðxrð 1dij � 1

dth
Þ; aij þ pÞ; dth � dij

0; dij � c

8<
: ð2Þ

where aij is azimuth angle of node ski and s fj , c is distance threshold, xa and xr

represent the gravity coefficient and repulsion coefficient, which is a regulator of node
density basis.

In addition to the force of other nodes, the force of the node is also affected by the
obstacle and the hot spot area in the virtual force algorithm. Therefore, the node ski
updates location from ðxold; yoldÞ to ðxnew; ynewÞ under the virtual force.

458 J. Wang et al.



xnew ¼ xold þ Fix
Fi
�Maxstep� e

�1
Fi

ynew ¼ yold þ Fiy

Fi
�Maxstep� e

�1
Fi

(
ð3Þ

where Fix and Fiy represent x-axis and y-axis component of the virtual force Fi,
Maxstep is maximum moving distance.

4.2 GSO Algorithm

Our proposed VF-GSO (virtual force and glowworm swarm optimization algorithm)
used for the deployment of WSNs nodes is as follows:
Step 1: According to the initial deployment of the virtual force algorithm, each

sensor node is regarded as a firefly and form the firefly group. Each spilled
nodes have the same concentration of fluorescein in the initial algorithm;

Step 2: Update sensor the fluorescein of sensor nodes;

liðtþ 1Þ ¼ ð1� qÞliðtÞþ cFðxiðtþ 1ÞÞ ð4Þ

where liðtÞ represent(s) the fluorescein concentration node i in the t iterations,
qð0\q\1Þ is fluorescein concentration attenuation coefficient. Fðxiðtþ 1ÞÞ
is the objective function value of the node i in the t iterations.

Fðxiðtþ 1ÞÞ ¼
Xk
j¼1

ljðtþ 1Þ
dijðtþ 1Þ j 2 Niðtþ 1Þ ¼ j : dijðtþ 1Þ\ridðtþ 1Þ� �

ð5Þ

where dij is Euclidean distance between i and j, j is a neighboring node in the
sensing radius of the node i, rid is the radius of the adjacent decision region in
the t iterations.

Step 3: The probability pij is calculated as follows:

pij ¼ liðtÞ � lkðtÞP
k2NiðtÞ

ðliðtÞ � lkðtÞÞ k 2 NiðtÞ ¼ k : dikðtÞ\ridðtÞ; liðtÞ\lkðtÞ
� �

ð6Þ

where k represents node i sensing radius and the concentration of fluorescein
is lower than the adjacent nodes of node i in the t iterations, dikðtÞ is the
Euclidean distance between the firefly i and k in the t iterations.

Step 4: Update the position of sensor node;

xiðtþ 1Þ ¼ xiðtÞþ s � ð xjðtÞ � xiðtÞ
k xjðtÞ � xiðtÞ kÞ ð7Þ

Virtual Force and Glowworm Swarm Optimization 459



where xiðtÞ is the location of node i in the m dimensional space, s is step size
of location updating, xjðtÞ � xiðtÞ represents the standard Euclidean distance.

Step 5: Update the radius of the adjacent decision region. If the number of iterations
is less than the specified number of times, then go to step 2

ridðtþ 1Þ ¼ min rc;maxf0; ridðtÞþ bðnt � jNiðtÞjÞg
� ð8Þ

where b is a proportional constant, rc is sensing radius of node, nt is
parameter of the number of neighbors in the control neighborhood range.

5 Performance Evaluation

Assuming that wireless sensor network monitoring area is 50 m * 50 m. There are [5–
55] sensor nodes randomly deployed inside the area. The perception distance of each
sensor node is [3–8] m, communication distance is 2 times than the perception distance.
VF-GSO algorithm parameters are: Maxstep ¼ 0:5; q ¼ 0:3; b ¼ 0:08; s ¼ 0:3;
c ¼ 0:4; x1 ¼ 0:3; x2 ¼ 0:7.

In this paper, the VF-GSO algorithm is proposed to solve the problem of sensor
node coverage scheme. In order to prove the superiority of the method, the paper
compares the results of the methods with genetic algorithm and glowworm swarm
optimization algorithm.

The degree of network coverage reflects the integrity of regional monitoring. The
relationship between the degree of coverage and the nodes under the three algorithms
are shown in Fig. 1. When the number of nodes is small, the coverage of the three

Fig. 1. Comparison of network coverage rate
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algorithms is almost the same. Increasing node density, the degree of VF-GSO cov-
erage increases most quickly. The algorithm can reach 96 % and maintain the stability
of coverage, when the sensor node reaches a certain level. Compared with the glow-
worm swarm optimization algorithm and genetic algorithm, this algorithm has been
largely improved in terms of network coverage.

The astringency of the network coverage reflects the real-time of regional moni-
toring. With the increase of the sensing radius, the number of iterations is gradually
reduced in Fig. 2. When the sensing radius is 3 m, GA algorithm reached convergence
of the iterations is 725, the number of GSO iteration is 480 and the number of VF-GSO
is 400. When the radius is 8 m, the number of iterations of the GA algorithm is 384, the
GSO is 210 and VF-GSO is 140. We can get the conclusion that the proposed algo-
rithm has better astringency in this paper.

6 Conclusion

We analyze the optimization problem of WSNs coverage and propose a new opti-
mization algorithm based on virtual force and glowworm swarm optimization algo-
rithm, which set up mathematical model of network coverage and node equilibrium.
This paper proposes the improvement method of glowworm swarm optimization and
the application in the optimization of network coverage. It gives the working steps of
algorithm and simulation examples. Simulation results show that the proposed
VF-GSO algorithm can achieve better performance than traditional GA and GSO
algorithms.

Fig. 2. Comparison of astringency speed
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Abstract. Product recommendation based on user behavior is a hot research
topic In the Internet era in the same data set, the features that the results of the
various classifications are a greater difference were handled with random forest
model. This paper compares the mainstream classification algorithm C4.5 and
CART and analyzes 578,906,480 user behavior records on the results of actual
transaction in Alibaba. The results show that CART decision tree algorithm is
more suitable for large e-commerce data mining.

Keywords: User behavior � Random forest model � Decision tree � C4.5 �
CART

1 Introduction

User implicit demand excavated from the mass of information on user behaviors is
essential for service providers. Currently, the recommended system [1] has been pre-
liminarily applied in business, but how to construct a highly efficient and intelligent
recommendation algorithm is still a hot topic. Random Forests model that a classifi-
cation prediction model [2] is proposed by Leo Breiman, it has many advantages, such
as learning faster, less parameters and fault tolerance, since it was proposed in many
fields received applications. Guo Yingjie et al. used random forest classification to
identifies plant resistance gene [3]; Li Jiangeng et al. analyze gene pathways of cancer
microarray data based on random forest [4] and Fang Kuangnan predicts fund yields
direction used random forests model [5].

In this paper, the dataset is massive amounts of user behavior in the Alibaba
website real deal. We defined user behavior attribute set and compared with classifi-
cation algorithm C4.5 and CART based on random forest model to provide evidence
for better user recommendation.
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2 Basic Theory

2.1 Random Forests Model

Random Forests is classifier made more decision independent trees [6, 7]. The gen-
eration of decision tree is generally controlled by the property division and pruning, but
when a large number of features, it may be over-fitting problems. Random forests use
boosting [8, 9] resampling method to extract plurality of samples from the original data
set, and to construct the decision tree for each sample, through the plural the of decision
tree, it can forecast the final prediction results (Fig. 1).

2.2 C4.5 Algorithm

C4.5 algorithm [10] starting from the root node assigned the best properties. The value
of each attribute will generate the corresponding branch, and generate new nodes on
each branch. Best attribute selection criteria is based on the definition of information
entropy gain ratio to select test properties of the node, entropy characterizes the purity
of any sample set. There are four steps to establish C4.5:

(1) Handling the data source to convert the continuous data into discrete;
(2) Calculating its information gain and information gain ratio for each attribute;
(3) The possibility value of each attribute corresponds to a subset, it is start from the

root node; Second step is performed recursively until each subset of data gets the
same value attributes and generates decision trees.

(4) Extraction of classification rules based on the decision trees can classify new
data set.

2.3 CART Algorithm

Classification and Regression Tree (CART) algorithm [11, 12] is a very effective
non-parametric classification and regression algorithm, it achieves the purpose of
prediction by constructing a binary tree. Binary Tree is not easy to generate data

Fig. 1. Random forests model
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fragments and its accuracy will be higher than often multi-tree, so we choose binary
tree in the CART algorithm. CART with Gini index as the division standard. CART is
established by the following three steps:

(1) Creating binary trees used data sets, then disrupting each attribute node until all
samples of leaf nodes are classified into the same category or disrupted attribute
sets are empty;

(2) Pruning, pruning algorithm is continuously used to get smaller trees and form an
ordered sequence of sub-tree;

(3) Selecting the final result, the final decision tree is chosen the best sub-tree from
the subset of sub-tree sequence according to the validation.

3 Comparative Analysis

3.1 Experimental Design

Experimental dataset is 578,906,480 recorded data provided by large data competition
of Alibaba, The data spans a period of 4 months. the data of each record is by user_id,
brand_id, type, visit_time four fields, which user_id uniquely identifies the user;
brand_id uniquely identifies brand; type is user’s behavior, for example 0 indicate
clicks, 1 indicate purchase, 2 indicate collections, 3 indicate adding to Shopping cart;
visit_time is constituted by month and day. Finally, the form of forecast results is
user_id, brand_id1, brand_id2….. and comparing with the actual result of the purchase.
The assessment indicators are as follows:

precision ¼
PN

i hitBrandsiPN
i pBrandsi

ð1Þ

N is the number of users predicted, pBrandsi is the number of the predicted brand
list for the user i, hitBrandsi is the number of intersection between the predicted brand
list and really bought brands list for the user i.

Recall ¼
PM

i hitBrandsiPM
i bBrandsi

ð2Þ

M is the number of users actually generated transactions, bBrandsi is the number of
really bought brands for the user i, hitBrandsi is the number of intersection between the
predicted brand list and really bought brands list for the user i.

Finally, F1-Score is used to fit the precision and recall rate.

F1 ¼ 2 � P � R
PþR

ð3Þ
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3.1.1 Attribute Selection
This paper constructs 50 property values based on user behavior and date, such as
interaction attributes, user attributes, brand attributes and complex attributes. Selection
of the property’s value play a very important role for the classification recommended of
the mass user behavior, good properties can get a better classification results. In the
experiment, we divided data set into two parts, the first part is the data set of the first
three months as a training set, the other part used as a prediction set, each of which is
nearly 90 days of data.

Interaction attribute: interaction attribute that is summarized based on user behavior
attributes. As it is a set of training data to predict the final month of the user’s
purchasing behavior, the closer to the right of the last day of the user’s behavior, the
more significant. We also make the number of the user clicks, purchase, collection and
add to cart behavior with respect to time decay. The coefficient of attenuation is
1 / ((days-1) / 30 + 1), where days is the number of distance from the last day.

Brand attributes: it mainly generate based on the number of this brand’s user clicks,
purchase, collection and add to the cart.

User attribute: it mainly generate based on the user’s own clicks, purchase, col-
lection and add to the cart number.

Composite attribute: it mainly composite interaction attribute, user attributes or
brand attributes together (Table 1).

Table 1. The classification of attributes

Attributes Type Description

The hits of last 1, 3, 6 days Interaction
attribute

It is mainly based on user clicks and
purchases during a period. The selection
method is similar with dichotomy period.

The hits of last 7–15, 16–30, 31–60, 61–90
days
The purchases of last 6, 7–15, 15–30, 31–60,
61–90 days
The hits of this brand in the last 15, 16–30,
31–60, 60–90 days

It is mainly get hits, the more frequently click
this brand, the more interest.

The total numbers of purchase this brand in
last 90 days

It is mainly makes statistical sampling based
on the number of collection and adding to
cart in the last a month. The more number,
the more interest.

The number of adding to cart in the last 3, 7,
7–15 days

The number of collection in the last 7, 15, 30
days
The days of click this brand in the last 30
days * the days of click this brand in the last
31-60 days

It is mainly used to determine whether the
user continued attention or purchase to the
brand.

The hits of last 6 days * the hits of last 7–15
days
(The hits of last 6 days + the hits of last 7–15
days) *(the hits of last 16–30 days)
(The hits of last 6 days + the hits of last 7–15
days + the hits of last 16–30 days) * sqrt
(sqrt(the hits of last 31–60 days))

(continued)
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Table 1. (continued)

Attributes Type Description

(The hits of last 6 days + the hits of last 7–15
days + sqrt(the hits of last 16–30
days)) * (the hits of last 31–60 days) * (the
hits of 61–90 days)

The purchases of last 6 days * the purchases
of last 7–15 days

(The purchases of last 6 days + the purchases
of last 7–15 days) * sqrt(the purchases of last
16–30 days))
(The purchases of last 6 days + the purchases
of last 7–15 days + sqrt(the purchases of last
16–30 days)) * sqrt(sqrt(the purchases of last
31–60 days))
(The purchases of last 6 days + the purchases
of last 7–15 days + sqrt(the purchases of last
16–30 days)) * (the purchases of last 31–60
days) * (the purchases of last 61–90 days)

(The hits of last 6 days + the hits of last 7–15
days) * (the days of click in the last 15 days
−1)
The hits of this brand in the last 1, 3, 7, 15
days/the hits of all

It mainly is a percentage of between attention
in the last a pried and total attention. The
higher the percentage, the more attention.

The number of knowing and purchase this
brand/the total number of knowing this brand
(TaoBao conversion rate)

Brand
attribute

It is mainly represent the popularity of this
brand, smoothly pop or rapidly popular brand
should be recommended.

The re-purchase rate of this brand

The tendency of brand hot (according to the
number of purchases)

Average number of purchase this brand every
month

The purchases of this brand in the last 7 days
The on-line days of last 10, 20 days User

attribute
It is mainly represent activity status in the
near future. The more frequently, the more
likely re-purchase.

The days of purchase in the 90 days
(frequency)

The numbers of purchase brand/the numbers
of knowing brand

The purchases of last 3, 7, 15 days/the total
purchases
The days of purchase this brand in the last 30
days * the re-purchases rate of this brand

Composite
attribute

It is mainly represented whether users will
re-purchase this brand in a month, if users
re-purchase this brand, it is likely to purchase
this brand more time.
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3.1.2 Parameter Configuration
Due to continuous property values, so we can use C4.5 and CART algorithms, in the
parameters configuration, the other parameters are the same except the decision tree
algorithm. Here, the number of random forest trees is 1000 (range from 10 to 1000), the
number of each step algorithm divided attributes is log (N), the maximum number of
records per tree is 1,000,000 (range from 1000 to 1000000).

3.2 Training Results

3.2.1 Confusion Matrix
See Table 2.

3.2.2 ROC Curve
In the Fig. 2, the left is ROC curve of random forest model based on C4.5 decision tree
algorithm, the right is ROC curve of random forest model based on CART decision tree
algorithm.

The closer to the upper left corner ROC curve, the higher the accuracy of the test.
The point closest to the upper left corner of the ROC curve is a minimum fault of best
threshold, the total number of false positive and false negative is minimum [13]. As
shown in Fig. 2, the ROC curve of random forest model based on CART algorithm is
closer to the upper left corner and more accurate.

Table 2. Confusion matrix

Random forest model
based on C4.5

Random forest model
based on CART

The Negative examples of correct
prediction (TN)

16,444,969 16,449,164

The number of negative examples
mistaken positive (FP)

159,915 155,720

The number of positive examples
mistaken negative (FN)

1,186,845 1,090,448

The positive examples of correct
prediction (TP)

393,039 489,436

The number of actual negative
examples

16,604,884 16,604,884

The number of actual positive
examples

1,579,884 1,579,884

The number of predicted negative
examples

17,631,814 17,539,612

The number of predicted positive
examples

552,954 645,156

Total number 18,184,768 18,184,768
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3.3 Prediction Results

Based on these two trained models, we predict the brand that the user is about to buy in
the next month. Predicted table is mainly constitute by user_id, brand_id, probability
where probability is a decimal from 0 to 1 to show the probability users may purchase
in next month. As the final validation set is about 2.5 million, we take forecast result
that probability are more than 0.4 about 2.8 million data to verification (Table 3).

The results showed that classification results of random forest based on CART
decision tree algorithm is superior to classification results of random forest based on
C4.5 decision tree algorithm. Both model evaluation and actual results showed that
CART algorithm is better than C4.5 algorithms in user behavior classification
decisions.

4 Conclusion

The paper used Random Forest model to classify and compared the results of C4.5 and
CART based on the massive actual user data. The results show that CART algorithm is
superior to C4.5 algorithm on actual user transactions and difficult attributes will affect
the classification results.

Fig. 2. Curve analysis

Table 3. Comparison results of classification

Precision (P) Recall rate (R) F1

Random forest classification result of C4.5 5.66 % 5.64 % 5.65 %
Random forest classification result of CART 5.83 % 5.82 % 5.82 %
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Abstract. To investigate the prevalence of hypertension, diabetes and heart
disease in the Jilin province of northeast of China and the association with
biochemical targets and lifestyles. Subjects and methods: A community-based
survey of 5953 adults through 2015 was following a crossing subject on the
Chronic Disease Risk Factor Surveillance of China by stepwise. The character-
istics are collected by one-to-one interview. Binary logistic regression analysis is
conducted to explore the independent factors of the three diseases separately.
Results: Prevalence of hypertension, heart disease and diabetes in the northeast of
China was 16.1 %, 8.3 % and 5.0 % respectively. Family history and sleep time
were independently associated with both hypertension (paternal OR = 2.37,
95 % CI: 1.96–2.79; maternal OR = 1.95, 95 % CI: 1.64–2.31; sleep time
OR = 1.24, 95 % CI: 1.11–1.40) and heart disease (paternal OR = 2.20, 95 %
CI: 1.72–2.83; maternal OR = 2.82, 95 % CI: 2.25–3.53; sleep time OR = 1.24,
95 % CI: 1.07–1.43). The prevalence of hypertension (OR: 0.68, 95 % CI: 0.55–
0.83) and diabetes (OR: 0.67, 95 % CI: 0.50–0.92) in female was lower. Con-
clusions: Modifiable health risk behaviours are essential for preventing a series of
chronic diseases, especially to the people of old age with family history.

Keywords: Hypertension � Diabetes mellitus � Heart disease � Odds ratios �
95 % confidence interval � Binary logistic regression analyses

1 Introduction

Diseases like hypertension, diabetes and heart disease are becoming the dominant cause
of death and disability globally. Some patients with single disease always have some
risk factors for other chronic diseases. It is important to identify the common and
unique independent factors (biochemical targets and lifestyles) to reduce the risk of the
three diseases.

During the recent decade, the rate of life style disease that could be characterized as
multi-factorial inheritance of risk, such as hypertension, diabetes and heart disease,
increased rapidly. The influencing factors of these three chronic diseases were of great
differences and similarities. A number of studies have shown that family history of
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diabetes (OR = 1.23) was one of the risk factors for nephropathy in diabetic patients
[1]. The high prevalence of insulin resistance was observed in the first degree relatives
of patients with type 2 diabetes mellitus [2]. There’re 54 % of the subjects of hyper-
tension and 28 % of women of heart disease with definite coronary artery disease with
a positive family history [3, 4].

It is also important to consider that some modifiable behaviours (physical inactivity,
excessive alcohol consumption) and physiological and biochemical targets (blood fat,
liver function, electrocardiograph examination, et al.) can increase and indicate the risk
of chronic disease. To confirm and adjust some similar and independent factors would
be important to both confirmed cases and higher risk populations.

2 Statistical Analysis of Risk Factors

2.1 Statistical Analysis

Database EpiData 3.0 was employed for data input, followed by statistical analy-
sis with SPSS software (version 17.0) to generate descriptive statistics. We investigate
the risk factors of the three multifactor diseases based on the analysis of 25 variables.
Differences in gender, age, ethnicity, marital status, family history, education, monthly
income, BMI, life styles (smoking history, drinking history, exercise, actual sleep
time), physiological and biochemical indexes (electrocardiogram (ECG), liver function,
blood lipids) were evaluated by chi-square test. A binary logistic regression was
conducted to evaluate whether these factors were associated with the incidence of
hypertension, diabetes, and heart disease independently by adopting odds ratios
(OR) and their corresponding 95 % confidence intervals (95 % CI).

2.2 Risk Factors

A total of 6010 questionnaires were returned from the 26 communities and 5703 ones
were retrieved with the effective rate of 96.5 %. Participants, who missed filling out
social smoking and drinking status, as well as rejected blood drawing, were excluded
from further analysis. The majority of population in this study is Han Chinese
(97.2 %). There’re 38.2 % participants were female. Mean age was 47.8 ± 6.8 years.
Hypertension ranked top of prevalence of chronic conditions, followed by heart disease
(8.5 %) and diabetes (5.6 %).

The prevalence of above diseases was compared by the general characteristics (age,
sex, race/ethnicity, nativity, income, education) using chi-square test for the total study
population at baseline as showed in Table 1, and then all parameters associated with the
three chronic diseases were showed in Table 2 by binary logistic regression analyses.

The significant factors associated with hypertension contained parental inheritance
(paternal history OR: 2.37, 95 % CI: 1.96–2.79; maternal history OR:1.95, 95 % CI:
1.64–2.31), lack of exercise (OR: 1.23, 95 % CI: 1.10–1.38), gender (female versus
male, OR: 0.68, 95 % CI: 0.55–0.83), sleep less than 5 h (OR: 1.24, 95 % CI: 1.11–
1.40), abnormal ECG changes (OR: 1.49, 95 % CI: 1.22–1.81), fatty liver (OR: 1.36,
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95 % CI: 1.15–1.62), older (OR: 1.98, 95 % CI: 1.79–2.19) and high level of GGT
(OR: 1.43, 95 % CI: 1.16–1.76).

As for diabetes, fatty liver (OR: 1.39, 95 % CI: 1.06–1.81), high level of CH (OR:
1.41, 95 % CI: 1.01–1.99) and TG (OR: 2.28, 95 % CI: 1.76–2.96), different gender
(female with lower risk than male, OR: 0.67, 95 % CI: 0.50–0.92), paternal inheritance
(OR: 1.77, 95 % CI: 1.21–2.59) and older (OR: 1.23, 95 % CI: 1.06–1.44) would be
liable to contribute to the result.

Besides, taking into account the relative factors, such as parental inheritance (pa-
ternal OR: 2.20, 95 % CI: 1.72–2.83 and maternal OR: 2.82, 95 % CI: 2.25–3.53),
older (OR:1.99, 95 % CI: 1.75–2.28), sleep less than 5 h (OR: 1.24, 95 % CI: 1.07–
1.43) and abnormal changes of ECG (OR: 1.81, 95 % CI: 1.44–2.27), all of them could
significantly increase the relevant risk of heart disease.

A most recent report on hypertension prevalence of Chinese came from a
full sample of data in 2008 (26.6 %), which had been increased by almost 129.3 %
compared with that in1991 (11.6 %) [5]. And in the past 50 years, type 2 diabetes has

Table 1. Binary logistic regression analyses are conducted to assess the association between
demographic characteristics, life styles, physical indexes and chronic diseases

Variables Hypertension Diabetes mellitus Heart disease

OR
(95 % CI)

P OR
(95 % CI)

P OR
(95 % CI)

P

Gender 0.68
(0.55–0.83)

<0.01 0.67
(0.50–0.92)

0.01 NS –

Age 1.98
(1.79–2.19)

<0.01 1.23
(1.06–1.44)

0.01 1.99
[1.75–2.28]

<0.001

Excise 1.23
(1.10–1.38)

<0.01 NS – NS –

BMI 1.72
(1.57–1.89)

<0.01 NS – NS –

Sleeping time 1.24
(1.11–1.40)

<0.01 NS – 1.24
[1.07–1.43]

0.01

Paternal history 2.37
(1.96–2.79)

<0.01 1.77
(1.21–2.59)

0.01 2.20
[1.72–2.83]

<0.001

Maternal history 1.95
(1.64–2.31)

<0.01 NS – 2.82
[2.25–3.53]

<0.001

ECG 1.49
(1.22–1.81)

<0.01 NS 0.31 1.81
[1.44–2.27]

<0.001

Fatty liver 1.36
(1.15–1.62)

<0.01 1.39
(1.06–1.81)

0.02 NS –

GGT 1.43
(1.16–1.76)

<0.01 NS – NS –

TC NS – 1.41
(1.01–1.99)

0.05 NS –

TG NS – 2.28
(1.76–2.96)

<0.001 NS –
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emerged as one of the major public health problem based on the reported rate (6.8 %) of
the International Diabetes Federation (IDF) Diabetes Atlas in 2013 [6]. Though the
result in our study showed a lower prevalence of hypertension (16.1 %) and diabetes
(5.6 %) than the recent report, we cannot ignore serious damages caused by the related
diseases such as heart disease [7]. It has been difficult to quantify these diseases burden,
especially in China with increasing number of senile and pre-senile people. The
result may be more serious when multivariate factors coexistent than single risk factor.
Hypertension, diabetes and cardiovascular disease are characterized by a combination of
several kinds of metabolic disorders, and often coexist with other risk factors, such as
family histories, unhealthy lifestyles, and other changed biochemical indexes (Fig. 1).

OR: odds ratios; 95 % CI: 95 % confidence interval; NS, no significance: variables
of characteristics in Table 2 do not exactly match those in Table 1, which were derived
from a competing risks analysis which allowed the variables to change based on who
was still “at risk” of screening.P values calculated as p = 0.000 by the software spss
17.0 were reported as “P < 0.001”.

Fig. 1. Independent parameters associated with hypertension, diabetes and heart disease based
on binary logistic regression analyses.
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3 Conclusion

The incidences of the three diseases were related to the genetic history and increased
with age. The data suggest that the male and the person with fatty liver will face a
significantly higher risk of developing hypertension and diabetes. Sleep less than 5 h
every day would make a person under higher risk for both hypertension and heart
attacks, and the person with abnormal changes of ECG will develop not only heart
disease but also hypertension. The serum GGT level was independently and specifi-
cally associated with hypertensive patients rather than diabetes and cardiac patient.

Some patients with single disease always have some risk factors for other chronic
diseases [8, 9]. It is important to identify the common and unique independent factors
for the people with some diagnosed or undiagnosed chronic diseases [10–12].

Though the data has no classification (in this cross-sectional study, without the
grade of hypertension, the classification of diabetes and no checks on heart disease),
given the independent and common risk factors of hypertension, diabetes and heart
disease, understanding the actions (regular exercise, exercise enhancement, moderation
sleep and health examination management) that people at high risk can take to ame-
liorate this risk is essential in an ageing society.
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Abstract. Matrix manipulation of Linear Programming (LP) problems is a
performance bottleneck in Single Instruction Single Data (SIMD) pattern.
While, GPU is specialized for this compute-intensive and highly parallel com-
putation, which is exactly what graphics rendering is about, due to the Single
Instruction Multiple Data (SIMD) architecture. This paper introduces a Revised
Simplex Method (RSM) on a GPU–Data Parallel Virtual Machine (DPVM). It
assigns different routines for CPU and GPU according to respective character-
istics: Iteration control and minimum value obtained are completed by CPU and
Matrix multiplication by DPVM. In detail, we carefully organize the data as
4-channel textures, and efficiently implement the computation using Fetch4
technology of pixel shader. Numerical experiments are presented to verify the
practical value and performance of this algorithm. The results are very
promising. In particular, they reveal that our method not only can get correct
optimal solution, but also is sixty-six faster than a traditional method on CPU,
near 2.5 times faster than a lasted released MATLAB when LP problem size
reaches 1200.

Keywords: Revised simplex method � GPU � DPVM � Pixel shader

1 Introduction

Revised Simplex Method (RSM) is the most representative and widely algorithms used
for solving Linear Programming (LP) problems. Solving LP methods are mainly
divided into two categories: simplex category [1] and interior point type [2]. Though
the worst time complexity of Simplex Method is exponential level [3], the method has
been extensively studied owing to good performance in the small and medium-sized
real problem. Recently, a new method combined outer point simplex, interior point and
simplex method to avoid the feasible solution has proposed by Paparrizos et al. [4];
Luh and Tsaih put an alternative method replaced the simplex methodwith interior
point [5]; Junior and Lins raised cosine iterations method to get better initial feasible
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solution [6], and so on. These methods are to improve efficiencies by reducing the
number of iterations of the simplex method.

With the increasing scale of the practical problems, the efficiencies become an
increasingly important indicator. Foreign molding solving systems for optimization
problem such as MATLAB, CPLEX and LINDO/LINGO, etc. begin with customary
efficiency, and with the expansion of the scale of the problem, its running time
inevitably increase substantially. Matrix representation of LP problems and a series of
solving operations with computationally intensive, parallel features in the CPU, so
serial execution is obviously not the best choice. Using SIMD (SIMD) multiprocessor
systems parallel computing, is expected to achieve high computational efficiency than
the CPU.

Today, the large numbers of SIMD processors constitute GPU (Graphics Pro-
cessing Unit, referred to as the GPU) as standard desktop computers. Traditionally, the
main task of GPU is to graphics drawing and image rendering. With opening of the
programmable interface and popularity of advanced rendering language, GPU with its
powerful parallel processing capability and high memory bandwidth extensions to the
general computation. Good results have achieved in several aspects, such as: type
identification [7], wavelet transform [8], computational intelligence [9], and real-time
simulation [10], and so on. GPU become a most cost-effective branch in
high-performance computing.

Based on the general-purpose processor platform DPVM (Data Parallel Virtual
Machine) [11], proposed revised simplex method which is suitable for the GPU
(GPU-based RSM) is proposed in this paper. Making full use the advantages of flexible
CPU and computing-intensive advantages GPU, CPU’s task is to take control of the
minimum and iterative work, and GPU’s task is to perform calculations related to
matrix operations. Previously open a GPU texture space needed, design efficient data
storage and transmission mode, and organize tissue texture by 4-channel, and use
Fetch4 parallel computing technology. Numerical test analysis shows that the algorithm
is correct and effective. When the scale of the problem reaches 1200, the method for
solving the same problem is 66 times faster than the CPU version (CPU-based RSM),
and faster than MATLAB nearly 2.5 times.

2 Modified Simplex Method Based on DPVM

GPU’s SIMD architecture means that at any one clock cycle, each single-processor
executes the same instruction, but operates on different data. From this, you can put
among a number of different data manipulations on large data sets independent cal-
culations to the GPU to complete. GPU computing has the advantage of such com-
petition in following two aspects:

(1) Floating point computing power of the GPU and CPU disparities largely. Fire-
stream 2U used in this paper can handle 375 GFLOPS (giga floating-point
operations per second), while an Intel Core2 Duo 3.0 GHz of CPU can only reach
48 GFLOPS.
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(2) GPU has a higher memory bandwidth than the system’s main CPU. Intel felt pride
once for Pentium 4 XE series processors have FSB 1066 MHz provided 8.6 GB/S
bandwidth, while Firestream 2U owns 160 GB/S or more memory bandwidth.

Revised simplex method is the basic method for solving LP problems, and is
widely used because of its good and suitable for solving the structure on the computer.
The most basic method is the most time-consuming calculations - Matrix operations,
which become a performance bottleneck. Noting C ¼ A� B (Fig. 1), any element of

computing a matrix is independence, ci;j ¼
Pm
l¼1

ai;l � bl;j. That is, their calculation rules

are exactly the same, act on different data, and have parallel features, which is that the
GPU SIMD architecture is good at.

Since the flow model architecture of GPU, there are still many restrictions in GPU
general computing, and the traditional algorithm on the CPU simply ported to the GPU
is not a good play to its performance. First, GPU cannot self-start and I/O, and must
rely on the CPU environment settings and data, code loading, and other initialization
task only from the processor as a CPU work. Secondly, GPU vast majority of tran-
sistors are calculating unit (ALU), so its powerful computing power and the flow
control is weak. Finally, the GPU general computing programmable interface is not
perfect and there are still many constraints, or to do special processing for the
general-purpose computing. Thus, we use the powerful data processing capabilities of
GPU, on the other hand with the advantages of CPU to make up for the d disadvantages
of the GPU.

GPU’s work is done to solve permanent of compute-intensive associated with
matrix, such as: the simplex multipliers, test number d, ratio h, etc. These calculations
can take full advantage of GPU parallel flow model; control of iteration, swapping into
variable and swapping out variable and other operations have been assigned to the CPU
execution. Exchange variables are to select the minimum element in a sequence. If the

Fig. 1. Example of matrix multiplication
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work of this part is implemented on GPU, there are two alternative methods: one is the
pixel program starts only one pixel (pixel) to calculate the task, which will inevitably
result in the rest of the processor is idle, and GPU processor execution will be evaluated
within a large overhead in a loop, far less than the efficiency of CPU; The second is to
selected the minimum value based on the GPU parallel sorting, and the current time

complexity of the most efficient sorting algorithm for the GPU is Oðn log n
2

Þ.
For DPVM experimental tests also show that these two methods take longer time than
the CPU.

CPU memory, shared memory and data transfer between the memories bring extra
overhead GPU in general computing. In this paper, the data transfer occurs in the
calculation model: (1) At the data initialization, the coefficient matrix A, resource
vector and vector values b; c uploaded to the memory at once; (2) Ratios sequence of
test number d to h download to memory; (3) The parameters xB, cB for calculating the
optimal solution return to memory once after the end of the iteration. Wherein (1) and
(3) occurs only once in the entire solution, and it does not affect efficiency of the
algorithm. Though (2) occurs during iteration, (2) are 1D vector with OðnÞ spatial
complexity. Overall, the model minimizes the amount of data transfer.

Pixel program memory access speed is much higher than the speed of its access to
shared memory, only to maximize the use of memory in order to enhance the efficiency
of the algorithm and meet the requirements of large-scale problem solving. GPU used
in this paper is in addition to 831 MB of memory, but also has 96 MB of shared
memory resources. Thus, the design data storage mode as: The matrix A; b; c is read
into memory by the CPU, and the CPU is transferred to the shared memory, and then
upload by the pixel program and reside in memory static texture space; and the ratio
sequences of the test number d and h stores in the shared memory; intermediate data
such as: E, Ap, Tp and so on in the iterative algorithm, apply and release static texture
space directly on the memory; results, download the program from memory by the
pixel static texture space to shared memory, the CPU and then copied back to memory
from the shared memory. Results xB, cB downloaded by the pixel program from texture
space to a static memory shared memory, and then CPU copies back to memory from
the shared memory. This will not only make full use of the memory capacity and
bandwidth advantages, but also to avoid frequent data transmission of the memory to
the shared memory. In addition, the shared memory and memory in the float4 form
usage of four texture channels <r, g, b, a>, the data as the linear data and packaging
data ways fold into a two-dimensional matrix texture. Linear folding places texels as
mapping units, and four channels each texel occupy the four value of the original data
stored in connected order to support matrix division and subtraction operations; data
package is folded to 2 � 2 sub-matrix form and add to texture, and texel elements are
in the four channels by block matrices order to support the matrix multiplication
operation, the detailed structure and operation can refer to the literature [12]. Pixel
process has the same clock compered completed in one 4D vector operation to one 1D
operation. The article with the data storage mode, use Fetch4 function, first read the
four values from the texture, all the basic operations are in 4D vector units. Storage
space utilization and efficiency while increasing four times. In this paper, use Fetch4
function and read the four values from the texture once with the data storage mode, and
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all the basic operations are in 4D vector units. Utilization of storage space and effi-
ciency of completing increases four times meanwhile.

3 Experiment Analysis

First, we test the GPU-based RSM can get or not the correct optimization results.
Experimental platform is the Intel Pentium 2.8 GHz, the system main memory is 2 GB,
GPU is ATI FireStream 2U, and available memory is 831 MB. Test samples generated
by the CPU, and in order to get a more accurate comparison, the data taken randomly
generate 32-bit single-precision floating-point in interval [0,1]. Setting the standard LP
problem:

max z ¼ cTx

s:t:
Ax ¼ b
x� 0

�

A 2 Rm�n, b 2 Rm, c 2 Rn. The number of constraints is same as the number of
original variables, that is, n ¼ 2m, and the number of slack variables is m. Linear
optimization software MATLAB, CPU-based RSM and GPU-based RSM are used for
solving, as shown in Table 1:

As can be seen from the table, three methods defined under the effective number of
bits (three decimal places) precision get the same optimization results in all test sam-
ples. In addition, GPU-based RSM also has the same number of iterations with
CPU-based RSM. MATLAB algorithm will be depending on the choice of the size and
characteristics of the different LP the number of iterations is not as baseline. Thus,
though the CPU and GPU different floating-point precision, DPVM 32-bit
floating-point number has not yet reached the IEEE-754 standard, GPU still can be
applied to optimize the calculation. So the method proposed is effective.

Table 1. Correctness test

LPs size (m) MATLAB CPU-based RSM GPU-based RSM
Optimal value Iterations Optimal value Iterations Optimal value

100 0.039 8 0.039 8 0.039
200 0.065 13 0.065 13 0.065
300 0.012 13 0.012 13 0.012
500 0.026 7 0.026 7 0.026
600 0.020 8 0.020 8 0.020
800 0.009 11 0.009 11 0.009
1000 0.007 10 0.007 10 0.007
1200 0.010 24 0.010 24 0.010
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Secondly, in order to verify the efficiency of the algorithm, Generate 20 the same
scale compute instance of the problem, and take the average running time. The results
are shown in Fig. 2:

When the scale of the problem is relatively small and amount of computation is
intensive, data transfer between main memory and the memory during the entire
solving is too large ratio, making efficiency of the GPU-based RSM less than
MATLAB and CPU-based RSM. When the scale becomes larger, the performance
benefits of GPU gradually appear. Although MATLAB make a lot of low-level opti-
mization for CPU, such as real-time JIT compiler and techniques of vectorization and
so on, resulting in much faster than CPU code that is written in accordance with the
C/C ++ standard, GPU-based RSM is faster nearly 2.5 times than MATLAB and faster
66 times than CPU-based RSM when the scale of the problem reaches 1200.

4 Conclusion

A revised simplex method suited to GPU is proposed in this paper based on GPU
platform DPVM architecture. Give a full play to their strengths by dividing different
roles: the task of CPU is only for control and comparison operations, and task of GPU
is for complex floating-point operations. In the solution process, reduce the data
transfer between the CPU and GPU by large-scale data residing in the GPU memory,
and accelerate the entire calculation process. Numerical experiments showed that
involvement of GPU improve the efficiency of the algorithm greatly in premise of
ensuring the accuracy. Further studies will focus on how to make breakthrough in a
certain limitations of GPU resources for solving linear programming problems on a
larger scale.
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Abstract. The robots that they inspect the rail surface with running above the
rail will be a means to replace the existing expensive equipments. This can be
very effectively used in the process of construction and maintenance of con-
tinuous increased rail industry. Especially, it can detect the small change via the
build of database for detecting the state of the rail. And it is possible the
continuous management by recording this information. However, these rail
robots are attached a number of different rail parts. Thus, if these components
are not gonna work, it can occur problems such as stop on the rail or derailed.
These issues can be occurred to other train that it runs above the rail. Therefore,
it needs the method for ensuring the safety. In this paper, in order to solve these
problems, we define the components and performance parts that rail robot
should have it. And also, we divide into three groups of devices by analyzing the
properties of each of the components. Each of the group was divided according
to the calculation processing capability and communication capability. The
self-verification of equipments performs with fitting the framework. And they
examine its own equipment validation and review whether the operation is
enabled or impossible to perform in accordance with the information. In addi-
tion, the rail robot continues send the information for the rail status via wireless
network with control center. Thus, we propose an efficient communication
protocol in consideration of security issues that there may occur in sending
process and the scalability of the function side for rail robot.

Keywords: Rail robot � Communication protocol � Rail inpection �
Self-checking

1 Introduction

The importance of the environment is gradually increasing. Thus, there is also
increasing interest in the efficiency of the vehicle [1–7]. It becomes an opportunity to
be moved by rail from the transport that has been many advanced around the car.
Nowadays, the world rail market is progressed the large-scale railway projects all over
the world including the China, India. According to the German firm SCI verkehr as the
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railway statistics professional organizations, world rail market is expected to reach €
190 billion by growing and annual average of 3.4 % by 2018. The broad and long
railway is need for the continued growth like this [1]. The railway is need sustainable
management for that vehicle runs efficiently and safely. To this, there is a way to
determine directly the eye from person, how to use manual inspection methods by
directly pulling the inspection equipment, and a way to inspect by more than three
people on board inspection vehicle in earlier method [1, 2, 4]. Firstly, how to check by
people with their eyes have disadvantage that may be reduced the accuracy. And to
inspect by using a manual inspection device has also disadvantage that it is very slow.
Finally, by using the inspection vehicle with running on the route is very expensive.
And this method disadvantage that a lot of people need to inspect. In order to solve
these problems, the study about rail robot that it can effectively inspect with running
above the railway is currently proceeding. The rail robot with running above the
railway can effectively verify the surface cracks, a distortional rail and a ground sub-
sidence [1]. And they can safely store by the database for the corresponding content.
And also they can report information about the rail status after comparing and verifying
by loading previously stored data. The rail robot with having these features is relatively
inexpensive and can be operated in an unattended station. It can reduce the cost of
human and time because it can fast inspect relatively compared with a manual
inspection method [1]. However, the biggest disadvantage of this rail robot is that it is
difficult to cope when a problem arises, because of no involvement of the people [1, 2,
4]. The rail robot has the various types of components and corresponding devices make
determination by the overall role of oneself. And finally, they also make a process the
control for operation. At this time, the rail robot can be inoperative by one component
causes the problem. In this case, there is also affect to other vehicles with running
above the rail. This is not simply caused only damage of the rail robot. It can cause an
accident that the freight trains or the train with carrying a number of passengers may be
in conflict with the rail robot. In order to solve these problems, it is required by
precision self-checking primarily for the rail robots. In addition, to make a safe
exchange of information with control center, it need a self-checking protocol of the rail
robot and the information exchange protocol. In this paper, we divide and define
according to the device performance and finally, also define the required contents of the
device for this purpose. In addition, we propose a protocol for effective inspections and
communication with the control center.

2 Our Proposed Device

In this paper, we classify the available device, inspection methods and self-checking
communication protocol for it that robot has device above the rail way. Also we
propose a method that it is possible an effective control through the effective protocol
with management center.

A. The device type of the rail robot
The rail robot operates by driving the wheels. Therefore, it requires a drive controller
for driving the motor. And the robot must be able to determine their current location.
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Thus, it is also required GPS for checking its own position. It is also necessary a
surveillance camera. Also to check the status of the robot or the rail, it is also needed to
obtain and manage the information for the sensors because various sensors are nec-
essary. And it is also necessary that effectively send management center the informa-
tion of the robot via the network. And finally, it is required the controller to control the
all devices. This controller should have a processing capacity of a high performance.
Such hardware configuration is the most basic configuration. Thus, we can say that it is
an essential element for operating the corresponding robot. Looking at such devices,
each device should examine whether it has the capable of processing for the data. And
it must be checked whether it can send processed data to control unit through the
communication. In this paper, we classify devices with a total of three types on the
basis of these criteria (Table 1).

B. Self-Checking Method by the type of devices
As previously confirmed, devices are divided according to the processing capacity.
Thus, each of the devices are different the checking ways by type. Firstly, inspection
method of the type C is that by a periodic sending a message RDR (Response message
of check Device Result). The message RDR is a response data that is periodically sent
as like a GPS, a Sensor, a front inspection device and a motor. At this time, the mars
lights only performs ON/OFF, and it does not send the response data. Thus, its
operating should be visually checked with the naked eye (Fig. 1).

The type B is conducted in accordance with the request message for inspection and
its response. At this time, if the RDC (Request message of Device Check) such as
request message for inspection is sent, it sends the RDR as response for its request
(Fig. 2).

Table 1. The classification by device type

Type Title Description

A Rail robot central
control computer

A computer that controls the whole devices

A Management system A computer that monitors the rail robot
B Rail surface image

processing device
A device that inspects the rail surface

B Drive controller It is connected to the motor part with a small processor to
proceed to remove the drive

B Communication
controller

A part with a small process that controls data when the
communication like a 3G/LTE or WIFI

C Motor A motor for control the wheels
C GPS A module for catching the position
C Sensor A sensor for checking the rail status and the attitude

control
C Mars light A device for informing the status that robot is operating
C Forward looking

device
A device that checks the front of robot and sends the
image to controller
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The RDR is as follows.

RDR ¼ RT Lenk kRT Dataf g

The normal criteria are shown in the following table (Table 2).

If all the individual RT_Data is 0000, it is a normal state. However, all value of the
other is all abnormal conditions. At this point, we organize the code as above values for
the verification of the state. Thus, even if there is a problem in the front left and right
wheels of the driving unit, code value is became the 0001 + 0010 = 0011. Therefore, it
can be checked it has a problem in a front left and right wheels. Finally, if it does not be
progressed the inspection procedure for the type B, C, we should be expected to be a
problem for the inspection of the type A. In case of network state, inspection procedure
for the type A is very simple, because it can be verified through the Packet loss by Ping
(Table 3).

Fig. 1. Inspection method of type C for device

Fig. 2. Inspection method of type B for device

Table 2. Driving Part RT_Data

RT_Data Status

0000 Normal state
0001 Failure with front right wheel
0010 Failure with front left wheel
0100 Failure with rear right wheel
1000 Failure with real left wheel
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C. Control Protocol
The control protocol is the protocol that it should be performed the real control,
because it is not an inspection. Therefore, it can be divided into two categories such as
the control computer sends the control command to each of the devices and the
monitoring system sends the control command to the control computer. In each case, it
is a default that it is sent response for the control command (Fig. 3).

The Control protocol is given on the basis of sending of the CT and CT_CMD and
for receiving the response for this. The response is as follows.

ResponseMessage ¼ RT Lenj jj j RT RST=RT Datað Þf g

At this time, the RT_RST is described as indicating information for that a particular
status or condition with defined state information in advance. This part is very different
for each device. And RT_Data can send and receive the long length data as response
data. Like this, the control protocol has a very simple structure of TLV (Tag, Length,
Value) type.

Table 3. Rail surface image processor RT_Data

RT_Data Status

0000 Normal state
0001 Failure with right image processor
0010 Failure with left image processor
0100 Abnormal temperature
1000 Camera disruption

Fig. 3. Control protocol
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3 Conclusion

Today, the rail robot is designed to operate a specific interval. Thus, it has been
developed for various purpose because of an advantage that it clearly facilitates the
development and management. However, the biggest problem of studies for these rail
robot is that it can not be performed a validation of the rail state. And also, there are not
present a common inspection procedure and the protocol for rail robot that it is
composed with several components. In this paper, in order to solve these problems, we
composed a part which is responsible for the image processing module. And we
designed an inspection procedure for this. And also, we propose to design the protocol
for effective control. The rail robot that it will be developed in the future can directly
verify the status of the rails through this. And we proposed the inspection procedure
and classification method for at least components of rail robot. Thus, we provide the
efficiency for the development process.
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Abstract. In this paper, we define and implement the protocol to manage
networks in USN (ubiquitous sensor network). Although network management
system in USN related with this paper is being progressed for the purpose of
independent projects, protocol interfaces and message systems have not clearly
defined yet such as general-purpose network or extension into heterogeneous
kinds, communication support, etc. Therefore, USN network management
should be conducted for the management of fault, composition, power, and
applications. In this paper, we design the ubiquitous sensor network based on
u-learning processing for multiple devices in order to connect other devices for
the multimedia services, allowing the characteristics of existing network
protocols.

Keywords: Multimedia � Sensor networks � E-learning system � USN �
Protocol

1 Introduction

Recently, researches on ubiquitous computing environment are going on in a variety of
fields with appearance of ubiquitous paradigm, and to realize those environments some
required technologies should be prepared. In this respect, sensor network technologies
will exert an important role. Users can get needed services anytime and anywhere
through the actions of physical space and subjects in an intelligent way with a con-
struction of network of their own. Presently, those technologies are being applied to
various fields such as industries, environments, and medicine, and will be expanded to
a region within our daily lives. Recently, the popularity of portable computers com-
bined with the growth of wireless networks and services has led to many efforts to
make mobile computing every reality.

This research was supported by Basic Science Research Program through the National Research
Foundation of Korea (NRF) funded by the Ministry of Education (NRF-2014R1A1A2055463).
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Various kinds of applications and protocols are running and developing to run on
the Internet. A new protocol or application after being developed has to be tested on the
actual Internet or simulated on a testbed for debugging and performance evaluation.
Since Internet is a large and complex network, it is not practical to conduct sufficient
experiments directly on the real network. Up to now, the most auspicious way to realize
the seamless handover is to store the packets at AP as a provision for the dropping of
packets during the handover.

Wireless networks usually consist of a wired, packet-switched, backbone network
and one or more wireless hops connecting WMN (Wireless Mobile Node) to wired
part. The wireless part is organized into geographically defined cell controlled by AP
(Access Point) for each of these cells. These APs are on the wired network and provide
a gateway for communication between the wireless infrastructure and the backbone
interconnect. These wireless networks give the computer the ability of moving from
one domain to another easily. However, this causes the problem how to serve a
seamless network connection to a mobile node regardless of its attachment to some
domain [1–4].

The current ubiquitous sensor network is wireless network where the sensor nodes
of compact size with low cost and power are randomly arranged and composed in a
wide area to gather environment-related information. Though USN operates in form of
existing wireless ad-hoc networks, it has technically different characteristics from
wireless ad-hoc network in terms of network scale, energy efficiency, limited node
resources, etc. While existing wireless ad-hoc networks have been built for the purpose
of providing communication services between mobile nodes even in a condition
without communication infrastructures, USNs are built to gather environment-related
information. Thus, its important factors are rather the subject of sensing and the
mobility of sink than the mobility of nodes, because such factors require frequent
flooding or rerouting to gather sensing information, resulting in consumption of
numerous energy sources of USN.

It is very important to reflect these characteristics in designing the network protocol
of USN. However, most of existing studies propose plans to gather a range of home
sensing information but do not allow for the subject of sensing and the mobility of sink
[4–6]. Therefore, the network layer of USN requires network protocol considering the
subject of sensing and the mobility of sink while minimizing energy consumption.
USN having this feature is specifically suited to obtain and utilize information around
room. Information around room can measure various environmental changes around
room by utilizing wireless sensor network composed of small-size sensor nodes where
sensing, data processing, and communication are enabled. Data measured from the
sensor nodes are transferred to the server having the function of gathering, processing,
and delivering all data to the user. This process should consider sensor nodes with
energy limit.

Thanks to the information technology, the e-learning technology is evolving
gradually to a form of the u-learning while the ubiquitous environment is accelerating.
It is expected that the e-learning supportive platform which can be used for studying
using the terminal (cellular phone, PDA, laptop computer, PMP, etc.) at anytime,
anywhere will be appeared in the market.
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In this paper, the ubiquitous sensor network based on u-learning processing for
multiple devices was designed in order to connect other devices for the multimedia
services, allowing for such characteristics of existing network protocol.

2 USN and U-learning System

2.1 USN

Sensor network suffers frequent changes in network topology on account of battery
shortage of sensor nodes, disconnected wireless link, addition of a new sensor node,
movement of sensor nodes, etc. These changes should be monitored in real time, and
sensor network should be designed to manage network topology by independently
coping with network environment with automatic network restoration function. Also,
such changes should be monitored all the time and be displayed in an
administrator-friendly graphic form.

Sensor nodes shall transfer necessary information for understanding the network
topology to the server on a periodic basis or by administrator’s command. The
information with the following contents is composed into database:

• The H/W-related table is defined to manage the H/W information and state of sensor
nodes in the server.

• The information about sensor network topology is saved and managed in the server.
• The sensor network supporting the mobility of sensor nodes and sink nodes shall

manage changes in network topology by movement of the nodes.
• The sensor nodes shall save information about composition management, and upon

request from the server, deliver it to the server via gateway.
• The sensor node and gateway shall save their ID, and the server synthetically saves

and manages the IDs of sensor nodes and gateway. These IDs should be provided in
an administrator-friendly form (alias). For this, network management system shall
provide mapping function between ID and alias.

• The server shall manage the location information of sensor nodes. Such location
information may be entered by the administrator or automatically reported to the
server by the location sensing function. The location information should be saved
and managed in connection with ID of the sensor node of the server. Cloud com-
puting is one such emerging paradigm which makes use of contemporary virtual
machine technology.

Message switching to give time synchronization command from the sensor node at
an upper level to that at a lower level should be provided. A list of neighbor sensor
nodes should be obtained. The obtained list of sensor nodes contains Type (parent,
child and neighbor nodes) information displaying the relation with each network as
well as address of each node and information about RSSI. When obtaining list infor-
mation, the maximum desired number of units should be clarified certainly.

Information about the sensor unit mounted on the sensor node shall be imported.
The function of importing the condition of the sensing node and the sensing infor-
mation from the network administrator should be provided.
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Information about the sensor unit mounted on the sensor node is required to be set.
Sensor sampling for the precision of energy management and sensing is also required
to be set.

Primitive messages for information exchange between the server and the mobile
terminal are defined. Each message is divided into Get command set to get information
from the server and Set command set to set a certain value in the server. Each primitive
message is as follows:

• Get Sensor Network Lists (Request, Response, Indication, Confirm): Message to get
a list of sensor networks accessible from the server

• Get Node Lists (Request, Response, Indication, Confirm): Message to get sensor
nodes present in certain sensor network

• Get Node Info (Request, Response, Indication, Confirm): Message to get infor-
mation about a certain sensor node

• Get Node Data (Request, Response, Indication, Confirm): Message to receive data
about a certain sensor node

• Get G/W Info (Request, Response, Indication, Confirm): Message to get informa-
tion of the sensor gateway which manages certain sensor network

• Set Data for a Sensor Node (Request, Response, Indication, Confirm): Message to
set and control information about a certain sensor node

• Set G/W Info (Request, Response, Indication, Confirm): Message to set and control
information about a certain sensor gateway

• Status Message: Message to check the progress of the requested job

Communication between home network management server and embedded server
is done by utilizing such primitive messages. Each message is properly used according
to the job to be performed. Necessary procedure for performing the job is as shown in
Fig. 1.

Fig. 1. USN message from the server to the gateway.
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2.2 U-learning System Model

U-learning involves creating learning activities, tasks, projects, and resources that
encourage students to discover learning themselves without consciously realizing they
are learning, so that they learn automatically and independently. U-learning is a
learning paradigm which takes place in a ubiquitous computing environment that
enables learning the right thing at the right place and time in the right way. It is an
expansion of previous learning paradigms as we move from conventional learning to
electronic learning to mobile learning and now to ubiquitous learning (thus, the
meaning of “e” is not just limited to “electronic” but expands to “everywhere,”
“extending”, “enhancing,” and “enabling.” u-Learning enables us to change our current
learning processes to be more efficient and more effective. If done right, u-learning
becomes a critical force to improve the performance of our workforce and our orga-
nization as a whole [8]. The starting point of connectivism is the individual learner.
Personal knowledge is comprised of a network, which feeds into organizations and
institutions, which in turn feed back into the network, and then continue to provide
learning to individual.

The following are the factors of the implementation to the u-learning model (see
Fig. 2).

(i) Study contents management system and bi-directional contents.
(ii) U-learning contents for secondary study through the development of practically

experiencing type contents based upon touch screen on tablet terminal and
intuitional GUI

(iii) The actual feeling style English contents is interchangeable with the digital
textbook and other studying management system, supporting various OS con-
sidering OSMU (One Source Multi-Use) and various device (dedicated terminal,
common tablet, common notebook)

(iv) Utilization of practically experiencing type contents interchangeable to existing
contents and study management solution

(v) Applicability in the various OS environments (Windows, Linux, Mac OS, etc.)
since it is developed into open platform using open software
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Fig. 2. USN system using u-learning.
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(vi) Interchanging standard of contents with existing e-Learning standard
(vii) Operating in various equipment such as mobile equipment through optimization

process

Existing ubiquitous network systems are mostly intended to gather and manage the
environment information using the variant devices. However, true ubiquitous network
should be capable of gathering and managing all environment-related room and out-
door information actually. While room information has less movement and focuses on
data service compared to outdoor.

3 Conclusion

Ubiquitous network provides users with a variety of information services. Specially,
kind and quality of the services can be abundant by utilizing various sensor data.
However, currently, ubiquitous network itself limits available range of the services by
concentrating upon multimedia service. Specially, it has achieved huge performance in
controlling the appliances by focusing on the communication network but obtained
little performance in controlling the appliances.

For this, protocol to manage network in ubiquitous sensor network was defined and
implemented for wireless home network in this paper. Although network management
system in USN related with this paper is being progressed for the purpose of inde-
pendent projects, protocol interface and message system have not been clearly defined
yet such as general purpose network or extension into heterogeneous kinds, commu-
nication support etc.

Based on the mentioned, required management items, PI (Protocol Interface) for
efficient and systematic communication between networks was defined and the sub-
sequent message was described.

Thanks to the information technology, the e-learning technology is evolving
gradually to a form of the u-learning while the ubiquitous environment is accelerating.
It is expected that the e-learning supportive platform which can be used for studying
using the terminal (cellular phone, PDA, laptop computer, PMP, etc.) at anytime,
anywhere will be appeared in the market.
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Abstract. In this paper, We focuses on suggestion to Quality model of IoT
Services which are popularly used in the characteristics defined in the quality
model of IoT Services. In order to achieve this purpose, we propose Quality
model for IoT Services. These technologies involves utilization and mobility in
addition to quality characteristics in existing software, application of ISO 9126
is not perfect when evaluating a Quality model. This paper proposes a security
set out in ISO25000 quality factors and assessment of the existing traditional
software application of ISO 9126 quality model. We suggested new quality
model for IoT Services by quality attribute in ISO 9126. We validated that the
proposed model can be realized it was applied to evaluate the 4 elements and
added security in Metrics. The quality model for IoT Services using the IS-QM
proposed in this paper it can be measured relatively accurately.

Keywords: QoS model � IoT Services � Internet of Things � Quality attribute �
Software Quality

1 Introduction

Internet of Things (IoT) is the computing environment to provide valuable services by
interacting with various IoT Services, where diverse devices are connected within the
existing internet infrastructure and through intelligent social applications. A Quality
model for Software applications acts as a framework for the evaluation of attributes of
an applications that contribute to the quality model. It is important every relevant
software applications quality characteristic is specified and evaluated whenever pos-
sible using validated or widely accepted metrics. It is necessity to customize a quality
model to identify acceptance criteria and evaluate a particular application domain; IoT
applications. A natural consequence of the trends would be to manage the quality of
IoT Services. However, measuring the quality of IoT Services is considerably different
from measuring the quality of conventional software systems. Because IoT Services is
a complex fusion of a variety of technologies such as wireless network, embedded,
sensor and connectivity. For instance, ISO 9126 which is a representative quality
model is mainly for conventional software, not addressing the IoT characteristics. That
is the quality attributes and metrics in ISO 9126 would largely inappropriate in mea-
suring the quality of IoT Services. We suggested new quality model for IoT Services by
quality attribute in ISO 9126. We validated that the proposed model can be realized it
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was applied to evaluate the 4 elements and added security in Metrics. We proposes a
security set out in ISO25000 quality factors and assessment of the existing traditional
software application of ISO 9126 quality model. In this paper, we intend to propose a
security set out in ISO2500 quality model to identify characteristics of quality factors
which are quality attributes, criteria and metrics evaluate a particular IoT Services
(Fig. 1).

2 Related Works

A Quality model has been studied by many researchers in conventional software.
ISO/IEC 9126 is not perfect when quality of IoT services. The Quality model can
analyze IoT contexts and employ methods to compute the value of QoS which acts as a
metric for service evaluation and selection. But most previous work focused on the
RFID network protocols, middleware, devices reliability, safety and cost, etc. Evan
Welbourne deployed these applications in the RFID Ecosystem and conducted a
four-week user study to measure trends in adoption and utilization of the tools and
applications as well as users’ qualitative reactions [1].

In [2], the author constructed another AHP QoS model based on IoT global etc.
were considered but users’ feedback like user preferences was often ignored.

Simple Performance Analysis of Multiple Access RFID Networks Based on the
Binary Tree [3] This simplifies tremendously the derivation of the analysis, still pre-
serving its validity in an average sense. scalable RFID network simulator is developed
with OPNET 11.0 and implements the binary tree collision arbitration protocol. The
results obtained with simulator are very complexity. Performance evaluation is con-
ducted for tag read latency and read efficiency as a function of link parameters defined
in ISO/IEC 18000-6 Type C standard [4] But this ISO9126 is difference for application
quality evaluation. Reference [5] first proposed a QoS model of grey decision-making
from the view of IoT Global Infrastructure and built an adaptive service framework. In
[6], a quality evaluation technique of RFID middleware according to ISO/IEC 9126
standard and EPC global middleware quality factors was built by simple AHP. It really
provided an idea of simplifying complicated evaluation factors in IOT. ISO 9126 is an
international standard for the evaluation of product quality [7]. This standard provides
three aspects for evaluating software products; internal quality, external quality and
quality in use. And, there are sixteen characteristics for three types of qualities.
However, this standard focuses on evaluating quality of conventional products.

Fig. 1. IoT services
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Hence, it is required that the standard is customized and extended to evaluate the
quality of IoT Services.

3 Characteristics of IoT Services

IoT Services reveal non-conventional features which are not typically presented in
conventional software systems. it is as in the following.

3.1 Participation of Hardware Devices

In IoT, things are required to be actively participating in various activities, exchanging
information and making intelligent decision. IoT devices are equipped with various
intelligent devices to ensure safety, security and high performance of IoT devices.
Mobile devices are equipped with small buffers but have to deal with IoT services that
generate a huge volume of data Hence, an IoT Services consists of two types of
elements; typical software components and hardware devices/components. In the
design and implementation of IoT applications, the presence of hardware devices
should be considered.

3.2 Collaboration Model with IoT Devices

A software application typically consists of multiple business processes, also called
workflow, collaboration, orchestration. In IoT Services, collaborations could include
the hardware functionality of IoT devices. For example, the Drone-based Parcel
Delivery System by Amazon includes the parcel pick-up service and flying service of
Drone devices. The collaborations of an IoT Services should consider the hardware
functionality as well as conventional software collaboration.

3.3 Mobility and Connectivity

It refers to the application capability for device mobility the correctness of the infor-
mation processing in different stages of a process. This characteristic is merely used in
the web application and particulary in IoT services. Connectivity characteristics refers
to the ease of user’s quick and efficient connect to information of IoT services. The
mobility could result in various faults; loss of control due to out-of-sight movement or
flight, unstable wireless network connection when leaving the current network zone,
and physical collision while moving.

3.4 Monitoring for IoT Devices

Remote monitoring for smart devices attached to networks can support multiple
functions including Automatic Meter Reading, gas heating and context-awareness.
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Through smart devices, carriers can provide more real-time and precise services. It
has a characterized that connectivity to the objects for control. An IoT device can
controls flow of the each data through a collaboration device.

3.5 Limited Resources

The resource types of IoT devices can be battery, network communication facility,
memory, and computation power. For example, flight Drone has a limited battery and
memory, leaving the current network zone. IoT devices suffer from a limited battery
lifetime and dominates energy consumption. Energy Efficiency can be increased by
wisely adjusting transmission power. Hence, there is a need for solutions that will limit
the energy consumptions of such IoT devices such as wearable device, smart watch.

3.6 Security and Certification

For the security and collaboration of IoT device become a participation of device that
they need the process can be exact service of device. Among collaboration of device for
the security from intermediate extortion can be need to authentication procedure of
precise device. In the cause of prevent intermediate extortion can be need to designed
consideration of the authentication algorithm. Figure 2 shows that the characteristics of
IoT Services and each criterion is defined in this section.

4 Quality Attributes and Metrics

The characteristics defined in the previous section become the basis for deriving the
quality model of IoT Services. That is, we define quality attributes for evaluating IoT
Services by considering the impacts of the identified characteristics on the quality of
IoT Services.

4.1 Quality Attributes for Evaluating IoT Services

Each characteristics of IoT Services has a set of associated quality factors. Figure 3
shows how the quality attributes of the evaluating IoT services affect the selection of

Fig. 2. Characteristics of IoT services
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quality factors. Figure 4 shows the factor characteristics to quality metrics, and each
criterion is defined in this section.

4.1.1 Metric Suite for the Quality Model
In this section we provide a set of representative metrics for the criteria like all quality
models, the set of proposed metrics here may be extended or tailored for each orga-
nization. Hence, the proposed set of attributes should serve as the foundation and a
starting point for tailoring and enhancement.

4.1.2 Metrics for Functionality
Metric for Functionality: this metric measures the degree of functional connection to
IoT service, as follows. X = A/B, where A is the number of correctly accessibility
related to functionality of characteristics for IoT services is applicable to, and B is the
total number of functional accessibility in the IoT domain. The Range of X is 0..1, and
the value 1 is the best since the functionality of such a application can be accessed to all
functional items in the IoT domain. The higher the metric value has wider range of
accessibility.

4.1.3 Metrics for Reliability
Metric for Reliability: The metric measures how the without seamless each IoT
application connection as follows: X = A/B, where A is the number of input items
which check for valid data, and B is the number of total input items which could check
for valid data.

The Range of X is 0..1, and the value 1 is the best. Although practically data will
have a value that is high due to validation data.

Fig. 3. Mapping characteristics to quality attributes

Fig. 4. Main Factor characteristics to quality metrics
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4.1.4 Metrics for Efficiency
Metric for efficiency: The metric measures the efficiency appropriate time and resource
behavior. X = A/B, where A is the time of limited battery utilization, and B is the time
of user requirement time and resource. The Range of X is 0..1, and the value 1 is the
best, The time and resource utilization describes for instance processing times and
throughput rate, while resource behavior means the amount of resource used and the
duration of use.

4.1.5 Metrics for Portability
Metric for conformance: The metric measures the degree of change to relevant envi-
ronments. X = A/B, where A is the number of system response request which can be
customized, and B is the user expected response requirements number can be changed
relevant environment system as a sensory data creative value in the IoT Services. The
Range of X is 0..1, and the value 1 is the best, response request number for hetero-
geneous system such as a sensory data through IoT Services is higher for system
utilization.

4.1.6 Metrics for Security
Metric for conformance: The metric measures the degree of change to relevant envi-
ronments. X = A/B, where A is the number of Exact device which can be customized,
and B is the entire device can be accessed relevant environment system as a sensory
data creative value in the IoT services. The Range of X is 0..1, and the value 1 is the
best, the number of exact device is close to precision to system such as a exact data
through IoT Services is higher for system accessibility.

4.1.7 Sum of IoT Service Metrics
Using the proposed a set of factors and criteria, one can compute the overall quality of a
IoT Service as follows. Let Fi be the ith factor defined in IS-QM, and therefore the
range of i is 1..5. Let Cij be the jth criterion of the Fi, and Fi has 2 to 5 criteria as shown
in Fig. 4. For example, C2, 3 will be the customizability criterion for the reliability
factor. Then the composite value, Q Fi for the factor Fi is defined as:

Q Fi ¼
Pn

j¼1
Cij

n where n is the number of criteria in Fi.
Depending on the domain and purpose, often different weight on Fi and let

(W1 + W2 + W3 + W4 + W5) be equal to 1. Then, the overall quality of a functions
can be computed as follows, and the range of overall quality will be 0..1, which is same
as a single percentage representation.

IS� QM ¼
X5
i¼1

wi � qi

In order to apply the proposed IS-QM effectively, a quality evaluation process,
instruction and a set of templates should also be defined. As shown in Table 1, Weight
for the quality attributes such as high(0.3), medium(0.2) and low(0.1) would be rep-
resented. The IS-QM model has value 1, the number 1 is evaluated with high quality.
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5 Conclusion

In this paper, we showed identified main characteristics of IoT services, and derive a
practical quality model for IoT services, IS-QM. The IoT Services is a complex fusion
of a variety of technologies such as wireless network, embedded, sensor and connec-
tivity. Because these technologies involves utilization and mobility in addition to
quality characteristics in existing software, application of ISO 9126 is not perfect when
evaluating IoT services. We suggested new quality model for IoT Services by quality
attribute in ISO 9126 and ISO25000. We defined five quality factors, criteria, and five
metrics (Func, Rel, Eff, Por, Sec) that can be effectively used to derive the overall
quality of IoT Services. The effectiveness of the quality model for evaluating IoT
Services through quality attribute-based metrics were validated. the quality model for
IoT services using the IS-QM proposed in this paper it can be measured relatively
accurately.
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Table 1. Weight for the Quality attributes

Quality attributes Weight

Functionality (Func) Medium (0.2)
Reliablity (REL) High (0. 3)
Efficiency (Eff) Medium(0.2)
Portability (Por) Low (0. 1)
Security (Sec) Medium(0.2)
SUM 1
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Abstract. The existing theoretical methodology or development methodology
for small-size IT project when applied to the creation of project development
deliverables, and many people are spending time. Because of enterprise projects
to proceed in accordance with the procedures of the methodology, the lack of
induction person or projects develop document written with experienced per-
sonnel is insufficient. In addition, when applied to development methodology of
enterprise submitted a large amount of project development deliverables, and
development of personnel development should be put into a lot of time on
unnecessary paperwork to consume the result is displayed. This in the Disser-
tation, theoretical development methodologies and development methodology of
domestic enterprises to use seven mandatory development deliverables and
options development deliverables by analyzing the derives. In addition, client
and expert of interviews, the developers from the survey will provide current
problem and direction. Through which small businesses can easily leverage the
development of the project development methodology, and short-term projects,
while small and medium enterprises development deliverables written to create
an efficient procedure is defined. Each stage through which small businesses can
derive an important development deliverables, -based project development
methodologies suitable for small and medium enterprises can take advantage of
the methodology.

Keywords: Project methodology � Development methodology � Software
engineering

1 Introduction

Development methodology for small-size IT project is standardization of techniques
and utilities, which are needed to manage the process of performing projects for system
integration (SI) or development. A development methodology for small-size IT project
consists of multiple components such as task procedures, task methodology, project
development documents, management method, and development tools etc. A devel-
opment methodology for small-size IT project is composed of procedural steps,
methods, standard templates, quality control and configuration management, and a

© Springer Nature Singapore Pte Ltd. 2017
J.J. (Jong Hyuk) Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 421, DOI 10.1007/978-981-10-3023-9_78



project is conducted with the human resources who are able to follow a development
methodology for small-size IT project. development methodologies for big-size IT
projects or medium-sized IT projects are appropriate for large-scale IT projects that are
usually conducted by big companies. However, the development project that is con-
ducted by a small-size company is supposed to be completed with low budget, short
period and the minimized human resources. Even for the same development method-
ology for small-size IT projects, a development methodology for small-size IT project
can be differed in task procedure and task method etc. according to business scale and
development processes. If previous development methodologies were uniformly
applied for every project without considering business scale and development pro-
cesses, then human resources and time would be wasted for delivering project devel-
opment products (s, documents, and etc.). Because small-size companies do not have
constraint human resources who can lead project by following the procedures of pre-
vious development methodologies, or who have experience of the deliverables guide
for s, documents, and etc. And also previous development methodologies require the
large number of s, documents, and etc… Moreover, small-size companies adopt pre-
vious development methodologies or theoretical development methodologies for
small-size IT projects without modifications and considerations of their project envi-
ronment, but those kinds of development methodologies for small-size IT projects are
not effective or productive, and do not deduces the development failures. Therefore, a
new development methodology for small-size IT project is needed that considers the
status of small-size IT project environments for efficiency and productivity.

This paper consists of seven sections. Section 2 describes the background and
previous work. Section 3 presents the customer interviews. Section 4 presents the
developer survey results. Section 5 presents the implications for customers and
developers. Section 6 presents a development methodology for small-size IT projects.
Section 7 will be described regarding how to avoid the risk factors.

2 Previous Work and Analysis

In general, most of domestic solution development methodologies for small-size IT
project have used the previous methodology that is adopted from foreign countries and
revised according to big-size company’s circumstances and needs. Since previous
methodologies of foreign countries are established by the accumulated experiences and
know-hows in long term, adaptation of the methodologies should be considered and
could be modified based on the enterprise’s circumstances and needs. The represen-
tative solution development methodologies of foreign countries are METHOD/1
(Andersen Consulting), NAVIGATOR (Ernst & Young), IEM (James Martin) and
4FRONT (Deloitte), and solution development methodologies devised for domestic
circumstances are Innovator (Samsung SDS), POS-IEM (Posdata), SLC (LE-EDS) and
HIST4FRONT (Hanjin Information Systems & Telecommunications) etc.

In this paper, in order to analyze solution development methodologies, we cate-
gorize them in according to the number of employees. We think that the number of
employees means a project size and budget that the company is able to participate in.
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Therefore, the previous solution development methodologies can be categorized into
three folds.

1. Large size companies- level A: more than 2,500 employees
2. Medium size companies- level B: 300 to 2,500 employees
3. Medium and small size companies-level C: Under 300 employees

In this paper, through analyzing five solution development methodologies of level
A (eGovFrame, CBD, LG CNS, Samsung SDS, and Marmi IV) and level B (Dongbu
CNI and Kolon Benit), we induce the issues for making solutions, documents, and etc.
and procedures when we apply the above solution development methodologies to short
term solution projects. Samsung SDS of Innovator development methodology consists
of 4 steps totally and 13 procedures, 23 tasks and 27 solutions, documents, and etc. are
induced. For completing development project by the Innovator, the total service period
becomes 120.6 days when the duration time of the solution development project for
small-size IT project persists six months. This indicates that each solutions, documents,
and etc. is supposed to be completed for 4.47 days arithmetically to complete the 27
solutions, documents. Since a small-size company determines the human resources and
project time according to project budgets, the small-size company cannot assure
enough time to increase the quality of solutions, documents, and etc. and to conduct the
project simultaneously. And also the numbers of employees who have experience of
various tasks, deliverables and solutions are not enough.

We analyze seven big 7 development methodologies that are commercially and
theoretically recognized as legacy development methodology. We analyze each
development methodology’s development stages, procedures and solution and deliv-
erables. And we adjust each development methodology’s development stages and
procedures for comparison, since they have slightly different stage name and procedure
name for same task and activities (Fig. 1).

Fig. 1. Development methodology results
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3 Customer Interviews

Customers do not consider the project deliverables after the project completion.
However, the deliverables are important for managing the completed operating system.
Finally, the documents for systems operation is important, it is needed to write the
operation guide which must be recorded a large amount of information. We found the
problem of the project procedure through the customer interviews. All the interviewed
customer response the same answer that the developed product features are different
from those they intended. Finally, due to the unspecified development and the designed
deliverables, the customer requirements in the analysis phase results in the develop-
ment of the un-wanted products (Table 1).

4 Developer Survey Results

Developers Online Survey results can make the following conclusions. The conclusion
that can reflect customer requirements for our customers and reflect designs were drawn
up differently. Education is currently developing methodologies and solutions have
been proposed to proceed differently than a lot of good comments on the analysis and
design phase.

5 Implication

Developers surveys and customer interviews through the development of methodology,
customers were deemed important to the analysis and design phase. However, in the
case of the developers of the project, or no experience in the analysis and design of the
business process steps can be seen that the lack of understanding.

6 Risk Factors Improvement of Small-Size IT Projects

Development deliverables presented in this paper are a total of 6 activities in three
phases, nine operations, it was presented to the 13 development outcomes. This paper
presents the development work and deliverables for each task in the work and activities
to be performed in each of the activities. Table 2 proposed development deliverables
can be used to tailoring to suit the characteristics of the project.

Table 1. Customer interview results

Division

Important task Analysis is important
After completion of the project important development
deliverables

Operator’s guide, Operator’s
manual

Requirements reflect the time From the development task
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7 Conclusion

For IT projects for service s or system integration, there are many kinds of IT service
development methodologies that are developed and customized by each global com-
pany that has sufficient human resource and experts and sufficient budget. Thus these
kinds of IT service development methodologies are appropriate to small-size project.

In this paper, we present development methodology for small-size IT project that is
appropriate to small-size companies that have constraint of human resource and budget.
St first step, we analyze previous IT service development methodologies that are used
for big-size companies and previous theoretical IT service development methodologies.
And we have interviews with many experts and customers who present and propose
their opinions for mandatory and optional deliverables for each stage. From the anal-
ysis and the interviews, we drive mandatory deliverables and optional deliverables for
each development stage.

Those project procedures and stages are appropriate for short-term projects and
through the three stages that are newly proposed in this paper are integrated with the
analysis and design procedure. In the analysis stage, education task by the introduction
and education of the solution to the customer, so that customers are aware of the
specific requirements in order to understand the s and products of the short-term
projects. From detailed requirements analysis, the frequency of project plan and
development changes can be reduced, that occur in the development phase and cus-
tomers’ requirements can be satisfied. By following proposed development method-
ology for small-size project, the high quality of short-term project could surely be
guaranteed.

We have a plan to design and development project management tools and standards
deliverables format.

Table 2. Development deliverables list

Task Activity Document

Analysis (Requirements) and design Requirement define System analysis
Interview results
Requirements analysis

Architecture design Architecture design
Database design ERD

Entity design/List
Table design/List

Test Test plan
Development Development Source code

Test Unit test scenario/Results
Integration test scenario/Results

Implementation (operation) System deployment Education plan
Pilot operating plan and journal
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Abstract. Bluetooth Low Energy which has been developed and deployed into
the real home environment provided high energy efficiency where only low
traffic environment was needed. However, the current version of this technology
couldn’t support audio broadcast stream transmission because this environment
requires classified isochronous data channel. For addressing this issue, this paper
propose a new broadcast mechanism under the assumption of the next genera-
tion technology of Bluetooth Low Energy, using Nack mechanism combined
with energy detection mechanism, in order to support seamless broadcast
transmission of audio data stream. For further study, this paper designed energy
detection for Nack reception without awareness of the number of slave nodes.

Keywords: Networks � Hybrid routing � Routing � Traffic-aware

1 Introduction

Todays, Bluetooth technology has been widely deployed to not only the smart home area
including smart office environment but also various wireless personal area networks. We
can see anywhere people are using various Bluetooth-based mobile devices such as
wireless headphone including microphone to be connected to handheld devices or smart
watch to be also connected to smart phone or laptop. As a result, Bluetooth technology
was designed for seamless data transmission especially to audio stream service.

By the way, Bluetooth SIG (Special Interest Group) published a new technology
named as Bluetooth Low Energy, which can provide lower energy consumption than
the previous Bluetooth technology. And many people forecast that Bluetooth Low
Energy technology will occupy the market of the previous Bluetooth devices. How-
ever, Bluetooth Low Energy technology was basically designed for connectionless
communication or short-term event-driven communication use-cases.

In smart home area, there are many needs of short range broadcast data trans-
mission such as TV to individual headphones of multiple users and teleconference
devices to individual headphones and microphones of multiple users. In this case,
Bluetooth Low Energy technology couldn’t provide guaranteed seamless audio stream
because the master devices couldn’t know how many slaves existed and also couldn’t
know which slave didn’t receive the current packet.
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For this issue, this paper provide a Nack-based broadcast mechanism based on
energy detection method for all unknown slaves.

2 Protocol Description

2.1 Broadcast Transmission Environment

Audio stream has the characteristics of seamless occurrence, and this doesn’t require
high speed or high congestion control but just only require no delay time for the
transmission. However, the current version of Bluetooth Low Energy has significant
disadvantage of protocol overhead to be completely established, as shown in Fig. 1.
Hence this paper employed isochronous channel mechanism which will be described in
the next version of Bluetooth Low Energy standardization, as shown in Fig. 2.

Fig. 1. The difference of zone shape

Fig. 2. The state machine of isochronous channel
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2.2 Motivation

Currently, Bluetooth SIG has developing the isochronous broadcast mechanism
approaching the N-repetition retransmission from the master device because it couldn’t
know how many slave devices existed. However, isochronous broadcast is used for not
only public broadcast use-case but also multi-user HQ audio scenarios such as TV to
multiple headphones which also employed Bluetooth Low Energy technology.

In the case of that more than 2 users hear HQ audio via isochronous broadcast,
mobile device, e.g., phone, watch. Etc., is used for isochronous source role, and it’s
clear that the energy efficiency of master device has to be considered. And above
source device could be more energy-constraint in future. For any other reason, we
would like to see the energy efficiency of master side. Hence, this paper was motivated
to think about Nack-based isochronous broadcast for master device of Bluetooth Low
Energy.

2.3 Energy Detection Method

As we know, N-times retransmission method is an appropriate solution where master
couldn’t know the number of slave devices. Master device couldn’t guarantee that all
slave devices successfully receive all data transmission. However, if the quality of the
radio channel condition is clear, this mechanism can lead to overhead incurred from
N-times retransmissions, even though this is very robust but master would consume
more energy unnecessarily. Hence this paper propose Nack-based broadcast mecha-
nism, as shown in Figs. 3, 4, and 5.

In this protocol, only one slot for Nack reception on master device is needed in each
sub-isochronous event. And, master device detects energy level which increased than the
given threshold value, it assume some slave devices didn’t receive data so they sendNack.

Fig. 3. The example of nack-based broadcast – single slave didn’t receive data
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In this case, master device surely transmit again. On the other hand, if master device
couldn’t any energy level during this period, it will stop to transmit data because any slave
device did not fail to receive data so any slave did not send Nack frame. On the slave
device, it do nothing and enter to sleep to save its energy after successfully receives data
from the master device, and will send Nack frame in the case of vice versa.

Fig. 4. The example of nack-based broadcast – external interference

Fig. 5. The algorithm for nack-based broadcast mechanism
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Moreover, we can assume that the event of Nack frame collisions can composed of
two exceptional cases. First collided reason was derived from the collisions between
multiple Nack frames sent from multiple slave devices. In this case, nevertheless of
which Nack was collided, master device can assume that more than 2 slave devices
couldn’t receive data. Consequently master device just does retransmission without any
concern.

Second case of that Nack frame collision is derived from external interference.
However, this situation couldn’t explain that a Nack was sent from any slave device or
that external interference negatively influenced last data transmission. Hence, the
master device just does retransmission. As a result, in case of master device detect any
energy level after data transmission, it transmits again the same data without any
technical doubt.

3 Conclusion

In this paper, proposed Nack-based mechanism can address unnecessary additional
retransmission problem which can be incurred on previous N-retransmission method.
With this mechanism, various needs for multicast or broadcast not only in short
communication range such as home but also wide communication range such as public
area will be improved via Bluetooth Low Energy with maintaining high energy effi-
ciency. For further research, this energy detection-based Nack mechanism will be
researched to be applied to Wi-Fi communication environment.
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Abstract. As the study of the IoT evolves, it is naturally used in everyday life.
It is common situation that we can easily turn off the light as well as increase the
temperature in the house by using a mobile phone. As e-learning has been
converted to u-learning, it is expected to change to IoT-learning. This study
analyzed IoT and learning system in accordance with the changes, applied the
new concept of “IoT-learning”, and investigated the current situation and the
case to study.

Keywords: IoT � Learning-systems � U-learning � Smart-learning

1 Introduction

Nowadays, the Internet is not only familiar to us via PCs but also is used as a concept
that includes the network for the various types of computer devices to communicate
and share data being connected to each other at all times. The Internet of Thing
products are developed like this, they have been used naturally in everyday life [18].
Turning off the light or raising the temperature in the house in the situations where no
one is at home using mobile phones has already been commercialized. But there has
not been a technology to make it possible for the users to receive necessary education
as learners by providing the users customized data through exchanging data with all
objects due to the connection of Internet [8]. So far, the learning systems such as the
learning through ubiquitous technology and smart-learning have been constantly
evolving. However, the researches on U-learning have not gone far off the definition of
the concept stage and have remained ever in the scenario-like suggestions about the
learning environment according to the ubiquitous education [8]. The existing studies
have not been able to specifically mention about the changes in the learning envi-
ronment and education services to be provided accordingly following the introduction
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of U-learning, and have not been able to clearly suggest the benefits U-learning users
such as teachers and learners of u-learning [18]. This paper provided the learner with
the customized training through the data offered by a sensor network that is applied for
IoT.

This paper defined the concept of IoT-learning and investigated the systems used
for learning systems such as smart-learning and U-Learning, which have a similar
meaning. In Sect. 3, the cases which could be used in “IoT-learning” were presented
and analyzed.

2 Related Research

2.1 Learning Systems

(1) U-learning

Beyond the e-learning that is an online education simply based on internet expe-
rience, U-learning means the learning system that is possible anytime, anywhere, and to
anyone in convenient manners [12]. If e-learning is an internet-based online learning,
U-learning is a crystal of e-learning, which is the online learning in the U-learning
environment with the availability of accessing the knowledge and information without
the constraint of time and space via Any Network, Any Device [13]. With U-learning,
it is possible to make use of everywhere in the world as a learning space being freed
from the physical limitation of classroom by taking advantage of wireless Internet,
Augmented Reality and Web reality technology including the things that exist in
everyday life, the things that exist in the learning activity space, as well as the sensors,
chips, and labels, and it is also possible to have personalized and customized learning
according to the student interest, preference, learning styles, and learning contexts in
intelligent learning environment [13].

(2) Smart-learning

Smart-learning commonly refers to the learning content and solutions which used
mobile devices such as media, tablets, and e-book devices. It provides not only an
internet access but also the service differentiated from the existing e-learning by taking
advantage of the merits of smart devices which can be applied to a variety of tech-
niques such as location-based services and augmented reality [6]. Sometimes
smart-learning is misunderstood as the learning that takes place in various smart
devices such as smartphone, tablet PC and smart TV because the term was made when
the smartphone became popular, however, it is more accurate to look at the
smart-learning as the learning utilizing smart devices in order to overcome various
constraints which did not allow the access to learning due to technical limitations [11].
In other words, it means the people-oriented learning method where the machines
support learning method of people instead of people getting adjusted to the machines
and the prescribed means of learning [5].
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3 IoT-Learning

3.1 IoT-Learning

(1) Definition

If the concept of IoT-Internet is that each thing with a built-in sensor makes a new
value by being connected to each other, IoT-learning means to provide users with the
training from something that made a new value.

It means not only to provide users with customized information by transmitting
data over the network and by receiving the information to correct and analyze it, but
also to provide the users with training with the information that matches the customized
information. IoT-learning means to provide users (learners) with the information by
collecting the information via sensors if there is education needed by the users any time
anywhere. The biggest goal of this learning is to give customized training to the users
with the data obtained via sensor technology of IoT. Figure 1 shows the paradigm
shifts of learning from e-learning to U-learning, then to smart-learning, and expects that
the learning system in the future will shift to the learning system utilizing IoT.
IoT-learning is a concept created by combining the concepts of the Internet of Things,
u-learning and sensor networks.

(2) Differences between IoT-learning and smart-learning

The most important feature of IoT-learning is that it uses a sensor technology. As
explained in the researches related to smart-learning smart-learning is limited to the
things used in smart devices while IoT-learning is not limited to smart devices, also
IoT-learning is different from smart-learning in the regard that IoT-learning is possible
in all the devices used in both smart devices and Internet of Things.

Fig. 1. IoT-leaning
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(1) IoT-learning applied in rehabilitation

Enter the postures the patients receiving rehabilitation care must take heed into the
devices such as smartphone. Give alarms to the users that it is not good to maintain
their present posture any more by detecting the posture with sensors. If the alarm lasted
for a few times, provide the users with a training that may help the back rehabilitation
while watching the videos to be played on the display screen such as smart TV, laptop,
smartphone which the users can watch right away (Table 1).

(2) IoT-learning applying Healthy Care

This is the chair using the Health Care, it provides users the stretching they need by
looking for the areas of body with, for example, ‘shoulder tightness’ which need
stretching via sensors and by analyzing the collected data anomalies by making use of
the sensors attached on the chair that confirms the state of the body and can find the
abnormalities of the body. The customized stretching can be offered to users by the
transmission of data to the display screens in close proximity of the users such as TV or
smart phone.

(3) IoT-learning applied to PT (personal training)

Time factor is something the workers who commute to work cannot overlook in
considering doing a workout always in the gym with a fitness trainer. Grafting
IoT-learning on PT, the users get the training on their body parts to be worked out
through the videos the health trainer has already produced, perform repeat exercises,
and the alarms such as continuous vibration help the user’s perception in order not to
have disturbance of posture by the posture sensor’s continuous detection of disturbance
of postures. Thus the users can continue the exercise in a more efficient way.

Table 1. Differences between IoT-learning and smart-learning

Smart-learning IoT-learning

Application of sensors Not used Used
Devices Limited to smart devices All devices

Table 2. Application fields of IoT-learning

Field of application Application methods Application
display

IoT-learning for
rehabilitation

(1) Enter the postures for the rehab patients to take
heed.
(2) Detect the postures to take heed by sensors and
give alarms to the patients if the same postures last.
(3) Play the stretching video on the display screen in
order for the patients to stretch when the alarm lasted
a few times.

Smartphone
Tablet PC
Laptop
Smart
appliances
Wearable
Smart Car

(continued)
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4 IoT-Learning Application Cases

4.1 IoT-Learning Application Cases

This study investigated the applications of IoT-learning targeting 35 patients who
needed rehabilitation. People who needed rehabilitation included the patients with back
pain, shoulder pain and neck disc etc. Among the long-term and short-term pain, this
study investigated mainly patients with back pain. First, people with back pain have a
lot of difficulties in life. Standing or sitting for a long time can give strong pressure to
the back. When feeling back pain, people try to alleviate the back pain by stretching. At
this time, the wrong stretches can rather worsen the back health. 20 out of 35 people
undergoing rehabilitation reported that they were doing self-stretching for back pain
relief. However, 15 out of 20 people were doing wrong stretching, and it rather hurt
their back health. With a consideration of these situations, when the people kept
maintaining the posture that might cause back pain, or worked in the same posture for a
long time, the warning alarm would inform the users of that they were acting something
to cause their back pain.

Vibrations via devices such as mobile phones informed the users of their wrong
behaviors which might burden their backs or aggravate the pain after the reception of
the data such as the postures of the patients with back pain and sitting time. For
example, if 1*37 times of vibrations through a mobile phone informed the user, the
user can anywhere and anytime get the education to relieve the back pain through the
display screen connected to network using IoT-learning. Rehabilitation users need the
exercise to relieve the back pain by keeping the same position for a period of time.
Therefore, the IoT-learning trains the users on how long they keep the same stretching.
Different exercise methods are needed depending on pain and symptoms. The results of
analysis based on the basic stretchings are shown in Table 2.

Table 2. (continued)

Field of application Application methods Application
display

IoT learning
utilizing healthy care

(1) A user sit on the chair with sensors attached
which can find abnormalities in the body.
(2) Once the user sits on the chair, the sensor finds
where stretching is needed such as ‘shoulder
tightness’ by analyzing the user’s body and inform
the user.
(3) Even if a user does not manually search for the
video associated with stretching, offer a personalized
video the user requires automatically

Smartphone
Tablet PC
Laptop
Smart
appliances
Wearable
Smart Car

IoT-learning of PT
(personal training)

(1) Users can proceed with exercise they want to do
watching videos.
(2) Sensors inform the users of wrong postures while
they are watching the videos.
(3) It helps the users to work out with right postures.
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Provide the users with stretching videos (SV) suitable to their back pain by
increasing the strength of exercise based on the number of alarms and by offering the
step-by-step exercise as in Table 3. The users can exercise step by step as in SV-L1 *
SV-L4, and the way to do is, the more the number of alarms, the more the amount of
exercise for the users to do (Table 4).

5 Conclusion

This study defined the concept of IoT-learning that provide users with customized
training needed at all learning terminals connected to the networks anytime and any-
where in the perspective of ubiquitous, presented the application plans which could be
utilized, and analyzed the application methods. This study defined a new concept called
IoT learning grafting U-learning system on IoT technology, and analyzed based on the

Table 3. Application fields of IoT-learning

Number of alarms (vibration) Fitness level & Exercise

1*37 Beginner (T-L1)
38*68 Middle (T-L1) + (T-L2)
69*80 High (T-L1) + (T-L2) + (T-L3)
81*100 Top (T-L1) + (T-L2) + (T-L3) + (T-L4)

Table 4. Step-by-step example of stretching video for back pain rehabilitation

Stretching
video (SV)

Name of
exercise

Amount of
exercise

Effect of exercise

SV-L1 Body
extensor

15*30 s
2*4 times

Hip extensor stretching, such as the erector
spine muscle and iliocostal muscle

Body flexor Rectus abdominis muscle and the internal
and external oblique stretching

SV-L2 Body
outside
flexor

15*30 s
4*6 times

Internal and external oblique and
latissimus dorsi stretching

knee to
chest

Waist and hip extensor Stretching

SV-L3 bent knee
roll

15*20 s
6*8 times

Buttocks and torso and lower body muscle
Stretching

Pretzel Internal and external oblique and hip
extensor and hip piriform stretching

SV-L4 Quadrupeds
lower trunk

1 10*15 s Hip extensor stretching
2 About

5*10 s
4point
kneeling

15*30 s
about 6*8
times

Hip extensor stretching and hip shoulder
joint flexor etc. stretching
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cases which were applicable. As for the follow-up papers regarding IoT-learning, it is
in the prospect of planning and proposing a platform regarding how to apply a learning
system in reality using IoT platform by designing IoT-learning platform.
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Abstract. Development of IT led to changes in the Infra architecture and the
area of information security has been especially emphasized. With the rapidly
growing Data, the area of Information Security has established itself as an
essential, and the Network Security Field is expected to be developed and
elaborated also for the private and public peace and the establishment of social
order. The purpose of this study is to consider the architecture of
high-performance hardware architecture that can process large amounts of Data,
and also to study the architecture of the hardware with flexible architecture in
accordance with the amount of network traffic.

Keywords: Hardware architecture � Information security � Network � Security
server

1 Introduction

Recently, IT industry, which has been developed rapidly, has been producing large
amount of DATA, and the demands for real-time processing are on the rise. In par-
ticular, the ISSUE of DATA security of network terminals are on the rise, while the
real-time processing is a critical problem and is exceeding the limitation of DATA
which can be processed on a single server.

In the last 20 years, owing to the advances in semiconductor process technology,
the computing power increased exponentially, but it has been presumed to be impos-
sible to overcome the limitations of utilizing a single CPU compared to the latest status
of DATA flooding. There can be a variety of approaches to ensure the computing
power that can process large amounts of high-speed processing in real time by
incorporating the hardware and software technology. This paper proposed a method
that could expand the computing power of single CPU with flexibility.
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2 Cloud Computing and Learning System

This study proposed a hardware architecture capable of high-capacity high-speed
processing by analyzing the architecture of existing single computing node and by
expanding the small single computing power. Among the numerous existing CPU
manufacturers, this paper analyzed the architecture of the computing module utilizing
the x86 CPU family of Intel Corporation with the highest market dominance, per-
formed the analysis of the minimum requirements for each computing module, and
reviewed the available specifications for cross-DATA INTERACTIONs among
Computing Modules as well as the existing technologies which have been SWITCH-
ING the high-capacity high-speed DATA [1].

2.1 Structural Analysis of Computing Module

Figure 1 shows a block diagram of computing module of x86 CPU of Intel Corporation
used universally. A single computing module on a large scale consists of a CPU and
PCH (Platform Control Hub), where PCH plays a role of HUB of various IO, disk, and
system interface. It is important to consider the operating frequency of CPU, size of
internal Cache memory and bandwidth of external memory in order to raise the per-
formance of a single computing module as much as possible. Recent technology trend
is mainly the technology of many core CPU that resolves the side effect of heat
generation by applying many CPU cores in a single package and by raising the
operating frequency via the sharing of Last layer Cache by each CPU core. In addition,
one of the new changes is the change from the parallel data bus architecture to the serial
bus architecture. In the case of the parallel bus architecture, it has the architecture
sensitive to the signal delay or the skew of signal, and in order to transmit a lot of data
from the same clock, the number of signals increases, thus occupies a lot of space and
lead to the greater the power consumption. In order to solve many of these problems,
data bus was serialized, its typical standardized interface is PCI Express, then Gen1,
Gen2, Gen3 standard have been released, and in the case of Gen3, 8 GHz Data

Fig. 1. A study for a single computing module architecture
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communications is ensured over a single Lane. PCIe, which ensures low latency and
high Bandwidth has been adopted by most of the CPU’s including intel x86 CPU, as
well as has been used as a standard IO devices such as Ethernet Controller, Disk
controller, and Video Controller [2].

2.2 Research on Data Switching

Each single computing module is in need of a route for transmitting the results of the
calculation of data. In analyzing the process of data transfer, a transaction should be
made in the format which can be recognized to each other, and this is called a protocol.
There can be many ways to perform data communication between the computing
modules, but the reliable methods to transmit a large amount of Data at a high speed are
the Ethernet communication and the method utilizing PCIe NTB (Non Transparent
Bridge). The advantages of data transmission utilizing Ethernet Switching Protocol is a
stable protocol and the fact that long-time proven software stack are secured. PCIe
switching technology utilizing NTB also supports low packet latency and high band-
width. The switch fabric block of Figs. 2 and 3 can be an Ethernet switch or the PCIe
switch [3, 4].

2.3 Considerations of Power Consumption and Heat Dissipation

The biggest byproduct of high frequency clocking is the generation of heat and power
consumption. All the electronic components require power and, in the case of high
Clocking, more power consumption and heat are generated. With the development of
semiconductor process technology, the power consumption was reduced, but it is not a
fundamental solution, and the consideration for power and heat generation is required
at the system level. Just as there is a limitation on the power produced by power
stations, there is a limit to the power supplied to the building in the cases of the Server
farms and data centers to process large amounts of data. In addition, the same applies to
the power provided to a single Rack [5].

3 Hardware Architecture for High-Performance Network
Security Server

In order to implement the Extreme High-End computer system, it is possible to
implement a High performance Network Security Architecture when mutual harmony
for the same purpose is achieved than the separate point of view of hardware and
software. Depending on the nature of Network Security, it is either necessary to have
realtime In-Line packet processing architecture design in terms of an application, or, it
is possible to have a Look Aside architecture that transmits first and then performs the
packet test separately. However, in the case of the application with critical Mission, the
real time in-line architecture to detect the malwares or attacks by inspecting every
packet real time is suitable. In addition, it is also possible to design a sequential
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architecture that divides the same packet into the pre-treatment and post-treatment by
looping via the division of roles among cpu modules in order to overcome the limi-
tations of performance. It is important to have a flexible hardware architecture design
that can be scaled out to meet these diverse requirements.

In addition, for high performance, it must have an interface specification that is
uniform among multiple CPU Modules and can be connected at low latency, which can
overcome the limitations of a single CPU, and each CPU Module may be either the
same type or the different type. Through the Unified Standard Interface, it is possible to
secure the Scalability, Portability, and Flexibility. Currently, the available System to
System interfaces are SRIO, PCIe, Ethernet, Infiniband etc., among them, the Ethernet
and PCIe are mainly used.

Although there may be a variety of researches to give a way to overcome the
limitations of the processing capacity of a single computing module, Figs. 2 and 3
show the examples of data path interconnection of multiple computing modules uti-
lizing the high-speed Switching Fabric.

In the case of Fig. 2, multiple CPU Modules are connected through standard
Interfaces with Switch Fabrics, and each CPU Module is connected to the external
Network via a separate Ethernet. At this time, the incoming Ethernet packet will be
processed on the CPU Module based on security policies, and also the resources
needed to be shared by each CPU Module can be implemented to be managed at the
Session Optimizer through the Switch Fabric.

The switch fabric can be either a PCIe switch or an Ethernet Switch, and the
switching chip should be selected in consideration of the sum of the performance of
each CPU Module. In this study, the Ethernet Interface of CPU Module is schematized
to be 10 Gbps, but the 40 Gbps performance of a single CPU Module can be expected
given the recent performance of CPU.

In the case of Fig. 3, it may look similar to Fig. 2, but it can be seen as the opposite
case in Handling Method of Packets. In the case of Fig. 2, it shows the architecture
where the CPU Module receives a Packet first at the Edge terminal to perform the
pre-processing, but in Fig. 3, it is limited to the architecture using the Ethernet switch,
and the packet entered the switch fabric transmits the result after the packet
Pre-processing at a switch according to security policies. A Session Optimizer can be
used as a control plane of policy switch fabric that is treated with session management
and CPU Module.

Fig. 2. Data path interconnection of multiple computing modules utilizing the high-speed serial
standard Fabric
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4 Conclusion

This study is about the hardware architecture of network security server with its
available reliable high-speed packet processing against the threats to information
security which have been becoming increasingly intelligent and elaborate abreast of the
development of information technology. It is presumed, through this study, that a clue
to search for an answer among many possibilities can be given, and that new studies on
architecture can continue and be developed.
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Abstract. A number of application programmers’ factors influence the quality
of software development. The purpose of this study was to examine the rela-
tionship between the DISC behavioral styles of application programmers and the
quality of software development for identifying how the factors affect the quality
of software development. We conducted a field experiment with 34 application
programmers working for a certain company. In conclusion, it may be said that
the quality of software development is affected by the working periods of
application programmers rather than their DISC behavioral styles.

Keywords: DISC behavioral style � Application development � Software
quality

1 Introduction

1.1 Necessity of the Study

Necessity of What is the most important of all in performing a project is a developer’s
compliance with coding standards. Each company pays much attention to this, for in
case of further advancing or maintaining a project, additional huge maintenance cost
may be incurred depending on the compliance with standards.

Even when coding standards for a relevant project have been established, however,
the standard compliance rate varies with developers involved, and although a lot of
management staff members are allocated for the inspection of the compliance rate, there
are many cases where actually developed source code fails to comply with coding
standards.
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Developers’ will to comply with the standards is most important of all, and the
compliance rate tends to change considerably according to ABAP developers’ char-
acteristic behaviors.

Behavior is an individual’s external traits, and all individuals show different
behavioral styles as they grew in different environments. Dr. William M. Marston,
professor at the US Columbia University, modeled four human behaviors of DISC on
such behavioral styles.

He named the four human behavioral patterns Dominance (D), Influence (I),
Steadiness (S), and Conscientiousness (C). His DISC theory has been translated into 17
languages in 55 countries across the world, and is used to maximize business perfor-
mance at the scene of management or to motivate relevant members [GLS worldwide
2011].

Each developer’s DISC behavioral style is easy to measure, and the DISC
assessment costs little money. Given this, this study tries to present basic data for
creating cost-effective methods for allocating developers and managing the allocated
developers, by applying the DISC assessment to project management, with focusing on
compliance with project coding standards the study.

1.2 Purpose of the Study

This study intends to investigate whether application programmers’ DISC behavioral
styles and their five external factors, that is, working period at the same site, age,
overall IT experience, and academic background, are correlated with the quality of
software development, respectively. The purpose may be further specified as follows:

First, programmers’ compliance with standards according to their DIC behavioral
styles and its correlation with program execution error will be analyzed.

Second, programmers’ apparent traits and compliance with standards, and their
correlations with program execution error will be analyzed.

1.3 Definition of Terms

1.3.1 DISC Behavioral Styles
The theory of DISC behavioral styles was developed in 1928 by William M. Marston,
professor in psychology at Columbia University, who classified human behavioral
types into Dominance (D), Influence (I), Steadiness (S), and Conscientiousness (C).
This study used the behavioral types classified by the Korean-version of ‘DISC
Inventory’ translated by the Korea Educational Consulting Institute (2016), the
exclusive distributor of DISC PPS (personal profile system) in Korea.

1.3.2 Application (Program)
It does not imply that database is built or that components are created, but it is
developed so that a program having the user’s desired functions may be provided
between the GUI layer and the application layer according to business process.
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1.3.3 Coding Standards for Development
‘Naming Rule’ and ‘Whether comments written or not’ were defined as the coding
standards. The ‘Naming Rule’ comprises program name, function name, table name,
and data element name. ‘Whether comments written or not’ is to describe in the main
logic the reasons and grounds for programming. An ordinary project defines the
standards suitable for a relevant site, and programmers are offered guidance before
being allocated to the project so that the programmers may be fully acquainted with the
standards and then develop a program.

1.3.4 Rate of Non-compliance with Standards
It means the number of objects that fail to comply with the standards among objects
generated by a programmer.

(1) Rate of non-compliance with programming standards (%) = object(s) of
non-compliance with the naming rule / all objects generated by a programmer *
100.

(2) Rate of comments not written = object(s) without comment / all objects generated
by a programmer.

2 Related Studies

As for DISC-applied studies in various areas, most of them deal with the relationships
between DISC behavioral styles and leadership, business performance, job satisfaction,
job stress, or organizational effectiveness [Kang 2007; Kim et al. 2006; Kim 2012;
Kwak, 2012]. While there is a study in the area of medicine that researched about the
correlation between the DISK styles and medication error [DISC Behavior Pattern and
Medication Errors by Nurses 2013], in the area of software, there has been no research
about the relationship between DISC and the quality of application and software.

3 Research Methods

3.1 Research Design

This study is field research using a field experiment. To identify the relationship
between the DISC behavioral styles of application programmers allocated to a specific
company and their non-compliance with program coding standards, this study exam-
ined all source codes of programs actually created by programmers in order to find out
non-compliance with standards, by accessing the operation system together with two
programming experts. In addition, to find out error in operating system, the dump from
January 2014 to April 2016 was analyzed; whether having been written by program-
mers, who were then allocated, was detected; and the correlations were investigated.

An Empirical Study of the Relationship 533



3.2 Subjects of Research

All 34 application programmers working for a specific company were surveyed. Pro-
grams and objects generated by the programmers, and errors resulting from them
during a period between January 2014 and April 30, 2016 were investigated.

3.3 Methods for Data Collection

The purpose of the study was explained to all the 34 application programmers of the
specific company. First, to diagnose the programmers’ behavioral styles, a written
survey of the programmers was carried out, using the ‘DISC personal profile system.’
Then, on the basis of the programmers’ resumes obtained from the personnel depart-
ment of the specific company, their academic background, overall IT experience, and
working periods were identified. Programs, which were developed by the relevant
programmers for the actual operating system, and programs in which error occurred
were extracted. In addition, programmers were sorted out whose program codes didn’t
comply with the standards of ‘Development Standards Handbook’ and ‘AP Quality
Control System,’ which are currently applied to development business affairs.

3.4 Research Tool

(1) Number of erroneous programs
It means the number of programs whose error was not detected by their pro-

grammers during their development and testing, but was found during the actual
execution of the programs. Given the possibility that the same erroneous program may
be executed several time and the same error case be counted repeatedly, the error was
counted once a day for the same program.

(2) Development Standards Handbook
It is a guidebook that defines the Naming Rule for every object, and is offered to

programmers assigned to application development. Each programmer should become
well-acquainted with the guidebook before creating a program. The guidebook also
serves as a criteria tool for an inspector to check whether naming standards were
correctly complied with. The Naming Rule was defined for a total of 28 object types.
‘Development class’, ‘Programs’, ‘Module Pools’, ‘Function Group’, ‘Function
Modules’, ‘Transaction Codes’, Tables’, ‘Table Index’, ‘Table Field’, ‘Data element’,
‘Message Class’, ‘Structure’, ‘View’, ‘Domain’, ‘Lock’, ‘Object’, ‘Range’, ‘Internal
table’, ‘Variable’, ‘Constant’, ‘Parameter Field’, ‘Select-option’, ‘Area Menu’, and
‘Module Code’ define the meaning of each digit for objects that must be created or may
be created when a programmer writes a program.

(3) Whether program comments written or not
Every programmer should add explanations to the source codes of their own

programs as comments, as shown in ‘Fig. 1. An illustration of comments.’ Out of an
application created by each programmer, 10 source codes are randomly chosen and
checked about whether comments were written or not, and in case of any source code
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with no comment, the program is judged to have not complied with the standards.
Three development experts analyzed the contents of comments for 10 source codes,
and classified as No Program Comment Written in case of incorrect description.

3.5 Methods for Data Analysis

The collected data were analyzed, using the Microsoft Excel program. From this, the
number of programs created, the mean of IT experience years, and the mean rate of
error were calculated according to programmers’ behavioral styles. The correlations
between the behavioral styles and the error rate were analyzed, and the environmental
characteristics of the programmers were analyzed.

4 Results of the Study

4.1 Compliance with the Standards According to the Programmers’
Behavioral Styles, and Its Correlations with Program Execution
Error

See Table 1.

Fig. 1. An illustration of writing comments
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In addition, results of investigating whether objects of each program complied with
the Naming Rule are as shown in Table 2.

In addition, results of investigating whether objects of each program complied with
the Naming Rule are as shown in Table 3.

4.2 Analyzing the Apparent Traits and Standards Compliance
of Programmers, and Their Correlations with Program Execution
Error

The apparent traits of programmers comprised overall IT experience, working period at
the same site, and academic background, among which the academic background was
excluded because all except one graduated from college. First, the program error rate
against the overall IT experience is presented in Table 4. As shown in Table 4, the
longer IT experience does not necessarily imply positive (+) or negative (−) relations,
and thus it may not be said that there is a correlation between the overall IT experience
and the program error rate.

In addition, the relationships between the working period at the same site and the
error rate are presented in Table 5. As shown in Table 5, the program error rate tends to
be high at 1 year and 6 months after a programmer was allocated, thereafter abruptly

Table 1. Program error rate by DISC behavioral style

Behavioral
style (n)

Total number of programs
generated (copy)

Number of programs with
error (copy)

Error rate
(%)

Type D (3) 179 3 1.7 %
Type I (11)) 4,265 170 4.0 %
Type S (9) 3,165 175 5.5 %
Type C (11) 3,239 53 1.6 %

Table 2. Compliance with Naming Rule according to DISC behavioral styles

Behavioral style Status of Naming Rule compliance (rate of compliance)

Type D All the three complied (100 %).
Type I Nine of 11 complied (82 %).
Type S Four of nine complied (44 %).
Type C Nine of 11 complied (82 %).

Table 3. Status of comments writing according to DISC behavioral styles

Behavioral style Status of comment writing (rate of writing)

Type D All the three wrote (100 %).
Type I Three of 11 wrote (27 %).
Type S Two of nine wrote (22 %).
Type C Four of 11 wrote (36 %).
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decreasing. In particular, it is estimated that the reason for the high error rate at 1.5
years after allocation is because many programs of a high level of difficulty were
created compared to below 0.5 years or below 1 year.

4.3 Analyzing the Combination of Programmer’s DIS Behavioral Styles
and Apparent Traits, and Its Correlations with Program Execution
Error

The DISC behavioral styles of programmers, the working period at the same site, and
the program error rate are presented in Table 6. As shown in Table 6, it was found
from its analysis that the program error rate of programmers is correlated only with the
working period at the same site, rather than the DISC behavioral styles of program-
mers. It is judged that the error rates for Type D and Type C are small because their
working period is 2 years and above, compared with Type I and Type S.

5 Conclusion

This study classified programmers’ traits, using the tool of DISC behavioral styles, and
considered whether there is any association between the styles and program error rate.
The findings of the study indicated the low program error rates of 1.7 % and 1.6 % in

Table 4. The program error rate (%) against overall IT experience and the total number of
program copies

IT experience Below 5
years

Below 10
years

Below 15
years

Below 20
years

Below 25
years

Error rate 3 % 3 % 13 % 2 % 1 %
Number of
programs

1,797 6,380 868 1,628 175

Table 5. The working period at the same site and the program error rate (unit: year)

Work years Below 0.5 Below 1 Below 1.5 Below 2 Below 3 3 or over

14 % 14 % 10 % 43 % 1 % 3 % 2 %

Table 6. The program error rates against the working period at the same site and the DISC
behavioral styles

Division D I S C

Below 0.5 years 0 % 10 % 23 % N/A
Below 1 year N/A N/A 16 % N/A
Below 1.5 years N/A 75 % 43 % N/A
Below 2 years 10 % 1 % 3 % 1 %
Below 3 years N/A 3 % N/A 1 %
Below 4 years N/A 3 % 2 % 2 %
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the case of Type D (Dominance) and Type C (Conscientiousness), respectively, and
relatively high rates of 5.5 % and 4 % in the case of Type S (Steadiness) and Type I
(Influence), respectively. The investigation into the relationships between the error rate
and the working period showed that errors were concentrated in programmers working
below 1.5 years after their allocation. Further, it was found that in the case of Type D
(Dominance) and Type C (Conscientiousness), all the programmers falling under them
worked two years or longer. In addition, in the case of programmers working two years
or longer since allocation falling under Type S (Steadiness) and Type I (Influence),
their program error rates were measured to be similar to those for Type D (Dominance)
and Type C (Conscientiousness).

Therefore, it is judged that almost no program error will occur if newly allocated
programmers are thoroughly educated on ‘Development Standards Guidelines’ and
‘Development Process’ system designed to intensively inspect and check programs
produced by them.

In the future study, we will investigate the relationships between the DISC
behavioral styles and the error rate by expanding the population and the target com-
panies. Besides, we will investigate programmers’ traits connected with program error,
and prepare standards that enable companies to cost-effectively select and source good
programmers.
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Abstract. In the machine vision system of steel production line, the obtained
image qualities are greatly affected by brightness and wavelength band of
illumination. The surface temperature of a continuous casting material is very
high, 600*1000 °C. But the operation temperature of COB type LED is
maximum 90 °C. Therefore, any special cooling systems are needed to use in
these high temperature environment. In this paper, we have developed COB
type LED lighting system for high temperature machine vision equipment.
Our LED lighting system consist of air filter module, heat sink module, reflector
and reflecting plate, heat blocking glass, air injector and circulation module.
We suggest air curtain system to heat block in front of heat-blocking glass.
Through the test, we have confirmed that our air curtain system will drop the
internal temperature to below 80 °C in the circumstance of high temperature
600*1000 °C.

Keywords: COB type LED � Machine vision � LED lighting system � Air
curtain system

1 Introduction

The brightness of indoor lighting should be sufficient and uniform to protect eyesight
and reduce eye fatigue. In the machine vision system, the light is one of the most
important facts. The reliability, accuracy and response time of the vision system can be
improved by selecting the appropriate lighting structures. In the machine vision system,
the image acquisition processing in inappropriate lighting environments may be
accompanied by a fatal error. The compensation algorithm to the inappropriate image
causes a large load on the system. The computer vision or machine vision area is
essential to the measuring, defect detection and process monitoring in manufacturing
system. The important factors in the visual recognition of the human are color, per-
spective, shadow, parallax and personal experience. But, the vision system does not have
the empirical basis on which to make decision, and should specify everything [1–3].

In the steel production line, surface defection does effect seriously to the next heat
treatment processing and quality of final steel manufactures. Therefore, defect detection
is very important. In the continuous casting process of steel production line, the
machine vision system has been applied for defect detection. The obtaining a high
quality images by vision camera is very important for accurate defect detection in the
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vision system. These obtained image qualities are greatly affected by brightness and
intensity of the illumination, and wavelength band of illumination in the lighting
system. Also, power consumption and life time of lighting system are very important
factors. The COB (Chips On Board) type LED lighting satisfies these factors, that is
high intensity illumination, uniform illumination, wide band wavelength, low power
consumption and long life time. The surface temperature of a continuous casting
material in the steel production line is very high, 600*1000 °C. But the operation
temperature of COB type LED is maximum 90 °C. Therefore, any special cooling
systems are needed to use in these high temperature environment [4, 5].

In this paper, we have developed COB type LED lighting system for high tem-
perature machine vision equipment. Our LED lighting system consist of air filter
module, heat sink module, reflector and reflecting plate, heat blocking glass, air injector
and circulation module. We suggest air curtain system to heat block in front of
heat-blocking glass. Through the test, we have confirmed that our air curtain system
will drop the internal temperature to below 80 °C in the circumstance of high tem-
perature 600*1000 °C (LED contact temperature is about 500 °C).

2 Theoretical Backgrounds

2.1 Machine Vision System

Machine vision (MV) is the technology and methods used to provide imaging-based
automatic inspection and analysis for such applications as automatic inspection, pro-
cess control, and robot guidance in industry. A machine-vision system employs one or
more video cameras, analog-to-digital conversion (ADC), and digital signal processing
(DSP). The resulting data goes to a computer or robot controller. Machine vision is
similar in complexity to voice recognition [6, 7].

Two important specifications in any vision system are the sensitivity and the res-
olution. Sensitivity is the ability of a machine to see in dim light, or to detect weak
impulses at invisible wavelengths. Resolution is the extent to which a machine can
differentiate between objects. In general, the better the resolution, the more confined the
field of vision. Sensitivity and resolution are interdependent. All other factors held
constant, increasing the sensitivity reduces the resolution, and improving the resolution
reduces the sensitivity. Human eyes are sensitive to electromagnetic wavelength
ranging from 390 to 770 nm. Video cameras can be sensitive to a range of wavelengths
much wider than this. Some machine-vision systems function at infrared (IR), ultra-
violet (UV), or X-ray wavelengths. Figure 1 shows general configuration of the vision
system for inspection. As show in Fig. 1, uniform light is very important for good
inspection. Figure 2 shows configuration of the existing machine vision system for
surface defect inspection of continuous casting slab in the steel production line. The
halogen lamp, metal halide lamp and plasma lamp are used for illumination of machine
vision. The disadvantages of these illuminations are short life time and easy deterio-
ration in high temperature environment. In recent, the LED light is used to address
these problems.
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2.2 The COB Type LED Light

COB is a new technology of LED packaging for LED light engine. Multi LED chips
are packaged together as one lighting module. When it light up, it looks like a lighting
pane (Fig. 3).

Fig. 1. General configuration of the vision system for inspection

Fig. 2. Configuration of the existing machine vision system for defect inspection in the steel
production line
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Fig. 3. Configuration of the existing COB type LED device

(a) 

(b)

Fig. 4. Configuration of COB type LED lighting system ((a) overall system, (b) air curtain
system and heat release mechanism)
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3 COB Type LED Lighting System for High Temperature
Machine Vision

We have designed COB type LED lighting system for high temperature machine vision
equipment. As shown Fig. 4(a), our LED lighting system consist of air filter module,
heat sink module, reflector and reflecting plate, heat blocking glass, air injector and
circulation module. We suggest air curtain system to heat block in front of
heat-blocking glass. As shown Fig. 4(b), cold air which is injected from “air-injector”
make air curtain in front of heat-blocking glass. Air curtain is located about 5 m
distance from the surface of high temperature steel material (600*1000 °C). In that
location, LED light contact temperature is about 500 °C.

4 Results and Discussion

Figure 5(a) shows prototype of developed LED lighting system, and Fig. 5(b) shows
photo of field installed system. We have tested our system for one month in the
continuous casting slab line of steelmaking process in steel & iron company, Pohang,
Korea. Through the test, we have confirmed that our air curtain system will drop the
internal temperature to below 80 °C in the circumstance of high temperature (LED
contact temperature is about 500 °C). In the future, we will continue reliability test and
life-time test of lighting system.

 
(a) 

 

 
(b) 

Fig. 5. Developed LED lighting system ((a) prototype system, (b) field installation system)
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Abstract. In this paper, an alternative management scheme is proposed for the
DHCP lease time in Internet of Things(IoT) environment. In the proposed
scheme, the Dynamic Host Configuration Protocol(DHCP) server manages
addresses as well as lease time using the type of IoT device. The MAC header of
DHCP message sent by IoT device is modified newly by adding specific
information to reflect the type of IoT device. The DHCP server can recognize
the type of IoT device from the newly defined MAC header and return an
address to the IoT device with a lease time determined by the type of IoT device.
For the efficient management, a policy for allocating address and lease time
should be required. According to this policy, allocated addresses and lease times
are stored in a lease database. Examples of the table for diverse IoT types and
the policy for allocating address and lease time are given.

Keywords: DHCP � IP address � Lease time � IoT

1 Introduction

Recently, Internet of Things(IoT) is a promising and rapidly developing technology
area. IoT has become a powerful force affecting the wide variety of industries, and has
been applied in smart home, manufacturing, healthcare, and transportation [1–3].

With the arriving of IoT, the number of devices that are connected to the Internet is
growing exponentially. Although IPv4 has been the most dominant internet protocol,
the recent exponential growth of Internet-enabled devices and their increasing
requirement of IP addresses cannot be fulfilled because of the limited number of IP
addresses offered by the IPv4 address space. Thus, the IPv6 is considered the most
suitable technology for all the emerging IoT devices, since it spreads the addressing
space and offers scalability, flexibility, tested, extended, ubiquitous, open, and
end-to-end connectivity [4–6]. However, although the transition to IPv6 is inevitable, it
seems to take so much time because IPv4 and IPv6 networks are not directly inter-
operable for long time [7]. Therefore, the Dynamic Host Configuration Protocol
(DHCP) is still a short-term solution to resolve this problem [8, 9]. The DHCP enables
network administrators to automate the assignment of IP addresses from a centralized
DHCP server. This conserves IP addresses and make is easy for mobile Internet devices
to move among different segments of the network without having to manually enter
new IP addresses.
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DHCP adopts the concept of a “lease” in IP allocation. This means, a DHCP server
does not allocate an IP address to a client permanently. What it does instead is set a
“lease time” and allow the DHCP client to use the allocated IP address only during the
set lease time. The choice of lease time, like so many other networking parameters,
boils down to a trade-off between stability and allocation efficiency. Although many
DHCP administrators prefer to use short leases, issuing short lease will result in an
overloaded DHCP server and network segments flooded with DHCP traffic. Thus, the
seemingly simple and straightforward solution of having the DHCP server only grant
short leases cannot be a good solution for the network environment in which Internet
devices exceed available addresses.

Therefore, in this paper, an efficient scheme is proposed for the DHCP lease process
in IoT environment. In the proposed scheme, the DHCP server manages both addresses
and lease time using the type of IoT device. The MAC header of DHCP message sent
by IoT device is modified newly by adding specific information to reflect the type of
IoT device. Specific information includes the domain type and the device type of
diverse IoT devices. The DHCP server receives an address request from the IoT device
and then can recognize the type of IoT device from the newly defined MAC header.
Then, the DHCP server returns an address to the IoT device with a lease time deter-
mined by the type of IoT device. For the efficient management, a policy for allocating
address and lease time should be required. Allocated addresses and lease times are
stored in a lease database according to this policy. The lease database that includes
lease time, MAC addresses, IoT type, etc., can be kept in the DHCP server, or else-
where on the network for lookup use. For actual implementation, examples of the table
for diverse IoT types and the policy for allocating address and lease time are given.

2 Limitation of Current DHCP Lease Time

The DHCP is a network protocol used to assign IP addresses and provide configuration
information to devices such as servers, desktops, or mobile devices, so they can
communicate on a network. There are four basic phases required in DHCP operations
between a DHCP server and DHCP client (e.g. an IoT device) in order for the IoT
device to get/lease network configuration data.

DHCP’s most significant new feature is dynamic allocation, which changes the way
that IP addresses are managed. Where in traditional IP each device owns a particular IP
address, in DHCP the server owns all the addresses in the address pool, and each IoT
device leases an address from the server, usually only for a limited period of time. That
is, like a lease on a car or apartment, a DHCP server does not allocate an IP address to
the IoT device permanently. What it does instead is set a “lease time” and allow the IoT
device to use the allocated IP address only during the set lease duration. If the IoT
device wishes to use the allocated IP address for longer than the lease time, it should
request the DHCP server for renewal of the lease. If not, it performs an IP address
release procedure instead.

When DHCP dynamic address allocation is used, the administrator of the network
must provide parameters to the DHCP server to control how leases are assigned and
managed. One of the most important decisions to be made is the lease time policy of
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the internetwork: how long the administrator wants IoT device leases to last. There of
course is no “right answer”—the right lease time length depends on the network, the
server, and the IoT device. The choice of lease time, like so many other networking
parameters, boils down to a trade-off between stability and allocation efficiency.

The lease time can be long and even infinite only if the network has a large number
of IP addresses available and is in a more stable environment where a configuration
rarely changes. On the other hand, the short lease time should be used to free up unused
addresses and make them available for the network that have a limited number of IP
addresses available, or IoT device configurations that change frequently, or IoT devices
that relocate often. Although reducing the lease time increases the rate at which
addresses are returned to the available address pool for reassignment, issuing short
lease will result in an overloaded DHCP server and network segments flooded with
DHCP traffic. Many DHCP administrators prefer to use short leases. This forces an IoT
device to continually renew the lease as long as it needs it. When it stops asking for
permission again, the address is quickly put back into the pool. This makes shorter
leases a better idea in environments where the number of addresses is limited and must
be conserved. The drawback, of course, is constantly-changing IP addresses. Thus, the
seemingly simple and straightforward solution of having the DHCP server only grant
short leases cannot be a good solution for the network environment in which IoT
devices exceed available addresses.

3 An Alternative Management Scheme of DHCP Lease Time

As shown in Fig. 1, the DHCP message sent by IoT device includes MAC header.
The MAC header is 14 bytes, 6 bytes for the destination MAC address, 6 bytes for the
source MAC address, and 2 bytes for the “EtherType”. EtherType is used to indicate
which protocol is encapsulated in the payload of the MAC header. Usually it is hexa
decimal 0800 for IPv4 or 0806 for ARP, but others can be observed sometimes as well
(IPv6 coming up with 86DD).

In this paper, the MAC header of DHCP message is modified newly by adding
specific information to reflect the type of IoT device. Specific information includes the
domain type and the device type of diverse IoT devices. That is, to create IoT device
specific DHCP message, the EtherType is replaced by 8-bit upper hexadecimal number

Fig. 1. Ethernet header in DHCP message
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for domain type and 8-bit lower hexadecimal number for device type, respectively. As
shown Fig. 2, two 8-bit hexadecimal numbers are combined. This 16-bit hexadecimal
number is called the “IoT Type” in this paper. Table 1 shows an example of IoT types
of diverse IoT devices.

The DHCP server receives an address request from the IoT device and then can
recognize the type of IoT device from the newly defined MAC header. Then, the
DHCP server returns an address to the IoT device with a lease time determined by the
IoT type. A key decision is what the network’s lease time policy will be. As mentioned,
longer leases allow IoT devices to avoid changing addresses too often, while shorter
leases are more efficient in terms of reallocating addresses that are no longer required.

For the efficient management in the proposed scheme, a policy for allocating
address and lease time should be required. And thus, Table 2 shows an example of the
policy when the address pool is set from “192.168.10.1” to “192.168.10.254”. Four
kinds of lease time are categorized by short, medium, long, and registered according to
the lease time length. As an example, highly mobile devices such as smart phones and
tablets may be given shorter lease time, while less mobile devices, such as laptops or
printers may be given longer lease time. In addition, employees, workers, faculties,
doctors in company, institution, hospital, etc., may wish to have longer lease time.
Thus, the DHCP administrator can choose from a variety of different lease time, and
may choose longer or shorter leases for some IoT devices than for others.

Fig. 2. Ethernet header in DHCP message

Table 1. Example of Diverse IoT Types

Domain type Upper
8-bit

Device type Lower
8-bit

Iot type
(16-bit)

Mobile 0xF0 Phone 0xF0 0xF0F0
Tablet 0xF1 0xF0F1
Laptop 0xF2 0xF0F2

..

. ..
. ..

.

Sensor 0xF1 Long-time monitoring 0xF0 0xF1F0
Short-time monitoring 0xF1 0xF1F1
Always-on 0xF2 0xF1F2

..

. ..
. ..

.

..

. ..
. ..

. ..
. ..

.

Registered
thing

0xFF Employee, Staff, Fixed
devices, etc.

0xFF 0xFFFF
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According to this policy, allocated addresses and lease times are stored in a lease
database. The lease database can include lease time, MAC addresses, IoT type, etc., and
can be kept in the DHCP server, or elsewhere on the network for lookup use. An
example of lease database is given in Table 3, which shows the file “/var/lib/
dhcp/dhcpd.leases” in Red Hat Linux system. For example, a mobile phone with
MAC address “00:11:22:33:44:55” and IoT name “phone_1” is given IoT type
“0xF0F0”, address “192.168.1.1” and lease time “20 min”.

Table 2. Example of policy for allocating address and lease time

Classification Lease
time

Range of leasing address
(192.168.10.1*254)

Device example

Short 20 min 128 addresses
(192.168.10.1*128)

Phone, Short-time monitoring
sensor

Medium 1 h 64 addresses
(192.168.10.129*192)

Tablet

Long 4 h 32 addresses
(192.168.10.193*224)

Laptop, Long-time
monitoring sensor

Registered 8 h 31 addresses
(192.168.10.225*254)

Employee, Staff, Worker,
Fixed devices, etc.

Table 3. Example of lease database
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4 Conclusion

This paper has proposed an alternative management scheme for the DHCP lease time in
IoT environment. In the proposed scheme, the DHCP server has managed both
addresses and lease time using the type of IoT device. The MAC header of DHCP
message sent by IoT device has been modified newly by adding specific information to
reflect the type of IoT device. The DHCP server can recognize the type of IoT device
from the newly defined MAC header and return an address to the IoT device with a
lease time determined by the type of IoT device. For the efficient management, a policy
for allocating address and lease time should be required and thus has been given.
According to this policy, allocated addresses and lease times are stored in a lease
database. Examples of the table for diverse IoT types and the policy for allocating
address and lease time have been given.

As a future work, the policy for allocating address and lease time should be
extended with reflecting other properties of IoT devices such as location, time of day,
application, and traffic amount.
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Abstract. This dissertation aims to quantify the consumer experience in reality
by building a real-space information based space model and consumer behavior
model. We applied the models and used it to implement the simulator. The
developed simulator collects the information generated in the virtual living
space for the purpose of developing a smart home simulator. To predict user
behavior, data is compiled from experiment panels. By using weka, features are
extracted from the amassed data and the feature value’s complexity is reduced.
Through optimal subsets of the feature values we could make a judgment on the
accuracy of the predicted behaviors.

Keywords: Smart home � User experience � User behavior � Simulator

1 Introduction

As the social paradigm shifts to allow for more anthropocentric values, the time is ripe
for a society in which it is crucial to offer the user experience optimized for his or her
life style or situation. User experience can be defined as an overall experience that a
user goes through while using a system, a product, or a service [1]. In addition, as
interest escalates for the physical space in which the user’s experience takes place, so
does the interest for the user’s proactive experience of space which adjusts accordingly
to changes in properties of the said space. On the arrival of the epoch of the Internet of
Everything, in which every object and its respective data set is connected real time, the
need arises for the host of user related data to be controlled and processed in order to be
utilized efficiently [2, 3]. In order to make use of consumer related experience,
quantifying is essential and for that the user empirical context model is necessary. The
user empirical context model refers to the model that quantifies and models all of the
interdependent circle of information of space, object, and people that surrounds a
person. In this paper, we aim to make use of the simulator that is loaded with the user
empirical context model to collect user behavior information, which is otherwise dif-
ficult to do due to constraints in budgets, space, and legality, and conduct research in
predicting user behavior.
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2 Related Works

We plan to examine the methodology of simulator development and the modeling
technique for quantifying the user empirical information by looking at the related
research. UbiREAL is the simulator designed to simulate the interaction system com-
position between man and device in a context-based smart environment through the
illustrated monitor [5]. The sensors arranged with the objective of situational awareness
perceives the character that moves according to the designated path and generates the
data. The system is designed to recognize the rules in the interaction between the
multitude of users and devices in the target space and discern what changes occur in
the device’s movement in relation to changes in the context. This simulator deserves
some merit as it is meant to create a networked simulator by utilizing a ubiquitous
application. But the simulator fails to escape the experimental stage and could only
produce meaningful results in a restricted physical capacity. Furthermore, active
experiment in real life is challenging because the error rate in reality was not taken into
account.

Persim 3D is the simulator that makes use of virtual sensors in virtual space to
perceive movement of the character and thus figures out the user’s moving patterns in
the smart home [6, 7]. However, the smart character in this simulator cannot be
operated manually but rather operates passively following a preset scenario; it does not
contain the user’s behavior information. For the character to operate more proactively
in relation to the user’s behavior, and to fully realize the correlation between the
space-object-user, a fragmented dataset of the target environment is not sufficient. We
could also find other smart home simulators such as SIMACT and CASAS [8–11].

3 Smart Home Simulator Realization and Result Analysis

To accurately predict the user’s behavior, sufficient amount of data for each type of
behavior is essential and the simulator should be constructed so that there is no diffi-
culty with the data collection. The simulator loaded with user empirical context model
was modeled based on data of real users and objects. The user empirical context model
comprises the user behavior model and the space model. User behavior was modeled
based on real space user behavior patterns and the space model was constructed by
using space and object information collected by sensors. The space model provides
information that is needed to map out virtual space interspace and Table 1 below is an

Table 1. Application of the space model in the residential space

Partial space Partial zone
Specialized zone Retention zone Convenience zone

Living room TV Sofa Light
Computer

Kitchen Gas cooker
Sink
Refrigerator

Table
Chair

Shelves
Light
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example of application of the space model on a residential space. The residential space
is divided into the living room, kitchen, entrance, bathroom, and bedroom. In each
space, ordinary everyday objects were arranged. Each user can choose to add or
remove objects. The example shows the finer details of the living room and kitchen and
the related objects (Table 2).

And Fig. 1(a) is a developed smart home simulator use Unity 3D engine for Game.
In the implemented space, virtual sensors exist. Camera sensor, pressure sensor, touch
sensor, temperature sensor, human detection sensor and other sensors recognize user’s
behavior and whether an object is being used. And (b) is an example about recognizing
of object in the virtual space. As one of the capabilities provided by Unity 3D. We can
find the object in virtual residential space about character’s behavior.

A key factor that must be considered when designing an user behavior model is that
a clear standard for classifying actions is difficult to suggest. Although there is the
problem of vague standards when defining an action, to increase the accuracy of the

Fig. 1. (a) is a developed Smart home simulator and (b) is an example about recognizing of
object I the virtual space.

Table 2. Type of the behavior model in the residential space

Behavior type Behavior value

Preparing meals and cleaning up Preparing meal
Clean up after meal

Food and drink related Taking a meal
Eating snacks

Cleaning and organizing Cleaning
Organizing

Sleep Sleep
Nap

Personal care Changing clothes
Putting on make-up

Personal sanitation Washing
Defecation, Urination
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behavior prediction a feature selecting experiment was done to categorize the variable
activities. Table 3 is a categorization of the user’s activity features and the feature
values that were used to extract the features.

The features of the data collected by the simulator was extracted by Weka, an open
software that made the Support Vector Machine algorithm easy to use. In SVM the
most optimal subset of the feature values were found to decrease the complexity of the
feature values and increase efficiency when predicting user behavior. Table 4 is a rank
result table of the optimal subsets of the features gathered by a simulator with the user
empirical environment model loaded. It displays the components of the subsets ranking
from first to fourth. (N = 6,853).

Table 5 is a comparison of accuracy when predicting user behavior of the 3
experiment subjects.

The user behavior prediction result indicates that the activities over the accuracy of
90 % in sample 1, 2, 3 was preparing meal, cleaning, reading, clean up after meals, and
watching TV starting from the highest accuracy in consecutive order. However, in the
case of rest the prediction accuracy was very low. Rest’s definition and behavior
depends on the user so an understanding of this is needed.

Table 3. User behavior feature classification

Classification Feature

Location Current location in space
Current location in particular area

Action Previous action information
Object Object ID being used

Whether the object is used
Time Time of event occurrence

Time of event sustainment
Environment information Temperature

Weather
Day of week

Table 4. Feature extraction experiment result

Ranking Point Features subset

1 0.96369 Object ID being used, Whether the object is used, Current location in
space, Time of event occurrence, Previous action information

2 0.96165 Object ID being used, Whether the object is used, Current location in
space, Time of event occurrence Weather, Previous action
information

3 0.96042 Object ID being used, Whether the object is used, Time of event
occurrence, Previous action information
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4 Conclusion

In this thesis we have strived to create a basis to quantify the user experience infor-
mation of a highly complicated space in reality. Using a simulator loaded with a user
experience environment model, user behavior information is gathered and the user’s
actions are predicted through learning. With further studies the user experience envi-
ronment model will be extended and there will be efforts to create a frame that will be
applicable to various spaces. Studies like this is expected to be applicable in evaluation
user experience.
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Abstract. A smart glass is a personalized device, which has features that enable
it to record and share a user’s experience of specific events in first-person view
(FPV). FPV videos recorded from identical events can be watched interactively,
for example, it is possible to switch between FPV videos of several people
through synchronization based on an actual event timeline. This paper proposes
a co-display content service for watching interactive, synchronized FPV videos
in second screen environments and presents a prototype of the system.

Keywords: Smart glass � First-person view (FPV) � Synchronized FPV video �
Co-display � Content service

1 Introduction

Recently, various types of wearable devices that can connect to smartphones and smart
TVs have been launched. Wearable devices show the possibility of increasing smart-
phone usability and even replacing the smartphone itself. Unlike 3D glass and
head-mounted display (HMD), which function simply as additional devices for
watching videos, the glass type of device with recording function is able to input and
output data. That is, wearable glass type devices can both produce and consume
content. Objects observed from the user’s perspective can also be recorded from that
vantage point via a camera function operating around the eyes—the closest place for a
first-person perspective. This facilitates the recording and sharing of first-person view
(FPV) experiences [1, 2]. It also makes it possible to offer and consume information in
real time and view the angle of the user through a display function. Methods for
servicing various content types based on the features outlined have been proposed.

Smart glass is fundamentally a personalized device and the camera function is the
one that is primarily used. As a result, it is being predicted that active personal
recording videos will be one kind of user-created content produced with a view towards
documentation [3]. It can also be considered an exclusive service of smart glass’s
features to be able to record directly from a user’s viewpoint.

Videos that are recorded from a personal viewpoint can be used to document
personal experiences and the recording and sharing of social activities such as a
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performance or a party attended with friends and family. There is also a tendency for
users to not only watch recorded video together with people but to also be active in the
same event, which is preferred more than watching videos alone [4]. Further, the
playback or live streaming of the recording is preferred on a wide display or smart-
phone rather than the actual device. Within this context, methods for playing the video
that is recorded with several people together through co-display devices such as TVs
are presented.

A collection of FPV videos obtained from several people at the same event, where
each person provides a unique view of various attendees at the event, amounts to
multi-view video content of an event. To apply multi-view features, FPV videos
recorded from an event can be watched by switching among the views of the event
attendees. One problem in this scenario is that of aligning the time axis among the FPV
videos. The main purpose of watching recorded videos is to reproduce past experi-
ences. FPV videos that include attendees’ views and are recorded at identical moments
should be presented at the moment the attendee’s view switches because the FPV
videos of attendees are from one group. To facilitate this, all FPV videos from one
group should be synchronized on the timeline of the actual event. Differentiation of the
time length of the FPV videos and the number of each attendee’s FPV video is a feature
of user-created videos recorded by people attending the same event.

Applying audio signals, instead of video frames, is recommended for synchro-
nization between FPV videos that are recorded with views of each attendee at the
identical event, because although the videos are recorded of the same event, there is a
high possibility that not every attendee will record the same object by an identical view.
That is, with video frames, it is difficult to guarantee constant information flow for
synchronization owing to diverse attendees’ views. In contrast, audio content is
identical, excluding factors such as environment noise and volume levels. For this
reason, requested information amount for synchronization should be maintained,
regardless of the changing view of the person who is recording.

2 Acquiring and Synchronizing FPV Videos via Smart Glass

In this paper, the precondition for FPV videos is that several people take videos while
having identical experiences via their own smart glass. Figure 1 illustrates the pre-
condition: Three attendees at the same music concert enjoy and record the event in FPV
from a different location and view angle. That is, FPV videos that are recorded in the
event by more than one person who get together are a basis unit for synchronization.

The events under consideration include not only music concert but also ordinary
events that can be co-experienced by several people at the same time. Representative
examples of these events include “music concerts,” “regular parades,” “birthday parties,”
“anniversaries,” “social meetings,” “museum exhibitions,” “formal dinners,” “wed-
dings,” and “political demonstrations” [5]. Each event presents attributes that differen-
tiate them such as accruing periodicity from single to recurring and social type from
public to private; however, they have the common feature that co-experience occurs
within their ambit. However, FPV videos are notmade at every event. Three conditions—
space, time, and relation—must all be satisfied at the same time. First, there must be at
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least two persons who adjudge that the attended event is significant and so they should
record it. Second, attendees should be in a limited place that is recognized as one identical
event. Third, attendees should be in the same limited timeline that is recognized as one
identical event.

FPV videos that satisfy these conditions present features the start and end times of
FPV videos should be different. The length of FPV videos differ from user to user;
however, an overlap in which a common time zone exist is shared among the FPV
videos of users. There is a strong possibility that the parts of each FPV video that
overlap do not include the same object because of differing view angles of the users.

However, FPV videos that include overlapping parts that occur at the same event but
have a different image that is not appropriate for judging them identical can be included
in the FPV videos. Conversely, all the audio of the overlapping part of each FPV video
are similar even when noise such as sounds from the environment is included. For this
reason, FPV videos were synchronized on the basis of the audio signal.

The audio of FPV videos is transformed into an appropriate form for extracting
feature data by means of preprocessing. At the preprocessing stage, different channel
numbers, sound quality, format, and waveform are normalized to the same condition.
Minimal sound quality formatting was applied to videos distributed online so as not to
affect sound recognition. The format used was mono channel, 64 kbps bit rate and
22050 Hz sampling.

We applied simplified-delta (SD) Mel Frequency Cepstrum Coefficients (MFCCs)
[6], which are generally used to extract features from preprocessed audio waves.
SD-MFFCCs apply simplified-delta to extracted feature sequences using MFCCs for
simplification of extracted feature data.

After undergoing the similarity comparison method, synchronized FPV video can
be watched by switching the view point of event attendees. A mobile application
including an interface for co-display of classified FPV videos of event attendees was

Fig. 1. Example of ideal environment for taking FPV videos at same event
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implemented. The application comprised a playing interface for co-display of syn-
chronized FPV videos and a control interface for switching views and changing the
timeline while playing synchronized FPV video, as depicted in Fig. 2.

The co-display interface consists of an FPV videos display area, a function area for
connecting with the control interface, and an attendee information area. In the FPV
videos display area, several FPV videos that were recorded in the same timeline are
presented. This area is divided into one main area for displaying the selected FPV video
and two sub-areas for displaying the remaining FPV videos (Fig. 2(a)).

Playing and stopping of synchronized FPV videos signify playing and stop of one
synchronized video along the actual event timeline. Figure 2(b) shows that synchro-
nized status in which attendees and their FPV video clips of synchronized FPV video
are arranged by one timeline. That is, users can put the attendee’s view that the user
wants into the main area or change the time spot that the user wants by selecting a
particular FPV video clip or time spot.

3 Co-display Content Service for Synchronized FPV Videos

In this paper, the purpose of the co-display content service is to present a prototype
based on home media network of the Digital living Network Alliance (DLNA) [7]. The
representative device category of DLNA for media share and control on home network
is divided into Home Network Device (HND) and Mobile Handheld Device (MHD).
Then, each category has its own class definition. HND comprises components such as
Digital Media Server (DMS), Digital Media Player (DMP), Digital Media Renderer
(DMR), and Digital Media Controller (DMC). MHD comprises components such as
Mobile Digital Media Uploader (M-DMU), Mobile Digital Media Server (M-DMS),
Mobile Digital Media Player (M-DMP), and Mobile Digital Media Controller
(M-DMC).

Figure 3 shows the architecture of the proposed co-display content service for
synchronizing and playing FPV videos. M-DMU plays the role of media generator; that
is, video is generated by devices that have a camera function included. A smart glass is
suitable as an M-DMU because FPV videos are being used. DMS shares the media: it
collects videos from the M-DMUs and sends them to devices for playback. The DMS
function could be a service from a wireless carrier aspect like the cloud or software

Fig. 2. Mobile application for auto playing synchronized FPV video with timeline control
function
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from a device manufacturer aspect like local applications preinstalled on a device.
The DMR included in the range of DMS plays the role of media retrieval; that is, the
DMR conducts synchronization during DMS processing. The DMP carries out media
reproduction; that is, FPV video synchronized by the DMR is sent to the DMP through
the DMS and is then reproduced along the control message of the M-DMC. Smart TV
is suitable for giving public displays in the home. The M-DMC carries out event
retrieval and control for media reproduction; that is, the user selects or retrieves FPV
video clips in synchronized FPV video using the control interface UI. Further, user
control switches view and timeline through the control interface UI. A smart pad is
suitable as an additional tool for richer control than a remote controller of smart TVs.

Fig. 3. Architecture of proposed co-display content service

Fig. 4. Prototype for the application of synchronized FPV video to second screen service of
co-display form
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FPV videos can be composed as a co-display content service in the DLNA envi-
ronment and consumed in co-display form. Figure 4 shows a sample interface of DMP
and M-DMC in the prototype of the co-display content service. The lower part of Fig. 4
shows the structure of the synchronized FPV video for the criteria of single common
timeline and M-DMC interface for playing control by switching the attendee’s view.
The upper part of Fig. 4 shows an interface for playing synchronized FPV videos in the
DMP by controlling the M-DMC.

4 Conclusions

This paper proposes a co-display method that facilitates the watching of FPV videos
created from several FPV videos shot by event attendees with attendees’ views syn-
chronized and switchable. A device similar to a smart glass that can shoot videos near
the user’s eyes to take FPV videos was used. FPV videos with similar timelines and
past actual event timelines were arranged by recognizing the overlapping parts based
on audio matching for synchronization between FPV videos. The synchronized FPV
video includes attendees’ FPV videos and a reproduced timeline. Thus, users can watch
existing events from various viewpoints simply by switching the attendees’ view.
A prototype of the DLNA environment for synchronized FPV video was presented
because playback on a second screen, through which one can watch and control the
video at the same time, is suitable for this kind of video.

In the future, the volunteers will be experimented for the usability valuation survey.
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Abstract. Recently NIST has published the second draft document of recom-
mendation for the entropy sources used for random bit generation. In this
document NIST has provided a practical and detailed description about the fact
that the min-entropy is closely related to the optimum guessing attack cost.
However the argument lacks the mathematical rigour. In this paper we provide
an elaborate probabilistic analysis for the relationship between the min-entropy
and cost of optimum guessing attack. Moreover we also provide some simu-
lation results in order to investigate the practicality of optimum guessing attack.

Keywords: Entropy source � Min-Entropy � Optimum guessing attack

1 Introduction

Entropy is a measure of information or uncertainty, and is computed as a function of a
probability distribution. There are many possible types of entropy in addition to
Shannon entropy. The min-entropy is the smallest entropy measure in the family of
Rényi entropies and has important applications for randomness extractors in cryptog-
raphy. Especially it provides lower bounds on the required key sizes in some attack
scenarios.

Random numbers are crucial to modern cryptography and many information
security applications. They are used as confidential keys, nonces and salts in some
protocols, initialization vectors, padding values, mask values etc. The notion of
min-entropy can be available to test the randomness collected by an operating system
or some applications for use in cryptography. A lack of entropy can have a negative
impact on performance and security. For this reason, recently NIST has published the
second draft document of recommendation for the entropy sources that contains a noise
source such as thermal noise or hard drive seek times, used for random bit generation
[3]. This document includes entropy source development requirements and tests for
determining entropy provided by entropy sources. In order to measure the entropy of an
entropy source, NIST uses the min-entropy known as a very conservative measure on
the ground that the min-entropy measures the difficulty of guessing the most likely
output of the entropy source.

The study on the problem of guessing a secret value was initiated by Massey [2].
He has obtained a lower bound for the average number of successive guesses until one
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correctly guesses with an optimum strategy. Cachin [1] has shown that the min-entropy
is closely related to the optimum guessing attack cost, and NIST [3] also has provided
more practical and detailed description about this relationship. It seems that the
description in [3] is a convincing argument to claim the legitimacy for the usage of
min-entropy as a measure of cryptographic entropy sources but for the argument lacks
the mathematical rigour. In this paper we provide a rigorous probabilistic analysis for
the relationship between the min-entropy and cost of optimum guessing attack. Our
result contributes to solidify the theoretical foundation of the relationship. We also
provide some simulation results in order to investigate practicality of optimum
guessing attack.

2 Optimum Guessing Attack and Min-Entropy

Consider the problem of guessing the value of a discrete random variable X on x1;f
x2; . . .; xmg with probability distribution P ¼ p1; p2; . . .; pmð Þ, where pi ¼ P X ¼ xið Þ,
1� i�m. Without loss of generality we assume that p1 � p2 � . . .� pm. Then the
min-entropy of X is defined as

H1 Xð Þ ¼ min
1� i�m

� log2 pið Þ ¼ � log2 max
1� i�m

pi ¼ � log2 p1:

Suppose that an adversary wants to detect at least one of several secret values,
where each secret value is independently chosen from the set x1; x2; . . .; xmf g with the
identical distribution P. That is, for any j� 1, let Xj be the random variable of j-th secret
value, then X1;X2; . . . are independent and identically distributed random variables
with the probability distribution P.

Now we describe the optimum guessing attack scenario with a guessing strategy
aimed at successful recoveries as many secret values as possible. The goal of adversary
is to minimize the expected number of guesses per successful recovery. We consider
the following attack scenario consists of guessing a maximum of k 1� k�mð Þ possi-
bilities for a given secret value:

1. For each j-th secret value Xj j ¼ 1; 2; . . .ð Þ, the adversary guesses the realization of
Xj by asking questions “Is Xj equal to xi?” for 1� i� k in consecutive order, since
p1 � p2 � . . .� pk . We call this step as the j-th attack.

2. The adversary moves on to the next attack with a new secret value when either a
guess is correct or k incorrect guesses for the current attack have been made.

NIST [3] showed that the min-entropy H1 Xð Þ corresponds to the expected work
per success of the above attack or over-estimates this work by at most one bit. However
the explanation of [3] for the derivation process of the expected work per success is
somewhat untransparent. We would like to clarify this process by an elaborate prob-
abilistic approach in the following section.
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3 Probabilistic Analysis of Attack Cost

In this section we want to obtain the expected value of total number of guesses per
successful recovery in the optimum guessing attack described in the previous section.
At first we fix the maximum number of guesses k of the first step in this attack scenario.

Let G kð Þ
j j ¼ 1; 2; . . .ð Þ be the number of guesses on the j-th attack, T kð Þ be the number of

attack times up to the first successful recovery for a secret value, and S kð Þ be the total

number of guesses up to the first successful recovery. Then G kð Þ
j ’s, T kð Þ, and S kð Þ are

random variables depending on the probability distribution P, and we obtain the formula

S kð Þ ¼ T kð Þ � 1
� �

kþGðkÞ
Tk :

Lemma 1. For any fixed 1� k�m, G kð Þ
1 , G kð Þ

2 , … are a sequence of independent and
identically distributed random variables such that for each j ¼ 1; 2; . . .,

P G kð Þ
j ¼ i

� �
¼ pi; for 1� i� k � 1; and P G kð Þ

j ¼ k
� �

¼ 1�
Xk�1

i¼1

pi:

Proof. By the second step of the attack scenario in the previous section, G kð Þ
1 , G kð Þ

2 , …
are independent, since each attack is moved to the next attack regardless of the current
attack has been successful. Note that for any j-th attack, j ¼ 1; 2; . . .;

P G kð Þ
j ¼ i

� �
¼ P Xj ¼ xi

� � ¼ pi; for 1� i� k � 1;

and

P G kð Þ
j ¼ k

� �
¼ P Xj 2 x1; x2; . . .; xk�1f g� � ¼ 1�

Xk�1

i¼1

pi:

This completes the argument. □

Lemma 2. For any fixed 1� k�m, T kð Þ is a geometric random variable such that

P Tk ¼ l
� � ¼ 1�

Xk
i¼1

pi

 !l�1

�
Xk
i¼1

pi; and E T kð Þ
h i

¼ 1Pk
i¼1 pi

:

Proof. Since attacks are independent and T kð Þ be the number of attack times until the
first successful recovery occurs, it is easy to see that T kð Þ is a geometric random
variable where, for each j-th attack, the success probability is

Probabilistic Analysis for the Relationship 569



P j� th attack is successfulð Þ ¼ P Xj 2 x1; x2; . . .; xkf g� � ¼Xk
i¼1

pi;

And it is a well-known fact that the expected value of a geometric random variable
is the reciprocal of the success probability. □

Theorem 1. For any fixed 1� k�m,

E S kð Þ
h i

¼
Pk�1

i¼1 i � pi þ k 1�Pk�1
i¼1 pi

� �
Pk

i¼1 pi
:

Proof. Recall that, for any fixed 1� k�m, S kð Þ ¼ T kð Þ � 1
� �

kþG kð Þ
T kð Þ ; then

E S kð Þ
h i

¼ k E T kð Þ
h i

� 1
� �

þE G kð Þ
T kð Þ

h i
:

It is sufficient to calculate the value of E G kð Þ
T kð Þ

h i
, since E T kð Þ� �

is already obtained in

Lemma 2.

E G kð Þ
T kð Þ

h i
¼ E E G kð Þ

T kð Þ jT kð Þ
h ih i

¼
X1
l¼1

P T ¼ lð Þ � E G kð Þ
l jT kð Þ ¼ l

h i
:

On the other hand, for any 1� j� k and l� 1, by Lemma 1,

P G kð Þ
l ¼ jjT kð Þ ¼ l

� �
¼ P G kð Þ

l ¼ jjl� th attack is successful
� �

¼
P G kð Þ

l ¼ j and l� th attack is successful
� �

P l� th attack is successfulð Þ
¼ pjPk

i¼1 pi
;

and

E G kð Þ
l jT kð Þ ¼ l

h i
¼
Xk
j¼1

j � P G kð Þ
l ¼ jjT kð Þ ¼ l

� �
¼
Pk

j¼1 j � pjPk
i¼1 pi

:

Thus we obtain that

E G kð Þ
T kð Þ

h i
¼
Pk

j¼1 j � pjPk
i¼1 pi

�
X1
l¼1

P T ¼ lð Þ ¼
Pk

j¼1 j � pjPk
i¼1 pi

:
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Consequently the argument is completed as follows:

E S kð Þ
h i

¼ k
1Pk
i¼1 pi

� 1

 !
þ
Pk

j¼1 j � pjPk
i¼1 pi

: h

The results of Theorem 1 and [3] come to the same thing. That is, we have proved
that E S kð Þ� � ¼ Wk Pð Þ by the rigorous process, where Wk Pð Þ is the expected work per
success [3].

4 Experimental Results

We have selected 4-bit data set from truerand_4bit [4] provide by NIST and 8-bit data
set from TrueRNG2 [5] of ubld.iT as the experimental targets. These data sets are
regarded as uniformly distributed samples, since most cryptographically secure prac-
tical random number generators output almost uniformly distributed sequences. We use
the NIST SP 800-90B entropy assessment python package of [4] to calculate the
min-entropy of each data.

In Table 1, we can discover that the experimental minimum value, measured in
bits, of optimum guessing attack cost and the assessed value of min-entropy for each
data coincide with the result of NIST [3] and this paper.

5 Conclusion

The description of NIST [3] for the relationship between the min-entropy and the cost
of guessing attack is a convincing argument to claim the legitimacy for the usage of
min-entropy as a measure of cryptographic entropy sources. However the argument
lacks the mathematical rigour, thus we provided an elaborate probabilistic analysis for
this relationship. Our result contributes to the soundness of the relationship between the
min-entropy and the guessing attack cost. We also provided some simulation results in
order to investigate practicality of optimum guessing attack.

Acknowledgements. This research was supported by Next-Generation Information Computing
Development Program through the National Research Foundation of Korea (NRF) funded by the
Ministry of Science, ICT and Future Planning (No. NRF-2014M3C4A7030648).

Table 1. Estimations for min-entropy and expected cost of guessing attack.

Data set Min-entropy min
1� k�m

log2 E S kð Þ� �
4-bit data set from [4] 3.9711 3.1457
8-bit data set from [5] 7.9124 6.9004
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Abstract. Cluster-based computing systems are very widely used in various
fields, including simulations and big data processing. InfiniBand is de-facto
interconnect technology for cluster-based computing. QoS is a very important
issue in data communication of cluster-based computing systems. In this paper,
we propose dynamic QoS scheme for InfiniBand-based clusters. The proposed
scheme can change QoS level in terms of the bandwidth. The proposed QoS
scheme can get more bandwidth by changing the QoS level. The prototype of
the proposed scheme was implemented in a real InfiniBand-based clusters. By
using the prototype implemented, we confirmed and evaluated the usefulness
and effectiveness of the proposed scheme.

Keywords: InfiniBand � Cluster � QoS � Bandwidth � High performance
computing

1 Introduction

Recently, cluster-based computing systems are very widely used in various computing
areas due to its massive computing power [1]. InfiniBand is a de-facto technology
which is used to interconnect each node of cluster-based computing systems [2, 3]. In
InfiniBand-based clusters, each computing or storage node is connected with Infini-
Band Host Channel Adapter (HCA) and InfiniBand Switches. The data rate is different
according to the technical specifications. For example, EDR (Enhanced Data Rate)
technology supports data transfer rate of 100 Gb/s.

InfiniBand supports a memory-based user-level communication and RDMA
(Remote Direct Memory Access) communication. In the InfiniBand, the communication
interface is called Queue Pair (QP), which is the logical endpoint of a InfiniBand
communication link. A QP is implemented on the host side of an InfiniBand HCA. Each
InfiniBand HCA can have multiple ports. The port side of the InfiniBand HCA
implements Virtual Lanes (VL). Virtual lanes support multiple independent data flows
over physical communication link. InfiniBand typically supports between one and 15
virtual lanes. In addition, there are Service Levels in InfiniBand architecture. SL used to
indicate a class of service [4]. Each InfiniBand switch in the cluster maintains a mapping
table between the SL and VL. Based on the mapping table, InfiniBand switch selects a
certain output port virtual lane. As we explained before, InfiniBand communication
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links are logically split into multiple virtual lanes. Each VL has its dedicated set of
resources for data buffering. We can assign a weight value to each VL. Based on the
weighted value, weighted fair arbitration is used to transfer data [5]. In short, the
weighted value specifies the amount of bandwidth allocated.

QoS (Quality of Service) is a very important and key issue in data communication
of cluster-based computing systems. Generally, QoS means that the capability of a
network to support better service to selected data traffic or applications over inter-
connect network technologies. The typical main goal of the QoS is to provide priority
to selected data traffic in terms of bandwidth or latency. However, original InfiniBand
only supports static QoS functionality.

In this paper, we propose dynamic QoS scheme over InfiniBand-based clusters. Our
scheme can change its QoS level when transferring data. In shorts, our scheme changes
its service level dynamically while considering the estimated current bandwidth and its
minimum requirements. The proposed scheme was implemented in a real
InfiniBand-based clusters. We evaluated the performance of proposed scheme. Based
on the experimental results, the proposed scheme can provide dynamic QoS function
when transferring the data.

Rest of this paper is organized as follows. In Sect. 2, we will explain the our
dynamic QoS scheme in detail. In Sect. 3, we will show the performance evaluation.
Finally, we will conclude this paper with future works in Sect. 4.

2 Dynamic QoS Scheme Over InfiniBand

Generally, InfiniBand’s managed switches have a build-in subnet manager. In our
dynamic QoS scheme, we used software-based OpenSM (Open SubnetManager) rather
than build-in subnet manager to manage and maintain the cluster. To assign the weight
value and make mapping table between the SL and VL, we have to modify the QoS
policy file of OpenSM. When QoS functionality of OpenSM is enabled, OpenSM looks
for a QoS policy file.

Table 1 shows the parameters and its descriptions for SL2VL mapping and VL
arbitration [6]. In the QoS policy file, we should modify the qos_vlarb_low field. The
below code shows an example of some of modified QoS policy file for the OpenSM. In
this example, VL1 is been allocated 70 %, VL2 is 20 %, and VL3 is 10 % because
VL1’s weight is 224 and the summation of weights of each VL is 320. By using this
policy, we can support QoS for each data traffic. However, original InfiniBand and
OpenSM only support static QoS.

An example of some of modified QoS policy file for OpenSM

Qos_max_vls 8
qos_high_limit 0
qos_vlarb_high 0:32
qos_vlarb_low 1:224, 2:64, 3:32
qos_sl2vl 0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15
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In our dynamic QoS scheme, we make multiple QP for a logical data communi-
cation link between source and destination to support dynamic QoS. Each QP has
different service level over VLs. If estimated bandwidth is lower than the requirement
in terms of bandwidth, our proposed QoS scheme changes current QP to other QP,

Table 1. Parameters and its descriptions for SL2VL mapping and VL arbitration.

Parameters Descriptions

Max VLs The maximum number of VLs that will be on the subnet
High limit The limit of High Priority component of VL Arbitration table
VLArb low table Low priority VL Arbitration table
VLArb high table High priority VL Arbitration table
SL2VL SL2VL Mapping table. It is a list of VLs corresponding to SLs 0-15
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Fig. 1. The concept of the proposed dynamic QoS scheme
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which uses more high service level than current QP. Therefore, a certain traffic can get
more bandwidth by changing its QP.

Figure 1 shows the concept of the proposed dynamic QoS scheme. In this Fig. 1,
we assume that SL 1 has more weighed value than SL 0. Therefore, if we use SL 1
rather than SL 0, we can get more network bandwidth. As shown in Fig. 1, the
proposed QoS scheme can change the QP used in the communication from QP 0 to QP
1 in order to get more bandwidth. It is also very important to assign a proper weight
value to each SL and VL. We do not address this issue in this paper.

3 Performance Evaluations

In this section, we will explain about the performance evaluation of the proposed
dynamic QoS scheme. First of all, we will explain the evaluation environment. At last,
we will show the evaluation results of the prototype of the proposed dynamic QoS
scheme.

3.1 Evaluation Environments

Table 2 shows the computing environments used in the performance evaluations.
InfiniBand Host Channel Adapter (HCA) which supports 56 Gb/s is used to inter-
connect each computing node. Each computing node is equipped with two Intel Xeon
E5-2650 CPUs and 64 GB memories. The version of OpenSM is 4.3.0. Operating
system is Red Hat Enterprise Linux 6.5 and its version is 2.6.32.

Table 2. InfiniBand-based cluster computing environment.

Features Descriptions

CPU 2 � Intel Xeon CPU E5-2650 2.6 GHz v2
Memory 64 GB
OS Red Hat Enterprise Linux 6.5
Kernel version 2.6.32
OpenSM 4.3.0
OFED version OFED-2.1-1.0.6
InfiniBand HCA Mellanox ConnectX-3 VPI Adapter Dual-Port QSFP, 56 Gb/s
InfiniBand switch Mellanox SX6018 18 Port 56 Gb/s InfiniBand/VPI Switch

Table 3. Weight values for each SL used in the experiment

Service level Weight value Allocated bandwidth

1 224 70 %
2 64 20 %
3 32 10 %
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Table 3 shows the weight values used in the experiment. Service level 1, 2, and 3
are allocated 70 %, 20 %, and 10 % of total bandwidth, respectively. In other words, if
there are three traffics which use SL1, SL2, and SL3, respectively, the traffic which uses
SL1 will get 70 % of total bandwidth during communication.

3.2 Evaluation Results

In the experiment, we used two data transfer traffics at the same time. In other words,
there are two network traffics over one physical InfiniBand link. First one only uses SL
1 when transfer data. Second one dynamically changes its service level in order to get
more bandwidth while considering its estimated bandwidth and QoS requirement.

Figure 2 shows the bandwidth results between previous static and proposed
dynamic QoS. The traffic 2 of proposed QoS scheme can change its service level to
acquire more bandwidth to meet QoS requirement. As shown in Fig. 2, the traffic 2 can
get more bandwidth up to 1,560 Mb/s when compared to the static QoS scheme. On the
other hand, the bandwidth of the traffic 1 was decreased to 4,880 Mb/s from
5,611 Mb/s. The summation of bandwidths of each traffic is about 6,449 Mb/s. Based
on the experimental results, our proposed QoS scheme can support dynamic QoS in
terms of bandwidth by changing service level.

4 Conclusion and Future Works

QoS is a very important issue in data communication. In this paper, we proposed
dynamic QoS scheme over InfiniBand-based clusters. Our dynamic QoS scheme can
change the QoS level in terms of data transfer bandwidth. The prototype of the
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proposed scheme was implemented in the real InfiniBand-based cluster computing
environment. Based on the performance evaluation results, we could confirm that the
proposed scheme can service dynamic QoS over InfiniBand-based clusters.

In the future works, we will adjust the proposed QoS scheme to real cluster-based
applications and evaluate the performance in terms of QoS and execution time.

Acknowledgments. This work was supported by the Sun Moon University Research Grant of
2016.

References

1. Strohmaier, E., Dongarra, J.J., Meuer, H.W., Simon, H.D.: Recent trends in the marketplace
of high performance computing. Parallel Comput. 31(3), 261–273 (2005)

2. InfiniBand Trade Association: InfiniBand Architecture Specification: Release 1.0. InfiniBand
Trade Association (2000)

3. Low, J., Chrzeszczyk, J., Howard, A., Chrzeszczyk, A.: Performance assessment of infiniband
HPC cloud instances on Intel Haswell and Intel Sandy bridge architectures. Supercomput.
Front. Innov. 2(3), 28–40 (2015)

4. Reinemo, S., Skeie, T., Sodring, T., Lysne, O., Torudbakken, O.: An overview of QoS
capabilities in infiniband, advanced switching interconnect, and ethernet. IEEE Commun.
Mag. 44(7), 32–38 (2006)

5. Crupnicoff, D., Das, S., Zahavi, E.: Deploying quality of service and congestion control in
infiniband-based data center networks, (White Paper). Mellanox (2005)

6. Mellanox: Mellanox OFED for Linux User’s Manual. Mellanox (2011)

578 B. Kim and J.-D. Kim



Applying PE-Miner Framework to Software
Defined Network Quarantine

Dong-Hee Kim1(&), Soo-Hwan Lee1, Won-Sik Doo1, Sang-Il Ahn2,
and Tai-Myoung Chung3

1 Department of Electrical and Computer Engineering,
Sungkyunkwan University, Suwon, Korea

{kkim,drleesh,stuartdoo}@imtl.skku.ac.kr
2 Department of Information Seucrity,
Beaksoek University, Cheonan, Korea

asi9203@bu.ac.kr
3 College of Software, Sungkyunkwan University, Suwon, Korea

tmchung@skku.edu

Abstract. As increasing the size of network, the malware propagates to other
network easily. Moreover, malware is hard to detect if it is modified. The
complexity of current network also causes the weakness for malware detection.
Therefore, SDN quarantine network architecture has been researched. We
applied the improved PE-miner framework that is malware detection mechanism
based on machine learning algorithm to the SQN 1st quarantine. 1st quarantine is
the system that filtering the malware using static mechanism. In this paper,
detection rate of the improved PE-miner framework was evaluated and the
real-time performance was also tested. Referring the result, we have proved that
applying the PE-miner framework to SQN 1st quarantine is permissible.

Keywords: Software defined network � Malware detection � Machine learning

1 Introduction

Software Defined Network (SDN) is an emerging network architecture that the physical
separation of the network control plane from the forwarding plane, and where a control
plane controls several devices [8]. SDN developed to solve three main problems in
current networks [1]. First, support the automated management and centralization.
When network environment had changes, for example if new firewall is installed,
switches condition are changed, or new equipment deployed by network manager, the
entire network policies or configurations should be changed. In SDN architecture,
administrator focuses on managing the control plane. Second, improve the efficiency on
Spanning Tree Protocol (STP) and Routing Protocol. SDN control plane know the
entire network resources conditions because of the centralized architecture. Therefore,
controller decides the efficient routing path with consuming the low cost. Third, solve
the synchronization problem. Current network architecture each network device han-
dles the packet and it causes the synchronize overhead of each equipment. But, in SDN
architecture, one superior controller handles the routing path. The Dijkstra algorithm,
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which is one of the routing protocols, is easy to implement in a centralized network
comparing to current distributed network [1]. Furthermore, the SDN Quarantine Net-
work (SQN) which is network security function collaborated with SDN network
architecture has been suggested by Kim et al. [2].

Most of the security equipment, e.g. IDS, IPS, firewall, etc., are detecting the
malware using the misuse detection mechanisms. Misuse detection mechanisms save
the signature of malicious code or actions. Thus, it cannot detect the new malware or
modified malicious code. Shafiq et al. [4]. have implemented malware detection
framework using Portable Executable header (PE-header). The PE-miner framework
uses the machine learning algorithms to detect malware. Portable Executable header
(PE-header) is used to predict the executable files. This framework unnecessary to save
all the signature of malware but it demands to study some samples. By training
samples, it can detect not only recognized malware but also unknown one. Therefore,
PE-miner framework is suitable to be mounted in SQN. But, we changed the number
sample that trained, and used the Classification and Regression Tree (CART) instead of
J48. CART is similar to C4.5 but it also supports numerical target value. Moreover, two
results are evaluated; the prediction accuracy of PE-framework itself, and the prediction
time depending on size of files in SQN environment.

2 SDN Quarantine Network (SQN)

SQN is a new quarantine method using the SDN environment. Figure 1 represents the
SQN architecture. SQN composed with SQN Controller, SQN Switches, 1st Quaran-
tine, 2nd Quarantine, Clean Area Manager, and Agents. SQN Controller represents the
SDN controller which has responsibility for network topology management, routing
path calculation, and deciding routing QoS [3]. 1st and 2nd quarantines have a role to
detect the malware using static and dynamic methods. Clean Area Manager collects the
reports from Agents and then analyzes new pattern of malware. Agents monitor the
suspicious process and report these to manager if malicious act has been initiated.

SQN has three areas. One is Internet area, the place where potential threats are
existing. Viruses, worm, and Trojans are coming from unsecured source. Second,
quarantine area is the place where checking data that came from internet. In this area,
split packets which are forwarded by SQN Controller are reassembled by 1st quar-
antine. These data are checked whether malicious or benign through static way.
Detecting methodology is proposed in previous research [5]. They link the various
malware detecting modules including machine learning mechanisms and each module
calculates the score that represents probability of malicious code. If the score is low
enough, data is forwarded to the agent. If score value that is over the threshold, the
corresponding data is discarded. If data is judged as a suspicious one, in case that score
does not meet the minimum value at the same time it is not exceed threshold, it is sent
to the 2nd quarantine. The 2nd quarantine analyzes the corresponding data in dynamic
way. If 2nd quarantine disbelieves the data again, suspicious tag is attached to the
packets and is sent to agents. For the last, clean area is local network. Agents are the
special clients that have a responsibility to monitoring the suspicious data. The sus-
picious data is observed the system call and file access record by Agent. If suspicious
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data was malware, the agents report the log to the Clean Area Manager. Clean Area
Manager analyzes the log and informs the quarantine systems. Quarantine systems use
the report to update their malware information. Therefore, this report is the requisite
element for keeping the stability of entire network. The PE-miner framework is applied
as one of the 1st quarantine module and it evaluates the executable data.

3 PE-Miner Framework

PE-miner framework is developed by Shafiq et al. [4]. PE-miner framework has a
detection mechanism for malicious executable using PE-header. Three preprocess
mechanisms are used before adapting to machine learning algorithms.; Redundant
Feature Removal (RFR), Principal Component Analysis (PCA), and Haar Wavelet
Transform (HWT). Among these, the HWT has derived best performance for detecting
the malware. HWT stores the most relevant information with the highest coefficients at
each order of a transform. The lower order coefficients have possible to be ignored for
get only the most relevant information [4]. And the various machine learning algo-
rithms are used. They use J48 (decision tree), IBk (in- stance based learner), NB
(Native Bayes), RIPPER (inductive rule learner), and SMO (support vector machines
using sequential minimal optimization) for malicious executable detection. The J48
outperformed with more than 99 % of detection rate and less than 0.5 % false-positive
rate when 11,786 training sample used. Thus, we have decided to using a decision tree

Fig. 1. SQN architecture
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algorithm for 1st quarantine module. However, we applied the CART instead of J48.
CART is similar to C4.5, but threshold that yields the largest information gain at each
node [7].

3.1 Learning Data

We have collected the 5,000 benign samples and 10,000 malicious samples to compose
the learning data. Benign samples were collected from the ‘system32’ folder of Win-
dows 7. Malicious codes were downloaded from the ‘VXheaven.org’ [6]. The learning
data is a key component of machine learning mechanism. For generating the learning
data, 15,000 samples were used. Furthermore, for improving the accuracy, the char-
acteristics should be well-defined. We referred the characteristics of PE-header that
previous researches defined. But we only use some attributes, these are Characteristics,
Number of Symbols, Major Linker Version and Size of Initial Data, Major Image
Version, and the DLL Characteristics. According to our evaluation, other attributes
value that evaluated from previous research is now featureless.

4 Test Result and Evaluation

We have experiment module for two tests. One is to know the efficiency of module
itself. Another is verifying the real-time guarantee of the module adapted in SQN. For
the module test, learning data is used trained to CART algorithm and the 50,000
malicious data is passed to check the error rate. For the real-time experiments, we
randomly choose the 10 sample files depending on the size of the file. We have checked
the average time when 10 files are received. The module experiment is done with Core
i5 3.30 GHz processor with 16 GB RAM. Quarantine is Intel Xeon 2.60 GHz pro-
cessor with 64 GB RAM.

The use of CART algorithm performance result is in Table 1. The PE-miner
properly classifies all the samples that were used for making the learning data. Also for
unrecognized data, the detection accuracy represents more than 99 % with 0.08 % of
false-positive rate. This performance result is advanced than the J48 algorithm (J48
algorithm shows 0.5 % of false-positive rate). However, the benign sample detection
rate is improperly performed. It shows 96 % accuracy with 3.85 % error. The accuracy
is measured as low, but in SQN it is acceptable. Because not only this framework
decides the malware packets but also other modules do. The rating ratio is decided by
administrator of SQN. The result is recommended to administrator that giving a higher
score when detecting malware.

On the other hands, the average of required time for detection is shown in Fig. 2. Time
is checked when all of the 10 files are delivered. As an evaluation result represents,
required time increase as long as size of file increasing. Especially in range of file size
501–600 and 901–1000 shows notable growth value. Even though required time is
increasing by size of files, but still the time value shows around 0.1 s. And also it is the
required evaluation time for checking the all 10 files. Detecting one file should not require
much time. Thus, the evaluation time is reasonable for the real-time efficiency in SQN.
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5 Conclusion

We have adapted the PE-miner framework to SQN 1st quarantine. Only some reason-
able attribute is selected for making training data. Also, CART algorithm is used rather
than J48. Training data is composed with 10,000 malicious executables and 5,000
benign executables. The experimental result is obtained with 50,000 malware samples.
The result denotes that 99 % accuracy with 0.08 % of false-positive error for detecting
malware. It was improved approximately 6 times comparing to the PE-miner frame-
work. Moreover, PE-miner framework is affected by types of malware. According to the
previous research, the filtering rate seems low when classifying the Trojans and Worms.
But, improved PE-miner framework that is our model was not concerned the types of
malware. In addition, filtering accuracy is reasonable enough in SQN 1st quarantine
mechanism. Because not only PE-module filters the malware but also other modules are
detecting the malware. The filtering time is increasing as long as file size increase. But,
the required time is derived 0.1 s with 1000 KB files. In addition, the test was evaluated
with the 10 files. It means that the required time for filtering is more less than 0.1 s.
Therefore, the filtering time does not affect the real-time efficiency.

Fig. 2. Required time for detecting 10 files

Table 1. PE-miner with CART performance result

Sample used for training Unrecognized data
False-positive False-negative

100 %
(All Classified)

0.08 % 3.85 %
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Abstract. If assumed that each Ethernet standard (IEEE 802.3) node has more
than one port connected to the network and the node duplicates each sent frame,
then an active or a seamless redundancy will be established because the desti-
nation node will receive at least two frame copies with zero recovery time. In
this paper, we present a novel method for eliminating the duplicated frames in
any Ethernet network type. This will ensure that the destination node will only
consume one frame copy from each sent frame and eliminate the other copies.
The proposed method will set a counter on each receiving port in the destination
node. The destination node will consume the copy that arrives through the
fastest path, or in other words, through the port that has the fastest counter value.
The proposed method does not need to disable ports as required by rapid
spanning tree protocol (RSTP) or the media redundancy protocol (MRP), to
avoid looping issues; instead, it activates all ports to provide a type of better
traffic distribution among the network links.

Keywords: Elimination of duplicated frames � Discarding redundant frames �
Seamless redundancy � Active redundancy

1 Introduction

In IT and communication sectors, fault tolerance plays an important role, especially the
type that provides seamless redundancy, which is required in mission-critical applica-
tions, such as future smart cars (driverless cars). This type of car requires seamless
redundancy in the control system to avoid any interruptions in control signals, such as
brake signals, because a serious accident could occur otherwise. Other industrial
automation applications would also need to adopt the seamless redundancy concept in
control systems, such as substation automation system (SAS) networks. Since the
Ethernet standard (IEEE 802.3) [1] does not provide a fault-tolerance capability, various
protocols for industrial automation systems have been developed and standardized by
the International Electrotechnical Commission (IEC) and the Institute of Electrical and
Electronics Engineers (IEEE) [2], such as rapid spanning tree protocol (RSTP) as IEEE
802.1D [3], media redundancy protocol (MRP) as IEC 62439-2 [4], cross-network
protocol (CRP) as IEC 62439-4 [5], beacon redundancy protocol (BRP) as IEC 62439-5
[6], parallel redundancy protocol (PRP) as IEC 62439-3-clause 4 [7], high-availability
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seamless redundancy (HSR) protocol as IEC 62439-3- clause 5 [7]. Among these
protocols, only two protocols, PRP and HSR protocols, are suitable for seamless
communication. Both HSR and PRP are based on the same principle of active redun-
dancy by duplicating the information frames, which therefore results in a zero-delay
reconfiguration in the case of a switch or link failure [7, 8]. The RSTP that is used with
the Ethernet standard to provide path redundancy usually requires an upper bound of 2 s
per switch [8] because once a link or a switch fails, the network undergoes reconfigu-
ration to rebuild the logical paths using the RSTP. This makes the RSTP unsuitable for
industrial applications that require zero-recovery time or close to that, such as IEC
61850 standard’s messages that require 3–4 ms as a maximum timeout. The HSR
protocol provides two frame copies for the destination node from each sent frame, one
from each side, enabling zero-fault recovery time if one of the frame copies is lost. This
means that even in the case of a node failure or a link failure, network operations are not
interrupted. If both sent copies reach the destination node, the node will consume the
fastest copy and discard the other copy. This feature of the HSR protocol makes it very
useful for time-critical and mission-critical systems; however, the HSR and the PRP
protocols are required to add a header of 6 bytes in length in the Ethernet standard frame
to distinguish between redundant frame copies of the same sent frame. This addition
makes the new Ethernet frame unsuitable for Ethernet standard off-shelf end user
devices, such as PCs or printers.

In this paper, we introduced a novel method to eliminate the duplicated frame
copies in any Ethernet standard network to ensure that the destination node will con-
sume one frame copy from each sent frame and delete other copies that might be
delivered later. This will be useful in any Ethernet network when each of its nodes
duplicates each sent frame. By this way, an active or a seamless redundancy with zero
recovery time will be provided. In other words, instead of disabling ports; as it is in
RSTP or MRP to prevent looping issues; in our idea each sending node will duplicate
each sent frame, consequently, the destination node will receive more than one copy
from each sent frame; consume the fastest and delete the others. In case of one of these
sent frames is lost, the destination node will not face any interruption or frame lost as it
was in RSTP or MRP. In our method, the Ethernet network also does not need to
disable ports to prevent looping. On the contrary, all ports will be active. The basic idea
of the proposed method was introduced in [9], but for this paper, the elimination
process for the duplicated frames is described in details.

The remainder of the paper is organized as follows. In Sect. 2, the process of
eliminating duplicated frame is described in details under failure and failure-free cases.
In Sect. 3, conclusions and suggestions for future work are presented.

2 Process of Eliminating Duplicated Frames

At the beginning, in order to enable the Ethernet standard (IEEE 802.3) protocol to
provide active or seamless redundancy, it is required to assume that each Ethernet node
shall has more than one port connected to the network and send duplicated frames for
each sent frame. The destination node will receive duplicated frame copies from each
sent frame, therefore, the node will need a method to consume one of each duplicated
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frame copies and to eliminate the others. The standard HSR protocol is based on the
same concept; however, it involves comparing the source MAC address and the
sequence number in the frame’s header of each copy to recognize whether the received
frame has been received before. However, because the frame format of the Ethernet
standard does not have headers inserted in the frame, it needs to follow an alternative
method to recognize the duplicated frame copies. The proposed method of this paper
will solve this issue as illustrated in the network example shown in Fig. 1 for both
failure-free and failure cases.

2.1 Failure-Free Case Under Unicast Traffic

Assume node A sends many frames to node D. Node A will duplicate each sent frame
and send them out, one copy into a direction. The Ethernet protocol is a time syn-
chronized approach, which means that at each clock time, the frame copies will move
one hop. Therefore, the following steps will occur during each clock time.

(a) First Clock Time

Node B will receive the first frame copy, and then it will do the following:

• Read the destination and the source MAC addresses, which are nodes D and A
respectively in this case, and then establish a counter on each of node B’s ports:
port-a and port-b.

• These counters will only be associated with the connection pair (source-destination)
of the source node A and the destination node D. In other words, these counters will
only be increased if any has received a frame that originated from node A with the
destination node D. In this case, the counter of port-a will be set as follows:

aðBÞ aDA ¼ 1; aðBÞ bDA ¼ 0; Clock time ¼ 1

where aðBÞ aDA is the counter of node B on port-a that is associated with the source
node A and the destination node D.

• Since node B is not the destination of the frame, in the next clock time, node B will
forward the received frame to the next node.

Fig. 1. Proposed method’s behavior under a unicast traffic type.
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During this clock time, clock no. 1, node E will complete the same steps as node B
regarding the received frame copy.

(b) Second Clock Time

During the second clock time, or the first clock time for node D (from the per-
spective of port-a), node D will receive a frame copy through port-a and then perform
the following:

• Read the destination and the source MAC addresses of the received copy and
establish a counter on port-a and port-b. These counters will be associated with the
connection pair node A- node D.

• Increase the counter of port-a by one, whereas port-b’s counter will remain at zero
as follows:

aðDÞ aDA ¼ 1; aðDÞ bDA ¼ 0; Clock time ¼ 2

• Node D will determine that it is the destination for that frame; therefore, it will
consume it by sending it to the upper layer.

During this clock time, node C will also receive a frame copy through port-a.
Node C will complete the same steps as node D, but instead of consuming the frame
copy, it will forward the received frame copy to node D through port-b during the next
clock time.

aðCÞ aDA ¼ 1; aðCÞ bDA ¼ 0; Clock time ¼ 2

(c) Third Clock Time

Node D will receive the second copy that was forwarded by node C. This copy will
be received through port-b. However, node D will complete the following steps:

• Read the destination and the source MAC addresses, which are node D and node A
respectively and then it will only update the values of its counters according to the
information of the received frame.

• Since the frame copy is received from port-b, node D will increment the counter of
port-b by one. Now, both of the counters are equal, which means they received the
same number of frames—one frame from each port. In other words, the node
received a redundant frame and will delete it.

aðDÞ aDA ¼ 1; aðDÞ bDA ¼ 1; Clock time ¼ 3

Since aðDÞ aDA was one and then aðDÞ bDA was incremented to one, aðDÞ bDA has
received a redundant frame because aðDÞ aDA was greater than aðDÞ bDA before receiving
the second copy. In other words, port-a is faster than port-b. Consequently, node D will
always consume the first copy from port-a and delete the second copy delivered
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through port-b. Therefore, node D will delete the second copy delivered through port-b
and will keep using the same way with the other remaining sent frames.

2.2 Failure Case Under Unicast Traffic

For the same network shown in Fig. 1, assume node A sends four frames to node D.

(d) First Clock Time

Node E will receive the first copy of the first frame through port-a. Node E will
forward it to node D after it finds that this frame’s destination is node D; however, node
E’s counters will be:

aðEÞ aDA ¼ 1; aðEÞ bDA ¼ 0; Clock time ¼ 1

Node B will receive the second frame copy of the first frame and complete the same
steps as node E.

aðBÞ aDA ¼ 1; aðBÞ bDA ¼ 0; Clock time ¼ 1

(e) Second Clock Time

Node E will receive the first copy of the second frame, and then it will increment
port-a’s counter. Assume the frame was corrupted by a bad cyclic redundancy check
(CRC) value. Node E will delete and remove it from the network.

aðEÞ aDA ¼ 2; aðEÞ bDA ¼ 0; Clock time ¼ 2

Node B will receive the second copy, update port-a’s counter value, and then
forward the received frame to the next node during the next clock time.

aðBÞ aDA ¼ 2; aðBÞ bDA ¼ 0; Clock time ¼ 2

Node D will receive the first copy of the first frame. The node will complete the
following steps:

• Read the destination and the source MAC addresses and then establish counters.
• Increment port-a’s counter and consume the first copy by sending it to the upper

layers.

aðDÞ aDA ¼ 1; aðDÞ bDA ¼ 0; Clock time ¼ 2

Node C will receive the second copy of the first frame and will complete the same
steps as node D, but instead of consuming the copy, it will forward it to node D.
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aðCÞ aDA ¼ 1; aðCÞ bDA ¼ 0; Clock time ¼ 2

(f) Third Clock Time

Node E will receive the first copy of the third frame, increment port-a’s counter,
and then forward that frame to node D.

aðEÞ aDA ¼ 3; aðEÞ bDA ¼ 0; Clock time ¼ 3

Node B will complete the same steps with the second copy of the third frame.

aðBÞ aDA ¼ 3; aðBÞ bDA ¼ 0; Clock time ¼ 3

During this clock period, which is the second from the node D’s port-a perspective,
node D should receive the first copy of the second frame through port-a, but since node
E has deleted it because it was corrupted, node D will not receive any frame during this
clock period. Therefore, it will determine that there is a missed frame in this clock and
will wait for the second copy of the second frame that should be delivered through
port-b. Consequently, node D will build or update a table called a lost frames
(LF) table. The LF table lists all lost frames that are associated with each source node,
clock time, and the port ID, as shown in Table 1.

Therefore, node D will consume the copy of port-b during the second clock time
from port-b’s perspective. Node D will also receive the second copy of the first frame
through port-b, increment port-b’s counter, and then delete it because both counters
have the same value, which means that the copy is redundant and has been received
before.

aðDÞ aDA ¼ 1; aðDÞ bDA ¼ 1; Clock time ¼ 3

Node C will receive the second copy of the second frame, increment port-a’s
counter, and then forward it to node D.

aðCÞ aDA ¼ 2; aðCÞ bDA ¼ 0; Clock time ¼ 3

(g) Fourth Clock Time

Node E will receive the first copy of the fourth frame, increment port-a’s counter,
and then forward it to node D.

aðEÞ aDA ¼ 4; aðEÞ bDA ¼ 0; Clock time ¼ 4

Node D will receive the first copy of the third frame, increment port-a’s counter,
and then consume it. Node D will also receive the second copy of the second frame
through port-b.

590 S.A. Nsaif and J.M. Rhee



Since this is the second clock time from the perspective of port-b, node D will
determine that this copy should be consumed because it is listed in its LF table.
Therefore, node D will consume it and increment port-b’s counter; however, node D
will continue to receive other frame copies through port-a and delete the other copies of
port-b because:

aðDÞ aDA ¼ 3[ aðDÞ bDA ¼ 2; Clock time ¼ 4

Later, node D will clear the LF table after receiving the lost frame through port-b.

2.3 Failure-Free Case Under Multi/Broadcast Traffic

For the same network shown in Fig. 1, if it is assumed that node A has broadcasted a
single frame, the first copy will travel through port-a, and the second copy will travel
through port-b. Nodes B and E will receive these copies and do the following:

• Receive the first and the second copy of the sent frame.
• Read the destination and the source MAC addresses.
• Establish counters on both ports and increment port-a’s counter.
• Make a copy from the received frame.
• Forward the original copy to the opposite port, port-b.
• Calculate the CRC code to ensure that the received copy is error-free, and then send

it to the upper layers, else delete it and wait to receive the other copy from the
opposite direction.

Nodes C and D will complete the same steps as nodes B and E; however, when
nodes C and D forward the first and second copies to the opposite port—port-b— node
D will receive the second copy through port-b, and it will notice that the copy was sent
from node A. Therefore, it will:

• Increment the counter of port-b.
• Compare the counter values of ports a and b that are associated with node A.

Node D will notice that both values are equal, which means port-a has received this
frame before. Therefore,

• Node D will delete the second copy because it is a redundant frame copy.

Node C will complete the same steps as node D regarding the copy delivered
through port-b.

Table 1. LF Table of node D.

Source node Clock time number Port

Node A 2 a
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2.4 Failure Case Under Multi/Broadcast Traffic

In this case, the Ethernet standard will have the same behavior when encountering a
failure case under a unicast traffic type.

3 Conclusion

The proposed method does not need to disable ports, as required for RSTP or other
protocols, to avoid looping issues. The method relies on the ports’ counters to delete
the duplicate frame copies and all ports will be active, which provides a type of traffic
balancing that is better than the Ethernet standard with RSTP protocol because the
nodes will use them to send and consume traffic from a direction once and from the
other direction once again. The method uses the same Ethernet standard frame layout,
which is another advantage from economical and manufacturing perspectives. The
method provides very high availability due to its seamless service, especially for
time-critical applications, such as a substation automation system (SAS), smart cars,
and several industrial automation systems. In summary, this method will make the
Ethernet standard provides active or seamless redundancy.

In future work, a type of “machine learning” algorithm should be added to provide
the Ethernet network switches with “intelligence” regarding forwarding network traffic
into different paths when they detect a bottleneck at a certain area of the network. On
the other hand, the proposed method should run a counter for each port per sending
node; however, the number of counters on each port will depend on the number of
sending nodes, which requires particular temporary memory resources. To accomplish
this, a comprehensive study is required to allocate the optimum size of memory to each
switch. Another enhancement would be reducing the number of these counters and
establishing one counter on each port per each receiving node instead of per sending
node, which would reduce the running counters, further improve the node performance,
and reduce the size of the required memory.
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Abstract. Thanks to the development of IT technology, information systems
have been growing continuously. However, there are threats behind the con-
venience. There is a possibility of malicious users to steal sensitive information
and malware can lead to social chaos by paralyzing the information systems.
Several solutions to prevent these attacks have been introduced. In this paper,
we introduce malware detection technique using Minhash and evaluate the
performance of it and suggest the cyber quarantine system applied this tech-
nique. It contributes to detect not only known malware but unknown malware.

Keywords: Software Defined Network � MinHash analysis � Static analysis

1 Introduction

As increasing embedded systems and IoT devices, many users have a convenience
from a variety of fields. However, this development of IT technology leads to some
problems like leakage of personal information, paralyzed service system through the
attacks. Especially leakage of personal information can result in secondary damage and
service system paralysis may lead to social turmoil, such as banking disruptions, traffic
network paralysis. There are several ways to attack systems and insert a malicious code
into transmitted file. Because of the fast growth rate of malicious code, it is important to
detect and defense malicious code.

To prevent attacks using malicious code, security systems use static analysis and
dynamic analysis. Static analysis is a technique for analyzing the code of the program
which does not operate. Static analysis is composed of anomaly detection which
monitors the pattern of unusual data and misuse detection which identifies attacks by
monitoring the pattern of the data that is estimated to be malicious. Static analysis is
difficult to detect an unknown attack since it is a signature-based analysis. On the other
hand, dynamic analysis is a technique for monitoring the program that is running to
detect malicious behavior [1].

Minhash analysis is an analysis technique in the static analysis categories. There-
fore, Minhash analysis can’t detect an unknown attack easily. This paper proposes the

© Springer Nature Singapore Pte Ltd. 2017
J.J. (Jong Hyuk) Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 421, DOI 10.1007/978-981-10-3023-9_91



way to detect an unknown attack by using Minhash analysis and manager of cyber
quarantine system using Software Defined Network (SDN).

This paper is organized as follows. Section 2 describes the malware detection
techniques, Minhash, cyber quarantine system, and explains the architecture of mali-
cious code classification system using Minhash and implements and verifies the system
in Sect. 3. In this paper, we propose to add the Minhash analysis on cyber quarantine
system in Sect. 4. Finally, Sect. 5 concludes and outlines future work.

2 Related Work

2.1 MinHash

Minhash function is different from the conventional hash function. Conventional hash
function makes a completely different hash values when 1 bit of original input data is
changed. On the other hand, Minhash function leads to a similar output when original
input data is changed little. Minhash function is a Locality Sensitive Hashing
(LSH) based on the Jaccard Similarity Clustering [2].

Jaccard Similarity is represented by jA \Bj
jA [Bj that means the similarity of the two sets A,

B. Thus Jaccard coefficient value is between 0 and 1. LSH has a technique called Fuzzy
Hashing. This technique divides the file into a fixed chunk size and obtains a hash value
of each chunk. After this stage, it merges these hash value into one string. As a result, the
hash value of the original data’s modified part is changed only. Jaccard Similarity can
measure the degree of similarity between two files using this principle [3].

2.2 SDN Quarantined Network (SQN)

Figure 1 shows architecture of cyber quarantine system. The cyber quarantine system
consists of a SQN switch, a quarantine station, a clean area (local network). The
quarantine has a preprocessor, a primary quarantine station, and a secondary quarantine
station. The clean area has agent and manager.

Fig. 1. Architecture of cyber quarantine system [4]
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When the packets enter the cyber quarantine system through the SQN switch, the
packets that are validated to normal file via packet authentication process at SQN
switch are sent to clean area. Invalid packets are sent to quarantine station and
reassembled at preprocessor. Reassembled packets are copied and transmitted to pri-
mary quarantine station. Primary quarantine station proceeds static analysis that clas-
sifies input packets as harmful, suspicious, normal packet. Normal packets are sent to
clean area. In the case of suspected packets, primary quarantine station sends them to
clean area after attaching the suspicious tag. Harmful packets are terminated imme-
diately. If primary quarantine station can’t classify the packets, they are transmitted to
secondary quarantine station. Second quarantine station classifies the packets as
harmful, suspicious, normal packet. Normal packets, suspicious packets are sent to
clean area and harmful packets are discarded.

Manager and Agent in clean area share security policy. Agent monitors processes
related the suspicious packets. When the processes behave an act departed from
security policy, agent sends the event to manager. Manager can detect an unknown
attack and establish a new policy by analyzing the event [5].

3 Malicious Code Classification System Using MinHash

3.1 Architecture of Malicious Code Classification System Using MinHash

Malicious code classification system using Minhash has the architecture such as Fig. 2.

In order to operate the malicious code classification system using Minhash, Min-
hash DB which is based on the existing malicious code must be created first.

When the files come in Minhash module, it extracts Minhash value. The module
compares extracted Minhash value with all values in Minhash DB and measures
similarity using Jaccard Similarity. When the similarity measurement is completed, the
highest score becomes output value which shows the degree of similarity of input files
with the existing malware.

Fig. 2. Architecture of malicious code classification system using Minhash
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3.2 Investigation of Malicious Code Classification System Using
MinHash

Minhash function is Locality Sensitive Hashing (LSH) based Jaccard similarity. There
is ssdeep tool based Fuzzy Hashing in LSH. In this paper, 8,280 of malicious code are
entered into the malicious Minhash DB and compared the malicious codes with the
Minhash DB. This experiment showed that it is possible to detect all of the malicious
code that exists in Minhash DB of malicious code, because degree of similarity of all
input malicious code is 100 %.

To check the false positives of Minhash function, 10,557 of benign code are entered
into ssdeep tool and compared the code with Minhash DB. As a result, only one code
has a degree of similarity that is determined to be 41 %.

We assume that because Minhash function is the function that output degree of
similarity, it can detect unknown malicious code by measuring similarity of malicious
code. Then we compare 100 of malicious code that does not exist in the Minhash DB of
malicious code with the data stored in the DB. The results of this test are shown in the
Table 1. In the table, 84 % of malicious codes unregistered in the Minhash DB have
degree of similarity that is over 50 %. Because malicious code classification system
using Minhash is a signature based static analysis, it has a limitation that can’t detect all
unknown malicious code.

Through three experiments that compare malware registered in the DB, benign
code, unknown malware with Minhash DB of malicious code, we can know the fact
that Minhash function can detect malware registered in the DB. Assuming that the
malicious code has the similarity which is over 50 %, it can detect unknown malicious
code. Also, it has low false positive and false negative. Test results including false
positive of can be found in the Table 2.

Table 1. Degree of similarity and the number of input malicious code

Degree of similarity The number of input malicious code

90–100 47
80–89 13
70–79 6
60–69 9
50–59 9
Less than 50 16

Table 2. Test result

Actual status
Malicious code Benign code

Test result Decided to malicious code 8,280 1
Decided to benign code 0 10,556
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4 Cyber Quarantine System Applied MinHash Node

Malicious code classification system using Minhash can be applied to a cyber quar-
antine system. In the primary quarantine station, several static analyses will be con-
ducted. It has graph form as shown in Fig. 3.

For example, ‘PE header check’, ‘Header analysis’, ‘Opcode analysis’ is quarantine
module and a node in the primary quarantine station. Each node conducts n-gram
analysis that analyzes the byte sequence of the file. It analyzes the appearance fre-
quency of the opcode that is not frequently used [6]. There are nodes that execute static
analysis using information such as file size, magic number and file creation time [3].

Primary quarantine station has scoring system. Each node raises the scores of the
input packet when it determines that the packet is malicious code. In this way, the
packet passes several nodes and if score of the packet exceeds the predetermined point,
the packet is discarded. The packet has score under the predetermined point when the
packet passed final node, it is considered to be a normal packet and transmitted to clean
area.

Malicious code classification system using Minhash can be a node in primary
quarantine station. After preprocessor reassembles the input packet, Minhash node
measures degree of similarity. If it will come out exactly the same, degree of similarity
is 100 %. Then it can be determined that the malicious code and immediately dis-
carded. If Minhash value of the input packet is similar to Minhash DB of malicious
code, the node gives appropriate point to the packet and passes it to the next node.

The suspicious packet is monitored by Agent. If the process related the packet do
the deviated act on the security policy, agent sends events to the manager. Manager
may determine the packet to malicious code by analyzing the events. It advertises the
packet classified malicious code to Minhash node. Because of this process, it can detect
unknown malicious code. Figure 4 shows cyber quarantine system applied malicious
code classification system using Minhash.

Fig. 3. Graph of static analysis in the primary quarantine [4]
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5 Conclusion

In this paper, we suggest the system that detects malware using Minhash, measures the
similarity with existing malicious code and propose to apply this system to cyber
quarantine system. Also, this paper verifies the performance of Minhash function.
Malicious code classification system using Minhash detected all existing malware.
However, it was able to detect only 84 %. It is expected that register a lot of malware
on Minhash DB will help increase detection rates.

We will register a lot of malware on Minhash DB, clarify the correlation between
the degree of similarity and the scoring system and implement the Minhash node that
can be applied to the cyber quarantine system.
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Abstract. The RFID technology can be used for item tracking and inventory
control. However, the problem such as miss reading and ghost reading usually
occur in RFID implementation and has impact on low accuracy of inventory
management system. In this study, the computer vision is used to solve the
problem of miss reading and ghost reading in RFID. The RFID and computer
vision can act as ears and eyes respectively, thus by combining both tech-
nologies; it is expected to increase the accuracy of system. The result of
experiment has showed that the combination of RFID and computer vision has
increased the system accuracy, as the computer vision can help the RFID system
to detect the miss reading and ghost reading.

Keywords: RFID � Miss reading � Ghost reading � Computer vision

1 Introduction

RFID (Radio Frequency Identifier) technologies promise to revolutionize future
inventory management. They are used to replace the barcode system such that the ID
that identifies an object can be accessed wirelessly over a distance [1]. The RFID
applications hold tremendous promise, such as RFID tag monitoring. Tag monitoring is
a key component in applications like item tracking and inventory control. By frequently
scanning its inventory, a retailer can quickly determine if anything is missing, and act
accordingly. In addition, the RFID technology has been implemented successfully in
Supply Chain Management to reduce the inventory losses [2], for identification and
monitoring of agricultural animals [3, 4], food traceability system [5], and healthcare
applications to improve patient care as well as reduce overall costs [6].

An RFID passive tag is attached to each item to be monitored. An RFID reader is
periodically dispatched to collect all the tags information. A passive RFID tag has
limited processing abilities, no power supply, and can only communicate when an
RFID reader queries the tag. Since a passive RFID tag is much cheaper than an active
tag, passive tags are likely to be deployed on commodity items such as clothing and
other retail goods. An active tag is likely to be used on more expensive products.
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However, there are at least two problems exist in RFID tag monitoring, such as miss
reading and ghost reading. In miss reading, the reader is not able to read the tag in some
certain position. This may be due to many reasons such as bad reading angles, blocked
signals, or signal dead zones [7]. As opposite, the ghost reading or simply ghost read, is
the receipt by the reader of data that is interpreted as valid but was not communicated by
a single tag, i.e. the reader receives incorrect data which it interprets as valid data. The
identifier received as a result of a ghost read may never have been issued by the
numbering authority, may be a valid identifier but not exist on any tag received at the
facility experiencing that ghost read, or may exist at that facility but is not in an area
where it could possibly be read by the reader experiencing the ghost read [8].

Furthermore, the automatic face analysis which includes, e.g., face detection, face
recognition, and facial expression recognition has become a very active topic in
computer vision research. Local Binary Pattern (LBP) is one of the most-widely used
approach, mainly in face description [9]. In addition, the combination of computer
vision (image processing) and RFID technology has been implemented in attendance
management system [10], and proved that these two technologies can be implemented
together. Thus in this study, the computer vision application and RFID technology will
be utilized to solve the miss reading and ghost reading of tag.

2 Methodology

In this study, the application of RFID system in automotive industry is considered as
case study. The main function of RFID application in automotive industry is to
track/trace the spare part of car. By utilizing this functionality, the certain location of
products can be presented in detail from the whole supply chain. For the case of car
manufacturing, the spare part of car are placed into special boxes, and special RFID
label and tags are attached in boxes. The special RFID tag is presented as the rectangle
with the full color, as can be seen in the Fig. 1. In the Fig. 1, the staffs are checking the
RFID tag on the box (which the car spare part are placed inside). The color of tag is
different with box and presented as bright/contrast color. By designing the tag into

Fig. 1. Special RFID tag, which can easily recognized by computer vision system.
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special shape and color, the pattern of tags can be generalized/trained, thus it can be
detected by computer vision technique in the last step.

As can be seen in the Fig. 2, the proposed tracking system should recognize the
total number of products which are placed on the trolley/cart. The reader is placed
nearby the cart, as well as the camera. Both of the RFID reader and camera are
connected to the computer. The reader captures the tags which are attached on the
product. The total number of tags is counted and presented in the system (computer). In
addition, the camera captures every images and send it to system to be recognized by
computer vision technique, whether in the image there are products or not (recognized
based on the tag pattern and its color). In the last step, the total number of tags from
reader are compared with the total number of tags from images, if the result is same, the
program/system will show the correct decision, otherwise wrong decision. This com-
puter vision technology is used to double check the tracking system of RFID
technology.

In this study, the computer vision technology utilizes LBP (Local Binary Pattern) to
recognize the pattern of tags. The LBP (Local Binary Pattern) operator [9] is one of the
best performing texture descriptors and it has been widely used in various applications.
It has proven to be highly discriminative and its key advantages, namely, its invariance
to monotonic gray-level changes and computational efficiency, make it suitable for
demanding image analysis tasks. The LBP operator was originally designed for texture
description. The operator assigns a label to every pixel of an image by thresholding the
3 � 3-neighborhood of each pixel with the center pixel value and considering the
result as a binary number. Then, the histogram of the labels can be used as a texture
descriptor.

3 Result and Discussion

In this study, the prototype of application is written in Java programming language, and
utilize the openCV as library which the LBP is included. The ALR-9900 RFID Reader
is used for demonstration while the two IP cameras, SNV-7084R Samsung are used to
capture the images of the products. The computer Core i3 is used in this experiment, to
receive the data from reader as well as images from IP cameras. The system is

Fig. 2. Integrated RFID and camera for product tracking.
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successfully implemented and correctly recognized the number of products which are
placed in front of the reader and cameras.

As can be seen in Fig. 3, the boxes which have the special colored tag are placed on
the cart or trolley. The total boxes in this experiment are 16 and placed it into two rows,
8 boxes in the each side. For each side, the IP camera is placed around 3 m from the
boxes and facing directly to the boxes. The RFID antenna reader is placed near by the
products, so it can easily read the tags. As can be seen in Fig. 3, the Graphical User
Interface of the system shows two cameras are capturing of the products in each row
and the RFID reader is reading the tags of the products. The system calculates the total
tags which are read by the reader and by the cameras. The decision of the system is
right, which mean the number of products which are detected from computer vision
technique and RFID tracking system is same/correct.

Furthermore, radio frequencies in reading areas might cause RFID readers to obtain
inexistent RFID objects. Thus, the system should be able to avoid this problem. As can
be seen from Fig. 4, the boxes are moving on the trolley or cart, while the cameras and
reader are capturing the images and tags respectively. In this scenario, the reader is
detecting 17 tags, while the computer vision technology is correctly detecting 16
products. The final decision of system is wrong, which is the result from RFID reader
and computer vision are not match. The RFID reader has showed wrong decision, as
ghost reading has been occurred in this scenario. In here, we can conclude the computer
vision technology is able to avoid the ghost reading.

In addition, RFID readings are noisy in actual situations. This may be due to many
reasons such as bad reading angles, blocked signals, or signal dead zones. Miss readings

Fig. 3. The RFID reader and computer vision successfully detect number of products.
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result in lack of objects’ certain positions. As can be seen in Fig. 5, the 16 boxes are
moving on the trolley or cart, and reader and cameras are capturing the tag and images
respectively at the same time. In this scenario, the reader is capturing 15 tags, while the
computer vision technology is correctly detecting 16 boxes which are gathered from two
cameras. Thus the final decision is wrong, the result from both systems are not correct.
In this case, the miss reading has been occurred on RFID reader, while the computer
vision system can show real number of products. Thus this computer vision technology
is able to avoid the problem of missing tag.

Fig. 4. The different result is detected which is caused by ghost reading.

Fig. 5. The different result is detected which is caused by miss reading.
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4 Conclusion

In this study, the development of RFID tracking system and computer vision system are
presented. The both system are combined together for better decision making, to avoid
miss reading and ghost reading which usually occurs in RFID system. Both systems,
RFID tracking system and computer vision are developed on Java programming lan-
guage. The case study on car manufacturing is presented, and prototype of system is
developed. The test lab is presented to simulate the real case of car manufacturing. The
scenario which involves the products move on the cart is considered. The result of
simulation/test lab has showed good result that the computer vision technology can
increase the accuracy of system by avoiding miss reading and ghost reading problem
which usually occurs in RFID. The computer vision technology can be used to help the
RFID tracking system to double check the total number of products, thus it will
increase the accuracy of inventory management system.

Future work could be, increasing the number of dataset for training to recognize
different object/tag, different angle of images, increasing the camera distance for better
decision making and cost analysis of the system.
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Abstract. Recently, CCTV is being applied to prevent crimes. It senses the
level of danger as being searching criminal records, a wanted one’s montage and
so on through mainly Facial recognition. However, it needs additional judging
to provide against emergencies, because it cannot predict every criminal situa-
tion. In the cause of it, a computer is being fed three-dimensional coordinates
from CCTV into a device, and catches not only motion of body or arms but also
pattern of hand that were grasped by ConvexHull. And then it predicts suspi-
cious behaviors via judging the movements of an object. Furthermore, to add
information about surroundings and location, preventing crimes with more exact
judging is the aim on this research.

Keywords: CCTV � Predicting crime � Omni-view � Behavior pattern

1 Introduction

There are more places that installed CCTV to prevent crimes recently. The CCTV has
been researched to prevent crimes through facial recognition and prediction of beha-
viour pattern [1]. Facial recognition consists of extracting facial image that recognized
by high-definition CCTV [2]. It is the system which processes making the real-time
vigilance possible, if a facial image is identical to a dangerous character that saved in
the database. However, it is not every would-be offender belongs to danger list, and it
has to assign workers who can watch with vigilance when an object that recognized as
dangerous one is seen, until which disappeared. Therefore, the research in respect of an
object’s behavior prediction is going off. It can assort them two groups: ordinar
behaviors or suspicious behaviors, and then analyze recognized objects’ gender, dis-
tance, motions and so on. But existing development of CCTV technology can grasp
motion no more than simplicity, it is the case that cannot grasp motions of small body
part like hand or fingers. In its final analysis, behaviour prediction is not commer-
cialization so far. In this paper, supposing it can get over that technological limitations,
it predict suspicious behaviors that recognized hand pattern from Kinect camera.

© Springer Nature Singapore Pte Ltd. 2017
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2 Omni-View Model

Figure 1 shows the model to predict suspicious behaviors based on Omni-View. When
there are two objects on CCTV, it grasps the distance, body patterns, arm patterns, hand
patterns between them in due order [3]. Using Edward T Hall’s Intimate distance
Table 1 as a criterion [4], the distance between the objects are divided into Public
Distance, Personal Distance, Intimate Distance.

2.1 Grasping Body Patterns

Body patterns are grasped through slope of body and motions of limbs. Generally,
motion of lower body is steady, and the body is stretched or its upper part is leant
during walking. Comparison with it, it judges motions to be suspicious behaviors when
the object shows specific motions: leaning its body toward an other object, setting its
legs more apart its shoulders, stretching its limbs in the other object, being its limbs
upon its shoulders.

Fig. 1. Model to predict suspicious behaviors based on Omni-View

Table 1. Edward T Hall’s Intimate distance

Distance between objects

Intimate Distance Less than 45.7 cm
Social Distance 1.2 m–3.7 m
Public Distance Exceed 3.7 m

608 J.-H. Choi et al.



2.2 Grasping Hand Patterns

Hand patterns are very important role to judge suspicious behaviors. In the case of
violence, the object clenches its fist or stretches all the fingers. And for the targeting
direction, the object points at a target with a stretched finger. In the case of targeting,
the number of angular points and defects is one or two. For an open hand, it has five
angular points and four defects. Of a fist, the number of angular points varies, but the
number of defects is set zero.

3 Prediction Algorithm

This paper presumes that is possible to grasp the distance using CCTV because it is
existing technology. When CCTV senses the framework of an object, it takes coor-
dinates of some points including joints, head, hands, and feet [5]. The coordinates are
stored as 3D XYZ Directions, and it analyses body patterns through making use
these.
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Figure 2 shows the model for finding angular points and defects to grasp hand
patterns. ConvexHull algorithm uses the system at [6].

It can prevent suspicious behaviors to embody a program based this algorism.
Figure 3 shows that is attacking an other object. Like the explained algorism before, it
judges that is ‘attack’ when the distance between objects is less than 45.7 cm, its
framework shows whose elbow and shoulder have similar height, the hand and the
head have too, and its legs are spreaded like its shoulder width, and the number of
apexes is 5 and of defects is 4, or the number of defects is 0. If it is shown the correct
‘attack’ figure synthesizing the patterns of distance, skeleton, and hands, we can pre-
vent crimes by so alerting warning sound or sending notice message to nearby local
branch of police.

Fig. 2. The model for grasping hand patterns
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4 Conclusion

The end of this paper is preventing crimes from arising through predicting and grasping
the motions. It can do it if the system that CCTV senses suspicious behaviors by
analysing the 3D coordinates of objects’ is built, without a worker. If this technology is
in common, it becomes easier sensing and preventing crimes without consuming
personal resource always. Preventing suspicious behaviors is formed of analysing
distance and body, arm, hand patterns in due. When it applies the technology, also be
applied facial recognition as well as VMS vigilance to existing CCTV, it can make
more advanced preventing crimes possible. In addition to these, it is expected to sense
more exactly if it can make analysing continuous motions possible.

Acknowledgement. This research was supported by the MSIP (Ministry of Science, ICT and
Future Planning, Korea, under the ITRC (Information Technology Research Center) support
program (IITP-2016-R2718-16-0004) supervised by the IITP (National IT Industry Promotion
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Fig. 3. The results of predediction for Omni-View model for attack behavior. The figure shows
attack action like real picture, skeleton model, distance, attack pattern by using skeleton model,
and hand pattern by using convexhull.
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Abstract. The Fused Deposition Method (FDM) constructs objects in layers of
melted material. Because the layer-by-layer construction of slanted shapes
introduces a smaller bonding area between layers and significant warping, users
often heuristically optimize the printing direction. We propose a novel method
for selecting the optimal 3D printing direction to increase the stability of slanted
shapes. Our optimal direction leads slanted subparts to be oriented either per-
pendicular or parallel to the build plate as much as possible. We first find a set of
stable directions for the input model and then validate each of them using the
following three criteria: similarity to dominant directions, stability and material
cost. The experiments show that our optimal printing direction enables the given
shape to be printed without undesired deformation during printing process.

Keywords: Fused deposition method � 3D printing direction � Orientation
optimization

1 Introduction

The Fused Deposition Method (FDM) is a major 3D printing technique that constructs
objects in layers. Thermoplastic material is melted and extruded through a heated
printer head nozzle. Because FDM accumulates layers in a certain printing direction,
printing slanted shapes creates a smaller bonding area between layers and uneven
warping during cool down. Moreover, the forces applied by the print head on the upper
levels generate torque on the part, which bends the structure, and the resulting
deformation can lead to print failures in the worst case scenario [1]. A common
solution is to optimize the printing direction. Before printing, users rotate the input
model such that sloping subparts become close to perpendicular or parallel to the build
plate. However, finding an optimal direction often requires multiple trial-and-error
iterations, which waste time and printing material. Although many methods have been
proposed for the automatic computation of optimal printing directions, none of them
consider how to avoid the undesired deformation of slanted shapes during the printing
process.

We present a novel method of finding the optimal printing direction to increase
the stability of slanted shapes. In practice, deformation arises from many factors
(e.g., material, temperature, layer thickness), but a physical simulation incorporating
the temperature and dynamic forces of the entire printing process is not trivial.
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Therefore, we use a geometrical approach inspired by the observation that vertical and
horizontal shapes are more reliable than slanted shapes. Our optimal direction is
determined by a set of dominant directions that best describes the variance in the slope
angles of the slanted subparts. Given a cylinder, for example, the three dominant
directions are defined by the cylinder’s height axis and the two perpendicular axes of
the base ellipse. Printing with a dominant direction enables many slanted subparts to be
oriented either vertically or horizontally on the build plate. Our solution can avoid
undesired deformation in the printing process without complex physical simulation.
We further consider static stability and material cost for printing, formulated as a
combination of the three metrics.

2 Related Work

Printing direction is one of the primary factors that alter the resulting quality and time
cost of the printed part. A number of approaches optimize the printing direction with a
variety of objectives, for example, to improve surface quality, decrease material, and
reduce printing time. The most common methodology is the multi-criteria assessment
approach [1, 2]. It begins with a set of candidate directions as a reduced search space.
The candidates are then evaluated by an assessment function of multiple attributes such
as time cost, material cost and surface error. The weighted sum of a set of the attribute
scores results in the final optimal direction.

In the recent literature, efforts have been made to tackle FDM’s drawbacks in terms
of appearance and stability. Zhang et al. [3] focused on the surface artifacts on the area
contacted by supporting structures. They optimized printing direction to avoid placing
supports in perceptually significant regions. The scores of a model in a range of
orientations are evaluated by a combination of support area, visual saliency, preferred
viewpoints, and smoothness preservation. Umetani and Schmidt [4] proposed an
optimal printing direction to increase the model strength after printing. However, no
approaches have addressed the shape deformation problem during the printing process.
Recently, Dumas et al. [5] highlighted the low reliability of slanted pillars in tree-like
support structures. They proposed a robust support structure based on vertical pillars
and horizontal bars.

3 Method

Our optimal printing direction is based on the following three criteria: dominant
directions, static stability, and support material cost. Figure 1 shows our pipeline. We
begin with the input model and search for a set of candidate directions U as a search
space for the optimal direction. We then obtain the final optimal direction /opt as

/opt ¼ argmax
/2U; /j j¼1

ðD/ þA/ þV/Þ; ð1Þ
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where D/ is the measure of how close a candidate direction / is to the dominant
directions, A/ is the size of the contact area created by the model printed in the
direction /, and V/ is the support volume built beneath the overhang area of the model.

Dominant Directions. Given the input model, we find a set of dominant directions
ei2f0;...;5g based on the normal clustering technique [6, 7]. We start with all facet
normals and classify them into three groups based on the likeness to the cluster center.
For each group, we find the directional center using PCA. Then, we apply the SVD to
compute the closest three orthogonal directions that are the new cluster centers. We
repeat the three steps until convergence. The three initial cluster centers are (1,0,0),
(0,1,0), and (0,0,1). The resulting three orthogonal directions are the first three dom-
inant directions ei2f0;1;2g, and the other three are defined by ei2f3;4;5g ¼ �ei�3. We
finally estimate how close a candidate direction / is to the dominant directions by

D/ ¼ max
/2U; /j j¼1;i2f0;...;5g

ð/ � eiÞ: ð2Þ

Stable Directions. We use the static stability criterion to find a set of candidate
directions as well as to assess each candidate for the final selection of the optimal
direction. The static stability is related to the proportion of the mass of the object
located above the base [8]. We estimate two geometric attributes: the position of the
center of mass projected onto the convex hull and the size of base polygon. The first
attribute finds the candidate directions U, while the second determines A/ of the
assessment function. First, we construct the 3D convex hull of the given model. We
then project the center of mass in each facet normal direction and compute the inter-
section. If the hit position is inside the facet, the normal direction is stable and is chosen
as a candidate for the final selection. A base polygon is defined by the facets of the
convex hull that are in contact with the build plate. Initially, we specify a base polygon
for the candidate direction / as a set X/ ¼ ft/g, where t/ indicates the facet whose
normal direction is /. We then expand X/ by connecting its neighboring facets by
examining how close the facet normal is to /, which is written as

X/ ¼ X/ [ftg; if / � nt [ e; t 2 adjðX/Þ; ð3Þ

where t 2 adjðX/Þ denotes facets incident to the base polygon, and e is a predefined
threshold. The areas of the facets in X/ are summed up, and A/ is computed by

Fig. 1. Outline of our method.
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A/ ¼
X
t2X/

AreaðtÞ
,X

x2M
AreaðxÞ; ð4Þ

where M is the input surface model. If no stable facets are found, the candidates are
defined as the facets whose normals are closest to the dominant direction.

Support Volume. Printing overhanging parts requires a disposable support structure.
A well-known support structure is a volumetric shape built by extruding overhang
facets downward. As the overhanging part varies with the printing direction, the
support volume can validate the direction’s cost efficiency. Accordingly, we employ a
support volume to minimize the printing cost. We find overhang facets by testing
whether the angle between the plane defined by the facet and the candidate direction is
higher than a critical angle. The downward extrusion of a facet can approximate a
trigonal pillar. The support volume is defined as the aggregate of all the trigonal pillars.
Once the model is oriented in candidate direction /, the resulting measure for the
support volume is finally computed by

V/ ¼
X

t2foverhangg
AreaðtÞ cos h/d

,
Volbbox; ð5Þ

where h/ is the angle between the facet t’s normal vector and /, and d is the distance
between the center of mass and the build plate (z ¼ 0). Note that we use the volume of
the model’s bounding box Volbbox for normalization.

4 Result

We 3D printed several models in two different directions using Ultimaker 2 and Cura.
We implemented our software using Libigl1 (for geometric processing) and Qhull2 (for
convex hull computation).

Figure 2 shows the printed Giraffe3 model. The printing material was Wood fill
produced by ColorFabb4. We used a 0.6 mm nozzle and a layer thickness of 0.12 mm.
The two printing directions and the printing results are shown in Fig. 2(a) and (b). The
first direction could reduce overhang area on the model surface. However, it resulted in
serious deformation of the four legs. In contrast, printing with our optimal direction
constructed the input model correctly.

Figure 3 shows the Male Javelin5 model printed with a 0.4 mm nozzle and a layer
thickness of 0.12 mm. The printing material was ColorFabb’s XT. Our optimal

1 http://libigl.github.io/libigl/.
2 http://www.qhull.org/.
3 http://www.123dapp.com/123C-3D-Model/Giraffe/593790.
4 http://colorfabb.com/.
5 http://www.123dapp.com/123C-3D-Model/Male-Javelin/719596.
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direction is shown in the right image of Fig. 3(a), and the printing result is shown in the
right image of Fig. 3(b). Our optimal direction resulted in better surface quality, par-
ticularly in the javelin. Our optimal direction made the javelin parallel to the build
plate, while the other direction inevitably created aliasing to construct the slope.
Moreover, our printing direction allowed the lower part of the printed javelin to be well

(a) (b)

Fig. 2. The Giraffe model printed in two different directions. The direction shown in the top of
(a) avoided a large overhang area but resulted in serious deformation in the legs ((b), left)
compared to the original model ((b), middle). In contrast, our optimal direction laid the model on
the build plate ((a), bottom). The right image in (b) shows that the model stands upright, just like
the original. The print time and material usage for our direction were 7 h 46 and 8.40 m,
respectively, as opposed to 7 h 05 and 8.26 m for the other direction.

(a)

(b)

Fig. 3. The Male Javelin model printed in two different directions. The left picture in (b) shows
the model printed in the default direction. The print time and material usage were 3 h 27 and
1.73 m. The model printed in our optimal direction ((b), right) shows much better surface quality
with less time (3 h 08 and 1.79 m) particularly in the upper part of the javelin.
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printed. We observed that printing software tools often failed to build supporting
geometry in spike shapes, such as the lower part of the printed javelin. We tested two
different software tools, Cura and Simplify3D, and both missed the same part without
the direction optimization.

5 Conclusion

We have shown how to optimize the printing direction to avoid shape deformation
during 3D printing. Our experimental results showed that our optimal printing direction
enabled thin slanted shapes to be printed correctly without undesired deformation or
partial loss in subparts such as spike shapes. Moreover, our stability criterion allows the
object to stand stably during the printing process. Further concerns include the support
volume and achieving reasonable printing time and material costs.

Our normal clustering-based dominant directions, however, cannot effectively
represent radial shapes composed of many spikes. For future research, it is worth
studying how to select important subparts with high potential for deformation in
automated or interactive ways.

Acknowledgments. This work was supported by the IT R&D program of MSIP/IITP.
[R0126-15-1016, Custom smart slicer development for domestic popular 3D printer].
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Abstract. For communication between heterogeneous objects there is a
heterogeneity problem that needs to be solved and to do this interoperability
between different protocols has to be secured using a middleware structured
adaptor. In this paper we suggest using a BLE(Bluetooth Low Energy) profile
adaptor which Interoperates data between objects based on DDS(Data Distri-
bution Service), a real time standard middleware. With this BLE profile adaptor,
BLE devices and other protocoled devices can interoperate data and by using the
profile based Standard data format we can obtain wide interoperability between
devices regardless of the BLE device’s type or manufacturer.

Keywords: IoT(Internet of Things) � BLE(Bluetooth Low Energy) � DDS(Data
Distribution Service) � Inter-operation � Profile � Adaptor � Heterogeneity

1 Introduction

With the indefinite development in IoT, the existing internet environment is extending
to distributed connection between devices [1]. These devices are using appropriate
protocols for communication given the physical properties and areas of activity. In this
process there has been a heterogeneity problem in communications between different
protocols. To solving this heterogeneity problem, securing interoperability is crucial
and to do this, a middle-ware based internet of things architecture is needed [2]. In this
paper, we discuss about BLE profile adaptors in IoT environments for securing
interoperability. BLE profile adaptors solve the heterogeneity problem between BLE
and other protocols letting us use the BLE data in other protocol fields which gives us a
much wider appliance. Also, because many researches and commonly used devices use
an individually defined data format, there is a heterogeneity problem where the dif-
ferent BLE devices depend on the type and manufacturer to be compatible with each
other. For the solution of this, the BLE profile adaptor defines and applies a profile [3]
based sectoral common data format, a standard data format, to solve the heterogeneity

© Springer Nature Singapore Pte Ltd. 2017
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problem between BLE devices giving the users a wide interoperability between BLE
devices regardless of the type or manufacturer.

The remainder of this paper is organized as follows. Section 2 introduces a research
on securing interoperability between objects. In Sect. 3, we describe BLE profile
application methods along with BLE profile adaptor structures and descriptions on the
interlocking process. Lastly, we discuss conclusion of our findings and further research
directions.

2 Related Works

[4] is a mobile gateway research for ubiquitous mobile health scenario. The healthcare
device gathers information from the users and integrates it with the smart device’s
location information and then delivers the integrated information to the cloud. Based on
the delivered information, the device finds and delivers a suitable service for the user.
[5] gives the user services in home automation environment based on the user’s
location. We matrix map the information gathered by the device and the information of
the user’s location to find a suitable service for the user and use CoAP(Constrained
Application Protocol) to deliver the service. [6] gathers information from the device
and by using semantic web, it offers the user and the cloud services through Restful.
In the perspective of scalability, [4–6] has a disadvantage when the nodes used for 1:1
communication external links increases, the complexity rapidly increases, which leads
the scalability to decrease. On the other hand, the BLE profile adaptor uses DDS [7]
carrying mesh topology type Pub/Sub structure where every node splits the burden
regardless of the number of nodes, giving the device great scalability. In the perspective
of profile use, [4–6] don’t use profile, the standard data format, which makes a
heterogeneity problem between BLE devices even though the data has the same
meaning. The BLE profile adaptor however, uses the standard data format profile
which gives the device a wide interoperability regardless of the type or manufacturer.

3 Research Content

3.1 BLE Profile Application

The BLE profile has a standard data format constituted by the Bluetooth SIG consisting
of many types of different profiles with different functions [8]. Each profile has ser-
vices, their characteristics, their characteristic’s requirements, etc. Many researches and
common devices in [4–6] don’t use profile and uses individual data format. This causes
heterogeneity problems between BLE devices. To solve this problem, we apply BLE
profile to the BLE adapter. To do this, we classify profiles by their fields based their
functions. After, we extract the common parts of the fields we classified, make a
common data format using the extracted parts and apply them to the BLE profile
adaptor. We divided 12 service profiles into 4 fields. We used each profile’s charac-
teristics and their requirements to extract the common data parts. Each characteristic’s
requirements were divided into 3 groups, Mandatory, Optional, and Conditional for
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each characteristic. And we extracted the Mandatory element of each characteristic and
made a common data format between the profile’s fields as shown in Fig. 1. We
applied the common data format to the BLE profile adaptor so that the adaptor can use
the standard profile based common data for each sector. By doing this, we used the
BLE profile adaptor to solve the heterogeneity problem between BLE devices and can
deliver wide interoperability regardless of the type and manufacturer of the BLE
device.

3.2 BLE Profile Adaptor’s Structure

The structure of the BLE profile adaptor is as shown in Fig. 2. The BLE profile adaptor
is BLE 4.0 in standard with 5 components and BLE zones. The BLE zone is con-
structed with the BLE device’s Peripheral and Central components and the BLE profile
adaptor’s Peripheral, Central components. When the Central requests pairing, the
Peripheral data is sent. But compared to the Central component, which can have several
connections, the Peripheral, can only have one connection. For this drawback of the
Peripheral component, we increased the number of them to 3 in the BLE profile
adaptor. In the BLE profile adaptor’s 5 components there is a Device Management part
for the Central component and 3 Peripheral components, Device Abstraction which
abstracts each of the connected device’s data from the received BLE data, Profile
Abstraction, which converts the abstracted data into sectoral common data as shown in
Fig. 1, Topic Instance Manager, which creates Topic by sectoral common data and
converting the Topic into sectoral common data, and finally the DDS Entity Manager

Fig. 1. Profile type & each profile IDL format
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which (publish/subscribe)s the topics and (generate/manage/delete/detect)s DDS rela-
ted Entity.

3.3 BLE Profile Adaptor Operating Procedure

The operating procedure of the BLE profile adaptor can be divided into the publishing
procedure and the subscription procedure of the DDS. In the publishing procedure, the
initial procedure of the BLE profile adaptor is connected with the BLE devices. The
Central component of the BLE profile adaptor requests connection to the BLE devices
(Peripheral) and if the Peripheral has data to transmit, the connection is concluded.
After the connection is made, the Peripheral components transmits BLE Packets to the
BLE profile adaptor, extracts necessary data, and delivers the data do Device
Abstraction. Device Management only has a function of managing the Central and
Peripheral components of the BLE profile adaptor. Device Management not only
functions as constantly requesting for connection of BLE Devices but also instructs to
sever connections forged. Data transmitted to Device Abstraction is managed and
abstracted by the connected devices(Peripheral). After the process of data abstraction
done by the devices, we can clearly identify the device’s ID, MAC Address, Data
Profile Type, Data Value, and Connection State. After that, the abstracted data is

Fig. 2. BLE profile adaptor
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delivered to Profile Abstraction and is abstracted into the common data format for each
devices that’s based on the research contents shown in Fig. 1. The common data format
for each device is generated into 4 types of Topics from the Topic Instance Manager
and through the DDS Entity Manager’s Publisher, is published to the DDS.

For the subscription process, the BLE profile adaptor subscribes a Topic from the
DDS through the DDS Entity Manager’s Subscriber. The subscribed Topic that is
primarily validated from the Topic Instance Manager is converted into each device’s
common profile data. The converted data is delivered to Profile Abstraction and is once
again converted into each device’s common data, the BLE profile adaptor identifies the
Device’s ID, MAC Address, Data Profile Type, Data Value, Connection State, and Etc.
The common data for each device goes through Device Abstraction and Peripheral
components and becomes a BLE Packet. After the process, Device Management
concludes necessary connections with the BLE device(Central) and through the BLE
profile adaptor’s Peripheral component, is transmitted to BLE Packet.

4 Conclusion and Further Research Directions

To provide wide use of the BLE protocols in the environment of IoT, we have to solve
the heterogeneity problem by securing interoperability of different protocols. Also, in
the case of BLE, even though there is profile, a standard data format, the use of
individually defined data format causes heterogeneity problems between BLE devices.
In this paper, we have studied BLE adapters based on DDS for solving the hetero-
geneity problem that hinder interoperability between standard profiles. Having a BLE
profile based sectoral common data format applied to the BLE profile adaptor we made
it so that the adaptor is not affected by type or manufacturer nor does it cause
heterogeneity problems between the devices, giving the device a wide interoperability.

In this study, there is a problem where we can’t apply a presently active extension
known as Beacon. We are thinking of setting our research direction towards combining
the BLE profile adaptor with Beacon and as a result, creating an area based BLE profile
adaptor unifying BLE data with proximity information.

Acknowledgements. This work was supported by the Human Resource Training Program for
Regional Innovation and Creativity through the Ministry of Education and National Research
Foundation of Korea (NRF-2014H1C1A1066721).
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Abstract. Recently, the intrusion cases by hackers are growing fast. In order to
prevent such intrusions, it is common to install a firewall or an intrusion
detecting system to be employed. However, since traditional intrusion detecting
system detects attacks by using static attack signatures, there are limits in coping
with changes of environment or methods of sneaking in. For these problems to
be solved, this paper suggests Environment Adaptive Intrusion Detection Sys-
tem using MAPE model. The system identifies the changes of external envi-
ronment from MAPE’s acts; through the recognized change values of
environment, it creates a proper attack sign and applies to the intrusion detecting
system. It is expected to operate the Environment Adaptive Intrusion Detection
System by using this method.

Keywords: Intrusion detection system � Environment adaptive � MAPE

1 Introduction

Due to developed IT technologies and the advent of new technologies, hackers’
attacking routes have been complicated and sophisticated. Through such evolved
intrusion methods, loads of security incidents have been occurring annually [1]. In
methods of prevention those attack, People have installed traditional firewall in
internal, external system, but it was not enough to protect the system from the
sophisticated intrusions. To solve these matters, there various IDSs (Intrusion Detection
System) come in to being [2, 3].

IDS is operated by pre-defined rule (Attack signature), according to the defined rule,
the performance of intrusion detection is settled. For this reason, the rule is very
important in IDS. In general IDS, men create the rule manually, but there are many
difficulties for men to analyze and write the code manually. In order to overcome these
difficulties, IDS using a variety of automatic rule generation methods are suggested
[4–6]. By using suggested methods above, we have been able to operate IDS effectively,
but there are finite limits which consider changes of the deployed environment of IDS.
Such limits could generate problems like False-Positive, False-Negative. To solve these,
this paper suggests an IDS which uses MAPE model to adapt changes of environment.
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2 Background

2.1 IDS (Intrusion Detection System)

IDS is a system to detect intrusions done by attackers, and to defend these actions
actively. This system consists of Abuse Detection Method and Anomaly Detection
Method, generally it uses the former. Also, in terms of the locations the system is
deployed, there are two things to be classified as NIDS (Network Intrusion Detection
System and HIDS (Host-based Intrusion Detection System). Such systems are decided
the detection performance by which the users define the rules, so the research in
enhancing the performance is under processing [7, 8].

2.2 MAPE Model

MAPE is a model to cope with actively changing environment and is being used for a
research of self-adaptive systems [9]. Such MAPE model largely consists of four
modules, and these are Monitor, Analysis, Plan, and Execute models. Each module
plays a role. Monitor monitors a dynamical change; Analysis analyzes detected
changes or characteristics of data; Plan makes a solution to adapt to the changed
environment; Execute plays a role to actually carry out the scripted solution. These four
modules consistently, repeatedly continue executing.

3 Environment-Adaptive Intrusion Detection System

The Environment Adaptive IDS that the paper suggested has a structure in which
intrusion detection module is connected with MAPE model. Through the MAPE
model, monitors the environment changes, and if any changes are detected, create a
rule which adapted to environment change. After that, created rule is applied the rule to
a detection engine of IDS. Figure 1 shows the architecture of suggested IDS.

3.1 IDS Module

IDS module uses snort which is an existing network intrusion system [2]. NIDS is
operated by rule based on rule, analyses network packets and carries out tasks such as
detecting packets, logging in, and giving alerts. It is based on rule, according to the rule
applied a new shape of IDS can be implemented. In this paper, the MAPE model is in
charge of the renewal work of the rule to implement the Environment Adaptive IDS.

3.2 Adaptive Module

The role of Adaptive module is to construct a rule that is adapted to environment
according to changes in the environment. In order to make it possible to the system to
be adaptive to environment, the adaptive module utilizes MAPE Adaptive Framework.
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MAPE Framework consists of Monitor, Analysis, Plan and Execute, and each role is
explained in the following.

3.2.1 Monitor Module
Monitor module is a module that plays a role to consistently monitor the environment
changes. The values that Monitor module observes are network traffic, usage of server
memory or the amount of CPU usage, etc. Within the Monitor module, there are several
probes to be deployed to monitor the various changes of environment values at the
same time. Also, in Monitor module, it designates a threshold value, so if any envi-
ronmental changes occurred exceed the designated threshold value, the monitored
environmental change values are sent to the Analysis module. For the reason why it
uses the threshold value in Monitor Module is when every time it occurs and creates a
rule, it might drop the performance.

3.2.2 Analysis Module
In analysis module, it identifies an abnormal environmental change, delivers a decision
of whether a new Rule should be made or not to the Plan module. The abnormal
identification of environmental change uses a statistic method. The reason why it uses
the statistic method is it needs a normal model of environmental change in order to
decide whether environmental change is normal or not. Normal model of environ-
mental change is expressed in a range form, has a constant range in the criterion of
mean value collected from the past. This normal environmental change model could
have a different model in terms of scale of environment to be deployed or

Fig. 1. The architecture of suggested IDS
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characteristics. By using this normal model of environmental change, Analysis module
decides all the environmental changes which are not in the normal range, delivers
environmental change information to Plan module.

3.2.3 Plan Module
In Plan module, it generates a rule that considers an environmental change value.
However, considering environmental change values, generating a rule is a very tough
work. For the reason, in this paper, environment adaptive rule are created by using
pre-defined rule format and analyzed environment change value. Figure 2 shows the
Example of Pre-Defined Rule Format.

In Fig. 2, X and Y are environmental variables. Environment adaptive rule are
constructed by applying environment changed variables which is X and Y. When
generating rules, it can generate different rules by applying different environmental
values even though it uses same format.

3.2.4 Execute Module
Execute model applies the rule received from Plan module to IDS module. Execute
module converts rule format into IDS module compatible format in order to renew the
IDS rule. After that, by applying the rule format to IDS rule, it could carry out the
intrusion detection using the environmentally adapted rule.

4 Evaluation

To evaluate a proposed method, the detection ratio of traditional IDS and proposed
adaptive IDS against DoS(Denial of Service Attack) are compared at the environment
changes on server In the evaluation, the hping3 tool is used to generate DoS attack.

Also, following assumption is used to simulate;

Free state of server: 300 packet per second
Free state of server: 600 packet per second
Free state of server: 900 packet per second

4.1 Scenario 1 Server State Changes from Free to Busy

In order to measure detection ratio between traditional IDS and proposed adaptive IDS,
simulated Dos attack is conducted. For the 100*1000 packets per second, 100 DoS

Fig. 2. Example of pre-defined rule format
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attacks are conducted to simulate situation when, state of server changes from free to
busy, Traditional IDS used static rules that are created in normal state, and proposed
adaptive IDS used environment-adaptive rules.

Table 1 shows result of simulation in state of server changes from free to busy.
As shown in Table 1, detection ratio of proposed adaptive IDS is higher than

traditional IDS against DoS attacks. Also, traditional IDS have a problem of
False-Negative.

4.2 Scenario 2 Server State Changes from Busy to Free

In order to measure detection ratio between traditional IDS and proposed adaptive
IDS, simulated Dos attack is conducted. Scenario 2 is used same environment like
Scenario 1, simulation is conducted when state of server changes from busy to free.

Table 2 show result of simulation in state of server changes from busy to free.
As shown in Table 2, detection ratio of proposed adaptive IDS is higher than

traditional IDS against DoS attacks. On the contrast of scenario 1, The False-Positive
problem is occurred in scenario 2.

5 Conclusion

This paper suggested the IDS connected with MAPE model in order to implement the
Environment Adaptive IDS. In the suggested methods used MAPE model to monitor
any environmental changes and if any changes are spotted, environmentally adapted
rule is generated. The environmentally adapted rule was applied to IDS. Since the rule
generating method that the suggested methods used use pre-defined rule information,
there exists limits to depend on the pre-defined rules. Due to such limits, the perfor-
mance of Environment Adaptive IDS could be degraded. To overcome the limitations,
researches about more flexible automatically generating rules are needed and if it is

Table 1. Result of simulation in Server state: Free -> Busy

Traditional IDS Adaptive IDS

True-Positive 48 83
True-Negative 25 17
False-Positive 0 0
False-Negative 27 0

Table 2. Result of simulation in Server state: Busy -> Free

Traditional IDS Adaptive IDS

True-Positive 18 24
True-Negative 50 76
False-Positive 32 0
False-Negative 0 0
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achieved, it is highly expected that we would be able to operate the system which has
the higher detection performance.
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Abstract. In the advent of SDN paradigm, the accumulated verification tech-
nologies in the existing software fields are being used to verify the SDN. Data
Plane consists of Forwarding Devices and is controlled by Control Plane. If
correctness of the Forwarding Device is not verified, it affects to the whole
network. However, doing every testing by manually is a huge time-cost con-
suming act, so it requires an automation. In this paper, it suggests a framework
which applies ART (Adaptive Random Testing) technique which considers
OpenFlow Switch to be Black Box from the Controller point of view and is easy
to do a testing automation.

Keywords: SDN � OpenFlow � Adaptive random testing

1 Introduction

SDN paradigm has brought us new challenges. SDN is a networking paradigm which
deals with networking direction settings and controls or complicated operating man-
agement through software programming. SDN has acquired programmability through
its operating ways and structure in which Control Plane and Data Plane are logically
separated [1]. The Control Plane controls over Data Plane which consists of Data
Forwarding Devices (switch, router, etc.) like Operating System. There is one which
represents SDN: OpenFlow and it virtually is located in de-facto standard. The
behavior of OpenFlow is that OpenFlow Control Plane, called OpenFlow Controller,
updates Flow Table Entries in Data Plane, called OpenFlow Switch, and OpenFlow
Switch is processed by flow based on the Flow Table [2]. So, since the role of software
has grown huge, we could manage as well as control the network more flexibly and
closely. However, the side effects of the software highly made the risk of having more
defects. One of the network factors that could not be found from the beginning can
affect to the whole network. According to severity of the defects, it would cause a
serious result which ranges from packet loss to paralysis of the whole network. For
example, if a switch actually run by network could not do a packet processing function,
it would have caused a serial accident in the end. Thus, testing a correctness of network
function is a very basically and fundamentally important activity.
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The testing or SDN-OpenFlow verification research which has been done above are
substituting the testing methods or the existing software fields from the researchers’
point of views towards SDN. However, most of the researches make SDN approach to
Finite State Machine and only do Formal Verification by using authentication tools as
in theorem prover, model checking [3–9]; it is actually difficult for testers to implement
because of high learning curve. In the paper, we suggest functional testing methods in
which OpenFlow Switch regards to Black-Box in a Controller point of view. Controller
generates packets for a functional testing and put the packets in a Switch. Getting the
results from the switch which contains the packets, compare them to ideal results.
A way to generating packet used Adaptive Random Testing technique. In order to
lessen time consuming, tedious functional testing characteristics, we suggest OpenFlow
Switch testing automation framework which can automatize such as test execution, test
generation, test selection, and test result comparison.

2 Background

2.1 Black-Box Testing

Black-box Testing is one of the Software Testing techniques that test software activities
about internal software without any knowledge. The black-box testing is widely being
used in almost every software [10]. The paper watches Switch as Black-box from the
controller’s point of view because when Ingress Packet is sent from the controller,
black box switch plays a role to do as a packet and throw them back to Egress Packet.

2.2 Adaptive Random Testing

Random Testing can be applied to test generation, since it has the most popular and
easiest advantages. However, for the Random Testing, as it tests randomly and selects,
it has some performative problems in balancing between error detection and test
generation. To fix these issues, Adaptive Random Testing is suggested by Cheng. ART
generates test data more effectively and evenly based on Failure Pattern in Input
Domain, and there is a variety of ways existed and is being researched. This paper uses
FSCS-ART which chooses next test by distance in between a fixed size test candidate
set and executed test [11, 12].

2.3 Testing SDN-OpenFlow Switch

SDN-OpenFlow verification and testing research are substituting existing software
verification or testing methods from the researcher’s point of view towards SDN.
OFTEN is regarded as black-box, so it proceeds integrated network testing and detects
unrevealed inconsistencies through state-space exploration techniques [13]. Through
simple processes, we suggested approaches about integrated network testing, but by
using the Model Checking technique, overhead factors about additional preliminary
things are remained. SOFT is checking about Functional Equivalence of different
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OpenFlow agents to test inter-compatibility. Individually different OpenFlow agents’
functional equivalence is checking over whether they return the same results or not
through symbolic execution [3].

Automated Test Packet Generation (ATPG) automatizes test packet generation
based on topology information of organization and suggest the ways to minimize the
number of test packets [14]. For FlowTest, by using Al Planning Tool, it generates Test
Plan and suggests the way of testing Data Plane [15]. In case of InSP, it gets infor-
mation from Packet Template Table and Flow Table and suggests the way of gener-
ating packet [16]. J. Yao et al. [4] provided a way and a tool that are able to test
Black-Box in SDN Data Plane. Based on OpenFlow switch specification which sup-
ports multi table, formal model switch in a specification language, and after it makes
Data Graph and Data Paths based on this model, it uses a way to creating test case
through those two things. However, there are limits that the flow table status of an
actual switch that constantly changes cannot be instantly applied to the switch model.
Besides, for OFTest, it suggests a test case about OpenFlow Switch [17].

3 OFART: OpenFlow Switch Adaptive Random Testing

OFART consists of three big parts (1) Test Packet Generation, (2) Test Selection,
(3) Test Execution. The flow chart is illustrated in Switch Testing Tool provided by
SDN Open Source Framework RYU [18].

3.1 Overall

The whole OFART Framework architecture is illustrated in Fig. 1. At first, test gen-
erator creates the number N of Test Data and stores them into Test DB. Test Selector
randomly chooses one of the Test Data out of N. After the Test Data which is chosen by
Test Selector is created as a Test Pattern, is sent to Tester. Test Pattern is a test script
file which is written in JSON format. Tester makes Test Pattern a packet and gives the
packet to the switch which is to be tested. After the packet given to the switch is
matched with Flow Table within the switch, output packets taking actions accordingly.
The egress packet decides Pass or Fail after comparing Desired Packet with Egress
Packet through Test Executor. Decided results are sent to Test Selector. The Test
Selector chooses 10 candidates from Test DB, makes Candidate Set, and has distance
value from recently executed Data. If compared results are Pass, Test Selector chooses
Test Data which is the farthest distance. If it is Fail, it stores the Data in Fail DB,
chooses the closest Test Data. The chosen Test Data is sent back to Generator and made
as a test pattern. It repeats the acts shown above.

3.2 Adaptive Random Test Packet Generation

In this section, we describe of how Test Generator makes Test Pattern to make Test
packet. Test Pattern is JSON which is to test OpenFlow Switch in RYU. Test Pattern
consists of Prerequisite, Ingress Packet, Egress Packet. Test Generator generates Test
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Pattern written in JSON format by ART technique. The created Test Pattern is sent to
Tester and Tester interprets the Test Pattern and makes Test Packet to test switch. All
the processes will be named as ‘Adaptive Random Test Packet Generate’, and acronym
of the term is ARTPG.

3.3 Similarity-Based Test Selection

FSCS-ART picks up test data which will be executed next based on the distance
between candidate set and executed test. The next data would be chosen as farthest data
from the test data which was executed before. Numerical Input Domain can measure
the distance through Euclidian distance, but for OFART, each factors of Test Data have
a variety of shapes and scopes. In order to fix such problems, we defined a distance in
between Tests based on similarity of tests. In other words, testing subset has a high
similarity, and other functions a low similarity, Thus, tests with high similarity have a
short weight: short distance, low similarity have a short weight: long distance.

Selector sends the test which is randomly chosen by Test DB to the Generator. And
then, after calculating distances of the chosen test and randomly chosen 10 candidate
tests, temporarily remember the farthest test, the closest test. After receiving a test
result (Pass/Fail) through Generator and Test, if the result is Pass, sends the farthest test
to Generator, or Fail, sends to the closest test to Generator.

Fig. 1. High-level architecture of OFART framework
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4 Evaluation

In order to evaluate proposed method, we measure effectiveness using F-measure that is
number of test cases required to detect the first defect. The defect is injected at a
‘SET_DL_DST’ function of Open vSwitch for F-measure. To compare traditional
random testing with proposed method, the test case count and execution time are
measured to find a injected defect. Setup time do not included in execution time.
Table 1 shows simulation result of 100 times.

As shown in Table 1, generated test cases of OFART are reduced 67 % than
random testing. Also, execution time is reduced 62.5 %. As a result, OFART’s per-
formance show higher than random testing.

5 Conclusion

This paper applies ART technique in order for SDN Switch to do Functional Testing,
suggests Framework which automatizes it. OFART can be used when Regression
Testing and Tester are systematically verified in developed functions. Testers which
will not involve in the development directly would be able to easily test the SDN
Switch without implementing a high-learning curve. By applying ART technique,
testing is under processing based on Failure Pattern, so it is more effective than the
randomly pick-up way, and through automation, there would appear a reduction effect
in the time and cost phases which are consumed by repeated actions of functional
testing.
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Abstract. Networking infrastructure of a software defined network (SDN) is
demanding further studies to achieve continuity and high availability of data
transactions for cloud computing services. Nevertheless, the high-speed and
complicated network of hosts and network devices often encounters with a
variety of failures either of links or system components. This paper aims to study
the specific characteristics of and the impact of various failures on a typical SDN
infrastructure. We propose a stochastic model using stochastic reward nets
(SRN) with the incorporation of hardware failures (of hosts, switches, storages
and links) and software failures (virtual machines (VM). The system model is
analyzed based on steady state availability in the case of default parameters.
Comprehensive sensitivity analyses are conducted to study the system behaviors
with regard to different major impacting factors. Reliability analysis is also
carried out to pinpoint the role of VM migration in extending the system life-
time. System power consumption based on availability of every module is also
conducted to examine the power allocation on system devices and operations.
This study provides a helpful basis for network design and implementation in
SDN infrastructure.

Keywords: Software defined network � Stochastic reward net � Availability �
Reliability � Power consumption

1 Introduction

Software defined network (SDN) has emerged as a promising networking paradigm to
resolve the existing limitations of the current network infrastructure in modern cloud
computing systems. The core idea of SDN is to separate the network control logic
(control plane) from the physical networking devices (routers, switches) which perform
data forwarding functionalities (data plane) [1, 2]. Thus, the network infrastructure is
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simplified to consist of simple forwarding devices whereas network control logic is
implemented in a network controller (or network operating system). This concept
highlights the programmable capability and flexible reconfiguration of the SDN to
simplify policy enforcement. In fact, physically centralized network infrastructure still
requires adequate levels of system availability and reliability.

Although many efforts were made to enhance the availability and reliability of the
SDN, the previous work are mostly focused on the implementation of the SDN in
different manners. The core technology and applications of virtualization for SDN are
of focus in various studies. For instance, the server virtualization and virtualized sys-
tems as the fundamental elements of SDN are studied in detail in [3]. A network of
virtualized servers complying a data center network topology is studied in [4] and the
use of virtualized systems for disaster tolerance is introduced in [5]. On the other
perspective, the scalability of a network virtualization in the SDN are analyzed in [6],
and different data forwarding algorithms for protection and restoration to improve the
network resiliency against cyber-attacks and other component failures were proposed in
[7]. Also, many others tackled various security issues of the SDN including the pros
and cons of the SDN security [7], and designing a secure and dependable SDN control
platform [8]. The work [9] dealt with network management challenges, as well as
failures and recovery of single/multiple controllers [10–12]. A few work assessed SDN
performance through experiments [13]. The dependability of SDN with respect to the
number of network devices and hosts was presented in [14] with more focus on SDN
controller rather than SDN physical infrastructure. Generally, previous works do not
provide a common ground to assess the availability and reliability of SDN. Therefore,
our effort in this paper is to conduct a comprehensive evaluation of the SDN
infrastructure.

The main contributions of this paper are summarized as follows:

• study detailed characteristics and system behaviors of networking infrastructure of a
typical SDN. We incorporate a variety of failure modes including server failures,
virtual machines (VM) failures, and switch failures. To avoid any severe loss, we
incorporate the VM live migration between clusters of servers or between direct
servers.

• propose availability model using stochastic reward nets (SRN). The availability
model is modified to create a reliability model for the sake of system reliability
assessment. The model is also used in power consumption assessment.

• comprehensively assess the network infrastructure of the SDN based on various
metrics of interest including steady-state availability (SSA), sensitivity of system
availability, system reliability and power consumption over time of major subsys-
tems and operations.

The rest of this paper is organized as follows. Section 2 introduces a typical
architecture of the SDN infrastructure in consideration. Section 3 presents the proposed
SRN model of the SDN. Section 4 presents the numerical results and system assess-
ment. Section 5 highlights some existing issues to discuss and for future work. Sec-
tion 5 concludes the paper.
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2 A SDN Architecture

Figure 1 depicts a typical SDN architecture in consideration. The system consists of
control plane and data plane as common design concept of SDNs [4]. Currently, the
control plane does not involve in the modelling and analysis in this paper. The data
plane (as also known as SDN infrastructure) composes of a certain number of physical
devices including SDN networking devices (switches S1, S2, and S3), 6 physical
machines (also called hosts: (H00, H01), (H10, H11), (H20, H21)). The networking in
the SDN infrastructure is implemented either for SDN management or for
fault-tolerance. Particularly, the physical machines are organized in clusters, in which
every two machines connect to a switch (H00 and H01 connect to S0; H10 and H11
connect to S1; H20 and H21 connect to S2). Furthermore, physical machines are
equipped a multiple-port network card to either connect to switch in a cluster and to
connect directly to another machine in other clusters (H00 connects to H10; H11
connects to H20; H21 connects to H01). The network bandwidths of the internal and
external connections within and between clusters are different. Connections within a
cluster (between hosts and a switch of the cluster) are much faster than those between
clusters (between hosts of different clusters). The SDN controller communicates with
the switches via a typical protocol (e.g. Open Flow [15–17]) for data packet forwarding
functionalities. Whereas, system users can access the machines through switches. The
physical machines are virtualized to host a number of VMs for computing services.
Users might run apps on the VMs. We will model and analyse this system architecture
using analytical modelling in the next sections.

3 Stochastic Reward Net Model

This section presents in detail the stochastic modeling of the system using SRN.

3.1 System SRN Model

The whole system SRN model is shown as in Fig. 2. The model consists of several
submodels for hardware and software components. The physical devices (switches and
hosts) are modeled using two-state models (up and down state models). The software

Fig. 1. A typical SDN architecture
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subsystem (VMs) are modeled together in a single submodel to capture the interaction
and communication between the VMs of the SDN. A certain state of a component is
represented by a blank circle. If a number presents in the circle that means the com-
ponent currently stays in the corresponding state. In the VM subsystem model, if there is
a multiple number in a certain circle, it means a number of VMs all stays in the same
corresponding state. The blank rectangle represents for the timed-transition in which the
transition between states consumes a period of time (e.g. time to failure, time to repair,
time to migration etc.). Whereas the black-shaded rectangle represents for the immediate
transition in the way that a transition between states is considered as instant occurrence
regardless of time. This is to capture the dependent behaviors of the VM subsystem on
the physical components (e.g. when a host enters downstate, all of its hosted VMs are
instantly migrated to mitigate downtime services). The system initiates with all sub-
systems in upstate. In order to capture the exact behaviors of the system, a set of guard
functions is employed in order to enable/disable transitions and manipulate the transi-
tions of tokens. The complex combination of token locations in the SRN model forms
the corresponding system state. Thus every transition of any token from a place to
another place in the system model implies the corresponding transition of system states.

3.2 Two-States SRN Models of Hosts and VMs

Figure 3 shows the two-states models of the non-redundant subsystems with only one
kind of outage/recovery in the cluster 0 including host H00 (Fig. 3a), virtual machine
VM00 (Fig. 3b) and switch S0 (Fig. 3c). The other hosts, VMs and switches in the
remaining clusters are modeled identically. From the normal states (PH00up, PVM00up,
PS0up), the models go to down state upon corresponding hardware or software
failures with the rates respectively kh, kvm, ks. Accordingly, a token is taken out
from the aforementioned upstate and deposited in the corresponding downstates

Fig. 2. SRN system model
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(PH00dn, PVM00dn, and PS0dn) through the red timed-transitions TH00f, TVM00f and TS0f.
The models return upstate after the completion of respective recovery with the rates lh,
lvm, and ls. As soon as the timed-transition represented for recovery actions TH00r,
TVM00r and TS0r are enabled, the tokens in the downstates are removed and deposited
back in the respective upstates. The corresponding subsystem comes back its opera-
tional state. In the submodel of VM subsystem on a certain host (Fig. 3b), there could
be a multiple number of VMs at the same time in the upstate PVM00up. In this case,
these VMs compete to each other to fail in advance thus with higher rate dependent on
the number of existing VMs in the upstate PVM00up at a certain time. This behavior is
captured using marking dependence in the way that the rate of the timed transition
TVM00f varies upon the number of tokens in the place PVM00up. The marking depen-
dence is denoted by the mark ‘#’ besides the timed transition TVM00f.

3.3 VM Live-Migration SRN Models

i. Within a Cluster: Figure 4a shows the modeling of VM live migration within a
certain cluster. The migration is triggered when one of the host goes down. Particularly,
we consider the live migration between the hosts H00 and H01 in the cluster 0. When
the host H00 goes down (one token is deposited in the place PH00dn in Fig. 3a) and the
host H01 operates in healthy state, the immediate transition tH00f res to remove all
tokens in the place PVM00up and deposit them in the intermediate place PVM01mig. This
is to say that all the running VMs suddenly go down, the live migration process is
triggered instantly and the VM image files on the network memory system are sub-
sequently migrated onto the healthy host with the rate xmig. When the migration
process of a VM completes, the timed-transition TVM01mig is enabled and one token is
taken out from the place PVM01mig and deposited in the place PVM01up. The migrated
VM enters its operational state but hosted on the remaining host. The similar VM live
migration process goes identically when the host H01 goes down and the host H00 is in
upstate. The immediate transition tH01 fires, then all tokens in the place PVM01up are
taken out and deposited in the place PVM00mig. The migration process with the rate xmig

deposits a token at a time into the place PVM00up. The VM of the failed host H01 is
migrated completely onto the healthy host H00. The intermediate places PVM00mig and
PVM01mig represent for the network memory system within a cluster where the synced
VM image files are stored for fault-tolerance. The within-cluster VM live migration is
applied for the pairs of hosts in clusters (H00, H01); (H10, H11) and (H20, H21) as

(a) Host H0 (b) VM00 (c) Switch S0

Fig. 3. Two-states SRN models of host, VMs and switches
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shown in the system model (Fig. 2). The migration is conducted via high-speed net-
work connections (about Gb/s) within a cluster.

ii. Between Clusters: The between-cluster VM migration is modeled as in Fig. 4b. The
migration process is triggered instantly in two cases: (i) a switch fails and (ii) both hosts
of a cluster stay in downtime. Either any of these cases happens, the system users are
not able to access their VMs. Therefore, it is necessary to migrate the users’ VMs onto
the other cluster to improve the system availability to the users. The migration depicted
in Fig. 4b is between the host H00 of the cluster 0 and the host H10 of the cluster 1. In
particular, when one of the aforementioned failures occurs in the cluster 0 supposedly,
the immediate transition tVM01m is enabled. All tokens in the place PVM00up are
removed and deposited in the place PVM01m. The between- clusters migration is trig-
gered consequently. When the migration completes, the timed-transition TVM01m is
enabled to remove one token from the place PVM01m and deposited in the place
PVM10up. The VM on the inaccessible cluster is now migrated on the healthy host in the
accessible cluster. If the failure cases occur on the cluster 1, the VM migration is
similarly implemented and captured by the immediate transition tVM10m, the place
PVM10m and the timed-transition TVM10m. The identical rates (xm) of the
timed-transitions TVM01m and TVM10m represent for the network speed of the con-
nections between the clusters. With the assumption that, the clusters locates in different
places in a cloud data center, the value of this network bandwidth is likely smaller than
that of the network bandwidth of the local connections within a cluster.

4 Numerical Analyses and Result

The SRN system model is implemented in the Stochastic Petri Net Package (SPNP)
[18]. Default input parameters are summarized as in Table 1. Our metrics of interest
include steady state availability, availability sensitivity, system reliability and power
consumption of the system.

(a) Within a Cluster (b) Between Clusters

Fig. 4. SRN models of VM live-migration
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4.1 Availability Analyses

(a) Steady State Availability Analyses: To compute the steady state availability (SSA),
a reward is assigned to every marking (i) of the SRN model. The reward ri is defined as
in the Eq. 1:

ri ¼
1 if ð#PVM00up þ#PVM01up þ#PVM10up þ#PVM11up þ#PVM20up þ#PVM21up [ 0Þ
0 otherwise

�
ð1Þ

We compute the SSA using SRN for two cases: (i) the SDN with one isolated cluster
(SDN01) and (ii) the proposed SDN (SDN02). We limit the number of the VMs in the
above cases at 2 VMs, since our focus is to highlight the capability of the SDN to
rescue the VMs onto the other hosts for business continuity in use in any unexpected
failures of physical hardware.

The output result of SRN method show that the overall system availability is improved
vastly when the system configuration changes from one cluster (SDN01) to three
cluster (SDN02) even though the number of VMs are same in both configurations. This
is to say that networking in the SDN infrastructure is important not only for data
forwarding functionalities but also for fault-tolerance. Since, if a failure occurs in any
severe manner (both hosts go down or switch fails in one cluster), the VMs in services
are likely rescued to other clusters with little downtime of the service.

Table 1. Default input parameters for SRN model

Name Attached
transition

Description Meantime/Values

1/kH THf Mean time to failure of a host 1 month
1/lH THr Mean time to repair a host 8 h
1/kVM TVMf Mean time to failure of a VM 7 days
1/lVM TVMr Mean time to repair a VM 1 h
1/kS TSf Mean time to failure of a switch 6 months
1/lS TSr Mean time to repair a switch 24 h
xmig TVMmig Network bandwidth of the connections

within a cluster
1 Gb/s

xm TVMm Network bandwidth of the connections
between clusters

256 Mb/s

SVM Image file size of a VM 10 GB
Ch Power consumption of a host per time unit 500 W
Cvm Power consumption of a VM per time unit 76 W
Csw Power consumption of a switch per time

unit
223 W

Cmig Power consumption of VM migration per
time unit

25 W
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(b) Availability Sensitivity Analyses: The sensitivity analyses are conducted by
varying a specific input parameter while fixing all the other parameters. This type of
analysis provides proper assessment on the system characteristics over the variation of
parameters. Thus, it helps find the bottle-neck of the input parameters. Our parameters
in interest are the operational time of the whole system, network bandwidth (within and
between clusters) and the size of VM image. The results are as follows.

– System time: Fig. 5a shows the variation of system’s overall availability over time.
As time goes by, the system availability gradually decreases. The value goes down
faster in early period of time (0-300] hours when many failures of different system
components probably occurs. In the late time, the availability approaches a steady
value which is actually the steady state availability as computed in Table 2.

– VM size: The dependence of the system availability upon the VM image le size is
shown clearly as in Fig. 5b. Under the default values of the network bandwidths,
the size of VM image le at about 10 GB (as default value in Table 1) is the optimal
to obtain the highest system availability. If we intend to migrate the VMs with either
smaller or bigger size, the system availability actually decreases. With smaller VM
size than the optimal value, even though the migration time could be mitigated but
the migrated VMs depend on the new hosts’ operational states. If the VMs have
bigger size, it likely takes longer time for migration and thus it is not efficient to
gain higher availability for the VMs.

– Network bandwidths: Fig. 5c and d present the variation of the system availability
respectively upon the changes of network bandwidths xm and xmig. Basically, both

Fig. 5. Availability sensitivity analyses of the SDN infrastructure
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types of network bandwidths (within and between clusters) bear the same effect on
the system availability. In particular, in the early stage (0–500] Mb/s, an increase of
the bandwidths can vastly boost the system availability. Whereas in the late period
(over 500 Mb/s), the above-mentioned effects do not maintain. The system avail-
ability stays stable regardless of the increase or decrease of the network bandwidths.
This can be explained as follows. (i) Under the default value of the VM size
(10 GB), the system needs to find the optimal values of the bandwidths in order to
migrate the VMs but also to gain highest availability. Thus, a small increase of the
network bandwidths in early stage can actually provoke a huge increase of system
availability. (ii) As soon as the system finds the optimal values of the bandwidths,
the even faster network connections do not contribute more effectiveness of the VM
migration processes in general. Furthermore, it is noticed that the variations of the
network bandwidth between clusters (xm) can enhance higher system availability in
comparison with the variations of the network bandwidth within a cluster (xmig).
These system characteristics are the significant base in designing the SDN
infrastructure.

4.2 Reliability Analysis

In order to evaluate the system reliability over time, the availability model in Fig. 2 is
modified to create a reliability model in the way that all recovery actions for hosts,
VMs and switches are removed. The analysis result is shown in Fig. 6. Since the
system is assumed to not have any recovery actions, the system reliability obviously
falls down along with the passing of time. The whole system goes down at about
1000 h after its start. This also pinpoints that the VM live-migration techniques
employed in the system do extend the lifetime of the system beyond the lifetime of the
physical hosts (1/kH = 720 h).

Table 2. Steady state analysis of the SDN

Case SRN

SDN01 0.997161819972
SDN02 0.999913646747

Fig. 6. A typical SDN architecture

Table 3. Power consumption in a
year

Module/Operation Power
(Watt)

Hosts 2,997,393.29
VMs 151,624.96
Switches 669,660.57
Migration 3.55
Overall 3,818,682.38
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4.3 Power Consumption

The operations of the system actually consume a certain amount of energy in Watt
(W) over time. Without loss of generality, we assume that the major sources of power
consumption are on the system modules (hosts, VMs, switches) and main system
operations (VM migration) while all the other energy leaks are not main our focus and
ignored consequently. Thus, the overall power consumption of the system is defined as
in the Eq. 2:

PSDN ¼ Ph þPvm þPsw þPmig ð2Þ

Ph ¼ Ch:Ah:T ð3Þ

Pvm ¼ Cvm:Avm:T ð4Þ

Psw ¼ Csw:Asw:T ð5Þ

Pmig ¼ Cmig:Amig:T ð6Þ

Where:

– Ch, Cvm, Csw, Cmig are respectively the power consumption in a time unit (W/h).
– Ah, Avm, Asw, Amig are respectively the overall availability of the modules or

operations over a period of time.
– T is a certain period of time in consideration.

We will use the Eqs. 2–6 to compute the overall system’s power consumption over
time. The constant values are listed in Table 1 referenced from [19, 20]. Table 3 shows
the power consumption of every system components and the overall SDN infrastructure
in consideration over a year. As the physical devices, hosts and switches consume the
most power. Since we run VMs on the system along the way in a year, it also consumes
some amount of power. The overall power consumption in a year of the SDN
infrastructure is about 3.8 Mega Watt (MW).

5 Conclusion

This paper has shown a comprehensive modeling and analysis of a typical SDN
infrastructure using SRN. The system was assessed based on a variety of metrics of
interest including steady-state availability, availability sensitivity, reliability and system
power consumption. The results pinpointed that to obtain the high-availability infras-
tructure for a SDN, it is necessary for the system to comply with a specific network
topology and to apply different fault-tolerant methods (e.g. VM live migration).
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Abstract. Object Identifier (OID) has been used in various areas, but its usage
has been limited to naming things for a long time. In order to extend OID for
identifying Web services, we suggested a new kind of OID named Service OID
and its relevant resolution scheme. It is expected for devices to easily collaborate
by resolving a simple number-shaped Service OID to the corresponding URI.
This simple resolution seems straightforward, but it is not enough for a caller to
use the converted URI because every URI needs its unique parameter signature.
For this, in the proposed resolution scheme, a data schema was designed and
used to provide the binding information of URI.

Keywords: Object Identifier (OID) � Internet of Things (IoT) � Dynamic
service binding

1 Introduction

Object Identifier (OID) is a globally unique ISO (Internationalized Organization for
Standardization) identifier [1, 2]. It has a reverse tree namespace that enables organi-
zations to make their own unique namespaces under the allocated tree arc to the
organizations in an independent manner [3]. OID has served to name things in diverse
areas such as Health Management [4], Network Management [5], X.509 certificates [6],
etc. OID has useful features and it is specialized in naming things, but researchers have
not paid much attention to extend OID to identifying virtual things.

If OID is extended for this purpose, the convergence of physical and virtual things
can be much easier and this will result into the rise of new application areas. Actually,
URI is de facto standard for devices to call each other’s services, but URI occasionally
tends to be long and complex. Comparing to URI, OID has an advantage of its
simplicity. With only simple number-shaped OID similar to a phone number, users can
indicate a virtual service without knowing the complex URI of the service. This feature
will also help the collaboration of devices in Internet of Things (IoT) [7], because the
devices can call each other’s services with only OID numbers.

However, in order to realize this vision, several prerequisites have to be resolved.
First of all, an OID should be translated into a URI indicating the target service. For
this, an identifier resolution system has to be provided. Secondly, the binding infor-
mation for this converted URI should be given after the resolution process of the OID
has been completed. The first task seems not difficult because the existing OID
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Resolution System (ORS) can be easily upgraded to add this kind of the resolution.
Comparing to the first one, the second task will be a headache because callers have to
understand the parameters and the signature of the URI before using the service
connected to the URI. In order to tackle this issue, the resolution of OID should contain
a scheme that gives callers binding information of the target URI. The task seems not
easy to solve, but if it is done, OID-based service binding for IoT will be feasible.

In this paper, we proposed a new kind of OID named Service OID that can indicate
any kind of Web services with simple numbers and dots. To resolve Service OID, we
designed a scheme that provides a protocol and a data schema for service binding
between peers having OID only. The rest of this paper is organized as follows.
Section 2 describes a proposed architecture, a binding schema and the operation of the
system. Section 3 concludes the paper.

2 System Design

2.1 Service OID and Resolution Scheme

OID has widely used in identifying any kind of things. It is based on the hierarchical
name structure of the OID tree [2]. This OID naming uses a sequence of names
delimited by dots while traversing the OID tree from the root. In the root level, there are
3 nodes; itu-t(0), iso(1), and joint-iso-itu-t(1). Each node of the OID tree has both a
name and a number and it can have the infinite level of sub nodes under itself. For
example, the OID of “wmo” is {joint-iso-itu-t(2).alerting(49).wmo(0)}. It represents
the “joint-iso-itu-t” node has an “alerting” sub node and the “alerting” node has a sub
node of “wmo”. Also, OID can be represented as a sequence of numbers delimited by
dots from the root node. In this example, the OID of “wmo” will be “2.49.0”.

While the main purpose of OID is indicating things, Service OID is proposed to
identify Web services. Using Service OID, a caller can use easily service providers’
Web services with simple number-shaped OID. To make it possible, some kind of
resolution scheme is needed. As shown in Fig. 1, we proposed the resolution scheme
which has three functional parts; A Root ORS, a Service ORS and a service provider.
When a caller wants to use a service indicated as a OID like “1.4.3.2”, the caller
requests a resolution to the Root ORS with the OID. Then, the Root ORS resolves the
OID with the corresponding URI of the Service ORS. The caller queries the
Service ORS how the binding information of the URI consists. After getting the
binding information from the Service ORS, the caller requests the service provider for
the target service.

2.2 Service Binding

URI Signature. When a caller wants to use a Web service with its URI, the caller has to
know how to assign the arguments of the URI in advance. For example, a service which
provides the geographical information of the current location will demand its callers to
assign proper location data to the corresponding parameters. However, practically, the
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callers cannot figure out how many parameters the URI has and which data type each
parameter follows. In the current technology, the only solution is embedding the
hardcoded binding codes in the caller to use the service. Definitely, it will result in
limiting dynamic binding and mash-up services between devices. In this paper, to
resolve the issue, the Service ORS was designed to give binding information which
describes the parameters and the signature of the URI.

Design of a schema. To describe the signature of the URI, an XML schema was
designed. The schema consists of two parts. The first part is the signature of a target
URI. The part defines a method, a return type, a URI template [8], and a description.
The second part describes the name and the data type of the parameters written in the
URI template. Table 1 shows each part of the schema.

A Sample Service Binding. Binding information with the proposed schema tells a
caller how URI template consists and how parameters are assigned. For example, a
service for the MD5 (Message Digest 5) hashing can have a sample binding infor-
mation in shown Fig. 2. Let’s assume the service has an OID of “1.4.3.2”. In the
scenario, a caller that wants to use the MD5 service will call the service with the OID.
Then, the root ORS returns the Service ORS’s URI such as “http://service.example.org/
md5”. The caller requests the service ORS to give the binding information for the

Fig. 1. The proposed scheme consists of three parts which collaborate to resolve a service OID.

Table 1. The schema for the description of the URI signature

Attribute methoda GET or POST
return_typea MIME type for the returned data
templatea URI template
descb Human readable text describing the URI

Child
node

parameterc Attribute namea The parameter name included in the
signature

data_typea The data type of the parameter
descb Human readable text describing the

parameter
amandatory, b0 or 1, cmore than 0 (appeared in binding information).
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service with the given Service ORS’s URI. After getting the binding information from
the Service ORS, the caller finds parameters from the signature part of the information.
In this case, the parameter is “src” and its type is described in the <parameter> node.
Then, the caller assigns the parameter “src” with “Earth” string and calls the service
such as “http://example.org/md5?src=Earch”.

A Sample Application. A sample application has been made to show the feasibility of
the proposed scheme. In the sample application, the mobile app shows its users the
locations of near hospitals and pharmacies. As shown in Fig. 3, the mobile app just
only knows the OID of the service instead of the exact service URI. When its users

Fig. 2. The sample MD5 resolution shows how a Service OID is resolved and the target service
is called.

Fig. 3. The sample application uses the Service OID indicating to the medical service to get the
detailed information of the medical institutes.
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initiate the mobile app, it just sends the OID to the resolution infrastructure, which
resolves the OID to the target service. Then, the mobile app calls the service to display
the locations and other information of medical institutes.

3 Conclusion

Although OID has been used in various areas, its usage has been limited to naming
things for a long time. In this paper, we suggested Service OID and its relevant
resolution scheme to extend OID. Service OID is a new kind of OID to identify Web
services. It is expected for devices in IoT environment to collaborate with each other
using a simple number-shaped Service OID instead of a complex URI. However, the
simple resolution from Service OID to URI cannot provide a caller with binding
information. In order to give the binding information to the caller of Service OID, the
resolution scheme consisting of the protocol and the data schema was designed. In the
future, semantic-based binding information will be researched for the intelligent ser-
vices of IoT.
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Abstract. In software development approaches including open source-based
development, new version development of software product, reuse has become a
useful and common approach. However, the problem of traditional reuse
approach is not easy to find reusable components that software engineers want,
or difficult to reuse the components without any modification. This paper pro-
poses an ICFP (Imparter-Collector-Fetcher-Presenter) architectural pattern that
supports context-aware reuse in order to solve the existing problems in the reuse
process for the software artifacts. The proposing reuse approach based on the
ICFP pattern provides the benefits of improving the flexibility of reusing
methods as well as enhancing precision of component retrieval.

Keywords: Artifact reuse � Context-aware � Architecture pattern � Flexible
reuse

1 Introduction

Reuse is an activity to use existing and proven assets in some forms within the software
product development process [1]. Recently, the reuse-based software development has
recognized as a major and important approach to develop software products because of
increased open source-based development and shorten product lifecycle [2, 3]. How-
ever, There are some problems as like that the users (software engineers) could not easy
to find a suitable component which is satisfying the users’ desired or not easy to reuse
the component without any modification even a reusable component was found [4, 5]. In
order to solve these problems, a variety of methods and concepts have been proposed to
reuse the components, and such techniques of software architecture [6], software pro-
duct line [7] are also proposed to maximize the reusability of existing assets. However,
these problems occurring from the process of software reuse are still remained.

This research was supported by NRF Korea funded by the Ministry of Science, ICT & Future
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This paper focus on the reuse of the text-based software artifacts, which have their
own contents, as defined in the DID (Data Item Descriptions) of MIL-STD-498 [8].
These documents developed in a project are managed as a file with the whole contents,
and also the entire document is accessed as a reusable unit. Therefore, software
engineers have to look through the whole document to decide whether the document is
enough to reuse or not. But this process is not efficient to support reuse in easy and
systematic way because the software engineers have to scroll up and down the docu-
ment to reuse, and also a candidate document may contains irrelevant or various
information.

Therefore, this paper proposes a reuse approach based on ICFP (Imparter-
Collector-Fetcher-Presenter) pattern in order to resolve the problems of the existing
reuse approaches. Especially, the ICFP pattern is developed with the concept of
context-aware reuse, and also defined with the extension of the existing MVC
(Model-View-Controller) architecture pattern [9]. The proposed pattern supports soft-
ware engineers to find more suitable component which they want, and supports to
recommend the reusable candidates which are more designated toward reuse subject as
the results of document retrieval.

Our proposed pattern can provide the benefits of improving easy to use, precision,
and flexibility for software engineers in the process of reuse-based software develop-
ment. The ICFP pattern will be utilized to build a repository system which can support
efficient and flexible reuse in a software project, which is a R&D (Research and
Development) project of software system including vast amount of literature, technical
documents, articles, and software artifacts.

2 Reusable Component and Framework

Our study defines a context-aware reuse framework to support fine-grained reuse of
software artifacts, as shown in Fig. 1.

Fig. 1. The context-aware reuse framework which represents major components and their
relationships of reuse repository.
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As shown in Fig. 1, the ‘Asset Builder’ has a function to register and extract the
reusable components from software documents or source codes, the ‘Listener’ is a
function to process the reuse requests from the users, the ‘Search Engine’ searches
components from reusable asset storage according to user’s request. And the ‘Pre-
senter’ represents the search results in predefined display styles. In addition, the
components registered for reuse are stored in the physical storage, and the contextual
information for these components is configured separately in the repository. Among
these constituents, we briefly describe the properties [10] of reusable components.

Reusable component as defined in this study is a section (or content) unit of a
document or a unit function in source codes rather than entire document or source file.
We named this reusable component as microComponent (mC). The characteristics of
the mC can be summarized as follows;

• mC is stored and managed by a section unit extracted from a document.
• mC is expressed with XML syntax for its structure.
• mC has the relationships between the previous and the next mCs within a document.
• mC has also the relationships between the preceding and succeeding documents.
• mC has the constraints that should be considered when reuse.
• mC has the history counter to indicate the number of reuse.

Construction of component repository based on the mC provides the following
advantages: (1) It is possible to retrieve more suitable components to the users’ desire.
(2) The size of retrieval result (i.e., the number of the reusable candidates) is relatively
small, thus the users can fast determine whether to reuse. And (3) the size of reuse unit
can be extended in flexible manner.

3 Contexts-Aware Architectural Pattern

In order to support easy and flexible reuse, we define a context-aware architecture
pattern, called as ICFP pattern. This pattern is designed with an extension of existing
MVC pattern, as shown in Fig. 2. As shown in Fig. 2, the ICFP pattern is composed of
Reuse Imparter, Collector, Fetcher, and Presenter. Their brief functionalities were
explained in below.

Fig. 2. The ICFP architectural pattern (dynamic view) to support flexible reuse
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Reuse Imparter: When a user requests the reuse in the process of creating a software
artifact, the ‘Reuse Imparter (RI)’ identifies the cursor position in the current creating
document, and then gathers the XML tag information. The acquired information from
XML tags is a combination of the document title, the chapter title, and the section titles,
which provides the contextual information of currently creating document. RI sends
(①) the acquired information to the ‘Collector’.

Relatum Collector: The ‘Collector’ selects (②) first the relevant relata from ontology
base using the contextual information which is maintained the repository, and then
generates (③) a final query for the requested reuse from the user. The final query is
sent (④) to the ‘Fetcher’.

Component Fetcher: The ‘Fetcher’ selects (⑤) the appropriate mCs from the
repository using the query sent by the Collector. And it creates (⑥) a list of reusable
candidates to show the list to the user. The ‘Fetcher’ will push (⑦) the list to the
‘Presenter’ depending on the ‘Model Data’ which is a meta-data for the detail infor-
mation of mC, required to visualize the candidate components.

Result Presenter: The ‘Presenter’ displays (⑧) the information for the candidate
components using a visualization method that is dependent on the type of mC. The
visualization method is determined with the context information of the mC. Based on
this information, the user can import (⑨) the selected component to reuse into his/her
creating artifact.

4 Flexible Reuse

The flexible reuse, which is proposed in this paper, means that the users can dynam-
ically decide the granularity (i.e., the size) of a component to reuse mCs. In order to
support this type of reuse, (1) it must be provided with the relationship information
between mCs to provide the traceability among them. (2) It must be also defined a
mechanism that dynamically extends the granularity of an mC.

4.1 Traceability Between Reusable Components

In order to support flexible reuse, it needs the traceability between mCs, which is
provided with the connection information of the previous and the next mCs, and the
preceding and succeeding mCs. Figure 3 depicts the logical connections between mCs.
That is, the variables ‘Previous_mC’ and ‘Next_mC’ are used for tracing mCs within a
document, and the variables ‘Preceding_mC’ and ‘Succeeding_mC’ are used for
tracing mCs between two documents.

4.2 Dynamic Extension of Reusable Component

After the reusable candidates were chosen by context-aware retrieval, the user selects a
component (i.e., mC in this paper) from the candidates, and then determines whether
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the component will be reused or not through checking the detail information of the
component. In our general case, an mC does not exceed to 1 page or at most 10 pages
because an mC is corresponding to a section of a document. So, the user can easily
determine whether it is reused or not for a candidate component.

When trying to reuse a particular mC, the user can examine the previous mC and
the next mC to reuse together because those mCs are closely relate to the particular mC.
This situation can be supported with our flexible reuse approach. Figure 4 shows the
type of patterns for extending the reuse granularity.

The brief usage of each pattern, as shown in Fig. 4, is as followings.

• Self: in case of that the selected candidate mC is complied with user’s desire in the
topic, thus user tries to reuse of the mC only.

• Extend-Up: In case of that user tries to extend the reuse range to the previous
section.

• Extend-Down: In case of that user tries to extend the range to the next section.
• Extend-Both: In case of that user tries to extend the range to both directions with the

previous mC and the next mC.
• Extend-Full: In case of that user attempts to reuse the entire document that contains

the current selected mC.

A user can extend the reuse granularity of mC based on these patterns, and insert
the extended mC into the cursor position of currently creating artifact. The history
counter will be increased, and a pop-up window will be appeared to record the user’s
review, at the time point of the insertion.

Fig. 3. The logical connections between mCs to provide the traceability

Self Extend-Up Extend-Down Extend-Both Extend-Full

Fig. 4. The patterns to extend the granularity of reusable component
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5 Conclusion and Further Work

We defined a reusable component as a microComponent (mC) that is a section unit of a
document or a function unit of source codes rather than a whole document or a source
file, respectively. This mC is to support easy, fast and flexible reuse of software
artifacts. Based on the mC concept, this paper proposed ICFP architecture pattern to
support context-aware reuse of software artifacts.

Our proposing reuse approach was intended to develop a context-aware reuse
framework and to build-up a repository for software artifact reuse. Based on our
framework, we can provide more narrow results of component retrieval, which is more
suitable to users’ desire. This makes it possible to fast decision for whether a selecting
mC will reuse or not. Also in order to provide flexible reuse of the mC, we also defined
the extension patterns of the granularity for an mC. The results of this study are to
improve the precision for reusable component search, after all to increase the
reusability of software artifacts.

Our follow-up work of this study is to develop a technique of learning-based
component fetch from component repository. We believe that this fetch technique will
be feasible with the learning for the users’ behavioral patterns; the history information
and the used extension pattern for a particular mC will be used for more intelligent
retrieval and selection in the reusable component repository.
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Abstract. This paper study about Passive UHF RFID tag to tag interference
with consideration of tags’ relative angle and distance. According to the analysis
results of the measurement, the RSSI values under tag interference are signifi-
cantly affected by tags’ posture angles. And this analysis will be used for tag
interference model developments.

Keywords: Tag interference � Passive UHF RFID � RSSI � Relative angle

1 Introduction

In Location Base Service (LBS) system, Real Time Localization System (RTLS) for
object is a critical and essential issue to provide maximized tracking and visibility
feasibilities. Although a homogeneous passive UHF far-field RFID systems with GEN 2
protocol [1] are widely used in supply chain and logistic applications, the passive RFID
could not be a primary solution of location sensing of target of interest due to lack of
accuracy of localization. In this paper, we study one of the reason of inaccurate and
unprecise performance of the passive far-field UHF RFID based localization system.

Cost efficiency is the biggest advantage of the passive RFID based localization
system compared to other type of active device based localization systems. However,
because the passive RFID system uses backscattering communication, the communi-
cation range between tag and the reader’s antenna is short. Moreover, accuracy of the
localization depends on environmental factors, and the tag to tag interference is one of
most significant factor. In [2], the authors evaluated the decrease of interrogation range
by multiple adjacent tags’ interference. In [3], the adjacent tag affects to decrease of
reader’s interrogation range. This issue is also related to the tag detuning problem when
the tag adheres on a metallic object.

According to our previous work [4], since a passive RFID tag approaches a certain
existing tag (as a reference tag), the existing tag’s IC impedance is affected by the
approached tag, and the tag’s backscattered signal strength is significantly changed. The
reason of the effect is ametal tag antenna impacts to an adjacent tag’s backscattered signal
strength, when the tag places in certain distance. Figure 1 shows the degree of interfer-
ence at RSSI of existing tag. In this paper we study more about the tag to tag interference
with consideration of tag to tag relative angles and various integration time duration.
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The rest of this paper is organized as follows. In Sect. 2, we present a system set-up
for the measurement of tag interference with various operating frequency and geo-
metric relations. In Sect. 3, we analyze the tag interference and we discuss our con-
clusions and future work in Sect. 4.

2 System Set-up

For analysis of tag-to-tag interference, we set-up the test environment in an anechoic
chamber as shown in Table 1. Tag interference had been analyzed with the relation
such as relative distance and angle in 2-D conditions. Tag of Interest (TOI) is fixed at a
position with 200 cm between the reader antenna and the tag. Figure 2(a) illustrates
two orientations as h1 and h2 for the tags.

Fig. 1. Interferences of adjacent tag with tag to tag distances (D) and angles (h) in an anechoic
chamber, where 10 cm � D � 75 cm, and 0° � h � 90°. RSSI fluctuations under
tag-to-tag-interference, where adjacent tag locates vertically from TOI [4].

Fig. 2. Test set-ups for analysis of tag interferences. (a) Impact of the relative angles
(orientation) between two tags. (b) Test set-up in an anechoic chamber
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3 Analysis Results

We analyze the impact of the relative angles (orientation) between two tags to RSSI.
Figure 2(a) illustrates two orientations as h1 and h2 for the tags. Depending on the
angles, degree of interference can be varied and it relates to RSSI variation at certain
physical locations for the tag as shown in Figs. 3 and 4. Figure 3(a) to (d) denote tag
interference when h1 is fixed and h2 is varied as 0 to 90°.

Table 1. Specification of system setup.

Specification Details

Reader SIRIT INFINITY 510
Antenna Poynting Patch-A0025 with 6 dBi of gain
Target Tags Alien Squiggle Gen 2 Passive tags
Frequency 915 MHz
TX Power 30 dBm (1 W)
Antenna Location 80 cm above the ground
Antenna to Tag distance 200 cm
Environment In an anechoic Chamber

Fig. 3. RSSI measurements of Tag of Interest under fixed degree of h1. (Unit of RSSI: dBm,
unit of tag to tag distance: cm) (a) h1 = 0. (b) h1 = 30. (c) h1 = 60. (d) h1 = 90.
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As shown in Fig. 3(a), when the degree of h1 is fixed most of case, the fluctuations of
interference of RSSI are shown as exponentially decreased sine wave form. In detail,
when h1 is 0°, increase of h2 brings out more variation of interference. Another feature in
Fig. 3 is a level of height in the fluctuation. When the h1 is set as 60° and 90°, the level of
height is sharply increased. Especially, when the h1 is 90°, the level is most significantly
changed. The maximum difference of RSSI is 3.401dB when h1 is 90°, and h2 is 0°.

Fig. 4. RSSI measurements of Tag of Interest under fixed degree of h2. (Unit of RSSI: dBm,
unit of tag to tag distance: cm) (a) h2 = 0. (b) h2 = 30. (c) h2 = 60. (d) h2 = 90.

Fig. 5. Tag to Tag interference model based LBS system
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Figure 4 illustrates fluctuations of interference of RSSI when the degree of h2 is
fixed. On the contrary to fixed h1 cases, when the h2 is set as 0° and 30°, the level of
height is sharply increased. Especially, when the h2 is 0°, the level is most significantly
changed.

4 Conclusion

In passive UHF RFID systems, we presented of adjacent tag influences to another tag,
and we defined the tag-to-tag interference problem. When two tags locate close each
other, an adjacent tag influences other tags’ IC impedance. And it causes excess
increase or decrease of the backscattering communication budgets. According to our
observation in our experimentation, tag-to-tag interference changes the reader received
signal strength is changed over 3.4dB depended on the distance and relative angle
between two tags in the anechoic chamber.

For the future work, the observed tag-to tag interferences between the two tags, as
the target of interest, and the adjacent tag have to be modelled with their relative angles.
As shown in Fig. 5, the models will be applied to Passive UHF RFID based real-time
object localization system for supply chain application and inventory management
applications.
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Abstract. In this paper, a simple and efficient projection mapping framework is
proposed so that even a projection mapping novice can easily map multiple
video clips onto multiple different flat surfaces of the real world, which are not
orthogonal to the projection direction. We also propose a symmetrical mesh
refinement method to reduce the severe distortion of each image resulting from a
flat surface having a certain angle to the projection direction. Through experi-
ments, we proved that the proposed method reduced the image distortion error
by 95.19 %.

Keywords: Projection mapping � Multiple video mapping � Texture distortion

1 Introduction

Projection mapping, known as video mapping and spatial augmented reality, is a
technology of projecting graphic images onto the surface of an irregularly shaped
object such as building, indoor object, or theatrical stage. This technology has been
widely used in advertising, exhibition, media art, performance, etc., since it makes the
visual content immersive by providing dynamic changes to the fixed real environment.
Recently, interactive projection mapping has attracted much interest that various
approaches have been actively researched [1, 2]. In performing arts in particular,
fantastic stages have been produced interactively according to the motion of the dan-
cers or actors by using real-time projection mapping technology. For interactive pro-
jection mapping, motion-sensing input devices such as Kinect should be installed, and
calibration between motion-sensing space and 3D projection space has to be carried out
before real-time projection mapping is performed. These procedures are not simple, and
it is a great challenge to recognize exactly meaningful gestures of multiple persons in a
large stage in computer vision.

In general projection mapping called spatial augmented reality, not an interactive
one, there are still some hurdles that should be overcome by using technologies of
computer graphics and image processing. These obstacles are attributed to the fact that
the real environment should be controlled with 2D or 3D virtual objects together.
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Bimber, et al. explained that, in contrast to traditional virtual reality, augmented reality
attempts to embed synthetic supplements into the real environment instead of
immersing a person into a completely synthetic world [3]. They also pointed out that a
real environment is much more difficult to control than a completely synthetic one.
Therefore, in general, projection mapping content is controlled by using specialized
software such as Madmapper, Millumin, and Resolume Arena to fit any desired image
onto the surface of an object existing in the real environment. Note, however, that these
software tools have some limitations for inexperienced users. First of all, relatively long
training experience is required for general users to use these tools ably. Moreover, more
complicated procedures are necessary to project multiple video clips onto several
different surfaces of objects. As another important drawback, the projected graphical
images even onto the flat surface of an object may be distorted. This happens because
the projected graphical geometry unit, such as triangle or rectangle, should be deformed
when the normal surface of the object is not orthogonal to the projection direction.
Since such triangle or rectangle is matched with a texture, this deformation causes
inevitable distortion of image. In numerous cases, the rectangle geometry is used for
the mapping of a video clip, and a rectangle is generally rendered as two triangles in
GPU (Graphic Processing Unit). Therefore, if the rectangle is largely deformed by the
projection direction, the texture image extracted from a video clip and mapped onto the
rectangle geometry can be seriously distorted on the border of the two triangles. In
most specialized mapping tools, users define a refined geometric mesh in order to map
a virtual image onto a 3D uneven surface or to reduce the distortion of the image
mapped onto the flat surface. Users control the texture deformation by manually
moving the mesh points. It is a very time-consuming and unnecessary task in case of
mapping onto a flat surface since the deformed positions of internal mesh points can be
automatically calculated by linear interpolation among boundary points.

In this paper, we present a projection mapping framework that allows even a
projection mapping novice to map multiple video clips onto any flat surfaces of the real
world easily. We also propose a method that allows an image to be mapped onto a flat
surface without severe distortion in all projection directions. Through experiments, we
proved that image distortion is reduced by applying the proposed method.

2 Proposed Method

2.1 Design of Video Mapping Classes for Multiple Targets

Projection mapping is sometimes called media façade in media art, which is made by
combining “media” and “façade” that means the front wall of a building. Similarly,
media façade uses an external wall of a building as canvas for drawing and displays
multimedia content on it by projection-based or LED-based method. On the other hand,
projection mapping exploits any kind of surfaces on which light can be projected,
including external walls, interior spaces, and even isolated objects. Project mapping
involves more than the projection-based display method, however. Though various
surfaces are used as drawing canvas, only one media source is mostly projected onto
the surfaces of the real environment at any one time. In order to project multiple video
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sources simultaneously onto different surfaces, more complicated procedures are nee-
ded in existing commercial video mapping tools. Therefore, in this research, we design
a projection mapping software to project multiple video resources easily onto several
different flat surfaces at a time.

The proposed software was designed based on the object-oriented method wherein
a program consists of a set of classes. Figure 1 depicts a class diagram that includes
primary classes of the proposed system. One application class has one-to-many asso-
ciate relationships with each of the VideoFrame, of VideoPlayer, of Texture, and
Animation classes. VideoFrame class is matched with a flat surface including one or
less of VideoPlayer and of Texture class members that represent information for one
video clip and one still image, respectively. Moreover, VideoFrame has one-to-one
associate relationships with of Mesh and of VboMesh classes, which include the initial
and current deformed 3D information of a flat surface, respectively. The Animation
class defines multiple VideoFrame members displayed at the same time. The appli-
cation class can have one or more Animation members. Therefore, we can control
dynamic display on several flat surfaces in a time sequence.

In the initialization routine, the initial values for members of primary classes are
read from the configuration file. The input parameters read from the configuration file
are explained in Table 1. Table 2 shows an example of the configuration file to be read
in the initialization step. As shown in Table 2, each line has a pair of field name and its
value.

After the initialization step is executed, a quadrilateral polygon for each video-
Frame is modeled and textured by matching video frame image and texture image.
A user can then manually move four polygon vertices, v0 to v3, so that the polygon can
be deformed with best fit to the rectangular object of the real environment.

2.2 Symmetrical Mesh Refinement for Removing Texture Distortion

Projection mapping is similar to a keystone process that makes a projected quadrangle
into a rectangle as shown in Fig. 2(a) [4]. On the other hand, using projection mapping
techniques, we project the virtual image onto the object through best fit to its shape as
in Fig. 2 (b). In computer graphics, a quadrilateral mesh or a triangular mesh is gen-
erally used to represent a 3D mesh model. In other words, a quadrangle and a triangle

Fig. 1. Class diagram of the proposed system.
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Table 2. Example of configuration file

Page 1 Page 2

%YAML:1.0
numVideos: 2
Video1: “CB.avi”
Video2: “9_video.mp4”
numImages: 2
Image1: “WoodFrame1.jpg”
Image2: “WoodFframe2.jpg”
fadeInSec: 3
fadeOutSec: 2
numFrames: 2
Frame1_v0_0: 3050
Frame1_v0_1: 1342
Frame1_v0_2: 0
Frame1_v1_0: 2852
Frame1_v1_1: 2034
Frame1_v1_2: 0
Frame1_v2_0: 3609
Frame1_v2_1: 1821
Frame1_v2_2: 0
Frame1_v3_0: 3400
Frame1_v3_1: 1507
Frame1_v3_2: 0
Frame1_ivideo: 1
Frame1_iimage: 1

Frame2_v0_0: 946
Frame2_v0_1: 693
Frame2_v0_2: 0
Frame2_v1_0: 612
Frame2_v1_1: 1485
Frame2_v1_2: 0
Frame2_v2_0: 2087
Frame2_v2_1: 1795
Frame2_v2_2: 0
Frame2_v3_0: 2276
Frame2_v3_1: 591
Frame2_v3_2: 0
Frame2_ivideo: 2
Frame2_iimage: 2
displaySec: 800
numAnimations: 1
numConCurDisplay: 2
Animation1_1: 1
Animation1_2: 2

Table 1. Input parameters read from the configuration file.

Input Parameters Description

numVideos Number of video files to be used
Video# Filename of the #the video, where # = 1.numVideos
numImages Number of image files to be used
Image# Filename of the #the image, where # = 1. numImages
numFrames Number of VideoFrame instances to be displayed
Frame#_v%_0
Frame#_v%_1
Frame#_v%_2

Initial 3D coordinates of vertex v% of the #the VideoFrame, where
# = 1.numFrames and % = 0..3, which means four vertices of a
quadrangle

displaySec
numAnimations
numConcurDisplay
Animation#_%

Duration of displaying each VideoFrame
Number of Animation instances
Number of VideoFrame instances to be displayed simultaneously
Index of the %the VideoFrame instance for #th animation
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are primary geometry units to represent a virtual model in computer graphics. In order
to display a video clip onto the flat surface of the object, one quadrilateral polygon is
first modeled and textured by each frame image of a video clip in sequence. A video
frame image mapped on a quadrangle can be easily distorted according to the pro-
jection direction since a quadrangle is rendered by two triangles in GPU (Graphics
Processing Unit) as in Fig. 3(a).

In this paper, we propose a symmetrical mesh refinement method to reduce video
image distortion on a rectangular surface. The mesh refinement types of Fig. 3(b) and
(d) are symmetrical up-down-left-right. In 3D modeling, most of the previous refine-
ment algorithms applied the method shown in Fig. 3(c) from the initial mesh of Fig. 3
(a). In the cases of Fig. 3(a) and (c), however, texture image can be severely distorted
in the V0 to V2 diagonal direction – that is, left-top to right-bottom direction – because
changes of vertices on its direction cannot be reflected on changes of vertices on the
opposite diagonal direction, that is, left-bottom to right-top direction. In contrast, in the
cases of Fig. 3(b) and (d), which belong to the symmetrical refinement type, changes of
vertices on a diagonal direction affect the vertices on the opposite diagonal direction,
causing all component triangles to be re-textured according to the change of a vertex.
Through experiments, we measured the distortion errors of the image projected on a
rectangular object after each refinement type of Fig. 3 was applied.

Fig. 2. Comparison between keystone process (a) and projection mapping (b).

tri-2

(a) (b) (c) (d)

tri-4 tri-8 tri-16

Fig. 3. Different mesh refinement approaches. Mesh refinement (a) using two triangles (b) using
four triangles (c) using eight triangles as the most general refinement. (d) Proposed symmetrical
mesh refinement.
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3 Experimental Results

In this work, we implemented the proposed video mapping software using
openFrameworks [5] in a Windows 10 environment on the system with Intel® Core
i3-5505u@ 2 GHx(4CPU), 8 GB RAM, and Intel HD Graphics 5500 GPU.

In order to measure image distortion errors after the image is projected on the
rectangular surface of the real environment using the implemented system, we installed
a canvas measuring 130.3 � 97 cm2 and projected a grid pattern image with 13 ver-
tical lines and 9 horizontal lines. The canvas was installed slantingly with respect to the
projection direction to maximize the probability of image distortion. We also used the
media artwork image including a large wooden window frame to visualize the effect of
image distortion efficiently. Figure 4 shows the canvas installation scene for the
experiments.

We first captured a screen image including the polygon model deformed with best
fit to the canvas shape and textured by the grid pattern image. We recorded the image
coordinates of grid points of the 11 � 7 internal grid pattern in the captured screen
image. We also computed the ground-truth image coordinates ðxij; yijÞ of any internal
grid point [i, j] shown in Fig. 5 by linear interpolation among image coordinates of four
polygon vertices, v0 to v3. Linear interpolation to the horizontal direction was first
executed by Eq. 1 and Eq. 2 so that the coordinates of grid points gi0 and gi8 in Fig. 5
were computed. Linear interpolation between gi0 and gi8 with respect to index j was
then carried out as Eq. 3.

The distortion error was computed by Eq. 4, where (Xi j, Yi j) means the observed
image coordinates of any internal grid point [i, j] in the captured image. The distortion
images after each mesh refinement approach of Fig. 3 are applied are shown in Fig. 6,
and the average distortion errors of each refinement approach are presented in Table 3.
The proposed software system was used for the projection mapping of a media artwork
in the piano concert fused with media art performance. Figure 7 shows the piano
concert scene of applying the proposed mapping software.

Fig. 4. Distortion experiments using a grid pattern image (a) and a media artwork image (b).
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Fig. 5. Grid index [i, j] and image coordinates ðxij; yijÞ in the grid pattern image.

Fig. 6. Image distortion results after each mesh refinement approach of Fig. 3 is applied.
(a) tri-2 (b) tri-4 (c)tri-8 (d) tri-16.

Table 3. Average image distortion error (unit: pixel)

Mesh refinement type tri-2 tri-4 tri-8 tri-16

Average image distortion error 7.673 2.470 1.938 1.010
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4 Conclusion

We presented a projection mapping framework that allows even users with no expe-
rience in projection mapping to map multiple video clips onto any flat rectangular
surfaces of the real environment easily. Furthermore, through this system, we presented
a symmetrical mesh refinement method to reduce image distortion in all projection
directions. In computer graphics, a quadrangle and a triangle are primary geometry
units to represent a polygonal mesh model that is a display target in projection map-
ping. Therefore, it is important that images textured on a quadrangle mesh are dis-
played without severe distortion in order to preserve the visual quality of the projection
mapping content. An experiment using a grid pattern image showed that image dis-
tortion error was reduced by 95.19 % when a quadrilateral polygon was refined to 16
triangles by the symmetrical mesh refinement. As a future work, we will perform a user
test to prove the availability and effectiveness of the proposed system.
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Abstract. To find equality between software products and artifacts,
model-based test (MBT) handles specific representations of software require-
ment. When those conclude concurrency and loop in MBT, it explosively
increases a number of paths are applied by existing coverage criteria. Therefore,
in this paper, we propose exploration method to avoid path explosion problem,
and solution to generate test data automatically using evolutionary algorithm.
The result of practical study shows our proposal’s efficiency. Testers, who deal
with their project through our approach, could find necessary test path. And our
approach makes it possible to generate test data according to various test cov-
erage criteria.

Keywords: Test data generation � Model-Based test � Concurrency � UML
diagram

1 Introduction

To reduce the cost of software testing, the interest in software testing automation was
increased. There are some problems when performing model based testing. One of
them is explosively increasing the number of paths that has to be tested when models
have concurrency or loop. It is called path explosion. Thus, we propose pair-wise
model search for solving path explosion, and test data generation applied evolutionary
algorithm from activity diagram. The diagram is one of unified modeling language
(UML) models. Proposed model search method severely restricts the number of loop,
and explores concurrency path. Also, proposed test data generation uses fitness func-
tion including branch distance of B. Korel [1] and approximation level of J. Wegener
[2]. Through this paper’s proposal, the following is the contributions of our paper.

• Effective test path and test data generation method for testing models concluding
loop and concurrency.

• Variety test coverage achievement through just creating target path.
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The next chapter introduces the basic approaches and researches related with this
paper, and Sect. 3 shows proposed method of searching path and test data generation
method. In Sect. 4 proves effectiveness of this paper through experimental result.
Lastly, Sect. 5 presents the conclusion with respect to limitations and future works of
this paper.

2 Related Work

2.1 Evolutionary Algorithm

The following is the simple conceptual explanation of Evolutionary algorithm. First,
generate initial test data set randomly. Next, evaluate suitability of the test data set that
are supposed to verify the target part of system. Finally, mutate the set for finding more
suitable data with target. P.R. Srivastava [3] proposed an approach that decreases test
expenses by generating adaptive test path based on metaheuristic firefly algorithm.
Matrix filled by result of calculation of state transition and brightness value and control
flow that satisfies the matrix is decided independently then generate test path. This
approach satisfies branch coverage with less test cases than conditional algorithm and
this would be the contribution of this paper. However, this study does not cover the
solution for testing concurrent paths in system under test.

2.2 Path-Wise Testing

Path-wise testing means making and testing test case based on each paths. The paths
make it possible to explore a model from start to end. The testing is used mainly in
model-based testing and unit testing, and it makes test path satisfying branch coverage
as general test goal. Through Multi-Population Genetic Algorithm (MPGA), C. Young
[4] proposed path-wise test data generation method. However, MPGA proved effec-
tiveness in comparison with the Single Genetic Algorithm (SGA), it didn’t consider
loop and concurrency making problem when perform path-wise test data generation.
Thus, it is expected to easily occurring path explosion than our approach. N. Esmaeel
[5] introduced Path-wise random testing method using adaptive random testing tech-
nique. However, it requires another tool to confirm an algebraic representation asso-
ciated with constraint.

3 Proposed Test Case Generation

Next Sect. 3.1, we propose path search method considering causes like loop and
concurrency. And based on approach of Sects. 3.1 and 3.2 shows the test data gen-
eration method applying simulated annealing.
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3.1 Exploring Method to Generate Target Path

This paper uses Depth First Search (DFS) excepting for certain portions like loop and
concurrency, and, in the portion, this paper applied search method of B. SeungChan [6].

For the loop portion, a minimum number of repeat is determined by type of loop,
Do-while is 1 and while-do is 2, to assure relation between decision statement and
performance statement as it shown in left side of Fig. 1.

Concurrency is to operate tasks in threads are processed at the same time. Thus, this
portion is divided into previous node and successor node then selected pair of different
Threads and DFS is applied. The right of Fig. 1 shows some intermediate path of pair
(A, 1) and pair (A, 2).

3.2 Path-Wise Test Data Generation

This chapter proposes test data generation that is finding suitable target path. The
proposed method generates test suite randomly, and a test case is evolved by adapting
simulated annealing (SA) algorithm. The Table 1 shows the overall algorithm about
test suite generation.

TDS is randomly set and it is used as input value to perform test, and F is used to
indicate how far target path TP and executed path which is performed by current test
data, and F is defined as (1).

F ¼ 0; if the executed path is equal to the target path
ðApproximation Level)þðBranch DistanceÞ

�
ð1Þ

The top of (1) shows value of F is 0 if executed path is equal to TP. In this case, TP
is removed from the set of to be tested TP. In other words, current test data has a
capability to test TP. When executed path isn’t equal to TP, F of the bottom of (1) uses
Approximation Level (AL) and Branch Distance (BD) which are widely used in other
works [1–3]. AL indicates nesting level is the number of the decision between executed
path and TP, important thing is that gap between ALs is greater than gap between BDs.
BD represents distance to change value of decision for matching up with TP. If the
value of decision is T, BD represents distance for becoming F.

Fig. 1. (Left) Type of Loop and (Right) Example of exploring a concurrency
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The Loop beginning on line 4 examines whether randomly generated TDS is
suitable to TP using F. And in line 14, if TP does not have any other suitable TDS, the
closest executed path is selected and it is advanced through SA. Detailed algorithm of
SA is shown in Table 2.

Table 1. Test suite generation algorithm

Input Target Path TP = { TP1, TP2, … , TPn-1, TPn }

1 Set an initial test data set TDS = { TDS1, TDS2, … , TDSn-1. TDSn }
2 Set fitness function f

Evaluate TDS by adapting f
3 for i 1 until n do
4 for j 1 until n do
5 fv = f(TPi, TDSj)
6     min(TPi) Find minimum value fv
7 End for
8 = min(TPi)
9 mTDS TDS related with 
10 If( 0 )
11 Then mTDS is added to TS, 
12 Else
13 SA( mTDS , TPi )
14 End if
15 TPi is deleted from TP
16  End for

Output Test Suite TS

Table 2. Simulated Annealing (SA) algorithm applied our approach

Input SA(TDS, TP )

1 Set an initial temperature t,
2 Set V={TDS | v1,v2,…,vn}, 
3 While (AL 0)
4 Find effectible value set of V, EV
5 Set for each of EV’s Neighborhood range
6 While (BD(TDS, TP) 0)
7 Select a new solution sTDS Neighborhood(TDS)
8 = BD(sTDS, TP) - BD(TDS, TP)
9 if ( ≤ 0) Then TDS sTDS
10 Else x = a uniform random value in range[0..1] 
11 if (x < exp(- /t)) Then TDS sTDS
12 End if
13 End if
14 Cooling temperature t
15 End While
16 End While

Output Suited TDS
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First and second line of Table 2 shows t value (temperature) which is used in SA
method then declares a set of variable V held by the TDS received as a parameter value.
From line 3 to line 16 represent finding TDS that satisfy TP. If Approximation Level
(AL) value is 0 it means TDS has reached its TP. Line 4-5 find a value that changes
Branch Distance (BD) value among V set. Neighborhood range is scope of TDS value
which is possible to be changed one time. From line 6, there is a while loop that is for
change branch distance value in TDS to 0.

New solution TDS that is generated by changing value as Neighborhood is chosen,
then compare TDS with BD and if the comparison value h is negative, substitute TDS
with sTDS, if it is positive takes same action as negative value when it is higher than
certain probability. Finally, when all AL and BD value are 0 then new TDS value
which is possible to find TP is returned.

4 Experimental Result

In this chapter, we show the effectiveness of our approach through experimental results.
The tool used of this paper’s experiments is Optimization Tool Box which provides a
variety of evolutionary algorithms and convenient appliance. The model is ‘validDate’
activity diagram shown below Table 3 which is used in typically to verify the per-
formance of the evolutionary algorithms.

5 Conclusion

This paper presents an approach for contributing automated software testing that
considers concurrency. We improved other existing approaches by searching feasible
paths of models and generating test cases which are generated for each path. This
approach decreases effort for manual testing by finding suitable test data based on
evolution algorithm. It is possible to generate sets of test data meet full coverage when

Table 3. A Result of the experiment in validDate

Activity diagram Number of
branches

Number of
variables

Number of
activities

Concurrency
threads

Valid date 11 3 10 3
Covered (%) The number of

test case
Description

Basis path
Coverage

100 12 All transition explores more
than once.

Simple path
Coverage

100 360 Basis path, all concurrency path
and loop path is performed once.

Our proposed
Coverage

100 16 Concurrency path is searched
according to our technique, and
loop statement is performed 1–2
times, depending on the type.
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path is generated. However, we has only performed only in the activity diagram, thus,
the implementation of a different behavior model is necessitated such as state chart
diagram and sequence diagram. In the future, we are planning to solve problems that
mentioned before and develop a system that supports these approaches.
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Abstract. Modern information retrieval activities are supported with software
systems that facilitate the users’ information searching. Information retrieval
systems are significantly improved in the past few decades. Now days, there are
three types of retrieval models: Boolean, Vector Space and Probabilistic. In this
study, we examined the vector space model where documents and queries are
represented as vectors. We conducted a number of experiments on the indexing
technique of the vector space model to quantitatively describe the effectiveness
of the techniques using Lemur Toolkit. The result indicates that stop word
removal and steaming techniques improve the quality of the index terms.

Keywords: Information retrieval � Vector space model � Indexing � Similarity
function

1 Introduction

Information Retrieval (IR) is the activity of looking for relevant information from a
large collection of information bearing items such as documents, images, music, videos
and others [1]. Modern information retrieval activities are automated with the help of
software systems and they are used with digital libraries, recommender systems, and
search engines etc. Pulling and Pushing modes are the two ways in which information
retrieval systems (IRSs) retrieve relevant documents [2]. In the pulling mode, the users
are responsible to initiate the information retrieval process; nevertheless, the system
starts the retrieval process in the pushing mode. This study discussed information
retrieval from the perspective of the pulling mode.

A typical information retrieval system has a number of modules; however, the
following three are the common components of an IR system [3]:
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• Document database: characterizes the document collection in the form of index
terms that simplify the information retrieval activity.

• Information needs (Queries): represent the user information need as a query to
retrieve the relevant documents or information.

• Matching and Ranking mechanism: evaluates the similarity between the docu-
ments and the user information need to determine the relevant documents.

In this study, we quantitatively evaluated the vector space model indexing tech-
nique. The study covers the main activities (pre-processing techniques) of the model
during the document indexing. The rest of the study is organized as follows: Sect. 2:
gives an overview of the vector space model. Section 3: explains the experimental
activity. Section 4: presents and discusses the result of the study. Finally, Sect. 5:
conclusions and proposes a future study area.

2 Overview of Vector Space Model Information Retrieval

Information retrieval systems (IRSs) are used to retrieve information from unstructured
or semi-structured document collection based on the users’ information need [4]. The
vector space model is an algebraic retrieval model that represents the documents and
the queries as vectors [5]. Therefore, both the document collections and information
needs (queries) require to be transformed into a bag of words (BoW) or indexes. The
vector space model was criticized a lot for its rough approach at the early stage of it
inception [6], but currently the model improves in many direction.

The vector space model goes through a lot of changes from its earlier stage to
minimize its limitations and increase its retrieval effectiveness. Normally, there are
many studies on the indexing, weighting and matching of the model, though most of
them do not describe the benefits in quantitative manner [7]. The vector space model
has three main elements such as indexing, term weighting and matching; however, in
this study we focused on the indexing section of the model.

Indexing is the process of converting the documents into a bag of words to rep-
resent the document collection in a data structure that is easy and simple for retrieval
[2]. Many of the tokens in the document collection are not significant to describe the
content of the documents. The vector space model uses different pre-processing
techniques to reduce the non-significant words, so that the size of the index terms can
be decreased to a manageable size. Table 1 shows the commonly used pre-processing
techniques of a vector space model.

Table 1. Commonly used pre-processing techniques

No. Pre-processing Description

1 Tokenization Chops down the documents into tokens (words) using delimiters
like whitespace

2 Stop word
removal

Removes commonly appeared stop words such as a, the, it etc.

3 Stemming Strip off suffixes and prefixes to change the token to root word
4 Indexing Builds an inverted index data structure to provide fast searching
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• Tokenization: is a strategy to whittle down the document collection into terms
(tokens) using delimiter such as whitespace and punctuations [8]. The end products
of tokenization are a sequence of characters called tokens.

• Stop word removal: is the removal of non-significant terms from the tokens to
reduce the number of index terms [9].

• Stemming: is the extraction of the suffixes and prefixes to minimize the word
variation (derivational forms) using the root (stem) words [10].

• Inverted index: is the activity of building a data structure to support fast retrieval
[5]. It consists of a collection of posting lists and index terms.

3 Experiment on the Pre-processing Techniques

In this study, we investigated the indexing process of a vector space information
retrieval model. The first subsection describes the experiment organization and the
second subsection explains the result of the experiment.

3.1 Organizing the Experiments

The experiment includes the stop word removal and stemming (Krovetz and Porter)
techniques of the vector space model. We used the Lemur information retrieval toolkit
and three groups of document collections for the experiment. We investigated the
model indexing effectiveness without stop word removal, without stemming, with stop
word removal and with stemming. The study followed the following steps:

• Formatting the documents in TREC format for the study (60 documents)
• Preparing the stop word list.
• Indexing the sample documents using Lemur tool kit by applying different

pre-processing techniques.
• Analyzing and discussing the result.

3.2 Pre-processing Techniques (Stop Word Removal and Stemming)

The Lemur toolkit creates a bag-of-words to represent the document collection and to
store the index terms location of the document collection. The terms location infor-
mation specifies standard information such as document lengths, document frequency
and term collection frequency. The sample documents are extracted and wrapped in
TREC-style wrappers using <DOC>, <DOCNO> and <TEXT> tags. In addition, we
used a list of English language stop words (301 words). The stop words list is defined
within a <stopper> tag and each stop word enclosed within a <word> and </word>
tags. The document collection consists of a total of 60 documents that have different
content and size. The documents are splitted into three groups to conduct each indexing
experiment three times for validation purpose.
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Each group documents are indexed into six different index files by applying various
preprocessor techniques as shown in Table 2. The index files are constructed by run-
ning the Indr Indexer over the sample documents.

The index files are different in size and word variation due to the techniques we
applied to create the six index files. The index terms are decreased significantly in size
and type from index file one to index file six (I1 to I6). The following bar graph
illustrates the index size of the six files using the three groups of documents.

4 Result and Discussion

The pre-processing techniques; stop word removal and stemming are applied on all the
eighteen (18) index files. The sixty (60) documents are grouped into three clusters as
shown in Fig. 1. Each group consists of twenty documents that are used to establish the
six index files (I1, I2, I3, I4, I5 and I6). The size of the index files shrunk in size and
type of index words as we applied more and more pre-processor techniques.

Applying the stop word removal and stemming techniques reduced the size and the
quality of the index terms. However, vector space model problems such as missing
semantic and syntactic information are not improved with these techniques. Repre-
senting the document collection with few but unique terms can improve the effec-
tiveness of the retrieval process. As shown in Table 3, using the stop word removal
technique reduced the total number of the index term by 47 %. The Krovetz and Portar
stemming techniques are condensed the index file size by 29 % and 33 % respectively.
Similarly, by combining the stop word removal and stemming techniques the size of
the index words reduced by 63 % in the case of Krovetz stemming and by 69 % in the
case of Portar stemming method.

Table 2. Pre-processing techniques used in the experiment

File Applied techniques Description

I1 Without stop words list The documents are indexed without using any stop word
list and stemming technique

I2 With stop word list The documents are indexed using a stop word list, but
without stemming

I3 Krovetz stemming
without stop words

The documents are indexed by applying Krovetz
stemming without stop word removal

I4 Portar stemming without
stop words

The documents are indexed by applying Portar stemming
without stop word removal

I5 Krovetz stemming The documents are indexed using stop word and Krovetz
stemming

I6 Portar stemming The documents are indexed using stop word and Portar
stemming
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5 Conclusion

In this paper, we study the indexing techniques of the vector space information retrieval
model such as stop word removal, and stemming. The examination was conducted
using the Lumer toolkit and a collection of documents. The indexing experiment is
done on three groups of documents. We created six different index files with each
group documents using various preprocessors techniques. The experiment revealed the
significant impact of each technique in a quantitative way. The evidence can encourage
researches to work more on the area to improve the overall quality of the retrieval
model. In the future, we would like to extend the study by examining the index files
with different ranking and matching techniques of the Lumer Toolkit and investigate
the effect on the precision and recall of the information retrieval.

Acknowledgement. This research was supported by Next-Generation Information Computing
Development Program through the National Research Foundation of Korea (NRF) funded by the
Ministry of Science, ICT & Future Planning (NRF-2014M3C4A7030503).

Fig. 1. Numbers of index terms using the three groups of documents

Table 3. Reduction in the index files due to the stop word removal and stemming

File Group 1 Group 2 Group 3 Average Reduction in %

I1 1856 2413 2014 2094 00.00 %
I2 699 1353 1275 1109 47.00 %
I3 1271 1641 1549 1487 29.00 %
I4 1217 1526 1467 1403 33.00 %
I5 686 837 801 775 63.00 %
I6 528 733 688 650 69.00 %
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Abstract. This paper presents a distributed multiple camera collaboration
strategy for active tracking in large areas. Their collaboration utilizes a
sector-based mechanism in which the visual correspondences among different
cameras are determined. In order to emulate the master-slave operations, the
proposed method combines the local data to construct the global information.
Based on the global information, the loads are evenly distributed to avoid
tracking misses due to the dynamic behaviors of the objects. The trajectories of
all objects visible in the local cameras are estimated for actual tracking and the
estimated dynamics are used for scheduling of the cameras. The active tracking
triggering timing is carefully chosen to maximize the overall monitoring time for
general surveillance operations.

Keywords: Active tracking � Surveillance systems � Camera collaboration

1 Introduction

Multiple cameras are incorporated into the sensor networks to visually monitor the
objects in many areas such as airports and industrial complexes for public safety
purposes. In order to minimize the issue of limited resolution, many interesting works
on tracking with a single active camera have been proposed [1–3]. Most works on
active tracking utilizing single camera were focused on coping with the slow translation
speed of the cameras. In order to cover large areas as well as densely populated objects,
many of these single camera active tracking systems have been extended to networked
multiple camera active tracking schemes [4–8].

In many multiple camera active tracking systems, the master-slave approaches were
often used where the master covers the entire area and the slave cameras perform active
tracking of a specific object based on the priority-based or the round-robin based
scheduling [9–11]. With the master-slave approach, the process of the camera
scheduling and their coordination is straightforward but resource over-utilization can
happen. Moreover, scalability of the system is not easily achieved without having
multiple master cameras.

Hence, distributed approach for multiple camera active tracking may be preferable
to maximize the camera utilization and achieve scalability of the system. However,
distributed approach has loose coordination among the cameras and the system may not
support dynamically varying object distribution densities. Thus, in covering a large
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common region with distributed multiple cameras, the overall correspondence infor-
mation of objects among cameras is necessary in order to minimize the redundant
active tracking.

In this paper, a distributed multiple camera collaboration strategy for multiple
camera active tracking in a large area is proposed. The proposed mechanism utilizes the
sector-based representation between the cameras so that the correspondence among
different cameras is determined. In order to cover a large area, the master-slave
operations are emulated by combining local object profiles to construct the overall
global coverage information. The global coverage information utilizes the estimated
trajectories of all objects visible by the local cameras where the information is used to
select an object for the active tracking. The process of load balancing among cameras
to evenly distribute the objects is incorporated into the mechanism to avoid tracking
misses due to the dynamic behaviors of the objects. The active tracking triggering
timing is carefully chosen to synchronize the cameras and maximize the overall
monitoring coverage for general surveillance operations.

2 Basic Sector Distributed and Collaboration Strategy

2.1 Sector Distribution for Multiple Cameras

Figure 1 illustrates a large area covered with a set of multiple PTZ cameras where the
coverage of each camera depends on the PTZ parameters. By varying the PTZ values,
various view angles are possible. The cameras are placed in so that they could cover the
entire global view with some possible coverage overlaps. The global area is divided
into a set of sectors and each sector is uniquely indexed. The coverage of each camera
is represented by a set of the global sectors that the camera monitors. The sector based
representation is used to establish the correspondences between multiple cameras.

Figure 2(a) illustrates the correspondence between the global view and local
camera view. The view of the camera is also represented as a set of sectors. Initial
objective of using the sectored based approach is to obtain a mapping coverage solution
to maximize the global view coverage (i.e., maximizing coverage of objects). Because
the size of global sectors projected on the local sector may not correspond to the sizes

Fig. 1. Illustration of the cameras covering the different global area depending on the PTZ
parameters. Each camera has multiple view positions.
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of the local sectors, multiple global sectors may be mapped to multiple local sectors as
illustrated in Fig. 2(b).

Two main data structures are maintained for efficient mapping process. Figure 3(a)
shows the data structure for the global sector information. For each global sector, the
corresponding local sectors for each camera position are maintained. Multiple local
camera sectors may be mapped to a single global sector (or vice versa). In addition to
this global sector information, a data structure is maintained for each camera as shown
in Fig. 3(b). For each camera and its position, the list of corresponding global grid list
is provided for the sector. The correspondence between the camera local sectors to the
global sectors is established through the mapping data structure maintained for each
camera. With the mapping table for each camera, the global to local view relationship is
clearly specified. Also, by checking which local sectors of different cameras contain the
same global sector indices, which means that they cover the same global sectors, the
correspondence between different camera views could be easily achieved.

2.2 Solution for Load Balancing

As discussed in the previous section, the mapping method generates many possible
solutions. Moreover, the mapping method discussed previously does not consider the
object distribution and their dynamic. When selecting a mapping solution, the load
balancing must be considered at the same time. The main objective of the load

Local View Perspective(a) (b) Global View Perspective

Fig. 2. (a) Illustration of that the projection of global sectors to camera local view may have a
distortion (the local view of camera is shown). (b) Illustration of the sector correspondence
between the camera sectors and the global sectors.

Global View Base(a) (b)d Local View Based

Fig. 3. (a) Data structure maintaining the global sectors to the local sectors for the individual
placement position of all cameras. (b) Data structure maintaining the local camera sectors to the
global sectors for individual placement position.
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balancing is to distribute the object evenly among the cameras so that the total time it
takes to cover the objects is evenly distributed.

Figure 4 illustrates the strategy for estimating the objects distribution on the global
view by projecting the locally detected objects. (For simplicity, the discussion con-
siders the case with perfect projections, that is, the local views have no distortion in
terms of global views. This will not affect our algorithms and the results.) The objects
detected locally on each camera are projected using the pre-computed relationship
between the global area and local view. This method is necessary in order to determine
the object distribution, hence proper solution selection for load balancing. Since this
method projects all objects that are locally detected, the method cannot estimate the
area, which is not being covered by the camera. In the process, depending on the
relative size of the grid and sectors as well as degree of overlapping, the object
distribution estimation may not be perfect. Moreover, the object distribution is obtained
only with the viewable ranges of the cameras. The objects that are not visually covered
by the camera are not considered in the estimation process. Hence, normal coverage of
the entire global view is important for obtaining the accurate estimation of the object
distribution.

After load balancing, the system will then perform sector scanning and object
selection for active tracking. Each camera scans through their local sectors sequentially.
Whenever there is a detected object in a certain sector, the camera selects the object and
initiates the zooming process. Since object tracking is not possible during the zooming
process, whenever there is a sector with multiple detected objects, the scanning process
randomly selects one of the objects and initiates the zooming process. The cameras also
keep counters for each sector indicating the number of the objects within the sectors.
Each time the camera scans and tracks the sectors, the counter for that sector will
decrease by one. Since the two objects still have the same probability to be selected
during the next scanning iteration, possible missed and redundant detections are likely
to occur.

Fig. 4. Estimating the object distribution on global view using projection of the locally detected
objects. Form the global estimation, the mapping solution as well as load balancing is achieved.
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The discussion of the single camera scanning and selection strategy can be
extended to the case for the multiple cameras from the timing characteristic and the
overall coverage perspectives. Figure 5 illustrates the active tracking collaboration
strategies for different start time of the active tracking process. The parameter Tmonitor
represents the time duration the camera is monitoring the area and the parameter Ttrack
represents that the camera is performing the active tracking for all objects assigned to
the cameras. The figure assumes that the cameras C1; C2; andC3 cover five objects,
four objects, and four objects, respectively. The first strategy shows that the camera is
sequentially performing the active tracking. During the duration of active tracking
operation, the number of cameras that are participating in overall monitoring is limited
to two. The second strategy is suitable when all of the cameras are performing active
tracking simultaneously. Initially, the number of cameras covering the area is zero but
the number increases to three when the active tracking is completed. The last strategy
overlaps the active tracking activities and the coverage is also illustrated.

3 Dynamic Sector Distribution with Load Balancing

3.1 Consideration of Object Dynamics

The dynamics of the objects on the local camera view have great influence on the
scanning and selection of the system. Consider three objects illustrated in Fig. 6(a).
While all of these objects may move with the same speed on the global view, the
projected speed of these objects are different depending on the view angle of the
camera. In this particular case, the object O3 may leave the view before the object O1.

Without proper handling of the object dynamic, the system may miss many objects
for the active tracking operation. In the proposed approach, a set of parameters is
characterized. The parameter tmin;i, for each object i, specifies the minimum time
required in order for the object to leave the coverage view of the camera. The values are

Fig. 5. Illustration of cameras collaborations for three different start time of the active tracking
process. (a) Sequential, (b) Simultaneous, (c) Partial overlap.
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estimated by the local cameras for all objects, and these values are tabulated by the
server. The data structure maintained by the server is illustrated in Fig. 6(b).

3.2 Synchronization of Active Tracking with Constraint

With all the priority information mentioned above, cameras still have to exchange
information with the server in order to collaboratively increase the total coverage and to
be effectively scheduled. The local camera sends the information or possible ordering
to the server for deciding the active tracking instances. The reason for this is to avoid
multiple cameras processing the active tracking at the same time reducing the overall
coverage.

Figure 7 illustrates the ordering of objects received by the server. Each object i has
its tmin;i and as long as the object is selected to be tracked before the given tmin;i, the
object is safely tracked. Beyond the tmin;i, the object will not be covered by the active
tracking. Hence, the cameras constantly provide the estimated time of exits of the
remaining objects. Based on these, the load balancing as well as active tracking

Obje(a) (b)ct Trajectories on Local View Data Structure for tmin, i for Object i

Fig. 6. (a) Illustration of the tmin depending on the objects location on the local view. The time
varies significantly depending on the direction of movement. (b) The table storing the estimated
tmin for each object for all cameras.

Fig. 7. The ordering information received by the server. The camera sends the Texit of all
remaining objects to the server. The overall coverage is influenced by the active tracking
synchronization.
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synchronization is performed. The server individually interfaces with the cameras one
at a time with Tstart;i signal for the camera i with the duration of active tracking Tduration;i
for the camera i. This will initiate the receiving camera to perform active tracking for
the specified duration. Within the duration, multiple objects may be tracked. The reason
for this individual synchronization is to maintain the monitoring coverage by the
cameras. Hence, the active tracking synchronization is performed with the number of
cameras participating in the monitoring as a constraint.

One issue may arise during the active tracking, many objects may move and the
object may not be able to cover within the given tmin;i, which means that not enough to
handle the current load of objects. When the timing is violated, some of the objects will
not be tracked.

4 Evaluations

In this section, the effectiveness of the proposed method is evaluated with an envi-
ronment as shown in Fig. 8(a). The entrance and exit are indicated in the setup. Mul-
tiple cameras with a finite set of PTZ parameters and the finite active tracking time
Ttrack;min are used and the number of cameras is varied in the evaluation.

Figure 8(b) illustrates the percentage of the objects with missed active tracking.
The percentage depends on the amount of time the objects stayed within the area as
well as the camera positions. As shown in the figure, the smaller the value of Tmtc is, the
lower the miss tracking. Since the objects were diffused from one location, the per-
formance depends on the camera position. Figure 8(c) illustrates the same evaluation
with the faster translation time, 0.25 s. It is clear that when the cameras are limited, the
performance with the faster translation camera is highly desirable. In both figures,
100 % cumulative tracking probability is not possible since some of the object which
entered with very short staying time is permanently missed by the system.

2(a) Setup (b) Translation Time = 0.5 sec, C , C4    (c) Translation Time = 0.25 sec, C2, C

Fig. 8. (a) The simulation setup using four cameras in a large area where each camera may have
different views. The miss active tracking performance as a function of Tmtc. Two different sets of
cameras are compared. The value of the camera translation time is set to (a) 0.5 s (b) 0.25 s.
Camera Positions 2 and 4.
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5 Conclusions

In this paper, a distributed multiple camera collaboration strategy for multiple camera
active tracking in a large area is proposed. The proposed method utilizes a sector-based
mechanism in which the correspondence among different cameras is determined. By
emulating the master-slave operations through the combination of the local information
to construct the global information, the loads are evenly distributed to avoid tracking
misses due to the dynamic behaviors of the objects. The performance of the proposed
mechanism is evaluated with a densely populated situation. When the resources are
limited, the proposed scheduling mechanism tries to maximize the active tracking
coverage as well as the normal coverage. It is also demonstrated that faster translation
time of the cameras generates better performances.
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Abstract. Mobile Edge Computing offers real time RAN information (like
network load, user’s location) to the application developers and content
developers. These real time network information are used to provide context
aware services to the mobile subscribers, thereby enriching user’s satisfaction
and improving Quality-of-Experience. Mobile edge computing platform
increases the edge responsibility and allows computation and services to be
hosted at the edge, which reduces the network latency and bandwidth compu-
tation of the subscribers. In this research paper, we designed the scalar mobile
edge cloud platform and it’s appropriate edge applications, such as 360°
panorama image processing, which has a special characteristics and challenges
to extend an edge servers on edge cloud by the subscribers demands. This
research paper challenges capable to overcome the static al constrains of edge
serve capacities and supports flexible computing facilities.

Keywords: Mobile Edge Computing � Communication offloading � Resource
scheduling � Energy consumption management

1 Introduction

Internet-of-Things (IoT) paradigm enabled the resource-constrained devices to be
interconnected through Internet [1]. But, many of these edge devices are embedded
with low processor and storage capacity. To overcome above scenario in Mobile Cloud
Computing (same scenario as IoT paradigm), many techniques such as cyber foraging
[2, 3] or computational offloading [4, 5] have been proposed where edge device off-
loads some computation to the remote resourceful cloud, thereby saving processing
power and energy. However, offloading computation to the public cloud may involve
long latency for data exchange between the public clouds and edge device through the
Internet. To overcome above problem, cloudlet based offloading is proposed where
mobile devices offload computational to the less resourceful server near the uses
proximity accessible using Wi-Fi access point.
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In this paper, we proposed and designed a scalable-edge cloud platform which an
edge device subscribers could flexible extends cloud edge server to edge cloud and
could application services specific to edge devices requirements in current static envi-
ronments. And then, we verified the overall system completions and performances using
the appropriate edge device application development. A scalable edge cloud platform
composed of edge cloud controller and edge device controller. For the appropriate
experimental edge device application, 360° panorama to plain view translation, moving
object recognition, moving object tracking, we’ll develop the 360° panorama image
processing application that offloaded to rich resource computing server. Through this
works, we presented mobile edge cloud platform model and skeleton.

The rest of paper is organized as follows. In Sect. 2, we motivate the need for the
mobile edge cloud platform based on related and previous works. In Sect. 3, we present
the high-level design of the scalable mobile edge cloud platform and core components
of the system. Finally, Sect. 4 discuss and conclude the paper.

2 Related and Previous Works

Habak et al. proposed FemtoClouds [6] system that provides a dynamic and
self-configuring “multiple device mobile cloud system to scale the computation of
cloudlet by coordinating multiple mobile devices. They consider how a collection of
co-located devices can be orchestrated to provide a cloud service at the edge. Scenarios
with co-located devices include, but are not limited to, passengers with mobile devices
using public transit services, students in classrooms and groups of people sitting in a
coffee shop. To this end, they propose the FemtoCloud system which provides a
dynamic, self-configuring and multi-device mobile cloud out of a cluster of mobile
devices. They present the FemtoCloud system architecture designed to enable multiple
mobile devices to be configured into a coordinated cloud computing service despite
churn in mobile device participation. They develop a prototype of FemtoCloud system
and use it in addition to simulations to evaluate the performance of the system showing
its efficiency and ability to leverage the available devices’ compute capacity. This
system contribute to a line of research on small, local and possibly private clouds.

Chen et al. proposed a distributed computational offloading model for Mobile Edge
Computing [7]. They first study the multi-user computation offloading problem for
mobile-edge cloud computing in a multi-channel wireless interference environment.
They show that it is NP-hard to compute a centralized optimal solution, and hence
adopt a game theoretic approach for achieving efficient computation offloading in a
distributed manner. They then design a distributed computation offloading algorithm
that can achieve a Nash equilibrium, derive the upper bound of the convergence time,
and quantify its efficiency ratio over the centralized optimal solutions in terms of two
important performance metrics.

Load balancing guarantees that all physical resources within cloud DC have a
uniform workload. Existing load blanching schemes such as, Round Robin [8],
Min-Min scheduling [9–11], Max-Min Algorithm [12], OpenStack Scheduler [13],
Min-min Algorithm [14], and Improved Max-min [12], have considered static load
balancing (single-resource) to co-locate VMs. All aforementioned schemes opted VM
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placement scheduler that overlooks queuing user requests, and a fair-share algorithm
enabled resources provisioning within data centers.

Nowadays, due to increasing demands of mobile users and hype in the popularity of
mobile applications, incorporating high performance functionality features within the
mobile application results in quick battery charge depletion due to high usage of mobile
components. Accurate energy estimation helps application developers to investigate
application power consumption behavior at earlier development stages. Consequently,
developers redesign their application to optimize the utmost power consuming portion
of application [15, 16]. Base cost energy of an instruction highly depends on the
circuitry activated during instruction execution on mobile phone. Each instruction
within ARM ISA triggers different component of the mobile phone. Moreover, for a
single instruction, power consumption varies depending on type of op code, number of
operands, operand type, and the mobile model used. For instance, base cost energy for
LOAD instruction is higher than ADD instruction as memory operations are much
expensive than simple ALU based operations [17].

3 A Scalable Mobile Edge Cloud Platform

The scalable mobile edge computing platform might extends available computing
server resources which monitored and required from subscriber demands. And this
model based on previous mobile edge cloud computing platform as following Fig. 1.

Fig. 1. An scalable mobile edge cloud platform and its workflow (bird-eye view).
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The scalable mobile edge computing platform composed of the edge controller and
edge device controller. The edge cloud controller comfortable connect and efficient
resource manage between the edge device and edge server. The edge device controller
manage the information which needed execute high efficient application and connect to
the edge cloud. The resource monitor and scheduler maximize usage and access the
computing resource between the edge servers regard to additional computing resources
on the scalable edge cloud platform.

A task assignment offloader migrate a computing-intensive and energy-intensive
modules using the static and dynamic code analysis technique for the execution speed
enhancement and efficient energy consumption.

Finally, we designed the energy management modules that profiled the energy
consumption information when mobile edge application execution time and motored
the result of energy estimation for the minimization of energy consumption burden on
the scalable edge cloud platform.

4 Conclusions

In this paper, we proposed and designed a scalable-edge cloud platform which an edge
device subscribers could flexible extends cloud edge server to edge cloud and could
application services specific to edge devices requirements in current static environ-
ments. And then, we verified the overall system completions and performances using
the appropriate edge device application development. A scalable edge cloud platform
composed of edge cloud controller and edge device controller. For the appropriate
experimental edge device application, 360° panorama to plain view translation, moving
object recognition, moving object tracking, we’ll develop the 360° panorama image
processing application that offloaded to rich resource computing server. Through this
works, we presented mobile edge cloud platform model and skeleton.
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Abstract. In this paper, we provide a detection technology for a common type
of network intrusion (traffic flood attack) using an anomaly data detection
method based on probabilistic model analysis. Victim’s computers under attack
show various symptoms such as degradation of TCP throughput, increase of
CPU usage, increase of RTT (Round Trip Time), frequent disconnection to the
web sites, and etc. These symptoms can be used as components to comprise k-
dimensional feature space of multivariate normal distribution where an anomaly
detection method can be applied for the detection of the attack. These features
are in general correlated one another. In other words, most of these symptoms
are caused by the attack, so they are highly correlated. Thus we choose only a
few of these features for the anomaly detection in multivariate normal distri-
bution. We study this technology for those IoT networks prepared to provide
u-health services in the future, where stable and consistent network connectivity
is extremely important because the connectivity is highly related to the loss of
human lives eventually.

Keywords: Anomaly detection � Network intrusion � Traffic flood � DDos
attacks

1 Introduction

There are various techniques presented so far in order to detect or prevent the network
attacks. And most of these techniques are based on the use of salient features such as
changes in traffic volume, number of mismatched SYN packets, TCP throughput,
round-trip time (RTT), CPU usage, and etc. to enhance the performance of the attack.
Related studies are as follows. Authors in [1] present analytical studies on the flood
attack on the web server to examine impacts of the flood attack in terms of TCP
throughput, RTT and CPU usage. The TCP throughput degrades significantly when the
system is under attack, the RTT is increasing, and the CPU usage is increasing as well.
Mahalanobis distance is used to detect the normal and abnormal traffic, and the entropy
of packet attributes (TCP flags and SYN/ACK packet rate per second) is used as
features for the detection purpose [2]. Using Mahalanobis distance, traffic can be found
suspicious when TCP packet distribution and SYN/ACK packet rate have sudden
changes than expected. Similar techniques are employed in [3], which is based on the
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analysis of traffic entropy to provide Multilevel DDoS detection and prevention for
DDoS attack, and multithreaded defense technology is suggested to process large
amount of data and to reduce the packet loss for making the detection strategy doable.

A new feature to detect DDoS attack is proposed in [4] where the idea is to examine
degree of unmatched SYN packets by observing bidirectional traffic flows, which may
indicate a sign of attack. A flow–based intrusion detection method is proposed in order
to detect various types of attacks and to reduce repetitious alarms caused by the same
attack [5]. Unlike most existing anomaly detection methods, this research deals with
groups of related packets together and examines similarities between the related groups
to decide abnormality of the group of packets.

Most of these related studies emphasize the importance of chosen features, which
can lead to the performance of detection systems. We focus more on the anomaly
detection method rather than elaborating on choosing appropriate features. The idea is
based on performing the anomaly data detection in multidimensional feature space
assuming that data in the multidimensional feature space is highly correlated and can be
modelled by a multivariate normal distribution somehow. Data anomalies can be
determined by applying certain threshold for the multivariate normal distribution, so
data under the threshold are suspected as anomalies.

This paper is organized as follows. Section 2 describes the anomaly detection
strategy in multi-dimensional feature space suggested in this paper and discusses brief
summary about the multivariate normal distribution. In addition, the expectation-
maximization algorithm is explained briefly, which is used to estimate mean and
variance of the multivariate normal distribution. Section 3 discusses simulation results
of this research with several illustrations. Finally, we discuss conclusions of the study
and future studies for later.

2 Detection of DDoS Attacks Based on Anomaly Detection
Technique

2.1 Anomaly Detection

Most symptoms of DDoS attacks are at least approximately, correlated. For example,
victim’s computers show slow response to certain inputs, high CPU loads, frequent
disconnection to web sites, low TCP throughputs, and etc. These symptoms are highly
correlated, which are mostly occurred by the DDoS attacks. This correlated data can be
represented in k-dimensional feature space, and it can be described by the multivariate
normal distribution having density as follows [6].

fXðx1; . . .; xkÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞkjP j

q exp � 1
2
ðx� lÞT

X�1

ðx� lÞ
 !

ð1Þ

where x is a real k-dimensional column vector with k-dimensional mean vector l and
k X k covariance matrix

P
, and these components are represented by the following

notation respectively:
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x�N l;
X� �

l ¼ ½E½X1�; E½X2�; . . .;E½Xk��X
¼ ½Cov[Xi,Xj]�; i ¼ 1; 2; . . .; k; j ¼ 1; 2; . . .; k

Detection of abnormal data is based on discovery of abnormal data in multivariate
normal distribution density where data can be dealt with a set of correlated real-valued
random variables. The idea begins by the notion that normal data are distributed near a
mean value, however abnormal data can be located away from the mean in general.
Thus if we find a proper threshold value ðeÞ to discriminate the normal and abnormal
data in the multivariate normal distribution density, we can detect the anomaly of data.
The corresponding algorithm can be summarized as follows.

1. Find the model fXðx1; . . .; xkÞ on training data set xð1Þ; . . .; xðkÞ where k is the number
of data

2. On a cross validation/test data x, predict the anomaly (y) of data as follows:

y ¼ 0 if fXðxÞ\e ðanomalyÞ
1 if fXðxÞ� e ðnormalÞ

�

2.2 Estimation of Mean and Variance by Expectation Maximization

Since the training data is assumed to be correlated in multidimensional feature space
and can be modelled by multivariate normal distribution, then the problem can be
considered as finding an appropriate Gaussian mixture model for single clustered data.
Thus, we use the expectation-maximization (EM) algorithm to find the mean and the
variance of the multivariate normal distribution. As one of the unsupervised learning
algorithms, the EM algorithm is based on an iterative method to find maximum like-
lihood estimates of statistical models, where the unobserved latent variables comprise
the statistical models [7]. The EM algorithm is comprised of an expectation (E) step
and a maximization (M) step, and these two steps alternates until the latent variable
estimation converges to a certain value. These two steps are summarized below.

Expectation step (E step): calculate the expected value of the log likelihood, with
respected to the conditional distribution of Z given X under the current estimate of the
parameters hðtÞ:

QðhjhðtÞÞ ¼ EZjX;hðtÞ ½logL(h;X; ZÞ�

Maximization step (M step): Find the parameters that maximizes this quantity:

hðtþ 1Þ ¼ arg max
h

QðhjhðtÞÞ
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3 Estimation Results

3.1 Training Data Generation

In [1], the symptoms of a UDP flood attack were analyzed in three different aspects:
TCP throughput, average RTT, and CPU usage. When systems are under attack, the
TCP throughput drops down significantly, and the average RTT as well as the CPU
usage increases significantly. These symptoms can be used as features for the detection
of network attack. More than two kinds of data can be used as features that will be
represented as a random vector of a size k. However, this paper chooses only two
different kinds of data (TCP throughput and CPU usage) as features because these
features are caused by the attack and so they are highly correlated one another. Two
highly correlated data can be fairly enough for the anomaly detection. And also it is
convenient to see the detection results in 2-D space visually. Based on the description
in [1], the TCP throughput gets dropped significantly during the attack while it is
usually maintained at constant rate before the attack. Also the CPU usage increases
significantly during the attack, but it is maintained at nearly constant percentage usu-
ally. When we generate these two data during the normal state, they must be correlated
to each other as in [8]. Similarly, we generate these two data during the attack period
based on normal distribution, but it has different mean and variance as shown in [1],
where the TCP throughput and the CPU usage has significant difference during the
normal and the attack period. For the normal TCP throughput data generation, we
choose 94(Mbps) for a mean value and 1 for a variance respectively. And for the CPU
usage data generation, we choose 40 for a mean value and 1 for a variance respectively.
More details on this configuration are given in Table 1.

Figure 1 shows several snapshots of estimated normal distribution in 2-D feature
space with contours in different color corresponding to the same density value
respectively. In other words, each contour has the same density value under a multi-
variate normal distribution. As shown in the figure, the TCP throughput and CPU usage
data are negatively correlated and most data are located near the mean of two data. The
expectation-maximization technique is implemented to estimate the mean and the
variance of the density with configuration parameters given in Table 1. After this
simulation, a threshold is chosen appropriately to accommodate all training data set.

Table 1. Values assigned to generate normal type data

Values

TCP throughput Mean 94
Variance 1

CPU usage Mean 40
Variance 1

Correlation coefficient q −0.4
Number of data N 100
EM Number of clusters 1

Initial points random
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3.2 Abnormal Data Detection Results

Abnormal data are generated based on the following configuration (in Table 2).
Figure 2 shows both normal and abnormal data in the 2-D feature space and corre-
sponding detection results where normal data are mostly located in lower right hand
side and the abnormal data are mostly located in the upper left hand side (in red circle).
With the huge difference of values during the normal and abnormal states, the

Fig. 1. Example of training data and corresponding EM results

Table 2. Values assigned to generate abnormal type data

Values

TCP throughput Mean 20
Variance 1

CPU usage Mean 200
Variance 1

Correlation coefficient q −0.4
Number of data N 100
Number of abnormal data M 10

Fig. 2. Detection results on cross-validation/test data
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corresponding density values for the abnormal data are significantly low compared to
those of the normal data. So it is relatively easy to choose the threshold value to detect
the anomalies because the density values for most of the abnormal data are nearly zero.

4 Conclusions and Future Studies

This paper presents an anomaly detection-based network intrusion detection strategy
based on a probabilistic model. We use two anomaly symptoms (TCP throughput and
CPU usage) as features in 2-D feature domain where we assume these features are highly
correlated and can be modelled by the multivariate normal distribution with certain mean
and variance. Then, the detection of the attack can be achieved by finding the anomalies
of data under a chosen threshold value in the multivariate normal distribution density.
We generate training data and test data respectively in order to verify the performance of
the idea, which is found effective in analytical sense. For this study, we use the simulated
training data to verify the idea of this paper, but we plan to apply this idea for real
Internet trace file for experiments or to build an experimental test-bed for certain
application such as IoT networks for u-health care services in our next studies.
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Abstract. This paper is focused on hedonic model study for retargeting
advertising Based Internet of Things using useful information. Many research
related to the existing Internet of things, relatively not many study for effective
advertising model based Internet of Things. So, this paper is designed more
information, fun, interactive advertising model based on Internet of Things.
Therefore, result of this paper show that implication to produce advertising
based on Internet of Things provides a practical guide.

Keywords: Internet of things � Retargeting advertising

1 Introduction

Today we live in a rapid change of new technology developed every day, and along the
innovative change of the Internet and mobile that we’ve experienced in the past, now
we are facing another change. Past advertising tried to deliver the message to the
consumer in one-way, but now many company prefers to do the retargeting advertising,
which prefers to select only the appropriate consumers that have more purchase
intention on a particular item and resend the advertising message to them. This way of
retargeting advertising, as the use of Internet and Mobile has been increased, utilizes
the individual consumer’s information based on cookies to use their online trace to
execute advertising into desktops, lab tops, smart phones, tablet PC, and so on that each
individuals access. However, advertising based on the current Internet of Things is only
following the simple message formation that supplies simple information only, the
evolved smart retargeting advertising that goes beyond this, as the further IoT tech-
nology becomes pretty close to our lives. Hence, this paper we suggests Hedonic
Model for retargeting advertising based Internet of Things, which is a new kind of
advertising as applying the concept of Hedonic Model that enables purchase behavior
by being useful, fun and interesting one instead of just a simple advertising message.
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2 Research Background

Hedonic model for retargeting advertising, which is based on the space-centered IoT,
that our paper suggested is a model that resends the advertising of the product that got
exposed and clicked by consumers based on their online information, but not pur-
chased, on the Internet of Things with additional fun and interesting elements together.
Especially when retargeting advertising based on the space-centered IoT is active, it
creates a new platform that could expose advertisement to consumers much more. As
consumers see appropriate advertisement on where they stay, this is the implication of a
potential alternative that decreases fatigability from constant exposure to unwanted
advertisement.

2.1 Internet of Things and Advertising

Internet of Things is a term that Kevin Ashton first used, which refers to the technology
that connects things from our surroundings to the Internet that enables to offer addi-
tional worth to consumers. According to Gartner during market research phase in
America, it is assumed that 100 Billion of things and device will connect to Internet in
2020. Today new platforms are constantly formed into online area and advertising
industry is facing new changes every day as the increased use of smart phone. In
particular, if IoT, the new technology becomes active, it will connect not only just to
the prior PC, but also to all the spaces as well as cars or home appliances, and another
new digital innovation will come after the Internet and mobile innovation. It gives a
new platform of advertisement to advertising industry as well as our real-life setting,
and many changes are expected to utilize it (Fig. 1).

Fig. 1. Internet of things based IoT space
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Due to the change in this new setting, consumers seem to be changing in such as
their new shopping behaviors or collecting information aspects. Today retargeting
advertising, which is a way to offer a necessary advertising to the selected consumers
that are in search of or interested in products of particular company by precise targeting
using consumers’ information, begins to be active by global companies such as Google,
and it is taking center stage of the most effective and smartest advertising tool. Figure 2
shows the Feature of retargeting advertising than previous one way advertising that
afford the space-centered selected advertising from Internet of Things to the particular
individuals. In prior setting, one-way advertisement was preceded to many consumers,
and their individual data are not structure and connected to each other since it is not
systemized data. But as collected pieces of data onto particular individual are sys-
temized and more meaningful information is created, it enables to make customized
advertisement to each individual.

Also it’s a sensor that is connected to all things IoT that it enables appropriate
customized advertising to particular space as the information is finely connected. If this
kind of retargeting advertising formation is used in advertising that is based on
space-centered IoT in the future, we expect that it will attract the consumers that are
appropriate in more various spaces or platforms effectively. Also, because the retar-
geting advertising, which is exposed constantly to consumers, could make them tired,
the additional informative, fun and elements that effectuate their participation of
Hedonic model will help the current retargeting advertising to be evolved again in a
smarter way.

Fig. 2. Retargeting advertising feature
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2.2 Retargeting Advertising Based on Internet of Things

Hedonic model for retargeting advertising on Internet of Things should offer consumers
the advertising as useful information, and also make them interested in it despite of
constant exposure, so that they eventually purchase the product instead of getting tired
of it. The prior retargeting advertising model resends the customized advertisement
around user’s information. It should be noted that Hedonic model for retargeting
advertising based IoT, unlike the prior one, offers advertisement considering elements
such as interest, fun, information, or interactivity, which is creative representation
technique of advertising. Its schematization is shown on Fig. 3.

In other words, Personal indistinguishable information of what and where users
searched or clicked or visited in order to find particular information online will be
collected as DB. If users move on to another space at this, the collected information and
space information are analyzed and combined as big data onto Internet of Things, and
finally shown in the selected appropriate space as advertisement again.

So more useful and fun advertisement should be offered to consumers, as more
interesting and smarter informative advertisement at this point where Hedonic model
for customer-driven retargeting advertising based on IoT instead of online has not been
activated yet.

3 Strategy Method

3.1 Suggestion to the Model for Smart Retargeting Advertising

This paper suggests an advertising method that could effectively apply smart retar-
geting advertising that utilizes space centered IoT based on the elements presented
above. This model reduces unnecessary advertisement of information while our sur-
rounding things connecting to the Internet around the Internet of Things, and offers the
selected information that was optimally customized to each individual. In other words,
as the advertising is useful and has a fun and interesting way, this model prevents
advertisement avoidance or irritation and induces purchase, and builds trust and sat-
isfaction. First of all, the use pattern of users such as searching and clicking or visiting
websites in order to look at particular products that they are interested or wanting to

Fig. 3. Retargeting advertising system based IoT
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purchase, will be collected as DB. Based on the information on users collected this
way, it selects just the ones that users have directly taken a look at or shown interest,
and reoffers them to induce purchase. The important thing at this point is that if a user
searched online for a particular grocery and left without purchasing, it sends the
advertisement through the user’s refrigerator, dining table, or kitchen electronic
appliances. That is, the concept of retargeting advertising is offering advertising with
finely selecting the information that is only necessary to the users, and Hedonic model
for smart retargeting advertising adds more fun and interesting elements and materi-
alized advertising in space based on the Internet of Things, as shown in Fig. 4.

Adopting this kind of advertising will enable finely targeting considering con-
sumers’ life style, propensity and so on, and it will be able to be an alternative to reduce
advertisement avoidance as arousing interest instead of a constant one-way adver-
tisement. Also when Hedonic model of smart retargeting advertising is activated in the
future, it will enable more effective and smarter advertising as selecting the most
efficient medium. The future study about space-centered advertising based Internet of
Things should apply psychological variables of particular consumers considering more
various side of them as more of an in-depth study. Also due to the space-centered
properties of IoT, the future study about advertising effects on particular place, time, or
situation is also expected.

4 Conclusion

In this paper, we deal with Hedonic model for retargeting advertising based on
space-centered IoT and products that consumers have directly visited or clicked but not
purchased yet, in the Internet of Thing setting based on user’s online information, with
additional fun and more interesting elements for more useful advertising in the proper
place, as shown in Fig. 5.

Fig. 4. Retargeting advertising system based Hedonic model
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From the point of consumers, we propose this advertising model is assumed that
they would feel less irritated than existing one-way advertising, since it is a creative
advertisement, which they’ve been interested before. Especially if the advertising based
on the Internet of Things is activated, that means a new platform that could deliver the
advertising is created, and consumers will be exposed to advertising much more than
now. This paper has the implication of a potential alternative that decreases fatigability
from constant exposure to unwanted advertisement. A advertising strategy based on
IoT has been suggested in this paper that Hedonic model for smart retargeting
advertising that applied the Internet of Things technique, but in the future study, it will
proceed to select the appropriate consumer on Hedonic model for smart retargeting
advertising, and plan to conduct the practical study to measure the effect after that.
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Abstract. A suitable amount of cells in a range is necessary in order to conduct
the experiment. In addition, various methods are being performed to counter the
number of cells. However, there are still some problems. We propose a new
automated cell counting program by using Hough Transform-based double
edge. The proposed algorithm can distinguish between dead cells and living
cells automatically. Finally, we will show the improvement of our work by
reducing the range of error rates.

Keywords: Automated cell counter � Hough transform � Double edge � Image
processing � Smoothing

1 Introduction

In general, a suitable amount of cells in a range is necessary in order to conduct the
experiment such like a toxicity testing, a stem cell, and an animal cell culture. In
addition, various methods such like an electrical impedance, an image processing, and
a selective photothermolysis [4] are being performed to counter the number of cells. In
particular, there is a representative cell counter program by using image processing
such like ‘automated cell counter R1’ [1] and ‘LUNATM automated cell counter’ [2].

However, there are still some problems for automated cell counting programs. For
example, (1) ‘Coulter Counter’ [3] that utilizes electrical impedance calculates the
agglomerated cells into single cells. In addition, it can’t distinguish between dead cells
and living cells automatically. To overcome the disadvantage of ‘Coulter Counter’,
image analysis counters are used for automated cell counting program. One of methods
is a selective photothermolysis and the other is the image processing such like ‘R1’ and
‘LUNA’. For instance, (2) a selective photothermolysis can reduce the range of error
rates because the person checks the image directly with the naked eye and can adjust
the number of cells. However, it can only counter the dead cells or the living cells
separately as shown in Fig. 1. Moreover, (3) ‘R1’ and ‘LUNA’ can reduce the range of

© Springer Nature Singapore Pte Ltd. 2017
J.J. (Jong Hyuk) Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 421, DOI 10.1007/978-981-10-3023-9_109



error rates and can distinguish between dead cells and living cells. They can also save
the data using the USB device. However, the price of ‘R1’ and ‘LUNA’ device is too
high and then the cost efficiency is too low. The general laboratory researchers can
have problem to use the system personally.

Therefore, in this paper, we propose a new automated cell counting program by
using Hough Transform [5] -based double edge. The proposed algorithm can reduce
the range of error rates and can distinguish between dead cells and living cells. It can
also improve the cost efficiency compare to the price of ‘R1’ and ‘LUNA’ device.
Finally, we develop the automated cells counting program based on the proposed
method and we analyze the proposed method in this work.

The rest of this paper is organized as follows. In Sect. 2, we introduce the proposed
algorithm and system process. In Sect. 3, we analyze the experimental results and then
we discuss our conclusions and future work in Sect. 4.

2 The Proposed Algorithm

2.1 System Process

In general, Hough Transform is used to find the features such like a straight line,
curves, and circles in the image. Additionally, edge detection in the image processing is
used to get the selected range from the image. In this work, we combine two methods
and then we try to get circles from the image using Hough Transform-based double
edge algorithm. For example, first, we find the cells from the image by using edge
detection processing. Depending on the contour information of the cells, we can find
the living cells from the image. Second, we dye the detected cells to distinguish
between dead cells and living cells. The dead cells have only one circle. The living
cells have two circles in the image. Third, we find the dead cells from the all cells by
operating double edge detection processing. The dead cells don’t have any two circles
in the image. Finally, we calculate the dead cells and the living cells then we store the
information to the system.

Fig. 1. Manual cells counting and existing method for cell counting using image analysis
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2.2 Hough Transform-Based Double Edge Algorithm

As shown in Fig. 2, the proposed Hough Transform-based double edge algorithm is
consists of five steps. First, the noise reduction processing is performed. If the noise
reduction processing isn’t performed, it is difficult to detect the circles from the image.
Second, the smoothing [6] processing is performed to mitigate the damage of image. In
this work, we utilize Gaussian filtering techniques [7] because of Gaussian filter by
convolution with a Gaussian kernel in each of the pixels generates a resulting image.
Third, we perform canny edge [8] processing to obtain binary image. To make this, we
convert the image to grayscale image then the grayscale image convert to binary image.
After canny edge processing is performed, fourth, we select the circles from the image
by using Hough Transform. At this time, we need to set the range of the distance
between the circle and the circle. In particular, we need to set the size of the minimum
radius of the circle and the size of the maximum radius of the circle in order to reduce
the error rates. After the circle detection is completed, finally, we set a new threshold
value to convert the image then to perform double edge detection and image processing
as shown in Fig. 3.

3 Experiment and Analysis

We developed a cell counting program that composed of OpenCV with MFC for
making experiments. In addition, the cells were tested by taking photos and videos into
the program. We assume that the living cells are expressed by green circle and the dead

Fig. 2. System process (Five steps) of Hough Transform-based double edge

Fig. 3. An example of Hough Transform-based double edge algorithm
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cells are expressed by red circle. As shown in Fig. 4, we can put four images on the left
and it exhibits a total calculated value and average on the right.

As the experiment results, Figs. 5(a) and 5(b) show an example. In the figure, the
green circles are living cells and the red circles are dead cells. In this case, the error
rates are ± 5 %.

In addition, as shown in Fig. 6(a) and 6(b), real-tiem video source detection takes
palce over the original binary image. Figure 6(a) shows an example of the live video
screen and Fig. 6(b) shows an example of the circle detection in real-time image.

Fig. 4. An example of the developed cell counting program (Default)

Fig. 5. An example of the developed cell counting program (Success). (a) Image matching
(b) Circle Detection

Fig. 6. An example of the developed cell counting program (Success)
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4 Conclusion

In this paper, we proposed a new automated cell counting program by using Hough
Transform-based double edge. In particular, we developed the proposed cell counting
program based on MFC with OpenCV to make an experiment. The proposed method
distinguished between dead cells and living cells. Also, it reduced the range of the error
rates up to ± 5 %. Moreover, it improved the cost efficiency compared to ‘R1’ and
‘LUNA’.

However, it consists of simple cell counting mechanism compared to ‘R1’ and
‘LUNA’. In addition, the circle detection is performed by using the binary image in
real-time case. Thus, we will upgrade current version of the developed cell counting
program in order to add more function to the system. Furthermore, we will modify the
system to catch the circle detection based on the real image in real-time case.
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Abstract. In a space mission, there are various types of nodes which can adopt
individual communication protocols for aircraft on Delay Tolerant Network
(DTN) and terrestrial control center on TCP/IP. For efficient routing between
heterogeneous networks, we propose an approach for interworking heteroge-
neous networks with DTN and IP routing in space Internet. We design it by
configuring Interplanetary Overlay Network (ION), based on IP forwarding rule
and gateway. Also, we design scenarios to evaluate its performance. The
experimental results verify the proposed protocol is suitable for interworking
heterogeneous networks in space Internet.

Keywords: DTN � ION � Heterogeneous networks � IP forwarding �
Interworking network

1 Introduction

There are several characteristics in space Internet such as long propagation delay,
intermittent disconnection and node’s forcible moving path due to orbit of celestial
bodies. To solve that problems, Delay Tolerant Network (DTN) has been suggested
and relevant researches are ongoing [1, 2].

A network topology which will be deployed in a space mission is comprised of
terrestrial control center, orbiter and probe. They are based on different networks.
Therefore, it’s difficult to apply an existing routing protocol that has been using on
terrestrial Internet. This interworking issue is one of the first problem in efficient
aspects with routing. But, there’s no research on that interworking problem.

In this paper, we design a routing protocol for interworking with DTN in space
Internet and IP network in terrestrial Internet. For this, by applying IP forwarding,
interworking algorithm is designed which interworks with IP node and DTN node. It
enables that heterogeneous nodes can relay their transmission. Then we design several
test scenarios to evaluate its performance. With this, we propose DTN routing protocol
supporting various network structures which will be deployed in a space mission.
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2 Related Works

Due to some characteristics in space Internet such as long propagation delay and
intermittent disconnection, new network system is suggested which is DTN [1, 2]. JPL
developed Interplanetary Overlay Network (ION) that implements DTN environment
with Bundle Protocol (BP). It is implemented to apply in a space mission, so it supports
space simulations on the ground [3].

Bundle Protocol (BP) is a core transmission protocol with Store-and-forward
transmission. It doesn’t require a full connection from source node to destination node.
Relay node stores data and transmits it one by one hop. Against the disconnection,
Licklider Transmission Protocol (LTP) supports transmission on various paths and
retransmission. For this, it provides reliability [2].

Due to these characteristics, an appropriate routing protocol is required in space
Internet. There are several routing protocols based on DTN such as Epidemic, Prophet
and Spray and wait.

First, Epidemic routing copies messages when node contacts any other nodes
unconditionally (flooding). It shows inadequate performance on a size of buffer and
network traffic aspects [4]. Prophet routing uses delivery probability by calculating
contact information with nodes. Depending on a priority, it shows high delivery
probability [5]. Spray and Wait limits message copying, so it no longer copies message
when it comes in wait phase. This shows outstanding performance by solving a critical
problem in Epidemic routing [6].

Also, in [7], it calculates a priority with properties of heterogeneous node groups.
With this, it proposes routing protocol which delivers a message. In addition, JPL
suggested CGR. It synchronizes contact information ahead and it can avoid unneces-
sary changes on contact information. With this, each node can process Bundle for-
warding based on contact plans [8].

3 Architecture for Interworking Heterogeneous Networks

3.1 Interworking Protocol

In this paper, we propose DTN routing protocol which enables interworking hetero-
geneous networks. First, we interwork with DTN network and terrestrial IP network.
Also type and number of relay node should be considered in a multi-hop transmission.
With this routing algorithm, these various networks can be interworked.

3.2 Routing Algorithm

In ION, node number is classified by using Endpoint ID (EID). We can configure
transmission plans with EID ahead. There are steps configuring transmission path in a
multi-hop transmission.
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A. Configuration for ION Multi-hop Transmission
Above all, transmission plan rule should be configured on ‘ipnrc’ configuration file in
ION. Here comes a form of plan rule.
$ a plan N ltp/M
‘a’ is a command adding a plan rule. ‘plan N ltp/M’ means that file is transmitted by
LTP Outduct M when destination node is N. In this way, we can configure a
multi-hop transmission between ION nodes.
B. Configuration for IP Forwarding Rule

In sequence, for interworking IP node, IP forwarding rule should be configured in a IP
node. In this paper, we use Iptables which configures firewall based on Linux. Here
comes a command configuring forwarding rule with Iptables.
$ Iptables –A PREROUTING –t nat –p udp –d RelayIP –dport RelayPort –j DNAT –

to DestinationIP:DestinationPort
In this, RelayIP and RelayPort mean IP address and port number of relay node. In
other words, these are incoming packet’s destination parameters. The command,
Iptables, changes them to DestinationIP and DestinationPort. Then it retransmits the
packet.
C. Gateway Design for Interworking Heterogeneous Networks

Interworking nodes based on heterogeneous networks is required. In these network
structure, there is a node which is comprised with more than two network interfaces.
In this case, other network’s gateway address should be added in a routing table. Here
comes a command adding routing table based on Linux.
$ route add –net B_DefaultGateway netmask 255.255.255.0 dev InterfaceNumber
In a routing table of A, default gateway address of B is added with its interface
number. With these processes such as ION multi-hop configuration, IP forwarding
configuration and interworking gateway design, we can interwork various network
structures. Using these algorithms, we design several test scenarios and evaluate their
performance.

4 Experimental Results

4.1 Test Environment

In Table 1, there are environment properties of our simulation. In IP node (gateway),
we turn firewall off for configuring IP forwarding. We compare performance with TCP
and LTP. Each test is performed 10 times and we get average value by Treammean
(calculate the average without maximum and minimum value).

4.2 Test Scenario and Results

A. Test Scenario 1: Data rate depends on types of relay node on a fixed
protocol (LTP)

In Fig. 1, there is a testbed scenario 1.
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In a relay node, other conditions are same but only different factor is that ION runs or
not. In scenario 1–1, using plan rule of ION, we perform multi-hop transmission. In
scenario 1–2, Multi-hop transmission is performed with proposed IP forwarding rule.
In Fig. 2, there is a result of scenario 1. Even with IP relay node, it shows a bit better
performance than ION relay node. It means that packet is forwarded on IP layer
without reaching at application layer. As a result, with proposed algorithm, either IP
node or ION node is suitable for a relay node. Also both types of node show similar
throughput.
B. Test Scenario 2: data rate depends on types of protocol with a fixed IP relay
node (Gateway)

In scenario 2, we configure different base protocol in ION with TCP and LTP. Other
conditions are same with scenario 1–2.

Table 1. Test environment

Parameter Contents

OS Ubuntu 14.04 LTS
ION version 3.4.0b
Firewall Gateway Node: Disabled
Number of nodes 3*8
Number of tests 10 each, Trimmean Average
Network interface WLAN (802.11n)
Protocol TCP, LTP
Size of message 1 MB*10 MB

Fig. 1. Testbed scenario 1

Fig. 2. Data rate as a function of the size of
messages

Fig. 3. Data rate as a function of the size of
messages
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In Fig. 3, it shows result of scenario 2. There are notable differences of performance
between TCP and LTP. On TCP, it shows better throughput in multi-hop
transmission.
C. Test Scenario 3: Propagation delay depends on number of IP relay nodes
(Gateway) on a fixed protocol (LTP)

In scenario 3, we perform several multi-hop transmissions with various number of
hops. As in Fig. 4, source and destination nodes run ION with BP over LTP over
UDP, and relay nodes configure IP forwarding rule. The number of hops are 3 to 8
(Gateway: 1*6). Totally we perform six cases tests.

In Fig. 5, there is a result of scenario 3. While increasing the number of relay nodes
from 1 to 6, the propagation delay is also risen up as the number of nodes increase.

5 Conclusion

In this paper, we design and evaluate interworking protocol for efficient routing
operation. We configure IP forwarding rule and verify that IP node is suitable as a relay
node in a transmission between ION nodes according to test results. Also we compare
performances based on TCP and LTP protocols and evaluate performances according
to the number of relay nodes in multi-hop transmission. With this, we confirm that the
proposed interworking protocol is suitable for heterogeneous networks with DTN and
IP routing in space Internet.

Fig. 4. Testbed scenario 3

Fig. 5. Propagation delay as a function of the size of messages
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Abstract. Recently, a search system has been a trend of personalization such as
recommendation systems and social searches. Because, each users receive dif-
ferent results for the same queries by using user preference and interesting.
Specially, a social relation is a most important factor of search system, and
therefore, many recommender system using have been proposed. However,
existing recommender systems typically return a set of search results based on a
user’s query without considering user interests and preference. Therefore, the
identical query from each user will generate the same set of results displayed in
the same way for all users. To overcome this restriction, this paper proposes a
recommender system based on personalized search using intimacy in SNS and
describe a prototype of our recommender system.

Keywords: Recommender system, personalized search � Polarity analysis �
Intimacy � Social network services

1 Introduction

Social Network Service (SNS) is a platform to build social networks or social relations
among users that is able to generate and share a large volume of information by real
time [1]. Most SNS are web based and provide means for users to interact over the
internet. As SNS continue to increase, more contents are created by users. Therefore,
the SNS which has a variety of characteristics is generated through voluntary partici-
pation of users, which is also called ‘Big Social Data’ [2]. As the importance of web
search has been recognized, extensive studies have been conducted actively to analyze
the data in a SNS [3]. A SNS-based search research on finding new knowledge from a
large amount of information that can identify not only contents registered in the web
but also contents of the author as well as the friends of the user [4].

Most people use search system that can be used an integral part of our daily lives.
Nowadays, there has been a trend of personalization search system such as recom-
mendation systems and social searches. Because, each users receive different results for
the same queries by using user preference and/or interesting. Existing recommender
systems typically return a set of search results based on a user’s query without con-
sidering user interests or preference [5]. Therefore, the identical query from each user
will generate the same set of results displayed in the same way for all users.
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On the social network, the relations among people are connected by link, so we can
know information of others who are both directly and indirectly related to themselves
and use their data in personalized recommendation system. When social network data
is applied to personalized recommendation system, the most strong point is that rec-
ommendation using the data of people who are directly related to become possible. If
this recommendation system is set up, the accuracy would be much higher than existing
system not using people relationship [6]. Because people tend to trust opinion of
acquaintance who are related to, using people relationship in personalized recom-
mendation system brings about high accuracy of recommendation. Accordingly, in this
paper we propose an implementation of recommender system based on personalized
search using intimacy in SNS.

2 Related Words

Social network data has various characteristic such as real-time, people relation and big
social data. Because variety of social network data can be used to enhance recom-
mendation, how to use social network information has been extensively studied for
personalized recommendation system.

The majority of the existing work on recommender systems are focused at the
contents based, fuzzy, semantic web, and web server logs. In this paper, we describe
some of the recommender systems existing in Table 1. Table 1 presents different
recommender systems used, domain focused and approach.

3 Our Approach (Personalized Search System)

In this section, we describe the system overview for the proposed Personalized Rec-
ommender System (PRS) and measurement of user’s intimacy using Twitter contents.
We describes characteristics of the Twitter and proposed a methods for polarity and
intimacy analysis of contents. The proposed PRS is based on user-based collaborative
filtering approach. Differently from previous system, proposed recommender system
considers intimacy calculating similarity between users. Existing collaborative filtering
calculates similarity through rating of unspecified individual users for item that
approach is less accuracy because of using unrelated people information.

The PRS consists of the modules Crawling, Personalized Recommendation.
Figure 1 shows a system overview of the structure for proposed system.

Table 1. Different recommender systems.

Recommender systems Domain Approach

YourNews [7] Newsgroups Content based
PRemiSE [8] News Social Experts
FTCP-RS [9] Telecom Fuzzy
PerHSS [10] Hotel Semantic web
WebPUM [11] Web Web server logs
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Crawling. The Twitter contents consists ‘Social Content’ and ‘Social Relation’. The
Social Content was composed with combinations such as content, written time,
RTcount, and so on. Also, the Social Relation indicates among users/friends relations.
The Twitter dataset are collected using the streaming API, parsing and then stored in
Crawling DB.

Personalized Recommendation. In this module, various preprocessing steps are
performed. The Polarity Analysis is generated by Hashtag Analyzer, and Content
Analyzer. We development of our own Opinion Word Dictionary (OWD) expand the
SentiWordNet [12] for analysis of Korean contents in Twitter dataset. Also we are
analyzed intimacy of similarity of friends and friend relation levels by using Mutual
Analyzer and Friendship Analyzer.

For Polarity Analysis, we use SentiWordNet, a lexical resource for opinion mining
that is associated with three sentiment scores in each WordNet synset [13]. The Sen-
tiWordNet method defines L as the union of three seeds (i.e., training) sets, Lp and Ln of
known Positive, and Negative synsets, respectively. Each ternary classifier is generated
using the semi-supervised method presented. A semi-supervised method is a learning
process whereby only a small subset, L � Tr of the training data Tr have been manually
labelled. Initially, the training data in U = Tr − L are unlabeled. The process itself
labels them, automatically, using L as input. Lp and Ln are two small sets, which we
defined by manually selecting the intended synsets.

For the OWD, the polarity of Twitter contents is analyzed. We develop our own
OWD by exploiting SentiWordNet. Using SentiWordNet, we find representative
Korean vocabulary representing Positive and Negative, then add and modify the
Twitter dataset; content with ambiguous opinion are classified as Neutral. Thus,
Twitter contents are classified into Positive, Negative, and Neutral. Table 2 shows a
part of the OWD for Korean polarity analysis in the smartphone domain.

In addition, Fig. 2 shows the overall results of frequency relating to the polarity of
25,249 users in Twitter contents. In Fig. 2, the x-axis indicates the polarity of the topics
in the smartphone domain, and the y-axis represents the frequency of the polarity.

Fig. 1. Overview for PRS.
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For Intimacy analysis, in order to measure the level of intimacy among users,
elements that are closely related with intimacy first need to be identified. The elements
identified can then be utilized as indicators to represent the intimacy level and to reveal
the differentiators between intimate and superficial relationships. For the intimacy
algorithm and personalized search algorithms, the author already published in [14, 15].

4 Implementation

In this section, we describe the implementation of proposed recommender system using
Twitter dataset and then show the snapshots of results. First of all, we crawled contents
related topics to smartphone domain. Then we find all user who has contents in our
crawled data. The Table 3 summarizes the implementation of Twitter dataset.

For the search systems, the top ranked recommended items are the most important,
because users tend to loot at only the top ranked results. In order to ranking, our PRS is
focus on the intimacy algorithm based on user’s relationship which is determined by
ratio of sharing friends. In the implementation, we use crawled contents of Korean
Twitter dataset and user relation data during one month. Whole data size of contents is
about 93.1 GB, and data size of user is 12.3 GB.

Figures 3, and 4 are shown snapshots of PRS implementation. Figure 3 shows the
results of keyword search such as Galaxy (Fig. 3(a)), and iPhone (Fig. 3(b)) based on
intimacy. Figure 4 shows the snapshots of search frequency. Figure 4(a) indicate

Table 2. OWD for smartphone domain.

Polarity Opinions of contents # of

Positive 좋다, 간편하다, 부럽다, 감동이다, 빠르다, 편하다, and so on 384
Negative 나쁘다, 불편하다, 느리다, 어렵다, 까다롭다, 복잡하다, and so on 509

Fig. 2. Results of polarity analysis in smartphone domain.

Table 3. Dataset of Twitter contents and users.

Domain Topics #of contents #of users

Smartphone iPhone, Galaxy, Optimus, Vega, Blackberry, HTC 259,176 25,249
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search frequency of friend’s with intimacy and Fig. 4(b) indicate search frequency of
all user without intimacy. Our PRS implementation returns each user receive different
results for the same queries.

(a) Result of keyword search(GalaxyS)  (d) Result of keyword search(iPhone) 

Fig. 3. Snapshots of PRS.

(a) frequency of friends with intimacy (d) frequency of all user without intimacy

Fig. 4. Snapshots of search frequency.
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5 Conclusions

In the most existing recommender systems return a list of search results but ignore the
user’s specific interests, and they are impossible to personalize accurately, because they
don’t consider how close relationship between users is and their preference. To
overcome these limitations, this paper proposed the PRS based on intimacy mea-
surement in SNS and its implementation. Proposed approach not only can improve
quality of recommendation, but also reflect individual tendency to result of recom-
mendation. Consequentially proposed approach provides more accurate personalized
results than before.
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Abstract. Graph, an important information organizational structure, is com-
monly used for representing the social networks, web, and other internet
applications. This paper tackles a fundamental problem on measuring similarity
between graphs that is the essential step for graph searching, matching, pattern
discovery. To efficiently measure the similarity between graphs, this paper
pioneers a novel approach for measurement of similarity between graphs by
using formal concept analysis that can clearly describe the relationships between
nodes. A case study is provided for demonstrating the feasibility of the proposed
approach.

Keywords: Graph � Similarity � Formal concept analysis � Social networks

1 Introduction

Recent advancement of large-scale graph theory techniques and ubiquitous computing
paradigm enrich the mining and analysis of graph data and other complex networks
system, such as Protein interaction networks [1], social networks [2] and transportation
networks [3]. Therefore, understanding the internal topological structure of networks is
benefit to obtain the deep insights and knowledge from the graph.

Similar subgraph matching refers to finding the subgraph structures with similar
topological structure on the basis of isomorphism. In many practical applications, a
given application issue is normally transformed into a graph, and then measure the
similarity degree between graphs. This paper focuses on the similarity degree evalu-
ation between graphs. There have been many existing research works on graph simi-
larity measurement. One widely used approach, named GED is to sum the cost of
elementary operations: node substitution, node insertion. However, this method is an
NP-hard in general and its main shortcoming is the exponential computational com-
plexity in terms of the number of graph edit vertices [8]. Yan et al. [9] proposed a
feature-based approach for similarity search in graph structures. They used indexed
features in graph database to filter graphs without performing pairwise similarity
computation.

This paper is the first work on similarity measurement between graphs by using
formal concept analysis. Therefore, it is a pioneering research which can bridge the gap
between graph mining and soft computing. The highlights of this paper lie in pre-
senting an efficient measurement approach for similarity between graphs. (1) First, we
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construct the formal context for given graphs according to Modified Adjacency Matrix;
(2) Then, the corresponding formal concept lattices are generated. (3) Obtain the
similarity between graphs since the similarity between the generated formal concept
lattices is equivalent to the similarity between graphs.

The rest of this paper is organized as follows. Section 2 describes the addressed
problem and provides a big picture of solution. The definition of similarity between
formal concept lattices is presented in Sect. 3. Section 4 elaborates the detailed
approach for calculating the similarity between graphs via a case study. Conclusions is
given in Sect. 5.

2 Problem Definition and Solution Idea

Before presenting our problem statement, several basic definitions such as graph,
similarity are firstly provided. Then, the formalism of addressed problem is presented.
Regarding to the problem, a solution

Definition 1 (Graph). In graph theory, a graph is mathematically formalized with a
pair G = (V, E), where V denotes the set of vertices and E indicates the set of edges,
formed by pairs of vertices. The number of vertices V and edges E are called as the
cardinality of V and E, are also commonly represented by n and m or |V| and |E|.

Adjacency is defined for vertex and edge pairs: two vertices u and v are adjacent if
and only if euv is an edge of the graph, while two edges eA and eB are adjacent if they
have an endpoint in common.

Problem Statement (Graph Similarity). Given two graphs G1ðn1; e1Þ and G2ðn2; e2Þ,
with possibly different number of nodes and edges, and the mapping between the
graphs’ nodes, this problem is to find an algorithm to calculate the similarity of two
graphs, denoted as sim(G1, G2) and returns a measure of similarity that captures
intuition well.

Solution Idea: Different from the other existing approaches for calculating the graph
similarity by using the structural features, the solution idea of this paper is to evaluate
the similarity between graphs based on Formal Concept Analysis. The specific tech-
nical steps are shown as follows:

Step 1: Represent the given graphs with the formal contexts according to our
previous works [4–6].

Step 2: Build the formal concept lattices for the above constructed formal contexts.
Step 3: Calculate the similarity between the formal concept lattices.
Step 4: Return the above obtained similarity to the resulting similarity between

graphs.
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3 Similarity Between Formal Concept Lattices

This section mainly presents the approach for evaluating the similarity between formal
concept lattices. Let us revisit the methodology of formal concept analysis.

Definition 2 (Formal Context). A formal context is organized as a 3-tuple K = (O, A,
I) with O and A indicating the objective set and attribute set respectively, and I�O� A
denotes a binary relation between objective and attribute. For example, o 2 O and
a 2 A, ðo; aÞ 2 I is interpreted as objective o has the attribute a.

Definition 3. In FCA methodology, two key operators are defined, for X�O, we define
a set of common attributes of X, X" ¼ a 2 Aj(x,a) 2 I, 8x 2 Xf g; and for Y�A, we also
define a set of common objectives of Y, Y# ¼ o 2 Oj(o,y) 2 I, 8y 2 Yf g.
Definition 4 (Concept). In a formal context K = (O, A, I), for X�O, Y�A, if X"# ¼ Y ,
then this pair (X, Y) is called as a concept where X, Y are the extent and intent of the
concept.

Definition 4 (Concept Lattice). In a formal context K = (O, A, I), a concept lattice L
(O, A, I) is defined that concepts organized according to a special hierarchical partial
order.

After detailed presentation of the preliminary knowledge of FCA methodology, a
similarity degree function between concept lattices is defined as follows,

Definition 5 (Similarity Degree Function) [7]. Let LA; LB be the concept lattices, the
similarity degree is defined as average value of similarity degree between the nodes in
LA; LB, thus it is formalized as follows,

simðLA; LBÞ ¼

P
Ci2LA

simðCi; LBÞ
n

where simðCi; LBÞ ¼ maxð
P
l2Ri

simðCi;lÞ

n Þ, Ri indicates the path set which describes the
concept Ci.

4 The Proposed Approach and Case Study

In this section, we technically elaborate the proposed approach for measuring the
similarity degree between graphs based on formal concept analysis. As mentioned
before in the solution idea, a case study is presented for illustrating the working
principle of the proposed approach.

Example 1: Given two graphs g1; g2, the visualization of these two graphs are shown
in Fig. 1. Both graphs include 7 nodes, however the topological structure is different.
The target of this case is to return the similarity degree between g1; g2, i.e., sim(g1, g2).
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4.1 Constructing the Formal Contexts for Graphs

By using the construction approach [4], the formal contexts are easily obtained as
follows (Tables 1 and 2).

(a) g1                                (b) g2   

Fig. 1. Visualization of two given graphs

Table 1. Formal context of graph g1

Table 2. Formal context of graph g2
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4.2 Building the Formal Concept Lattice

According to the formal concept lattice generation algorithm presented in [4], the
formal concept lattices of two graphs are separately shown in Fig. 2.

4.3 Calculating the Similarity Degree Between Concept Lattices

It is obviously to calculate the similarity degree between concept lattices according to
Definition 5. As can be seen from Fig. 2, the difference between concept lattices of g1
and g2 lies in two concepts, i.e., there exist two special concept paths <
{1,2,3,4,5,6,7},{} > -> < {1},{1} > -> < {},{1,2,3,4,5,6,7} > and < {1,2,3,4,5,6,7},
{} > -> < {1,4,7},{1,4,7} > -> < {},{1,2,3,4,5,6,7} > on L(g1). Hence, the similarity
between two lattices is

simðLðg1Þ; Lðg2ÞÞ ¼

P
Ci2Lðg1Þ

simðCi; Lðg2ÞÞ

3
¼ 2=3 � 1 ¼ 0:667

After obtaining the similarity degree between concept lattices, we can say that it is
equivalent to similarity between graphs. In another words, the similarity between g1
and g2, denoted as sim(g1, g2), shown in Example 1 is 0.667.

  L(g1)                       L(g2)

Fig. 2. The generated concept lattices for g1 and g2
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5 Conclusions

Motivated by many promising applications and objectives, this paper aims to measure
the similarity degree between two graphs, a novel formal concept analysis based
evaluation approach is proposed. This approach firstly constructs the formal contexts
for given two graphs, then builds the corresponding formal concept lattices of them,
finally, a similarity degree function for concept lattice is defined and adopted for
measuring similarity of graphs. The case study is also conducted for demonstrating the
feasibility of the proposed approach. Importantly, our approach can clearly characterize
the relationship between nodes and further return the similarity between graphs by
calculating the similarity between nodes.
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Abstract. It is very important to understand the domain topic of software to
maintain and reuse it. However, the continual development and change in its
size makes it difficult to understand it. To solve this problem, researches have
been recently conducted to extract the domain topic using various information
search techniques such as LDA, with the researches on LDA-based techniques
being especially active. However, since only unstructured information such as
an identifier or note is used in most research, without including structured ones
like information calling, problems in which extracted topics are different from
the characteristics of the program can occur. In this paper, we propose a method
to generate documents and extract topics using both structured and unstructured
information. We also generate indexes based on the frequency of the identifier of
the source code, and propose a system that extracts an association rule based on
the simultaneous generation of the method. We as well establish a system that
provides highly reliable search results to user queries by combining domain
topics, indexes with scores, and the association rule information. Consequently a
TEXAS2 system for this study was established and confirmed a high user
satisfaction on search results to the queries in a performance test.

Keywords: Topic modeling � LDA � Latent Dirichlet Allocation � Feature
location � Feature identification � Software reuse � Sequential mining

1 Introduction

As the size of projects become larger and their application systems become diverse,
structures of software get more complicated. Moreover, once the software is developed,
it is necessary to keep the software updated through continuous modifications,
improvements, debugging, and performance enhancements and these tasks require a
good understanding of the software system. The most important step of a good
understanding of the software system is to determine the location of the implemented
features within the source code, or “Feature” or “Concept Location” [1]. If an engineer is
not familiar with the software system, he/she will be required to read through the entire
code to find the location of the program topic (Feature/Concept). This method for
reviewing the entire structure of a large-scale system that has hundreds of classes and
methods is however inappropriate and time-consuming. In general, there are many
methods for identifying domain topics for mid or larger projects, such as call graph,

© Springer Nature Singapore Pte Ltd. 2017
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control flow and data flow, which are program analysis techniques [2]. Nonetheless,
although these methods help engineers understand the structural information, such
methods are less likely to help them understand the domain topics. On the other hand,
many efforts have of recent seen LSI or LDA algorithms applied to non-structured data
in a source code to find the topics [3–6]. These methods can locate domain topics by
finding multiple word-sets about the project (one word-set is equivalent to one topic)
and estimating the possibility of the project to be included in those word-sets (topic
distributions). The engineer can then name each topic to estimate or extract domain
topics. The estimation might not be very accurate however because the topic distribution
in these methods is very small, and the correlation between the topics is not high enough.

In our study, TEXAS2 (Topic EXtract And Search System) was designed and
implemented to extract, save, and search a topic of a source code effectively. TEXAS2
first generates text documents corresponding to each source code of software, and thus
the software will consist of document sets. LDA topic modeling is then applied to the
document sets. Each source code contains a class that has a higher possibility of being a
topic than other words, and this is used when a text document is generated for the
analytical purpose after the importance of the identifier in the class is calculated using
PageRank. After the API (method, function) call sequences are extracted using
sequential pattern mining algorithm [7], the weight of each identifier is set according to
its API call information. Furthermore, indexes are created by Lucene [8] for all the
generated information and source codes, and a search engine is developed using Solr
[9] so that users can search for the information that they need.

2 Related Work

Blei, A. Ng and M. Jordan [10, 11] proposed LDA (Latent Dirichlet Allocation) algo-
rithm, a probability model, that estimates topics in text documents in natural language. In
their method, the algorithm can estimate the topic discussed in a specific document by
analyzing the word count distributions in the document and comparing them with the
distributions of the word counts that were already studied and known for each topic.

The document in LDA contains several topics, and only word count is an important
variable, but not the sequence of the words. The main purpose of LDA is to estimate
the topics that are mainly discussed in a document by comparing the word count

Fig. 1. The concept of LDA(left) and the concept of PageRank(right)

TEXAS2: A System for Extracting Domain Topic Using Link Analysis 737



distribution in the document with the predefined word count distribution found for each
topic. In Fig. 1, the left portion of the diagram illustrates the LDA.

Sergey Brin and Lawrence Page [12] proposed PageRank and this algorithm ranks
the documents by weighing them according to the importance of the documents, and
these document sets have a WWW link structure. The right portion in Fig. 1 shows the
result when the PageRank algorithm is applied to a web page graph. Each node
represents a web page, and an edge indicates that one web page includes a link to
another web page. The PageRank algorithm uses a method that normalizes the number
of links to each node, and uses the following equation:

PR Að Þ ¼ 1� dð Þ=N + d PR T1ð Þ=C T1ð Þþ . . .þPR Tnð Þ=C Tnð Þð Þ: ð1Þ

where PR is PageRank score, PR(A) is a score of a web page “A”, d is a damping
factor, N is the number of pages, Tn is the page that points to the web page “A”, and C
(Tn) is the number of links that Tn has. The damping factor ranges from 0 to 1, and it
indicates the probability that a user moves to another web page through a link on the
current web page. This number is normally determined through an experiment, and
0.85 is widely used. Overall, the PageRank score of a specific web page is calculated
by adding up the normalized PageRank scores of all web pages that point to the specific
web page, and a PageRank score is then allocated to each web page.

Lucene is a high-performance and expandable search library written in Java and
provided byApache Software Foundation.With this software, documents can be indexed
and searched, and also full-featured text search is possible. This software, however, only
provides theAPI for the indexes and searches, but does not directly collect documents nor
answer any user queries. Therefore, users collect and index the documents by their own or
use a crawler, and search engines use Lucene-based search platforms including Solr.

Solr is an open source enterprise search platform built on Apache Lucene. This
platform supports real-time indexing and documents of various formats and provides
very strong features including a full-text search.

Apriori algorithm is one of the earliest developed influential algorithms, and very
widely used. This algorithm finds a strong association between one item-set and
another item-set. For example, when one transaction is defined as an item-set that
customer purchases and DB as a set of transactions for a certain period, we can express
a rule that “if a customer purchases a diaper, the person also purchases a beer” as
“diaper=>beer [10 % support]”. This 10 % support means that in a given DB, 10 % of
customers purchase a diaper and a beer at the same time, and a confidence level of
80 % means that 80 % of customers who purchase a diaper also purchase a beer. In the
association rule search, the user can input the appropriate support and confidence levels
to discover a correlation between products among transactions that have occurred [13].

3 TEXAS2 System

Figure 2 shows the entire system architecture of the TEXAS2. This system consists of
a preprocess of source codes, call graph generator, topic modeling, source code
indexer, association rule generator, and search engine part.
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The source code is different from a conventional document because it is a structural
document containing keywords, reserved words, compound words and stop words, so
this difference makes the source code difficult to use for the topic modeling. In the
pre-process stage, the all words(class, method, comments, …) that cannot be used for
topic modeling are eliminated, such as the programming keywords(ex: private, public),
the stop words(ex: is, the), camel-cased(ex: drawCircle) and underscored(draw_circle)
compound words are properly treated, and original words are extracted by Porter’s
Stemming algorithm. Furthermore, widely-used words including “get” and “set” are
filtered to generate a corpus that can be used in the topic modeling.

The call graph generator calculates the counting of the calls between codes in the
program, and the extractions and calls of the called classes. In this case, the classes are
defined as nodes and the relations between method calls within the classes are defined
as edges to generate a graph. This graph is then used to score each node using
PageRank algorithm. Based on the score of each node, an identifier of the node is
added to a corpus that is generated from the pre-process stage.

In the topic modeling process stage, LDA-based topic modeling which is applied
by the generated corpus, and the distribution and word sets of random topics are found
for each document in the document sets. In addition, users confirm the outputs and
name a topic for each word set. If no special work is to be performed, the extracted
word is used as the topic name.

In the source code indexing stage, each code is indexed. Based on the words within
the code, it is weighed using a weighing algorithm such as TF/IDF, scored, and the
score index is stored.

We extract an association rule of the method in the association rule generation stage.
For example, we generate a combination rule (setCurrentDirectory(), showOpenDialog
(), getSelectedFile()) in which ‘setCurrentDirectory()’, ‘showOpenDialog()’ and ‘getS-
electedFile()’ are called sequentially, and store both its support value and confidence

Fig. 2. The TEXAS2 system overview
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level. The method with a higher frequency of the simultaneous appearance has a higher
possibility of use by users sequentially, and this affects the ranking of the search results.

In the search stage, the search on the user’s query is performed using the topics,
indexed source code and combination rule information. For this case, the ranking is
determined by the topics of the project, index score generated from the indexing
engine, and the confidence level assigned to the association rules.

4 Result

The TEXAS2 GUI was developed by C#, and MALLET toolkit was used for topic
modeling. Indexer was established using LUCENE 6.1 and search engine was con-
structed with Solr 6.1. To generate the association rule, we developed a JAVA parser
based on JAVA 1.8 version by JavaCC. Topic modeling, search engine and core
module for integrated interface with UI were developed by JAVA. For the initial
variables used for the test, the number of topic sets was 20, and the number of words
for each topic was 20 as well. The repetition of the sampling was conducted 500 times,
and the confidence of the association rules was 85 %. Also 25 Open Source Systems
including JEdit, JHotDraw were used for the document of Topic Modeling. 10 people
participated in the experiment and the results were compared with MALLET. The
percentage of words extracted from each project that can be used for the domain topics,
TEXAS2 was 74 %, while MALLET was 35 %, indicating that the system used in this
study is efficient. Also to measure the effectiveness of the system, we tested on
(1) LUCENE search system standalone, (2) LUCENE search system + the search
system based on topic modeling, (3) LUCENE search system + the search system
based on topic modeling + the search system based on association rule information(our
system). The satisfaction rates of search result were (1) 73 %, (2) 80 %, (3) 86 %
respectively. Based on the results, (3) was the most effective technique in this
experiment.

5 Conclusions

In this study, we proposed a method for topic modeling by extracting weighted value
from function call information to compensate the deficiencies occurring when
extracting software domain topics based on unstructured text. We used simultaneously
generated information of the method to extract reliable association rule information,
and established a search system that reflects it. As a result, users were highly satisfied
when they searched for a project or code information using this information. It is
expected that the system will become more complete as its reliability is verified with
more projects in the future.
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Abstract. The growth of the Internet of Thing (IoT) ability up all types of
service driven to ubiquitous cloud infrastructure different access methods are
analyses to understand new message protocols that are used ubiquitous IoT
mobile application environment that presented the cloud computing platform for
mobile application. It supports a combined architecture of ubiquitous and cloud
computing which provides a how device can grow in intelligence, interoper-
ability with other IoT environment, system and service. The Cloud Infrastructure
for ubiquitous computing environment mobile application (CI-UCEMA), which
consist of three layers it Cloud Service Layer (CSL), M2M Service Layer
(MSL) and Ubiquitous Service Layer (USL). The M2M consists of IoT Services
layer (MSL) will involve a decrease in complexity of both the improvement and
controlling of IoT systems. Realizing the full potential of the Internet of Thing
requires that we change how we view and build ubiquitous environment which
provide the core foundation of service.

Keywords: Ubiquitous computing � Cloud computing � Cloud infrastructure �
M2M mobile application

1 Introduction

The Internet of Thing (IoT) follows the Ubiquitous environment and will have an
equally wide ranging impact, with the potential to “things”. It will change everything,
including how things are made and used and even our environment. Ubiquitous
computing will feature intelligent device at the edges of networks. Further, Ubiquitous
networks will not be connected to just the Internet most of solutions, will also be
connected to other ubiquitous environments, as well as the Internet. This will result in a
composite, decentralized environment with intelligence at the edge and on the Internet,
and in the cloud computing environment to ubiquitous computing. As the number of
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connected things increases to ubiquitous computing that service are defined and built
delivered will change increased. We defined into the car blackbox connected from time
of purchase and always connected to the infrastructure and user through such ubiq-
uitous new service will be enabled. These are now appearing in all areas and industry
sectors, including automation vehicle telemetric and car information transfer to another
place PC or Smartphone. New composite solutions created by connecting ubiquitous
real value, which can provide both reduce costs and new revenue opportunities to
business across all ubiquitous environments to IoT.

2 System Architecture

In this approach, we describe an architecture of our system so called CI-UCEMA
(Cloud Infrastructure for Ubiquitous Computing Environment Mobile Application),
which consists of three layers: Cloud Service Layer (CSL), M2M Service Layer
(MSL) and Ubiquitous Service Layer (USL).

Our analysis of these architecture as shown in Fig. 1. The CI-UCEMA infras-
tructure supports all functions that it can provide internally with each layer operating.

Fig. 1. System architecture of CI-UCEMA
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2.1 Cloud Service

The most developed prior work in this area is the Cloud Service Layer consists of two
components: Cloud Distributed Parallel data processing Service (CDPS) and Cloud
Infrastructure Management Service (CIMS). CDPS provides an agent based processing
platform for executing various distributed models through four components: Process
Manager (PM), Process Controller (PC), Resource Manager (RM) and Resource agent
Controller (RC) [1]. This layer provides a software execution IoT environment, and
manages execution of user mobile application.

2.1.1 Cloud Distributed Parallel Data Processing Service
CDPS supports various distributed or parallel models based on the connection pattern
between PC and RC created by PM and RM respectively. A resource agent is created in
each VM, and connected to RC in CDPS, performing data transfer, program execution
and running for running mobile applications through RC in CDPS [2–4].

2.1.2 Cloud Infrastructure Management System
Also, CIMS offers cloud infrastructure controller which supports a unified interface for
various cloud infrastructure via cloud infrastructure interface so that mobile applica-
tions may be launched on any cloud environment. PM runs a set of processes by
creating their corresponding PC each of which in turn manages a resource agent in VM
through RC. Resource Agent transfers a user data for applications and configurations
from Data Repository to the VM resource, configures an initial status before running
mobile application. After all allocated VM resources are configured, each Resource
Agent runs mobile applications by order of Process Controller, and monitors the uti-
lization of VM resources and running status of mobile application. CIMS provides
on-demand VM allocation for dynamic execution of mobile processes through Cloud
Resource Manager which receives resource requirements for mobile application from
USL, and launches VM instances via Resource Provider.

2.2 M2M/IoT Service

M2M Service will involve a decrease in complexity of both the improvement and
controlling of Ubiquitous M2M/IoT systems. This can be distinguished by improved
interoperability and, carefully related, the improvement and use of normal. Security
will also remain a grassroots regard as device management and provisioning are
accomplished [5]. M2M Service layer (MSL) is responsible for shielding the user from
the underlying complexity and variability through self-tuning environment by mobility
and adaptation in CDPS and CIMS. MSL Components has Human to Object Com-
munication (HOC), Human to Human Communication (HHC), Object remote Infor-
mation Device (OID) and Micro M2M Data Access (M3DA). HOC has something
concerned communications with PC, TV, PDA, Wearable PC, Mobile Phone and LTE
Black Box. HHC supports services concerned with making same Human to Human
Communications environment in everywhere [6, 7].
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2.2.1 Human to Object Communication
Ubiquitous computing environments enable us to process humongous amounts of
information that, for example enable us to detect the locations of indoor objects with
position sensors such as obtains vast amounts of environmental sensor data on
M2M/IoT environment. We use relationships between environmental objects to refer to
an object in human to human interactions. It is useful for computers to treat relation-
ships between objects in human to Smartphone or computer interactions.

2.2.2 Human to Human Communication
The Human to Human Communications initially tend to treat objects as human and
think they have a object. It is often suggested that the transportation and telecommu-
nications are strongly coupled, or complementary. The telephone is an important means
of making appointments and therefore enabling and justifying more HHC, but at the
same time HHC increases the need for communications.

2.2.3 Object Remote Information Device
Object remote Information Device (OID) on introduction to a new, emerging com-
munication standard with high relevance for the growing Machine to Machine (M2M)
industry and the Internet of Things (IoT) as a whole. As an open interface remote
management protocol standard between M2M appliances and server-side M2M plat-
forms optionally Cloud based, it leads to a decoupling of both sides, thereby enabling
greater independent innovation of M2M devices and M2M platforms.

2.2.4 Micro M2M Data Access
M3DA is an open-source [6]; royalty-free protocol Specification to be released in open
source. We generate documentation with more high level specification for Mihini agent
features and Framework modules. We use a Koneki Execution Environment to help
developers using our APIs with Koneki tools. This Execution Environment will enable
code completion, content assist, and documentation pop-up while using Mihini APIs.
The Enterprise application must use robust certification to authenticate that it can
principal data from the CIMS. Also M2M CIMS is that data coming from both used
device and enterprise application can be principal platform.

2.3 Ubiquitous Service

The Ubiquitous Service Layer [8, 9] consists of two components: Context-Aware
Service (CAS) and Ubiquitous Man Service (UMS). It is responsible for shielding the
user from the underlying complexity and variability through intelligent context-aware
infrastructure and automatic ubiquitous service in the self-tuning environment for
mobility and adaptation for ubiquitous application. In mobile computing, whenever the
user moves from one place to another, the tasks such as cloud resource allocation,
environment variable configuration, and remote service execution can be automatically
set up and performed by UMS and CAS [10].

Ubiquitous Computing for Cloud Infrastructure 745



2.3.1 Context-Aware Service
CAS provides a context-aware infrastructure which supports the gathering of context
information from different sensors and the delivery of appropriate context information
to mobile applications. Context Interpreter gathers contextual information from sensor
network, and Context Reasoner provides high level contexts for mobile application
through reasoning based on ontology-based Context Model [11], storing the resulting
contexts in Context Repository. UMS provides on-demand automatic service execution
environment for mobile application by interacting with CSL through Cloud Service
Interface (CSI).

2.3.2 Ubiquitous Main Service
The Ubiquitous Main Layer [3, 11] (called uMain) is responsible for shielding the user
from the underlying complexity and variability through self-tuning environment by
mobility and adaptation which are weak points in CDPS and CIMS. Whenever the user
moves from one place to another, the tasks and devices such as cloud authentication,
environment variables, video/audio device or large display are automatically set up or
executed, keeping their environment.

3 Demand Model

For a particular ubiquitous service provider, the demand dn for its services decreases as
its response time rtn increases; on the other hand, it increases with the increase of its
competitor response time rtm, for m � n. The analogous relationship holds for loss
probabilities, but then, dn increases with decrease of lrn and increase of lrm, for m � n.
The reverse relationship holds for mobility probabilities, but then, dn increases with
increase of mtn and decrease of mtm, for m � n. We now consider the case where the
demand function ðdnÞ is linear in all QoS parameters [7]. That is,

dn rt; lr;mtð Þ ¼
X

m�G;m6¼n

anmrtm � hnrtn þ
X

m�G;m 6¼n

bnmlrm � dnlrn �
X

m�G;m 6¼n

vnmmtm þ gnmtn

( )

ð1Þ

Where anm; hn; bnm; dn; vnm; gn are constants, and mtn is mobility value at nth cloud
service provider. Here we make some minimal assumptions regarding the demand
function.

4 Experiment

We intend to evaluate application performance through benchmarking for a number of
applications and simulating various environment provisioning strategies to find optimal
strategy that shows high performance and service quality comparative evaluation of
performance with existing cloud PaaS [1, 12] can be a good choice of evaluation. Our
CI-UCEMA prototype is hosted on a server with Resource Agent is pre-installed in the
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customized VM bundle image and started automatically after booting of VM instance
(Table 1).

In the LTE CAR Black Box video 3G and LTE comparison as shown in Fig. 2, the
number of subscribers: 500 standard terminal Two types of services conducted by cost
type review type1: The vehicle position control type2: vehicle location control and LTE
car accident video services cost review preconditions excluding local SMS or mail

Table 1. Runtimes compare on CPUs EC2 and CI-UCEMA infrastructure

Division Subdivision One
Month

Next
Month

Status of Equipment (SOE) 59 59
Change Management System (CMS) 14 16
Fault Management (FM) 6 5
Capacity Management (CM) Internet Data Center (IDC) 33.30 % 17 %

SystemLoad (SL) 0.3 0.2
Storage 20 % 20 %

Backup Management (BM) 11 9
Service Availability
Management (SAM)

TYPE 1 99.90 % 99.25 %
TYPE 2 99.90 % 99.25 %

Remote Service (RS) Contents Delivery Service
(CDN)

10 % 14 %

Security Control (SC) 0 0
Security Vulnerability
Analysis (SVA)

97.80 % 94.50 %

Computer Viruses (CV) 0 0
Propose Improvement (PI) 2 2
Task Level Assessment (TLA) 73 75

Fig. 2. Simulation value of number of resource
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solutions and GIS license fees cost Smartphone applications. The development is
including correspondence provided by terminal applications. Porting costs are excluded
except for service operations and after service costs. We ran the OpenMP version of
NAS Parallel Benchmarks NPB (NPB3.3-OMP) Class on a high CPU extra large
instance and on a compute node on the CI-UCEMA cluster. Figure 2 shows the
simulation value of each of the programs in the benchmark. In general we get a
performance degradation of approximately 8 % to 18 % for the programs running on
the EC2 nodes compared to running them on the CI-UCEMA cluster compute node.
This value is shown in the overlaid line chart in Fig. 2.

5 Conclusion

We have presented the ubiquitous computing environment on cloud computing plat-
form for mobile application. It supports a combined architecture of ubiquitous and
cloud computing which provides a powerful framework for ubiquitous mobile appli-
cations which requires high performance. Also, our system infrastructure offers cloud
controller which supports a unified interface for various ubiquitous infrastructure via
cloud infrastructure interface so that mobile applications may be launched on any
ubiquitous environment. In this new approach for local cloud infrastructure different
access methods are analyses to determine their security aspects. It is important to
understand new message protocols that are used for ubiquitous M2M and IoT mobile
application environment. More suggested extensions to the model are discussed and
general directions for future research are given for cloud infrastructure to ubiquitous
M2M and IoT environment mobile application. In the comparison result CI-UCEMA
better than the normal system without cloud service as the scale of simulation is
increasing, although the time consumption of initialization has an effect on the state of
small resource. CI-UCEMA can utilize abundant computing power and adapt for
various environments, as well as provide convenient user interface to mobile appli-
cation in IoT environment.
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Abstract. Flipped learning is an effective teaching-learning method imple-
mented with learner centered interactive learning instead of teacher centered
cramming methods of lecturing. Despite that it is an effective learning method,
studies of flipped learning are not sufficient. The present study analyzed factors
that affect flipped learning satisfaction. According to the results of analysis,
satisfaction with interactions was directly affecting learning satisfaction and
indirectly affecting learning satisfaction mediated by satisfaction with assistance
services. Based on the present study, flipped learning is believed to creatively
help the development of learning as an effective learning method and expected
to become a new alternative education method with student centered learning.

Keywords: Flipped learning � e-learning � Blended learning � Teaching method

1 Introduction

As information communication technology has been applied to the field of education
utilizing e-Learning contents, along with qualitative and quantitative improvement of
education, diverse changes occurred in traditional teaching-learning interactions. Flipped
learning that grafted online learning methods on offline learning methods is first learning
in out of classroom classes using video lectures, etc. and performing problem solving
activities later in classes in classroom. Flipped learning consists of problem-based
learning activities found in active activities and constructionism and direct instruction
methods found from behaviorist principles for educational lectures. It uniquely mixed
incompatible learning method [1]. Studies that utilized flipped learning reported that
flipped learning showed effects not only for the enhancement of learner’s learning effi-
ciency but also in terms of learning satisfaction and academic achievement [2, 3].

Despite that flipped learning is attracting great attention and has value for educa-
tional utilization, negative aspects of the new learning method also exist. Teachers feel
burdens in the preparation of video files to be used in learning and the classroom
environment changing from lecture centered one to learning guide centered one [4].
Due to the great change of the switching from teacher centered learning paradigms
which are traditional lecturing methods to learner centered learning paradigms, teachers
may misunderstand that their role to teach, which is the leadership in education will
disappear [5]. As for learners, in prior learning, learners cannot maintain high levels of
concentration for more than one hour while they are moving [6]. Furthermore, they feel
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burdens of preparation when they do self-directed learning and those who are familiar
to existing traditional learning method feel the new flipped learning method inconve-
nient [5]. In addition, a paper was published indicating that there was no big difference
in learners’ performance in flipped learning and traditional learning experiments [7].

In the present study, the measurement variables of each of four types of satisfaction
appearing in flipped learning were explored and direct causal relationships among
latent variables that constitute satisfaction and indirect causal relationships mediated by
parameters were analyzed. Therefore, attempts were made to find what the variables
that must be considered for effective flipped learning and factors that affect the learning
satisfaction recognized by learners.

2 Related Works

Many researchers regard that flipped learning began with the ‘peer instruction’ of
Professor Eric Mazur in 1990 [4]. A name ‘Classroom Flip’ was used in a paper of
J. Wesley Baker in 2000 and in 2007, two chemistry teachers Jornathan Bergman and
Aron Sam, who are called pioneers of flipped learning, used YouTube [3, 8].

In the case of flipped learning, in out of classroom classes, learners are provided
with opportunities to obtain learning exposure before classes in classroom. This means
that students are provided with incentives for preparation for classes in classroom.
Thereafter, in classes in classroom, in flexible environments somewhat not quiet,
learners’ active learning is maximized. Instead of lecture centered learning, the teacher
plays the role of a learning guide to induce learners to study actively [4].

Flipped learning provides learning connection between out of classroom classes
and classes in classroom, learners are provided with sufficient time for performance of
tasks, and teachers help learners with fair evaluation and immediate feedback. While
having control over their learning, learners can obtain personal help from their col-
leagues or teacher. Through the entire course, the newest education skills, etc. are
taught to both learners and teachers, who become to naturally learn [3, 9, 10].

Satisfaction in teaching-learning is the degree to which learners’ comprehensive
satisfaction with learning including satisfaction with teachers, learners, learning con-
tents, support with learning systems, and utilization of learning systems is formed and
felt through actual class experience [10–13]. The definitions of variables that must be
considered for learners’ learning effects and satisfaction when classes are implemented
with flipped learning are as shown in <Table 1> below.

The system convenience satisfaction (FSCS) means the satisfaction of nomadicity
of learners when they perform pre-watched learning outside the classroom [14]. The
interaction satisfaction (FIS) is the degree of satisfaction felt for interactive learning
when learner centered learning is implemented. The assistance service satisfaction
(FASS) is the degree of satisfaction felt by learners for the learning assistance service in
flipped learning assistance systems because of the characteristics provided by the
environment necessary for learning operation. The final learning satisfaction is the
degree to which the desire for learning felt by the learner is satisfied and the learning
satisfaction that corresponds to overall satisfaction acts as an important element of
evaluation of learning performance [15].
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3 Results of Experiments and Analysis

For experiments, learning materials were provided to learners to implement out of
classroom classes and constructivism based classes were implemented in classes in
classroom. Data from a total of 123 learners that participated in the experiment. The
data were collected using questionnaires consisting of 5-point questions made based on
previous studies. The results were analyzed using SPSS and AMOS 18.0. The analyzed
reliability, the means of individual measurement variables, and concept validity are as
shown in <Table 2> below.

System convenience satisfaction measurement variables’ total mean was identified
as 3.90 and the reliability was identified as .745. When learners watch video files in
advance for learning, content accessibility should be emphasized first for learners and
when contents searches were not difficult and downloads were easy, learning satis-
faction was shown to have been enhanced in flipped learning.

The interaction satisfaction measurement variables’ total mean was identified as
4.11 and the reliability was identified as .718. Learning satisfaction in flipped learning
is judged to have been enhanced when questions and answers with teachers or learners
were exchanged fast and sincerely while learners were utilizing the learning of the
knowledge watched in advance.

The assistance service satisfaction measurement variables’ total mean was identi-
fied as 3.89 and the reliability was identified as .723. Learning satisfaction in flipped
learning is judged to have been enhanced when diverse contents were provided as well
as prior notices and guides while learners were conducting learning activities.

The learning satisfaction measurement variables’ total mean was identified as 4.11
and the reliability was identified as .683. Learning satisfaction in flipped learning is
judged to have been enhanced when the level of lectures was not too high for learning
and was satisfactory to learners. All correlation coefficients obtained through confir-
matory variable analyses were between .5 – .6 indicating correlations.

Table 1. Operational definition of satisfaction variables in flipped learning

Variable Operational definition

System Convenience
Satisfaction (FSCS)

The degree to which learners feel convenience in learning
when using the system in out of classroom class

Interaction Satisfaction
(FIS)

The degree to which learning is felt beneficial by learners in
classes in classroom because of the learning related knowledge
and information exchange occurring between teacher-learner,
learner-learner

Assistance Service
Satisfaction (FASS)

The degree to which the learning assistance information such
as learning information and notices provided to learners in out
of classroom classes-classes in classroom is useful

Learning Satisfaction
(FLS)

The degree of learning goal clarity, interesting learning,
learning(content) suitability, learning(level) suitability,
possibility of self-directed leaning felt by learners in out of
classroom classes-classes in classroom

752 K.Y. Kim and Y. Kim



Table 2. Means of measurement variables, reliability, and concept validity

Variable Division Measurement variable Mean/SD Total
mean/AVE

Reliability/C.
R.

System
Convenience
Satisfaction
(FSCS)

FSCS1 The flipped learning
screen is configured to be
suitable for learning

3.960/0.550 3.90/0.50 0.745/0.830

FSCS2 The content of the lecture
to be taken can be easily
searched

3.750/0.699

FSCS3 Download and streaming
Speeds are appropriate

3.740/0.520

FSCS4 Contents are well
uploaded to facilitate
learning

4.040/0.596

FSCS5 Easy to access flipped
learning contents

4.030/0.723

Interaction
Satisfaction
(FIS)

FIS1 Notices, learning
progression memos help
learning

4.020/0.582 4.11/0.44 0.718/0.780

FIS2 Questions and answers are
exchanged fast and
sincerely

4.260/0.635

FIS3 Communication between
learner-teacher is smooth
with band, e-mail,
chatting, with band,
e-mail, chatting, face to
face hours

4.240/0.528

FIS4 Diverse and rich learning
materials are shared
among learners

3.630/0.572

FIS5 Flipped learning activities
were helpful for learning

4.390/0.506

Assistance
Service
Satisfaction
(FASS)

FASS1 Operator’s advance
notices, and guides for
learning are adequate

4.290/0.648 3.89/0.47 0.723/0.770

FASS2 Diverse added services
such as learning
information are provided

3.630/0.582

FASS3 Diverse method for
verification of learning
effects are provided

3.580/0.587

FASS4 Assistance with contents
for learning is appropriate

4.040/0.688

FASS1 Learning contents are
composed to enable

4.400/0.543 4.11/0.44 0.683/0.790

(continued)
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4 Conclusion and Suggestions

Based on the study results, implications for effective flipped learning can be presented
as follows.

First, satisfaction with system convenience in flipped learning did not directly affect
learning satisfaction. Given this, prior learning in out of classroom classes is judged to
given burdens of learning to learners. As alternatives that can minimize the burden of
prior learning, diverse methods should be sought such as the utilization of micro
learning and provision of incentives for prior learning.

Second, satisfaction with interactions in flipped learning was identified as having
direct effects on learning satisfaction. Given this, the interactive learning in classes in
classroom enabled teachers’ immediate and fast participation in learning that was not
possible in traditional learning methods and the reconstructive learning intended to
make the knowledge obtained by learners into senses of new information is judged to
have affected learners’ learning satisfaction. For proper learning guides for learners,
teachers should be equipped with deeper teaching capabilities.

Third, satisfaction with assistance service in flipped learning did not directly affect
learning satisfaction. Given this, in teaching-learning, other variables than the learner
centered constructive learning variable had little effects on learning satisfaction.

Forth, satisfaction with system convenience in flipped learning did not have indirect
effects on learning satisfaction mediated by satisfaction with assistance service. Given
this, assistance related to learning information in out of classroom class is judged to
have insignificant effects on learning satisfaction.

Fifth, satisfaction with interactions in flipped learning was identified as having
indirect effects on learning satisfaction through mediation by assistance service satis-
faction. Given this, when implementing learner centered constructive discussion and
participation in classes in classroom, mediation by prior notices for learning, guide,

Table 2. (continued)

Variable Division Measurement variable Mean/SD Total
mean/AVE

Reliability/C.
R.

Learning
Satisfaction
(FLS)

accomplishing learning
goals

FASS2 Video lectures are
composed to induce
learning motives and
interest

3.870/0.559

FASS3 Lecture levels are
appropriate for learning

4.000/0.624

FASS4 Learning content level is
appropriate for learning

4.000/0.573

FASS5 Flipped learning was
helpful for self-directed
learning

4.280/0.506
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added service, evaluation methods, and support with diverse contents is judged to be a
variable that can affect learning.
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Abstract. The speed of aging increases day by day leading to changes in many
shapes of society. In particular, the field of lifelong education out of the field of
education has been expanded to diverse ranges and e-learning, which is a field of
lifelong education and recognized as an alternative, is becoming gradually more
important. In this situation, e-learning guidelines for silver generations are an
essential element of the development of contents. The purpose of the present
paper is to develop guidelines for e-learning UI designs for silver generation
with verified validity. This author expects that e-learning sites applied with
guidelines designed based on the present study will become more useful to silver
generations and utilized by them.

Keywords: e-Learning � User interface � Content design � Senior citizen

1 Introduction

Information oriented society that has been developing rapidly led to intensive devel-
opment of diverse technologies and thanks to the development of medicine, the ratios of
aged populations have been rapidly increasing throughout the world. According to
definitions by the UN, a society of a country with the ratio of aged populations exceeding
7 % of the population is an ‘aging society’ and a society of a country with the ratio of
aged populations exceeding 14 % is an ‘aged society.’ [1]. South Korea has been also
show high aging speeds. South Korea has become an ‘aging society’ in 2000 as the ratio
of populations aged 65 years or more to the total population exceeded 7.2 % and is
expected to become an ‘aged society’ in 2018 as the ratio of populations aged 65 years or
more to the total population will be 14.3 % and a ‘super aged society’ in 2026 as the ratio
will be 20.8 % [2]. One of important issues in aging society as such is the activation of
lifelong learning for enhancement of the quality of life in the times of 100 years of human
life. Because of physical characteristics of humans, as aging progresses, the aging of
vision and tactile sense progresses particularly faster than other organs. These declines in
visual cognitive functions of silver generations lead to the necessity to derive forms that
can bemore easily and clearly perceived and apply the forms to UI designs for e-learning.
In addition, the declines in cognitive ability result in slower reactions to certain stimuli
and remarkable declines in understanding and memory. That is, e-learning UI designs
that can not only solve problems in contents but also enhance users’ accessibility to and
understanding of devices are necessary. To derive UI design guidelines for silver
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generations, the present study began with research into literature regarding web UI
design guidelines and e-learning UI designs already prepared and examining silver
generations and e-learning environments. Based on this preceding study, a basic frame of
e-learning UI design guides for silver generations was designed and the validity of the
design was secured through an expert group. With the perception of the necessity of
e-learning as an alternative for relief of information gap of silver generations and for their
lifelong learning in aging society, which is a global phenomenon, the purpose of the
present study was to present e-learning UI design guidelines to improve silver genera-
tions’ accessibility to contents. This paper also hopes that the results of present study can
be used as basic data for diverse contents for silver generations.

2 Related Works

Social welfare related laws of South Korea define elderly persons as people aged at
least 65 years and the UN defines elderly persons as ‘those who are 65 years old or
older’ based on time elapse units. ‘Silver generation’ is a phrase referring to the elderly
otherwise that was contained in the 2003 ‘new words’ source book of The National
Institute of the Korean Language. Although population increase rates have been
gradually decreasing throughout the world from 2000, silver population increase rates
have been showing a tendency opposite to entire population increase rates.

When aging has progressed, declines in general functions appear including senses,
perception skills, physical functions, and even psychological functions. However, the
rates of use of the Internet among the elderly have been continuously increasing; to
review the rates by age groups, the rate among the elderly aged 50–59 years in 2015
was 81.4 % (9.6 %p" compared to the previous year) and that among the elderly aged
60 years was 29.4 % (1.9 %p"compared to the previous year) [3]. In addition, silver
generations’ desires for the quality of life has been switched from those centered on
‘physical wealth’ to those centered on ‘qualitative value’ indicating changes in pop-
ulation and social paradigms such as the switch to knowledge and information society
and silver generations’ lifelong learning courses will increase further.

UI design is ultimately the process to systematically structuralize the moments and
processes of communication between artifacts and users, and in terms of actual work,
UI design was defined as work to find rules of the methods of interactions between
computer systems and users and make detailed designs for the elements [4].

The area for solving problems in web use for elderly users began to be studied in the
1990s and web interface design principles for elderly users considering body motion
control, perception, recognition, and emotional aspects were studied in the USA [5].

In other studies, guidelines for the elderly presented in individual questions were
extracted and were classified by adding programming, which is recommended in web
standards, to interface items. The classified elements were reclassified into detailed
design elements and check lists and recommended values for individual items were
organized to prepare web interface design guidelines for the aged [6].

Since the most important item in e-learning is contents, UI designs made under-
standing and considering the characteristics, limitations, and potentials of e-learning for
silver generations are necessary. Therefore, e-learning UI screens were studied based
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on learners’ demands and there is a study on the components of the interface of
e-learning contents screens [7]. In addition, a study was conducted that divided
e-learning UI design elements to consider even non-elderly persons [8].

3 UI Guidelines Design

3.1 Study Method and Procedure

The study method and procedures used to accomplish the purpose of the study were as
follows. First, the largest items of e-learning guidelines for silver generations were
composed based on the characteristics of silver generations, web UI design guides, and
e-learning UI design guidelines identified through literature research and previous
study reviews. Second, the content validity of the item “learning information”, which is
the most closely related with contents among the derived UI design guidelines items
were verified by two educational engineering specialists and four design experts to
present the components of detailed guidelines. Third, questionnaire surveys on the
guidelines verified by experts were conducted with experts with at least three year
careers in the designing of e-learning contents and the levels of importance and diffi-
culties in use were identified through descriptive statistics to secure the validity and
reliability of the guidelines.

3.2 UI Guidelines

The items of e-learning UI design guides for silver generations comprised learning
windows, learning information, learning control devices, and identity and among them,
the item learning information was constructed in detail. The constructed item is as
shown in <Table 1> below.

Table 1. UI design guidelines

Construction
units

Item

Character Unity of fonts throughout the learning content
– Use Gothic fonts for letters not larger than 13 pt and Ming-style fonts for
letters not smaller than 15 pt

– Avoid italic letters and underlined letters
– Use both capital letters and small letters where applicable (English)
Consistency of font sizes and thicknesses
– Use 13*14 pt for body texts
– Use 18*24 pt for title texts
Clarity of division such as font spacing and line spacing
– Avoid multi-column layouts or frame layouts and place 40*60 letters per
line

– Use 160*180 % lines of writing/text length per line should be 7*8 words

(continued)
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Table 1. (continued)

Construction
units

Item

– Body texts shall be left-aligned(button: centering)
– Font spacing shall be made appropriately based on font styles

Graphic Image adequacy and definition
– The resolution of related images should be maintained at least 96 ppi
– Use images related to the lecture
Consider the colors and sizes of the background and individual images
– Differences in colors and brightness of the background and individual
images are necessary

– Margins are necessary outside each image (At least 5 pt)
Maintain sizes and spaces in relation to surrounding elements such as texts
– Provide text size adjusting function
– Emphasize important texts by enlarging them or with bold effects
Image shape
– Maintain original shapes of images
– Utilize illustrations and photos (Silver generation can understand more
realistic contents more clearly)

Image Clarity of lectures or lecture programs
– Refrain from using difficult vocabularies and use terms without polysemy
– Make the time of educational contents not to exceed 20 min per piece
– In cases where there is a teacher, take chroma-keys and synthesize with the
lecture images

– Teacher hiding (support viewing only lecture programs) button
– Use dark grey close to black for lecture program texts on bright color
backgrounds

Size and position of lecture screen
– Position at the center of the lecture screen
– Support lecture screen ratios in a range of 70*100 % of the entire monitor
Lecture screen zooming and original screen size changing
– Lecture screen zooming (Provide the function with a limit of 3 times at the
maximum (within 200 %) and support returning to the original size)

Support viewing the entire screen
– Support viewing the entire lecture of lecture program

Voice Constant pitches without any noise
– Constant sound volume without any noise
Adequacy of basic voice volume
– Avoid high frequencies exceeding 4,000 Hz
– Provide basic voices at low frequencies (1,000*2,000 Hz)
Adequate sizes of subtitles when voices cannot be easily heard
– Provide subtitles when voices cannot be easily heard(hiding/showing)
– Subtitles should be at least 12 pt in size
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3.3 Validity Verification

For the item “learning information” of which the sub items were determined in the
present paper, expert opinions were collected for the second time through a ques-
tionnaire survey conducted with 30 hands-on workers who were currently designing
e-learning contents at a school or an enterprise in relation to e-learning with at least
three years of career. The collected data were analyzed for descriptive statistics using
SPSS v. 21.

Three unit elements of characters in the area of learning information were pre-
sented. According to the results of analysis, ‘Consistency of font sizes and thicknesses’
(mean 4.43) showed the highest level of importance followed by ‘Unity of fonts
throughout the learning content’ (4.33) and ‘Clarity of division such as font spacing
and line spacing (4.43).’ The highest level of difficulties in use was shown by ‘Clarity
of division such as font spacing and line spacing (2.70)’.

Four unit elements of graphics in the area of learning information were presented.
According to the results of analysis, ‘Image adequacy and definition’ showed the
highest level of importance with a mean value of 4.53 followed by ‘Consider the colors
and sizes of the background and individual images (4.37)’, ‘Maintain sizes and spaces
in relation to surrounding elements such as texts (4.23)’, and ‘Maintain original shapes
of images (4.17)’. The highest level of difficulties in use was shown by ‘Consider the
colors and sizes of the background and individual images (2.80)’.

Four unit elements of images in the area of learning information were presented.
According to the results of analysis, ‘Clarity of lectures or lecture programs (mean
4.53)’showed the highest level of importance followed by ‘Size and position of lecture
screen (4.37)’, ‘Lecture screen zooming and original screen size changing (4.07)’, and
‘Support viewing the entire screen (4.03)’. The highest level of difficulties in use was
shown by ‘Lecture screen zooming and original screen size changing (3.53).’

Three unit elements of voices in the area of learning information were presented.
According to the results of analysis, ‘Constant pitches without any noise (mean 4.47)’
showed the highest level of importance followed by ‘Adequacy of basic voice volume
(4.30)’ and ‘Adequate sizes of subtitles when voices cannot be easily heard (4.07).’ The
highest level of difficulties in use was shown by ‘Adequacy of basic voice volume
(2.73).’

4 Conclusion and Suggestions

In the situation of rapid aging, the e-learning contents market for silver generations has
been quantitative growing and has been also established as an alternative for lifelong
education that cannot be maintained with only traditional learning methods and forms.
Therefore, e-learning interface designs for silver generations can be a factor that affects
silver generations’ satisfaction with e-learning contents when they study in e-learning
environments. Therefore, in the present study, UI guidelines for silver generations were
prepared first by referring to previous studies, analyzing related literature to organize
the contents, and considering the results of studies and opinions of paper authors and
UI guidelines for silver generations were designed after consulting expert groups with
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the prepared items. The designed guidelines were classified into four items; learning
windows, learning information, learning control devices, and identity and among them,
detailed guidelines were designed for the item learning information, which is the most
closely related with contents. Although the present study designed guidelines for UI
design for silver generations through literature research and consulting with expert
groups conducted a questionnaire survey with 34 learners, a small number of
respondents, it is thought to have meaningful results in its own way in that it produced
the results of analysis of items that are considered important in current silver genera-
tions’ e-learning. In addition, if the developed e-learning UI guides are applied to the
item learning information for production of e-learning contents for silver generations
based on the results of the questionnaire survey, the efficiency of the site can be
improved and learners’ satisfaction can be enhanced to help the achievement of
learning.

In follow-up studies, sub items should be determined for the individual items
determined as large items and the validity of the sub items should be checked. Fur-
thermore, in addition to the weakening of physical functions addressed in the present
paper, studies that consider the psychological areas or aesthetic areas of silver gener-
ations should be conducted. If design guide items recognizing the characteristics of
genders are constructed, another approach to the development of customized education
type e-learning contents for silver generations can be developed.
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Abstract. In this paper, we propose a cognitive radio based power control
scheme for full duplex relaying (FDR) system with buffer. The proposed scheme
maximizes the system throughput by adaptively controlling the transmit power
of relay by using underlay cognitive radio (CR) technique. We verify the per-
formance of the proposed system with intensive simulations.
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1 Introduction

Recently, full duplex relaying (FDR) technique has gained a lot of interest from many
researchers since its potential possibility for improvement of spectral efficiency over the
conventional half duplex relaying. The main hurdle for FDR system is a
self-interference problem which is induced because transmission and reception occur
simultaneously in the same system. Hence, there have been various studies on the
impact of the self-interference and how to mitigate it [1–3].

Meanwhile, in order to increase spectrum utilization efficiency, cognitive radio
(CR) techniques have been studied widely in the viewpoint of spectrum sharing [4].
Although the purposes of the above two techniques are different, it is common that both
techniques are the problems of handling interference. Hence, if we merge the two
techniques, it would be possible to achieve the better performance than the existing
approach. Among the various CR techniques, underlay CR technique is appropriate to
adapt to FDR system since its simplicity and good performance [5].

In this paper, we propose CR based power control scheme for FDR system with
buffer to maximize the system throughput by adaptively controlling the transmit power
of relay. Moreover, we verified the performance of the proposed system with intensive
simulations.

2 Problem Statement

Figure 1 depicts the system model considered in this paper with single source, single
relay, and single destination. It should be noted that the relay in the system model has a
first-in first-out (FIFO) traffic queue which can store the received data. In our system
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model, the relay works in full duplex mode, in which the relay transmits and receives
simultaneously. Hence, unlike the usual half duplex relaying, the source and the relay
can transmit at every time slot.

In the figure, channel gains g½n� and h½n� denote instantaneous complex channel gains
of the source-relay and the relay-destination links, respectively, at time slot n. Channel
gain a½n� represents self-interference component which is induced due to FDR. Note that
we assume independent Rayleigh fading channels and g½n�, h½n�, and a½n� include both
small and large scale fading components such as jg½n�j2 �ExpðqsrÞ, jh½n�j2 �ExpðqrdÞ,
and ja½n�j2 �ExpðqrrÞ, where ExpðqÞ denotes the exponential distribution with mean q,
and qsr, qrd, and qrr represent large scale fading of the source-relay, relay-destination and
relay-relay links, respectively.

The source transmits in every time slot with variable rate according to the channel
condition and the relay stores the arrived data in the queue and forwards the stored data
from the queue simultaneously, i.e. full duplex operation. Infinite queue length is
assumed as the first stage of study.

Let PS½n� and PR½n� denote the transmit powers of source and relay at time slot

n and PN represents noise power. Then, we define qS½n� ¼ PS½n�
PN

and qR½n� ¼ PR½n�
PN

as the
normalized transmission powers of source and relay at time slot n. Main objective of
this study is to maximize the system throughput by controlling the transmission
powers. Specifically, we set the transmit power of the source as constant such as
PS½n� ¼ PS and adjust the transmit power of the relay qR½n�.

3 Proposed CR-Based Power Control Scheme for Full Duplex
Relaying

3.1 System Throughput

Let cR½n� and cD½n� denote the received signal-to-interference and noise ratio (SINR) of
the relay and the signal-to-noise ratio (SNR) of the destination at time slot n, respec-
tively. Then, they can be shown as

cR½n� ¼
jg½n�j2PS

PN þ ja½n�j2PR½n�
¼ jg½n�j2qS

1þ ja½n�j2qR½n�
; ð1Þ

Fig. 1. System model
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cD½n� ¼ jh½n�j2 PR½n�
PN

¼ jh½n�j2qR½n�: ð2Þ

Hence, at time slot n, the traffic amount that the source can transmit is limited by (1)
and the traffic amount that the relay can forward is determined by (2). If we denote
traffic arrival and departure of the relay as A½n� and D½n�, then they can be formulated as

A½n� ¼ s log2ð1þ cR½n�Þ; ð3Þ

D½n� ¼ s log2ð1þ cD½n�Þ; ð4Þ

where s is a time slot length in sec. Please note the unit of (3) and (4) is bits/Hz. Since
the relay has a queue with infinite length, data can be left in the queue. Let the queue
length at time slot n be Q½n�. Then, it can be written as

Q½n� ¼ Q½n� 1� þA½n� �min Q½n� 1�;D½n�f g; ð5Þ

and Q½0� ¼ 0 bits/Hz. Finally, the traffic rate delivered to the destination, which is the
system throughput R½n� in bps/Hz, is formulated as

R½n� ¼ 1
s
min Q½n� 1�;D½n�f g: ð6Þ

Therefore, ergodic system throughput can be obtained as

R ¼ 1
s
E min Q½n� 1�;D½n�f gf g; ð7Þ

where E �f g denotes expectation.
If the relay raises the transmit power qR½n� to achieve the higher departure rate, it

induces the higher self-interference, which is a½n�j j2qR½n� term in (1), then the arrival
rate in (3) decreases which yields short queue length as in (5).

3.2 Proposed CR-Based Power Control Scheme

As explained above, the arrival rate and the departure rate are in tradeoff relation
because of the self-interference channel which is induced by FDR. In order to maxi-
mize the system throughput, we should minimize the self-interference while maxi-
mizing the departure rate by adjusting the transmit power of relay adaptively. To
achieve this goal, we introduce underlay CR technique to control the transmit power of
relay.

Underlay CR system allows simultaneous transmission of secondary transmitter
while primary system is active if the interference to the primary system is kept under a
certain level, which is called interference temperature [4]. To apply this technique to
our system, we regard the source to relay receiver as the primary system and the relay
transmitter to destination as the secondary system. Hence, the relay transmitter should
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adjust its transmit power such that the interference to the relay receiver is less than the
interference temperature.

If we let I denote the interference temperature, then the transmit power of relay at
time slot n should meet the following condition.

a½n�j j2qR½n� � I ð8Þ

Then, we are able to control the transmit power of relay according to the following
rule.

qR½n� ¼ min
I

a½n�j j2 ; qS
( )

ð9Þ

It is worth to note that setting the maximum power of the relay as qS, which is the
constant transmit power of source, is reasonable for total power management of the
system.

4 Performance Evaluation

4.1 Comparison with Conventional Full Duplex Relaying

Figure 2 compares the system throughput of the proposed scheme with that of the
conventional FDR system. Note that the conventional FDR system does not adjust relay
power but uses a constant power as qR½n� ¼ qS. Figure 2 shows the case when all
average channel qualities are even such that qsr ¼ qrd ¼ qrr ¼ 0 dB. As shown in the
figure, when qS increases the proposed scheme with appropriate values of I outperforms

Fig. 2. Throughput comparison with conventional system, qsr ¼ qrd ¼ qrr ¼ 0 dB, I ¼
�3;�2;�1; 0; 1; 2; 3 dB
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the conventional scheme. Especially, it can be seen that as more self-interference is
allowed, higher throughput can be achieved.

4.2 Impact of Interference Temperature

One important parameter is the interference temperature. As shown in the previous
results, if we use higher interference temperature, we can also achieve higher system
throughput. Is this always true? In this subsection, we evaluate the impact of inter-
ference temperature on the system throughput.

Figure 3 investigates the arrival rate, departure rate, and system throughput
according to the varying interference temperature when qsr ¼ qrd ¼ qrr ¼ 0 dB, which
is the same scenario as in Fig. 2, and qS ¼ 10 dB. As I increases, i.e. more
self-interference is allowed, the arrival rate decreases while the departure rate increases.
When the arrival rate is greater than the departure rate, the queue length will become
longer and, in the opposite case, the queue will be empty. Hence, as shown in Fig. 3,
maximum throughput can be achieved when the arrival rate and the departure rate are
balanced. In other words, there exists an optimal interference temperature which
maximizes the system throughput. The optimal value of I is determined when the
arrival rate and the departure rate are balanced.

5 Conclusions

In this paper, we proposed cognitive radio based power control scheme for FDR system
with buffer. The proposed scheme maximizes the system throughput by adaptively
controlling the transmit power of relay by using underlay cognitive radio technique.
We verified the performance of the proposed system with intensive simulations.

Fig. 3. Impact of interference temperature, qsr ¼ qrd ¼ qrr ¼ 0 dB and qS ¼ 10 dB
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Through the simulation results, we showed our proposed scheme outperforms the
conventional FDR system in wide region. We also investigated the impact of inter-
ference temperature on the system throughput to show that there exists an optimal
interference temperature value which maximizes the system throughput.

In the future research, it is needed to formulate ergodic system throughput in
general case to obtain optimal throughput and corresponding interference temperature.
Moreover, the study considering the limited queue length is also required.

Acknowledgments. This work (Grants No. C0396777) was supported by Business for Coop-
erative R&D between Industry, Academy, and Research Institute funded Korea Small and
Medium Business Administration in 2016.
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Abstract. Recently, drones have been used widely because of low-cost,
mobility and high utility, and it can be applied in many fields such as surveil-
lance, guidance, military and hobby, etc. using docking modules. This paper
proposes a control method for docking drones using P-PID controller. This
drone is applied the docking method using marker detection, and it is made for
several experiments for stable docking. In this paper, we also describe a P-PID
controller for docking drones’ flight. Experimental results have shown docking
drones’ considerable material and the proposed method is more efficient than
single PID method.

Keywords: Drone � Docking module � Flight algorithm � Feedback controller �
Image processing Marker detecting

1 Introduction

Until now, there have been many researches about UAV (Unmanned Aerial Vehicles)
called ‘drones’ [1]. Quadcopters are complex nonstationary nonlinear systems, and
tuning the controller gains usually is a challenging problem. Yet, load and parameter
changes like inertia, and lateral and up-down wind disturbances can significantly affect
the performance of the control system [2]. They are aircraft either controlled by pilots
from the ground or autonomously following a preprogrammed mission. Especially, a
quadcopter not only has the same merits as any other aircraft but also has low cost, high
utility and no need to consider the influence of ground environment. Although maxi-
mum operating time is very short because of power consumption, it can be applied in
many fields such as surveillance, guidance, military and hobbies, etc. For the purpose
of extending the function of drone, docking is a promising approach. ‘Docking’ means
‘joining of two vehicles’. In other word, it means not just ‘adhesion’ but ‘combining
two functions’. It is worth researching due to the point that docking modules can be
useful for drones. Meanwhile, there have been many studies about how to stabilize
drones’ attitude control system for flight. It is difficult to control the attitude using only
single PID controller, so many drone use each algorithm.

Basic quadcopter frame is needed to be built well in order to control the attitude [3].
The paper deals with flight stability by examining drones’ material. Each material has
its advantages and weakness. In addition, we propose a method to combine two robots,
and the robot’s flight using a control method for docking drones using P-PID
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controller. P-PID controller consists of angle feedback loop (using P controller, outer
loop) and angular velocity feedback loop (using PID controller, inner loop). Values
gained through an experiment of attitude control are refined by Kalman filter and the
outcome PID values are applied to the drone to complete the final design.

2 Docking Robot System

2.1 Outline

As shown in Fig. 1, the proposed drones’ system consists of body, controller and
embedded board. ‘Docking drone’ has two operating modes and changes its motion
depend on each mode. The body is comprised of 4-leg served as landing gear and a
grabber with quad-rotor. 4-leg body part includes MCU board and sensors and it has to
endure weight of quad-rotor’s part. The drone is made to be solid and light [4].
Similarly, drone part can lift other parts. In addition, we selected the controller to be
appropriate for the mobile phone application with portability and affordable.

There are 4-leg for walking in 4-Leg part; it can avoid obstacles thanks to ultrasonic
sensors. It is controlled by Android application a Bluetooth. If the robot starts to fly, the
operator control legs and it can use grabber. Additionally, the system is included
embedded board for image processing, so the user can retrieve real-time image, and
understand surroundings.

2.2 Docking Method

As shown in Fig. 2, the docking method is very simple, and intuitive. The docking
module consists of ABS Plastic gears and motor. If the quadcopter is located in marker
area detected by image processing, the motor starts spinning and gear is working. The
four plastic bars are fixed and docking is completed (Fig. 3).

Above figure is the flowchart of docking using image process. The camera located
at quadcopter’s underneath detect a marker such as above figure, and body move on the
docking object. Lastly, the docking module is working as shown in Fig. 2. And
docking process is complete.

Fig. 1. This is the drone’s appearance and system. Docking drone consists of embedded board,
MCU, battery and docking module.
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2.3 P-PID Control Algorithm

A Proportional-Integral-Derivative controller (PID controller) is a control loop feed-
back mechanism commonly used in industrial control systems [4]. A PID controller
continuously calculates error value as the difference between a measured process
variable and a desired set-point. The quadcopter is able to make a stable flight
depending on its PID tuning parameter. The controller attempts to minimize the error
over time by adjusting of a control variable, such as the position of a control valve, a
damper, or the power supplied to a heating element, to a new value determined by a
weighted sum [5]:

u tð Þ ¼ Kpe tð ÞþKi

Z t

0
e tð ÞdtþKd

de tð Þ
dt

ð1Þ

As shown in (1), P accounts for presenting values of the error, I accounts for past
values of the error, and D accounts for possible future values of the error, based on its
current rate of change [4]. We applied P-PID algorithm such as Fig. 4. There is no
algorithm using only angular error, in fact the algorithm for quadcopters consists of
inner loop and outer loop. The inner loop calculates angular error, and fixed quad-
copter’s Euler angle using the P controller, then the outer loop adjusts similarly gyro
rate using the PID controller. Finally, calculated value input into ESC. All actual value

Fig. 2. Docking module. This is made of ABS Plastic, 190*190*79.5 (mm).

Fig. 3. The flowchart of docking using image processing and a marker for docking.
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is measured by sensors. We select a 9-DOF sensor to measure actual angle and gyro
rate. Used sensor transmits sensor’s heading and attitude value to MCU.

3 Experiments

3.1 Durability Test

The docking body’s durability is very important. If the body’s durability is weak, there
will be no stability in flight. So it must be considered body’s material. The experi-
mental results are summarized in Table 1. In this test, we consider weight of the
four-leg part in several kinds of material.

The experiment was proceeded each material’s body, paper, carbon and Aluminum.
The stability value follows below equation.

Stability ¼ Accuracy value
Full� flight time

ð2Þ

Accuracy value means the number of successful landings in 100 tests. At first, the
paper body is not efficient for control because of it durability. Aluminum body is
lightweight but it is very stable for each tests.

3.2 P-PID Controller

As shown in Fig. 5, two bars attached four motors are crossed each other, and those are
lifter. The lifter’s movement make lift power and drone can fly.

Fig. 4. P-PID Algorithm for attitude control

Table 1. Durability test

Material Total weight (kg) Stability

Paper 1.9 Control disable
Carbon 2.03 0.52
Aluminum 2.79 0.83
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Table 2 shows the model drone’s parameter, q are moments of inertia for each x, y,
z-axis, m is the docking body’s weight, l is the length from the center, also anti-torque
proportional factor. The controller follows below equations.

u ¼ Bf ð2Þ

B ¼
1=m 1=m 1=m 1=m
0 l=Jx 0 �l

�
Jy

�l
�
Jy 0 l

�
Jy 0

q=Jz �q=Jz q=Jz �q=Jz

2
664

3
775 ð3Þ

u means control input, f means quadcopters lift power. The quadcopter is able to
start flying only if f is bigger than gravity force. So, we can derive control input u from
Eqs. (2) and (3).

3.3 Result

Above graph is response curve for roll and yaw angle. the convergence time is about
3 ms in roll and yaw angle. The graph shows little oscillation in convergence time.
(Fig. 6).

Fig. 5. Quadcopter coordinate system

Table 2. Drone model Parameter

Parameter Value Unit

Jx 0.7 Nms2/rad
Jy 0.7 Nms2/rad
Jz 1.1 Nms2/rad
m 2.67 Kg
l 0.4 m
q 0.0046
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4 Conclusion

As the quadcopters are getting more popular, modified mobile robot is getting more
important and practical. This paper describes a drone model using docking module and
P-PID controller for flight. The detailed control method for combining quadcopter and
4-leg robot discussed in this paper. We designed a quadcopter with high mobility,
obstacle avoidance ability, and low-cost components. This quadcopter has four rotors
and can fly stably using spin speed of rotors and P-PID control algorithm. As a result,
we have shown the efficiency of selected materials and the algorithm. In addition, the
drones could be useful using docking modules.
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Abstract. Becoming IoT era, RF communication on terrestrial network gets
faster speed and wide communication coverage. However, because of RF has
vulnerability on underwater environment, the underwater acoustic is widely
adopting for replacing RF. As a result of efforts, we can suggest ‘underwater
IoT’ model and its security challenge by listing UIoT security consideration and
comparing underwater security protocols which are presented. Additional, we
discuss side channel attack issues.
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1 Introduction

Underwater acoustic sensor network (UWASN) become the most widely suggested
communication technique in underwater environment [1]. On the other hand, recently
water resource utilization beyond the non-profit areas such as environmental moni-
toring, exploration of deep sea, becoming more popular in large-scale commercial
business for examples “underwater data center” [2], “marine plant”, and “sea farm”.
The utilization of information has changed ‘vertical’ to ‘horizontal’ using IoT/M2M.
As a result, this will increase interconnectivity between different networks, but it also
rises an issue of security. This paper describes the characteristics of Underwater
Acoustic Communication (UAC) and define Underwater-IoT (UIoT). In this paper we
compared the applicability of the underwater security protocols and explain the con-
siderations of security in UIoT environment. The structure of the paper is as follows.
Section 2 is related research which defines the characteristics of UAC and UIoT.
Section 3 explains UIoT security consideration points, and compare underwater-based
security protocols. In addition, we commented the lack of study on Side-Channel
Attacks in Underwater Environment. In conclusions we mentioned the future research
directions.

2 Underwater Internet of Things

This section defines the feature of UAC and UIoT.
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2.1 Underwater Acoustic Communication (UAC)

Radio Frequency is used most widely as a Wireless communication method in the
terrestrial area. However, in underwater environment, it is almost impossible because of
attenuation. Therefore, acoustic communication is used as an underwater communi-
cation method instead of RF [3]. The UAC must overcome the following restrictions to
establish a complete communication. (a) Low bandwidth, (b) Long-latency, (c) High bit
error, and (d) Multipath.

2.2 Definition of UIoT

(1) UIoT is the expansion of UWASN and defined as the communication network of
underwater and provides interconnectivity between other networks, such as
ground, and air.

(2) According to the latest trend, the data generated from the sensors can be operated
to become a meaningful information by applying big data and semantic tech-
niques. Figure 1 is the conceptual diagram of UIoT.

3 UIoT Security

3.1 Consideration Points of UIoT Security

The following are the security consideration points for UIoT.

• Lightweight: Security with a larger bandwidth at UAC is too difficult, because of
low transmission capability. It is essential to reduce the weight of entire payload,
including the security protocol.

• Low-Power: Processor should be designed with less power consumption.
• Authentication & authorization: UIoT devices must be authenticated and authorized

before interconnection.

Fig. 1. Conceptual diagram of UIoT
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• Intrusion Prevention: The underwater network used key exchange process for
authentication. In this process it is exposed to three kinds of attacks such as ‘re-
transmission’, ‘reflection’, and ‘mediators’. So it should have the intrusion pre-
vention technology against them.

• Re-authentication: Due to the flow rate of underwater, the UIoT devices are
re-positioned frequently than ground equipment. In that case authentication should
be promptly discarded. Re-authentication should be established faster than the first
time authentication process when node wants to interconnect to UIoT network.

• Data Encryption: Because of UAC features sustaining communication phase is not
easy. Signal loss and connection discard is more frequently than Air RF. Therefor
for intensifying security, adjust policy of data encryption it has big data size like
AES, SEED even though DES is too hard to UAC network. Alternatively, should be
considered lightweight data encryption algorithms and protocols.

• Side channel attack: Almost UIoT networks can be deployed in the distant sea. In
this case, not only overcoming underwater communication problem but also con-
cerning its battery life. For the saving power, remote administrator should be made
difficult to trace networks location and mange devices status by real time. These
vulnerabilities easy to make enemies to steal or hacking UIoT devices by the
approaching network very closely and although it has powerful data encoding
solutions that doesn’t matter. This is risk of ‘Side-Channel Attack’.

-Example of underwater SCA-

(1) Steal devices.
(2) Duplicating or hacking its chipsets.
(3) Analyze encoding algorithm and communication process.
(4) Make spy device for replacing stolen thing or hacking machine.
(5) Install ‘(4)’ units.
(6) Even if the entire network is encrypted, it is easy to steal the original message and

for the distorting UIoT network information, manipulate data or its communica-
tion process.

3.2 UIoT Security Protocols

This section analyzes the UIoT security protocols candidates.

• CCM-UW [3]: It is modified to adapt CCM*1 operate mode for adjusting in UAC
environment. Supports Step 6 security level, and provides a different energy con-
sumption and security for each step. Deigned to the MAC2 layer security. Low
bandwidth and signal loss in the demonstration test result lacked to optimization.

• UW-AKE [4]: The lightweight authentication and key issuing protocol. Proven
reliability between the members, and to share a secret key. A separate key exchange

1 (Counter with CBC-MAC) It is based on the AES and ARIA algorithms.
2 Media Access Control.
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process by combining the authentication value to the authentication process is
omitted to achieve a weight reduction. To reflect the re-authentication procedure
according to the movement was always designed to maintain network security. It
has not been validated in a lab environment.

• SeFLOOD [5]: It is underwater-based message exchange authentication protocol
developed for defending vulnerabilities ‘Flooding’, ‘Spoofing’, ‘DoS’. Although
underwater security protocols, because it is designed for fixed and stable power
supply performance device, it is difficult to view the appropriate security protocols
for UIoT.

Table 1. The analysis is that they satisfy the above security protocols UIoT security
conditions. The results are all set forth in the three protocol does not meet conditions.
Since the UAC itself has a limited ability to communicate, it is necessary to describe in
detail, but the scope of this restriction, fail to express the “qualitative”. The experiment
is also necessary that the intended work as much in the real world, because the rest of
the proposed protocol, except for the CCM-UW are only a simulation.

4 Conclusions

In this paper, we explore the proposed security considerations applicable UIoT and
security. As a result, the security considerations are suggested to stay at the level of
‘qualitative’, given the security protocols required a demonstration. On the other hand,
is a side-channel attack research was inadequate compared to its severity. Therefore,
the future research will be an experiment to analyze specifically those disclosed
lightweight security protocols according to the numerical criteria. It will also issue by
establishing the appropriate scenario presented in side-channel attack.

Table 1. Analysis of underwater security protocols

Security condition CCM-UW UW-AKE SeFLOOD

Lightweight Different by 6 step
security level

Combine
authentication key

Not affordable
for UIoT

Low-Power Different by 6 step
security level

Not consider Not consider

Authentication &
authorization

CBC-MACa Support Support

Intrusion prevention Frame counter by
MAC

One time
authentication (OTP)

Encrypted
unicasting

Re-authentication Not consider Support but not
efficient

Not consider

Data encryption Different by security
level

Combine
en/decryption key

Conceptual

aCipher Block Chaining-Message Authentication Code
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Abstract. Surveillance cameras and smartphone cameras produce huge amount
of video data in our daily life. Effective utilization of huge video data is
emerging as a new big problem in the ubiquitous video intelligent systems.
Searching for a specific frame in video stream is one of challenging issues in this
area. This paper proposes an image based video querying algorithm using
3-level Haar wavelet transform features. Hierarchical decomposition of wavelet
transform enables to use features in both space and scaling domains. This paper
employs 3-level Haar wavelet feature of an image to query matched frame in a
video stream. In experimental results, we can find that the proposed algorithm
shows about 1–8% better performance in accuracy than other algorithms.

Keywords: Video query � Haar wavelet transform Video intelligent system

1 Introduction

It is very common to encounter 24-h recording surveillance cameras in both public and
private sectors of our living space. In addition, we can record videos of special events
very easily using our smartphones. Modern ubiquitous imaging devices produce huge
amount of video data in every moment. Recording video is very easy and common in
these days, however effective utilization of huge video data is a big problem. Espe-
cially, searching for a specific frame in video stream is one of challenging issues for
using video data effectively [1].

Figure 1 illustrates general structure of image based video querying system. The
video querying system consists of 3 components such as feature extraction, database
clustering, and matching/searching.

This paper proposes a robust image based video querying algorithm using 3-level
Haar wavelet transform features [2]. Wavelet transform decomposes input image hier-
archically. Thus, wavelet transform enables to use features in both space and scaling

© Springer Nature Singapore Pte Ltd. 2017
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domain. This paper considers 2 most representative wavelet transform methods such as
Haar wavelet and Daubechies wavelet [3].

This paper consists as follows. Section 2 briefly describes related works, and Sect. 3
explains the proposed scheme. Then, in Sect. 4, we present experimental results.
Finally, we provide conclusions and future works.

2 Related Works

This paper considers features of 2 wavelet transform methods and general RGB his-
togram for performance evaluation. This section explains these 3 feature extraction
schemes very briefly.

The RGB histogram model is usually used in computer monitors and graphics [4].
The mixture of colors (Red, Green and Blue) are used to specify a particular color on
the screen. Along each axis of the color cube the colors range from no contribution of
that component to a fully saturated color. Any point within the cube is specified by
three numbers, namely, R, G, and B triple. The diagonal line of the cube from black
(0, 0, 0) to white (1, 1, 1) represents all the greys, that is, all the red, green, and blue
components are the same [4].

The Haar wavelet [2] is known as the simplest wavelet, and it is defined as:

wjkðxÞ � wð2 jx� kÞ

for a nonnegative value j and 0� k� 2 j � 1. Here, wðxÞ is defined as:

wðxÞ �
1; 0� x\1=2;
�1; 1=2� x\1;
0; otherwise:

8<
:

Fig. 1. General structure of image based video querying system.
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The Daubechies wavelet [3] is named after its inventor, a mathematician Ingrid
Daubechies. The Daubechies D4 transform has four wavelet and scaling function
coefficients. The scaling function coefficients are:

h0 ¼ 1þ ffiffi
3
p

4
ffiffi
2
p ; h1 ¼ 3þ ffiffi

3
p

4
ffiffi
2
p ;

h2 ¼ 3� ffiffi
3
p

4
ffiffi
2
p ; h3 ¼ 1� ffiffi

3
p

4
ffiffi
2
p :

Here, the wavelet function coefficient values are: g0 ¼ h3, g1 ¼ �h2, g2 ¼ h1, and
g3 ¼ �h0. The scaling and wavelet functions are calculated by taking the inner product
of the coefficient and four data values. The equations are as follow:

Daubechies D4 scaling function:

ai ¼ h0s2iþ h1s2iþ 1þ h2s2iþ 2þ h3s2iþ 3

Daubechies D4 wavelet function:

ci ¼ g0s2iþ g1s2iþ 1þ g2s2iþ 2þ g3s2iþ 3

3 Wavelet Feature Extraction

Prior to the wavelet transform, the input image has to be resized so that the size of
images is quadratic in both the database and the query image. The resizing can be
achieved by cutting an image, or by averaging several pixels to obtain a single pixel to
decrease the image size. For instance, a 160 by 160 image is to be resized to 128 by
128. As for a better descriptor in color definition, the image is transformed from RGB
color space to YCbCr, which is more appropriate for the wavelet transform. Once the
image is resized and the color space is converted into YCbCr color space, the wavelet
transform can be applied.

In order to perform 3-level wavelet transform (both Haar wavelet and Daubechies
D4 wavelet), we firstly separate an image into different frequency bands in 3 hierar-
chical levels, as shown on Fig. 2.

The feature vector generated by wavelet transform has 28 dimensions and it was
formed by 2 color components of an image, such as color distribution and color
variation. The first 4 elements of the feature vector D0 to D3 are the color variation
(mean deviation) in Y color channel in the LL3, HL3, HH3 and LH3 bands. The mean
deviation is the mean of the absolute deviations of a set of data. Feature vectors of
wavelet are described as:

ðD0; D1; D2; D3;  Color variation components
H0; H1; H2; H3; H4; H5; H6; H7;
H8; H9; H10; H11; H12; H13; H14; H15;  Color histogram components
H16; H17; H18; H19; H20; H21; H22; H23Þ
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The D0 to D3 compose the color variation component of the feature vector. These
components represent the “color changes” of an image. For instance, an image contains
similar or same color over different pixels will have low color variation ratio, while an
image contains sharp and frequent color changes will have a higher color variation
ratio. The color variation component is considered as the least description of an image.

The H0 to H23 compose the color histogram component of the feature vector, and
they are the histograms in the LL3 band in three color-channel; H8 to H15 are the
histograms in the Cb color channel and H16 to H23 are histograms in the Cr color
channel. The histogram information consists of more detailed description of an image
and it describes the color distribution of an image.

In comparison to the feature vectors that only consist of color histograms, the
feature vectors produced by wavelet capture both of the color changes and color
histograms information, which produces a more detailed description of an image. Thus,
these values describe images very accurately.

2-level wavelet transform is similar to the 3-level wavelet transform, except that it
only apply 2-level transform to an image. Similar to 3 level transform, 2-level trans-
form has 28 dimensions and it was formed by 2 color components of an image, they are
color distribution and color variation. The first 4 elements of the feature vector D0 to
D3 are the color variation in Y color channel in the LL2, HL2, LH2 and HH2 bands.
The H0 to H23 are the color histograms in three color channels in the LL2 band.

4 Experimental Results

The purpose of the experiment is to examine both the querying performance and
accuracy in RGB histogram (Color-based) and Wavelet transforms (Wavelet-based)
with particular focus on video contents. As illustrated previously, we have compared 5
algorithms such as:

• RGB Histogram
• Haar Wavelet (2 Level transform)
• Haar Wavelet (3 Level transform)

Fig. 2. 3-level wavelet transform.
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• Daubechies Wavelet (2 Level transform)
• Daubechies Wavelet (3 Level transform)

Each of the above algorithms was matched with clustering techniques such as
Forgy method [5], K-Means method [5], and Isodata method [6].

Total of 20 query images were randomly selected from the sequence image frames
among the 24 video streams, and they were excluded from the image database for a
more accurate experimental results. For a given query image, there will be a specific
number of top images returned by the system. The accuracy measurement is defined as:

Accuracy ¼ C=T;

where C is the number of images returned from the class of which the query image
exists and T is the total number of images.

This is done to examine the performance of different algorithms in recognizing
similar image frames. The 2 examples of 20 query images are shown in Fig. 3.

Each experimental unit was executed by submitting a query image to the program.
The best 10 searching results will then be returned. In addition to the experiment, each

Fig. 3. 2 examples of 20 query images. Dog image is 351st frame of a video stream, and fish
image is 81st frame of a video stream.

Fig. 4. Examples of query results from video streams for dog image (in Fig. 3) input.
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experimental result showed in this section specifies the retrieval algorithm used, as well
as the clustering technique that was being employed. Figure 4 shows query results of
dog image in Fig. 3.

Figure 5 illustrates the average accuracy performance under each of the retrieval
algorithm. Both Daubechies wavelet (2-level and 3-level transform) showed less
accurate among the 5 algorithms, having only around 75% of accuracy. RGB histogram
performed around 4% better than Daubechies wavelet, having around 79% accuracy
rate. Haar Wavelet performed the best out of the 5 algorithms, having around 82% to
83% accuracy rate. Haar Wavelet with 3-level transform has the best accuracy rate with
approximately 83.5%.

5 Conclusions

Analyzing contents of video streams is essential for implementing ubiquitous video
intelligent systems. This paper focuses on an image querying solution from video
streams using image features. We have considered RGB histogram and 2 wavelet
transform methods like Harr and Daubechies for representing image features.

Experimental results show that the proposed algorithm using 3-level Haar wavelet
transform features has the best accuracy rate around 83.5%. We can consider that this
level of accuracy is quite useful for developing video analysis applications.

For the future work, optimizations for clustering algorithm and matching/searching
algorithm are necessary to improve query performance. Further, development of
real-world applications will be required as well.

Acknowledgments. This work was supported by the IT R&D program of MSIP/IITP, Korea
[2014-044-020-001, Development of High Performance Visual BigData Discovery Platform for
Large-Scale Realtime Data Analysis].

Fig. 5. Average accuracy performance of each algorithm.
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Abstract. To cope with the age of ubiquitous environment, a supply of smart
media devices has been indicating a rapid increase due to the development of
smart devices as well as the market expansion. The purpose of this study is to
propose a method for designing an educational app that uses the mobile
learning-based CPS (Creative Problem Solving) model in order to design a
mobile learning-based learning environment which contributes to enhancing
creative thinking and problem solving ability of the students in college educa-
tion. The proposed learning support tool is developed in a form of mobile app
and is designed to be used as a cognitive tool that enhances the
high-dimensional thinking ability of learners through functions such as creative
thinking, thinking process, expression method and interactivity in terms of
learning activities. As a result of conducting a test by demonstratively applying
this app to the actual field of education, the satisfaction rate in participation and
learning effect was greater than 90 %.

Keywords: Mobile learning � Creative problem solving � Educational app

1 Introduction

Nowadays, in the educational environment, creativity is considered an important ability
to be acquired by individuals involved in the knowledge-based society and it is con-
sidered a basic capability to be acquired by individuals living in the modern society to
lead innovative developments in the state-of-the-art industry [1]. It is rather important
to construct and provide a learning environment that suits the creativity development
than to provide an education in which the knowledge is acquired through one-sided
memorization or training [2]. Accordingly, a number of researches on educational
programs that enhance creativity have been continuously conducted. The CPS (Crea-
tive Problem Solving) model is the most representative conceptual model of all
approaches and it is related to creativity enhancement. Such CPS model runs a process
so that divergent thinking and convergent thinking are developed through a set of
stages [3, 4]. CPS model has been diversely used in classes for enhancing creativity,
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and the effects have been verified through its application as a learning tool. On the other
hand, the information communication technologies such as internet and web have been
designed so that any service can be approached through the use of conveniently usable
digital devices, and the users are now able to use any service by conveniently selecting
and installing apps on their smart devices. Such apps as a form of digital contents have
been selected and used by a number of users and such transition has been influential on
the current educational environment. Therefore, diverse researches on smart
device/app-based education methods have been activated [5]. In the field of education,
smart devices have been valuably used due to approachability, portability and con-
venience and the actual educational apps have been actively developed as well. The
purpose of this research is to design and develop a mobile learning-based learning
support tool model in accordance to the background described above in order to
promote students to conduct creative problem solving activities. Such proposed
learning support tool will be produced in a form of mobile app and will be designed as
a cognitive tool for enhancing the high dimensional thinking ability of learners through
diverse creative thinking process activities and functions such as expression method
and interactivity.

2 Theoretical Background

2.1 CPS (Creative Problem Solving) Model

The creative problem solving ability is a thinking process in which divergent thinking
and critical thinking dynamically interact and create new products or solutions based on
domain-general/specific knowledges and functional grounds [6]. Such CPS model was
initially proposed by Osborn and then materialized by Parnes. Such model, as shown in
Table 1, consists of the following six stages: mess-finding, data-finding,
problem-finding, idea-finding solution-finding and acceptance-finding [3, 4]. Out of the
programs for enhancing the creative problem solving ability, most of the models that
indicated over 90 % success rate were either the creative problem solving model by
Osborn-Parnes or the modified version of the same model [7]. The purpose of this
study is to design and propose a learning support tool model based on the ‘creative
problem solving model’ by Osborn-Parnes in order to promote students to conduct
creative problem solving activities.

2.2 Mobile Learning-Based Learning Tool

Due to a rapid development of mobile devices that uses the next generation ICT
convergence technology, the spread of knowledge and acquirement of information
have become very prompt and active. Meanwhile, mobile devices including smart
phones have been indicating a rapid progress and the number of users as well as the
number of apps being released has been indicating an increase as well. As for the
educational environment, the preexisting e-learning system-based learning used to
display quite a few limitations in the environment where no desktop existed.
Accordingly, a mobile learning system featuring the strengths of portability, mobility
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and convenience has been attracting the interest and indicating a gradual increase. In
addition, a number of app development tools not only allow the non-computer majors
to easily approach app development, but also immediately provide learners with the
required learning contents as well as the quick updates and feedbacks on questions and
learning progresses. The research specified in [8] is a case where a designed and
developed real-time/non-real-time Q&A apps were applied to the field of education,
and the results of the class activities were accumulated as database for precisely
evaluating the learning activities. In the mobile learning environment, for learning
activities such as the creative problem solving activity to be effectively performed, it is
important to motivate the learners to participate in such activities and therefore the
instructors need to consider such factors into developing the class strategies and using
the educational app.

3 Designing of Learning Support Tool for CPS Activities

In this chapter, the designing process involved in the development of learning support
tool for promoting creative problem solving activities will be proposed. The overall
structure of the system, as shown in Fig. 1, consists of CPS learning tool server,
instructor app and student app. In the development environment, since App Inventor is
used through the Windows-based web, the configuration is adjusted to the server
environment of App Invertor, and the provided components and event handlers are
used to develop instructor app and learner app. The instructor app features the provider
mode that provides learning activities, and the learner app features the learning activity
mode that provides CPS activities.

Table 1. Definition per stage of CPS model

Process Stage Details

Factors for
understanding
challenges

1: Mess-finding Finding experience, role, situation and etc.
2: Data-finding Collecting facts such as information, impression

and emotion. Exploring situations from diverse
perspectives

3: Problem-finding Stating diverse problems and sub-problems
Factors for
creating ideas

4: Idea-finding Materializing solutions to stated problems and the
possibility of such solutions

Factors for
preparing for
practices

5: Solution-finding Creating standards for reviewing and evaluating
solutions

6: Acceptance-finding Considering agreements/disagreements on such
solutions. Confirming potential execution stages
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4 Implementation of CPS Learning Support Tool

In this chapter, the realization process involved in the development of CPS learning
support tool for promoting creative problem solving activities will be proposed based
on the designing process described in the earlier chapter. As shown in Fig. 2, this app is
designed so that the working screen is divided into the two sections of instructor mode
and learner mode.

When the instructor mode is selected, the instructors can login or sign up for a
membership, and one room number will be provided per each account. After logging in,
the instructors will be able to propose topics for problem solving activities, and will be
able to upload related learning data. Such learning data can be uploaded in diverse media
formats such as text, image, video and web. In addition, the instructors will be able to
intermittently provide feedbacks required by the learners during the activities and will be
able to evaluate and score the learning activities performed by the learners as a final stage
for completing the instruction activities. In the learner mode, when the room number
given to the instructor account is used to login, the app becomes initiated and a group can
be created through the team building function. Then the learners will be able to view the
problems through the ‘view topics for problem solving activities’ function. The next
activities are creative problem solving activities. The group activities are conducted
within the app for solving problems through the following functions: ‘challenging
problems’ for mess-finding, data-finding and problem finding, ‘creating ideas’ for
idea-finding, and ‘developing solutions’ for solution-finding and acceptance finding.

Fig. 1. The overall system structure about CPS learning support tool

Fig. 2. The sample screens for CPS learning support tool
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5 Application to the Field of Education

30 college students participated in the creative problem solving activities demonstrated
out by using the CPS learning support tool proposed above. 5 students were put into 1
group and a total of 6 project groups participated in 4 cycles of the online group
activities conducted at intervals of 1 week. The project tasks were actively conducted
since the participants were familiar with the smart device and the app used in the
activities. The topic for the project was set up to be related to the basic knowledge of IT
technology. After demonstrating the creative problem solving group activities through
the use of CPS learning support tool, a survey was conducted to find out the satisfaction
level of the participants. The results are as shown in Table 2.

As a result, more than 90 % of the participants were at least ‘Okay’ with the use of
CPS learning support tool about their participation in group activities, and 90 % of the
participants were at least ‘Okay’ with the learning effects. However, 23 % were
‘Unsatisfied’ with the convenience of CPS learning support tool and 20 % were

Table 2. Details/Results of survey on use of CPS learning support tool

Q Details Response Reply
Respondents Rate

(%)

1 Did the use of CPS learning support tool
enhance your participation in group
activities?

Very
Satisfied/Satisfied

17 57 %

Okay 10 33 %
Unsatisfied/Very
unsatisfied

3 10 %

2 Did the use of CPS learning support tool
contribute to your creative thinking
activities?

Very
Satisfied/Satisfied

15 50 %

Okay 11 37 %
Unsatisfied/Very
unsatisfied

4 13 %

3 Was it convenient to use CPS learning
support tool?

Very
Satisfied/Satisfied

11 37 %

Okay 12 40 %
Unsatisfied/Very
unsatisfied

7 23 %

4 Were you able to effectively
communicate with your colleagues
through the use of CPS learning support
tool?

Very
Satisfied/Satisfied

14 47 %

Okay 10 33 %
Unsatisfied/Very
unsatisfied

6 20 %

5 Did the use of CPS learning support tool
in group activities indicate any learning
effect?

Very
Satisfied/Satisfied

15 50 %

Okay 12 40 %
Unsatisfied/Very
unsatisfied

3 10 %
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‘Unsatisfied’ with the communication among group colleagues. 87 % of the partici-
pants were at least ‘Okay’ with the contribution of this CPS learning support tool to
their creative thinking activities.

6 Conclusion

In this study, a mobile learning-based learning support tool model is designed and
proposed to promote students to conduct creative problem solving activities. The
proposed learning support tool is developed in a form of mobile app and is designed to
be used as a cognitive tool that enhances the high-dimensional thinking ability of
learners through functions such as creative thinking, thinking process, expression
method and interactivity in terms of learning activities. The proposed learning support
tool is designed in accordance to the android-based app development environment, and
the instructor/learner modes are separately constructed to differentiate the involved
functions. In addition, the components and event handlers are separately constructed to
be compatible with the respective modes. The app proposed in this study is usable in
both offline-online classes and is expected to be more valuably used as a learning
support tool in classes based on the designing of learning activities for the actual
creative problem solving. In addition, most of the creativity-related apps being released
consists of programs focused on enhancing brain activities or experiment activities
through the graphic process, but since apps related to creative problem solving activ-
ities for teaching-learning activities do not exist, the proposed app in this study is
expected to be valuably used in class activities. However, viewing it from the per-
spective of UI design, the user-based screen design is quite insufficient due to the
limited component support provided in the development environment, and there are
currently limits in constructing a great volume of database since the functions are
limited in supplying the data capacity and designing the database. In addition, as a
result of conducting a survey, the rate of participants unsatisfied with the convenience
of this app and the rate of participants unsatisfied with the communication among
group colleagues were considerably high. This signifies that it is necessary to adjust UI
in order to apply more significant differentiation since there are other diverse methods
that can be used to conduct group activities and communications. In the future research,
it is necessary to supplement the functions to expand the user convenience through
designing UI suitable for the user environment. In this study, a simple survey was
conducted to measure the usability. However, in the future, the proposed app must be
applied to the actual field of education in order to additionally review the educational
effects of the proposed app on creativity and problem solving ability of the students.
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Abstract. In IT Industry, although ‘Digital Picture Frame’ has advantage of not
only bringing the nostalgic memories of classic desk frame but also using smart
way to change the picture, it did not become a new trend. It was because there
were several problems in digital picture frame such as an expensive price of most
importantly, inconvenience of picture transmission system. In this paper, we
provide a solution for picture transmission system, and more than that, we add
various functions that could use with pictures such as widget and security
function. In particular, we use AWS server in the transmission system, and it
allows using data in the Wi-Fi environment to transmit pictures whenever and
wherever people want it. The proposed system will be the great solution for the
discomfort of the current digital picture frame’s transmission system which is
using USB or SD card. Also, by using this digital picture frame at home or work.

Keywords: Internet of Things (IoT) � Amazon Web Service (AWS) � Wi-Fi �
Smart phone � Application � Security � Widgets � Digital picture frame

1 Introduction

With a development of industry, some people are missing and using the products of
analog generation instead of developed products because of beauties and special
advantages calling as an analog emotion. For example, we heard music by LP(Long
Play Record) with turntable at past but nowadays, technology changed turntable with
mp3 player such as Smartphone. Yet somewhere people uses turntable because of its
beauty and nostalgic memories.

Shape of smart photo frame in this paper looks like existing shape of it and it will
attract feeling of nostalgia. Nowadays, we can input pictures to digital frame by USB
memory and SD-Card. But this method is convenient. And nowadays, digital frame
includes various functions such as music player, touch slide shower, watch, Calendar.
But people don’t use these functions often because of discomforts.

Therefore, in this paper, we suggest efficient solution to remove discomfort using
USB memory and SD-Card and including functions. In addition, we make security
function using infrared light sensor and camera. We implement transmission method
using AWS (Amazon Web Service) [1] that is an android application. In android
application, we send pictures to AWS using Multipart [2] and AWS shows pictures to
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web page organizing of HTML [3]. Digital frame includes small computer called by
Raspberry Pi [4] and connects to web page using Chrome [5] and shows pictures using
display. Unlike other digital frame, we place widget functions in the corner of one web
page. If movement is detected, infrared light sensor catches and takes a picture. We
suggest three discriminations such as transmission method, widget function, and
security function and overcome the problems of current digital frame.

This paper is organized as follows. In Sect. 2, we introduce the domestic and
foreign related research. In Sect. 3, we suggest functional review of this research. In
Sect. 4, it is performed experiments and analysis. Finally, in Sect. 5, we conclude this
paper.

2 Transmission Methods

In some cases, such as SAMSUNG [6], LG [7], SONY [8] and CEVIA [9], user
process using USB memory and SD-Card for transmission method is as follows. First,
we save pictures to computer hard disk drive. Second, we copy pictures to USB
memory or SD-Card. And finally, we recopy pictures to digital frame. Repeating this
step is simpler than analog style of print a picture and insert to frame. But this method
is complicated and inconvenient.

In other cases, such as KT [10], SKT [11], Dufri International [12], they use a
method of E-mail and MMS. This method is simpler than that of USB memory and
SD-Memory. But there are some restrictions. In the E-mail transmission method, we
have to memorize E-mail address and turn on internet browser and proceed login
process. In the MMS transmission method, we have only on process, but we have to
pay a fee.

Thus, we suggest picture transmission method using smartphone application data.
This pethood is more cheap and convenient than established method, such as USB
memory, SD-Card, E-mail, MMS.

3 Proposed Functional Review of the Study

In this paper, we proposed a smart photo frame that composed of Raspberry-Pi(H/W),
AWS(Server), Android application. A core function of this research is composed by
three. First function is picture transmission. A method of picture transmission functions
is not USB Memory and SD-Card but Wi-Fi transmission system. Second function is
Widget. Existing digital picture frame suggests calendar. But when one uses a calendar
function, one can’t see pictures. The proposed frame shows Widget opaquely on
picture and one can see picture and widget at the same time. One can choice and see a
widget toggling On/Off switch. Third function is Security. If movement is detected,
infrared light sensor detects and takes a picture and send picture to Server. This
function can be toggled On/Off too. The combination of CCTV and Picture of captured
by security function can prevent crime. This security function is only available to the
proposed frame.
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3.1 Function of Picture Transmission

Picture transmission process of the frame is as follows. By Multipart form-data form,
picture in smartphone is sent to server, AWS. In AWS server, save picture to Server
and DB using Multipart form-data of Node.js. To the next, show picture on web page.

This is all that we select picture in gallery in smartphone and touch ‘Send’ button.
So picture transmission process we proposed is simpler than existing process. The
proposed frame is cheaper than existing process that need to fee 83 to 200 won per one
case.

3.2 Function of Widget

The Widget function process of the frame is figured as shown in Fig. 1. Android
smartphone application checks state of ‘On/Off’ data and saves to DB. After that,
HTML verifies DB and expresses Widget of ‘On’ state. Widget has Time/Date,
Weather, Memo, News, and so on. If one toggles Time/Date ‘On’, display shows time
with external Library, ‘ClockLink’ and date with Date class in JavaScript. For Weather,
we use api of National Weather Service in general. But we found bugs in api of
National Weather Service and asked to fix. Nevertheless, there is no modification. So
we use api of ‘Weather UnderGround’ and it provides high performance and exact
weather information. For Memo, user can save memos using application. At first,
system saves memo to DB. Next, system sends specific URL in Server in the form of
Json using request module of Node.js. Web page parses data, formed with Json type in
specific URL and shows parsed data. For News, widget parses news RSS and shows. In
this research, we thought that it is better to show more various kinds of news than
specific news. So we applied RSS of ‘Google popular news’ and shows News as
follows. Because of ’Same Origin Policy’ [13], we did not RSS Parsing in web but

Fig. 1. The process of widget
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using cheerio module and request module of Node.js in Server, draws data formed in
Json type in specific URL. The system parses data formed in Json type in specific URL
using Ajax of Jquery and shows news to user.

3.3 Function of Security

The frame’s process of security is figured as shown in Fig. 2. The system saves state of
‘On/Off’ to DB and Raspberry Pi progresses next step using Python. When a state of
security is ‘Off’, check continuously until ‘On’ state. When state indicates ‘On’, system
takes a picture using infrared light sensor when senses movement. After that, system
sends picture as a Multipart form-data type to Server and returns to first step after 10 s.
System receives picture using Multipart form-date of Node.js in Server and saves path
& name to DB. At last, android application loads picture in Server by path & name
from DB and gives a choice to save picture in the middle of gallery showed by
‘Picasso’ Library.

4 Experiment and Analysis

For the experiment of picture transmission, we tested environment of Wi-Fi and LTE-A
(Long Term Evolution-Advanced) [14]. After Splash [15] activity is executed, main
activity is executed continuously. When you touch ‘Frame Setting’ area, mode is
changed to frame setting activity as shown in Fig. 3(a) and when you push picture area,
the gallery of smartphone is activated and if you choice a picture, picture transmission
activity will be appear as shown in Fig. 3(b). You can choice between ‘Send’ and
‘Cancel’. If you choice ‘Send’ button, picture will be sent to Server and picture of your
digital frame will be changed.

Fig. 2. The process of security
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4.1 Result and Analysis

As shown in Fig. 4, it [16] took 19.515 ms, 9.967 ms, 7.527 ms, 9.358 ms, and
9.453 ms at each time. The transmission took 11.164 ms average. We know that Wi-Fi
speed [17] is 11 Mbps and LTE-A speed [18] is 150 Mbps. So we can suppose that it
will be faster in LTE-A environment.

5 Conclusion

Existing transmission methods such as USB Memory, SD-Card, E-mail, MMS are not
efficient because of too much steps and time, inconvenience and cost. Picture trans-
mission process in this paper is efficient because of few steps with application, fast time
using Wi-Fi and LTE-A, low cost more than existing method. From now on, direction
of research is suggestion of various widgets and applies to various fields.

(a) Frame Setting Activity             (b) Picture Transmission Activity

Fig. 3. An example of experiment

Fig. 4. Speed of picture transmission using Wi-Fi
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Abstract. Various needs of new network services have rapidly proliferated
over the past few years. To catch up with major requirements, that is,
time-to-research and time-to-collaboration, we propose a fast virtual dedicate
network generation algorithm based on network abstraction with pruning
strategy, unification of multiple links, and an improved spanning tree algorithm.

Keywords: SDN � SD-WAN � Virtual dedicate network � Network
abstraction � Exclusive data transmission

1 Introduction

The amount of multimedia & mobile data has been explosively increasing since diverse
users, devices, and applications emerged [1]. In addition, innovative intelligent network
environment is also being constantly demanded for specific applications such as IoT,
big data, cloud computing and so on, based on widely distributed networks for the
global repository and access of information [2]. Therefore, new network paradigms
have been introduced in terms of the network intelligence, one of which is
Software-Defined Wide Area Network (SD-WAN) infrastructure to provide intelligent,
flexible, and virtualized network services for geographically distributed things, objects,
applications, and users [3], beyond its originating playgrounds in the local area net-
works [4] such as datacenters, campuses, etc.

However, the conventional user services and applications are very limited because
its infrastructure is inherently derived from classical hardware-based, fixed and closed
networks, although its users are constantly requiring new network services [5] to
guarantee deterministic network performance, user-oriented flexible environment, high
availability, security, and virtual network isolations.

In order to achieve those goals, thus, we propose a fast virtual dedicate network
(VDN) generation algorithm supporting abovementioned new network demands, for
various advanced S&T (Science & Technology) applications and users. To verify and
evaluate the proposed algorithm, we also conduct simulation by using Open Network
Operating System (ONOS) [6] and Mininet environments. The result shows that the
VDN is solely allocated for each S&T user group to meet their major requirements of
SD-WAN network, that is, time-to-research and time-to-collaboration.
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2 Fast Virtual Dedicate Network Generation Algorithm

In this section, we propose a fast algorithm which generates virtual dedicate network
dynamically. The whole system consists of three main building blocks such as physical
network, distributed SDN control platform, and VDN application & service. As
physical network deployment, the SDN switches are interconnected with multiple links
that have differing bandwidth capacities. A VDN can be generated on physical network
by allocating network resources such as the switches, ports and links under conditions
that (1) VDN participating hosts have to be communicated with each other on the VDN
(2) the end-to-end paths between VDN hosts should guarantee required bandwidth. The
purpose of VDN application indicates new user interfaces and services along with
innovative user experiences, e.g., deterministic network performance and higher
security derived from strict virtual network insolation depicted in Fig. 1.

2.1 Basic Idea of Fast VDN Generation

A VDN can be generated by constructing spanning tree which satisfy above conditions
on physical network. The time complexity of constructing tree is usually determined by
network scale. In this respect, we try to minimize the VDN generation time as fol-
lowing: (1) network abstraction with pruning strategy, (2) unification of multiple links,
and (3) an improved spanning tree algorithm.

First of all, physical network G(V, E) is abstracted to subgraph G0 V 0; E0ð Þ by
pruning unnecessary hosts, switches, and links, where V 0 is the set of switches having
one more available link and E0 is the set of available links. A link is available if (1) the

Fig. 1. Examples for isolated VDNs
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link can support required bandwidth or more (2) and not allocated by other VDNs.
Figure 2 shows the example for network abstraction with network pruning in the case
of the VDN required 10G bandwidth with two hosts.

The physical network consists of multiple links between switches. However, the
only one link among multiple links between switches can be allocated to some VDN.
So, we choose one link with minimum bandwidth in G0 V 0; E0ð Þ and then remove the
other duplicated links before constructing spanning tree for VDN. It is depicted in
Fig. 3(a) in succession to Fig. 2.

In order to construct spanning tree T in a general way, the shortest paths for all pair
of access switches (denoted as SVDN) related with VDN participating hosts have to be
calculated. For constructing T in an efficient way, therefore, we first select a center node
of SVDN and then calculate the shortest paths between the center node and SVDN .

Fig. 2. Network abstraction with pruning strategy

Fig. 3. Unification of multiple links and an improved spanning tree generation approach
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This approach can reduce the number of path calculations. The condition of selecting
center node c is as following:

Min
X

v2V ;62SVDN

X

s2SVDN
the number of hop count v; sð Þ

 !
ð1Þ

2.2 Proposed Algorithm

In this subsection, we propose a fast VDN generation algorithm by using network
abstraction with pruning strategy, unification of multiple links, and an improved
spanning tree algorithm. This algorithm returns spanning tree T which is equals to the
required VDN. The detailed procedure is shown in Table 1.

2.3 Exclusive Data Transmission on Isolated VDNs

A VDN will be customized for user group to provide innovative user experiences such
as deterministic network performance and higher security derived from insolated VDN
not whole network. For this, each user group (VDN hosts) can communicate within
only their own VDN. That is, the communications between the hosts on different VDN
must be restricted. Furthermore, the optimal end-to-end paths between VDN hosts have
to be found out by searching only own VDN not whole network. Figure 4 and depicts
the examples for exclusive data transmission on isolated VDNs.

Table 1. Fast VDN generation algorithm
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[Detailed procedure of distributed SDN control platform for data transmission]

• (Step 1) Receive packet in message from a SDN switch
• (Step 2) Parse source (src) MAC address and destination (dst) MAC address in

packet
• (Step 3) Find out common VDN including src and dst hosts
• (Step 4-1) Case of existing common VDN: Calculate a shortest path on the VDN

and create packet out message including exclusive flow rule according to the path
• (Step 4-2) If not: Create packet out message including filtering rule about the those

hosts
• (Step 5) Send packet out message to the corresponding SDN switch

3 Performance Evaluation

In order to verify and evaluate the proposed algorithm, we implement VDN application
based on ONOS [6] which is a distributed SDN network operating system. The desired
network topology is created using Mininet network emulator.

Based on the above simulation environment, we measure VDN generation time
according to the network scale which is determined by the number of switches and
links in the network. For each VDN generation, we select the VDN hosts farthest away
from each other and the number of VDN hosts is fixed as 4. In case of the network
topology, we adopt the hybrid structure of mesh and ring topologies regardless of
network scale.

Fig. 4. Examples for exclusive data transmission on isolated VDNs
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Figure 5 indicates the VDN generation time in terms of the network scale, in which
from (15, 39) to (90, 234). We can see that the VDN generation time increases linearly
as the number of switches and links in the network. In the case of the small network,
the completion time of required VDN generation takes less than 100 ms. Even if the
network scale is large enough, the completion time do not take more than 500 ms. The
result shows that the VDN is solely allocated for each VDN hosts to meet their major
requirements of SD-WAN network, that is, time-to-research and time-to-collaboration.

4 Conclusion

In this paper, a fast VDN generation algorithm based on three principal building blocks
of SD-WAN is proposed for deterministic network performance and higher security.
The performance evaluation shows that the newly developed VDN application has
reasonable performance with completion time of service required for time-to-research
and time-to-collaboration. We will expect that virtual private & bandwidth-guaranteed
network services based on VDN can be good solutions to handle new network para-
digms for various advanced S&T applications and users derived from supercomputing,
high energy physics, astronomy, bio/genomics, cultural science, etc.

References

1. Cisco Visual Networking Index: Forecast and Methodology. Cisco White Paper, 2014-2019
(2015)

2. Weldon, M.K.: The Future X Network: A Bell Labs Perspective. Taylor & Francis Group,
LLC (2016)

Fig. 5. VDN generation time

804 Y. Kim et al.



3. Manzalini, A., et al.: Software-defined networks for future networks and services. In: White
Paper Based on the IEEE Workshop SDN4FNS (2014)

4. Nguyen, V.-G., Kim, Y.-H.: SDN-based enterprise and campus networks: a case of VLAN
management. J. Inf. Process. Syst. (2015)

5. Crowell, A., Ng, B.H., Fernandes, E., Prakash, A.: The confinement problem: 40 years later.
J. Inf. Process. Syst. (2013)

6. Open Network Operating System. http://onosproject.org/

A Fast Algorithm for Generating Virtual Dedicate Network Based on SD-WAN 805

http://onosproject.org/


Detection of Content Changes Based on Deep
Neural Networks

Noo-ri Kim1,4, YunSeok Choi2,4, HyunSoo Lee3,4,
and Jee-Hyong Lee1,4(&)

1 Department of Electrical and Computer Engineering,
Sungkyunkwan University, Seoul, South Korea

{pd99j,john}@skku.edu
2 Department of Platform Software,

Sungkyunkwan University, Seoul, South Korea
cysuck93@skku.edu

3 Department of Software, Sungkyunkwan University, Seoul, South Korea
stanlee5@skku.edu

4 Sungkyunkwan University, 2066 Seobu-ro, Jang an-gu,
Suwon-si, Gyeonggi-do 16419, South Korea

Abstract. On R&D projects, automated analysis of implicational and mor-
phological changes between two documents helps managers and researchers to
understand projects. However, it is not easy to manually analyze changes
between two documents. In this paper, we define text operations which represent
changes of texts and make multi-labeled dataset by applying several text
operations. Lastly, we propose a method to detect changes of contents. Proposed
method represents two documents into an S-matrix first. Next, we use S-matrix
as input of Deep Convolutional Neural Networks to identify text operations on
the multi-labeled dataset. Experimental results show the effectiveness of our
proposed method.

Keywords: Text operation � Multi-label classification � Document modeling �
Paragraph vector � Convolutional Neural Network

1 Introduction

On R&D projects, managers and researchers should review products on every mile-
stone to verify progresses. If this process is automated and always performed, it will be
helpful to easily understand projects for managers and researchers. In other words, to
support content based real-time monitoring on R&D project, an automated analysis is
needed. On the automated analysis of text, implicational changes between documents
should be a key component for understanding projects. However, it is impossible that
managers and researchers check every single document manually because it needs huge
amount of costs. There are several software tools which figure out changes between
two documents, but they capture morphological changes only. To capture the impli-
cational changes automatically, various text classification methods based on machine
learning techniques are proposed [1–4].
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Qiu et al. [1] proposed a supervised method for paraphrasing recognition based on
similarity and dissimilarity between sentences. Socher et al. [2] introduced a method for
paraphrase detection based on recursive Autoencoders. It makes word vectors by
recursive Autoencoders and uses word vectors as feature of classifiers. Pang et al. [3]
proposed a text matching method based on words’ vectors. It makes similarity matrix
based on word vectors from two texts and classifies paraphrased text by using similarity
matrix. However, this method focuses only on similarities of sentences. Therefore, it is
insufficient to identify various changes on texts. Shen et al. [4] proposed a model to
capture the relations between questions and answers. It uses S-matrix to contain both
lexical and sequential information. It captures the relation between questions and
answers which is more difficult than detecting paraphrased sentences. However, this
method still considers the relations between two sentences only.

These classification methods have solved various text classification problems.
However, since diverse changes can actually occur in a document, there should be at least
one or more changes between an original document and a changed document. In other
words, to identify changes between documents,we need to considermulti-label problems.
In addition, unlike most studies, we need to consider relations between two documents.

In this paper, we define six operations about content changes: Eliminate, Extend,
Merge, Split, Rewrite and Reorder. And then, we make multi-labeled dataset and
propose a method for detecting content changes using deep neural networks.

The remainder of this paper is organized as follows: Sect. 2 overviews the back-
ground. Section 3 describes text operations and a proposed method. Section 4 presents
the experimental result and Sect. 5 draws a conclusion.

2 Background

2.1 Paragraph Vector: Distributed Memory

In many natural language processing tasks, there are various attempts to find proper
representations that contain text’s content. Paragraph Vector: Distributed Memory
(PV-DM) [5] is a widely used model for such representation. It predicts the next word
based on previous contexts samples from the paragraph. Every paragraph is mapped to a
unique vector, and averaged or concatenatedwithword vector which are alsomapped to a
unique vector to predict next word in a context. The paragraph vector can be shared across
the contexts from the same paragraph, while word vector is shared across all paragraphs.
As a result, paragraphs having similar semantics are mapped to similar vectors.

2.2 S-Matrix

S-matrix is used to represent the relations between two vectors. In the natural language
process, given two texts, we can figure out the relation between two texts. In general,
all words in each text are represented as vectors, and S-matrix is made based on words’
vectors. If a text consists of n words and the other text consists of m words, it can be to
map two texts into a n� m matrix, where each element Mi; j is calculated by using
similarity metric or inner product between first text’s i-th word and second text’s j-th
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word. However, since the number of words varies, matrix cannot be simply fed into
machine learning methods. Therefore, on the S-matrix technique, a fixed-large size
matrix is used and it is tiled by n� m matrix repeatedly.

2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are kinds of deep learning, and CNNs show
generally high performance on pattern analysis such as image recognition and image
classification. CNNs consist of convolution layers, pooling layers and fully connected
layers. Convolution layers can extract different matching patterns. For each layer of
CNNs, the k-th kernel such as a mask scans over the input matrix M to generate a
feature map. After convolution layers, pooling is applied over the feature maps in
convolution layers to capture important features of each feature map. On pooling
layers, max pooling is widely used.

3 Proposed Method

Our goal is to detect changes of contents focusing on several text operations. In other
words, we try to solve multi-label classification problem. In order to solve this problem,
first of all, we define text operations for understanding changes between two docu-
ments. And then, we use the S-matrix to regard relations between documents as an
image. Lastly, CNNs are adopted, because it shows good performance on image
classification. An overview of proposed method is presented in Fig. 1.

3.1 Definitions of Text Operations

In order to understand R&D projects by using changes between documents, we define
basic six text operations such as Eliminate, Extend, Merge, Split, Rewrite and Reorder.

Eliminate: Eliminate operation represents deletion of one or more sentences. For
example, an eliminated text has lesser content than an original text. This operation can
lead morphological and implicational changes.

Extend: Extend operation represents addition of one or more sentences and it is an
opposite of Eliminate. If Extend operations is applied to a text, changes of morphology
and implication will occur.

Fig. 1. Overview of detecting method to content changes
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Merge: Merge operation represents concatenation of continuous two sentences as one
sentence. If we consider only the number of sentences, Merge is similar to Eliminate,
but it can lead only morphological changes.

Split: Split operation represents division of one sentence as continuous two sentences.
It is an opposite of Merge. Split can lead only a morphological change, not the
implicational changes.

Rewrite: Rewrite operation represents rewriting or paraphrasing of one or more sen-
tence as the same content. On the Rewrite operation, two texts have only morphological
changes.

Reorder: Reorder operation represents position change of one or more sentences.
Therefore, it has only morphological changes.

3.2 Documents Modeling Based on S-Matrix

To model the relations between documents, we apply a documents modeling method
based on S-matrix. First of all, we make all sentence vectors from two documents by
using PV-DM. And then, S-matrix is filled up by calculating cosine similarities. For
example, M1;1 in S-matrix is a value of cosine similarity between a first sentence in the
original document and a first sentence in the changed document. Figure 2 shows
several examples of our dataset.

In Fig. 2, there are four S-matrixes. Starting point is on the upper left corner and
each red box means an actual area between two documents. Horizontal axis means
sentences in the original document and vertical axis means sentences in the changed
document. Lastly, darker cells mean higher similarities. Figure 2(a) and (b) look
similar, because the number of sentences is decreased. However, unlike Eliminate,
Merge has only morphological changes. Therefore, cells around the merged sentences
are darker, relatively. Figure 2(c) shows vastly different from previous examples, so it
may look easy to distinguish Fig. 2(c). However, as shown in Fig. 2(d), if Rewrite and
Reorder occurs simultaneously, it is still hard to distinguish the changes.

Fig. 2. Example of S-matrixes: Eliminate, Merge, Reorder and Rewrite & Reorder
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3.3 Detection of Content Changes

In order to detect content changes, we use Convolutional Neural Networks which are a
kind of Deep Neural Networks. A structure of CNN consists of convolution layer 1,
max pooling layer 1, convolution layer 2, max pooling layer 2, fully connected layer
and output layer, sequentially. We use rectified liner unit (ReLU) as activation func-
tions in convolutional layers and sigmoid function as activation function in output layer
to solve the multi-label problem.

4 Experiment

4.1 Dataset

We generated a dataset that consists of original documents and changed documents,
because there is not suitable dataset to detection of content changes. The dataset was
made up using Schutz 2008 dataset [6]. First of all, we separate 1,323 biomedical
domain papers into paragraphs. There are 23,658 paragraphs and we regard each
paragraph as a document. And then, text operations are applied to every documents,
randomly. As a result, there are 23,658 multi-labeled samples. In the dataset, the
number of unique label is 41. Label density and label cardinality are 0.3734 and 2.2403
respectively.

4.2 Experiments Design

We experimented two detection models by using Neural Networks as a baseline and the
proposed method using Convolutional Neural Networks. On the baseline, it consists of
two hidden layers and each layer has 200 nodes with ReLU. We set a vector size of the
sentence vector to 300. The size of the S-matrix is set to 20, because it can cover
99.04 % of documents in the dataset. In addition, we apply 5-fold cross validation.

4.3 Results

As an evaluation metric, we used Hamming loss, Accuracy, Precision, Recall, F1-score
and Exact. Hamming loss means the number of wrong labels over total number of
labels. Table 1 shows results of the baseline and the proposed method. The proposed
method shows impressive performance improvement compared to the baseline in all
evaluation metric. From this, we found that it is appropriate method to make relation
models between two documents as an image and adopt CNNs. We think that these
results are sufficient to help managers and researchers for understanding project well by
providing changes between documents.
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5 Conclusion

In this paper, we defined six text operations: Eliminate, Extend, Merge, Split, Rewrite
and Reorder. Furthermore, we proposed a method for detecting content changes. The
proposed method made a similarity matrix by using sentences between two documents,
and adopted Deep Convolutional Neural Networks to identify text operations on the
multi-labeled dataset. The experimental results demonstrated that the proposed method
showed better performance.

In the future, we plan to define more text operations and make model to find
complicated relations between documents based on text operations.
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Abstract. Recently, mobile internet traffic has rapidly increased as the huge
increase of the smart phone and mobile devices. D2D (Device to Device) is
known that it reduce the traffic load of the base station and also improves the
reliability of the network performance. However, D2D has a problem that the
efficiency decreases as interference is increased. In this paper, we propose a
resource allocation scheme to use the resources efficiently when the D2D link
share the resources of the cellular network in the uplink. D2D communication
utilizes the location information for allocating resources when the eNB know the
location of all devices. The proposed scheme not only ensures the performance
of the D2D communication but also decrease the computational complexity
Simulation results show that the proposed scheme attains the comparable
throughput over optimal scheme with a very small computational complexity.

Keywords: D2D communication � Resource management � Location
information (GPS) � Computational complexity � Cellular network

1 Introduction

D2D communication is a service for the direct communication between devices without
passing through eNB. It is possible to reduce the data traffic and to use limited fre-
quency resources efficiently. Also, it can provide the proximity-based commercial
services, such as advertising or marketing, SNS [2].

D2D communication has the advantage of increasing efficiency by reusing
resources of cellular networks and to reduce the traffic by spreading the overload of
cellular network. However, D2D link and cellular network can cause mutual interfer-
ence each other between UEs (User Equipment) by using the same resource.

Many researches on D2D communication has been focused on allocating resources
in order to prevent the degradation of efficiency that occurs due to the interference.
There is a fixed dividing scheme for the available resource for cellular communication
and for D2D communication. But, if there are relatively fewer D2D Pairs, it has the
possibility to waste resources for full utilization. [3] Besides, there are also schemes
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that ensures performance by reducing the interference on the surrounding through
power control. [4, 5] However, those schemes require the higher computational
complexity and also consider the more parameter values to be implemented Currently,
some techniques to control the interference through a power control has been studied
until now while the researches on other methods are relatively fewer than those on
power control based schemes.

In this paper, we investigate the resource allocation schemes when the D2D link
share the resources of the cellular network in the uplink. The proposed scheme utilizes
the location information in order to allocate the resources for D2D communication.
Simulation results show that the performance comparison between several allocation
schemes for resource allocation. The proposed scheme attains the comparable
throughput and the much reduced computational complexity while SINR based scheme
achieves the higher throughput and huge increase of computational complexity from
the performance comparison.

2 System Model

As shown in Fig. 1, we assume the scenario environment of a single cell to share the
same resources on CUE (Cellular User Equipment) and D2D link in uplink for cellular
network. We assume that therer are N resources in the cellular network. The number of
CUE resources is assumed to be same as the number of CUE and D2D pair use one of
the available resources which is already used by CUE.

If typical CUE and D2D link have the same resource, there may exists interference
between CUE and D2D link. The symbol, yi;j indicates the interference between CUE
i and D2D j. For example, ym;k ¼ 1 means that D2D link k share the resource of the
CUE m. SINR (Signal-to-Interference-plus-Noise Ratio) of CUE is thus defined as

Fig. 1. Interference scenario in D2D based cellular network
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SINRCellular ¼ PCellularGm;eNB

Pnoise þ
Pd

k¼1 ym;kPD2DGk;eNB

ð1Þ

where PCellular is the transmission power of the CUE, Gm;eNB is the channel gain
between CUE m and eNB, Pnoise is noise power, PD2D is the transmission power of the
D2D link and Gk;eNB is the channel gain between D2D link k and eNB.

SINR of D2D link is thus defined as

SINRD2D ¼ PD2DGD2DPair

Pnoise þ
Pc

m¼1 ym;kPCellularGm;k
ð2Þ

where GD2D Pair is the channel gain of D2D link between TX and RX and Gm;k is the
channel gain between CUE m and D2D link k.

The throughput RCellular and RD2D, for CUE and D2D link are thus defined as

RCellular ¼ log2ð1þ SINRCellularÞ ð3Þ

RD2D ¼ log2ð1þ SINRD2DÞ ð4Þ

where SINRCellular represent the throughput of the CUE and RD2D represent the
throughput of the D2D link, respectively.

3 The Proposed Resource Allocation

3.1 CUE Selection Based on Location Information

When eNB knows the positions of all UEs, all the distances between CUE and D2D
link can be calculated from these informations. When we know the locations of each
UEs and eNB, the distance between CUE and one of D2D link, RD2DRX;CUE , can be
determined by

RD2DRX;CUE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxD2DRX � xCUEÞ2 þðyD2DRX � yCUEÞ2

q
ð5Þ

where the coordinate of CUE and D2D are referred to as (xCUE; yCUE) and
(xD2DRX ; yD2DRX), respectively. From (5), eNB calculates the values of distance
between one D2D link and all the CUEs. Then, eNB sorts the calculated distances
between CUE and D2D link in descending order. We select some part of resources
from the sorted CUE list since they means the shorter distance between D2D link and
CUE uplink and it also indicate that the less interference between them even if they
share the resources in the cell.

814 S.H. Kang et al.



3.2 D2D Resource Form SINR Comparison

After performing the process in Sect. 3.1, each D2D link can obtain the available lists
of CUE resource to be shared. SINR for D2D link is required to consider the inter-
ference from CUE as well as the interference from other D2D links which use the same
resource with them. The, SINRD2D; can be determined by

SINRD2D ¼ PD2DGD2DPair

Pnoise þ
Pc

m¼1 ym;kðPCellularGm;k þ
Pd

i¼1 ym;iPD2DGk;iÞ
ð6Þ

where Gk;i is channel gain between D2D link to calculate SINR and other D2D to use
same resource.

After calculating SINR of CUE and D2D link for all the possible combination, the
maximum throughput of the sum of the throughput of CUE and D2D link can be
determined by using (3), (4) and the relative comparion of all the possible values of
sum throughput. The maximum throughput is finally shown as

Maxð
Xd
k¼1

RD2D
k þ

Xc

m¼1

RCellular
m Þ ð7Þ

After calculating the maximum throughput rate, D2D link shares the CUE resource
as the throughput rate reached the maximum value in (7).

4 Performance Evaluation and Comparison

In this section, performance evaluation is described for the conventional and proposed
scheme through the simulation in a single cell and mixed user traffic environment.

The code for simulation is designed by using C ++. The simulation environment in
this paper is presented in Table 1.

Figure 2 shows the total throughput for the four different resource allocation.
Random algorithm randomly allocates resource of CUE to D2D link. SINR algorithm
utilizes only the SINR when we allocate the resource for the maximum throughput.
Location algorithm [6] takes into account only the position information to allocate
resource. Finally, proposed scheme use the top 40 % portion of available CUE

Table 1. Simulation environment

Parameter Value

Cell radius 500 m
Maximum distance between D2D pairs in a pair 100 m
Transmission power of D2D users 23 dBm
Transmission power of Cellular users 46 dBm
Pnoise −114 dBm
Number of CUE 5
Pathloss 128.1 + 37.6*log(d/1000)
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resources to allocate the resource to D2D pair and applies the SINR scheme to reduce
the computational complexity rather than SINR based resource allocation.

The proposed scheme attain the higher throughput over random and location only
scheme while it does a little bit lower throughput than the SINR based resource
allocation.

The reason for the value of 40 % selction in the proposed scheme is determined by
using computer simulation. The throuhghput is increased very sharply when a 40 % of
sorted lists are considered for the final selection of optimal resource for D2D pair data
transmission.

Table 2 shows the comparison of computational complexity for the SINR and
Location based sheme and four different percentage of available resources in the
proposed scheme.

The location scheme compute to use only distance information without considering
the interference on other D2D link and CUE. SINR based scheme achieves the highest
throughput, but the computational complexity will be increased sharply as the
number of CUE and D2D pair are increased for the comparison as shown in Table 2.

Fig. 2. Total throughput vs the number of D2D links

Table 2. Computational complexity for all the resourece allocation.

Scheme D2D link = 3 4 5 6 7 8

SINR 125 625 3125 15625 78125 390625
Location 30 40 50 60 70 80
Location + SINR(20 %) 31 41 51 61 71 81
Location + SINR(40 %) 38 56 82 124 198 336
Location + SINR(60 %) 57 121 293 789 2257 6641
Location + SINR(80 %) 94 296 1074 4156 16454 65616
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However, the proposed scheme only compares SINR value after selecting 40 % of
resources out of the sorted lists based on the distance from D2D pair. Hence, the
proposed scheme can reduce the amount of calculation since it has a resource selecting
process from all the CUE candidate resources from s in the cell.

Therefore, the proposed scheme can be the best choice for the practical resource
allocation in view of the trade off between throughput and computational complexity
when we implement this resource allocation in a real cellular networks, which has
mixed environment of flexible number of CUE and D2D pairs.

5 Conclusion

In this paper, we investigate the resource allocation in the D2D communication based
cellular network. The proposed scheme combines the position information with con-
ventional SINR based resource allocation. It selects some portion of resources based on
the distance from CUEs by using the location information and apply the SINR based
selection of resources only for these reasonable amount of resource candidates.

Simulation results show that the comparable throughput with SINR based resource
allocation and higher throughput than random and location only resource allocation.

Another benefit for the proposed scheme is that it can provide much lower com-
putational complexity over SINR scheme in view of real implementation.

In addition, the resource allocation in this paper assumes only the single cell
network and consider the interference from CUE and other D2D pairs. Hence, our
future works can be the combination or the additional consideration of multicast, power
control, data priority, multi cell and QoS driven D2D data transmission.
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Abstract. Applying and ordering business card, which are mostly handled
manually, cause such problems as work overload, a long time (about a week) till
delivery, and hardship in designing several business cards and change designs
due to omission in application and the occurrence of miscellaneous work caused
by unestablished work process and organizational change which pushes out a
large quantity of order at a time. In this respect, the present study suggests a
business card management system that is totally computerized so that work
process, cost and delivery can be improved. Especially, it connects a company’s
database with web business card editor to increase to combine convenience and
efficiency in applying and ordering business card.

Keywords: Business card request/order � Business card management system �
Company DB � Web business card editor

Seok-heon Ko: (Ltd.) AP president.

1 Introduction

Today, printed business card is in common use. In the past, a person who wants to
order it had to visit a printing store or an agency, bringing a draft design in person or
send a draft design there via facsimile and discuss over a phone. Later, as Internet
spread so widely, a system of ordering a business card on the Internet was developed
and nowadays, there are a number of printing stores handling business cards on line. In
case business cards are ordered on line, many parties in interest are complicatedly
involved in multiple processes including an ordering company, a design agency that
makes image file, which is time and energy consuming.

As it takes a long time from ordering to delivery due to such complicate procedure
of ordering, designing and manufacturing, enterprise business card management system
of which process of ordering and manufacturing business card is simple and easy is
required.

In this respect, the present study suggests a business card management system that
is totally computerized so that work process, cost and delivery can be improved.
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Especially, it connects a company’s database with web business card editor to increase
to combine convenience and efficiency in applying and ordering business card.

2 Literature Review

There are some programs that business cards are designed, printed and ordered on
Internet: Business Card MX [1] and Migo 1004 [2]. They provide a variety of tem-
plates and design tools so that customers can design business card for themselves and
order them. However, their targets are small companies and individual customers so
there are limitations for business card management of a large company.

In addition, there are other business card applications [3]: They are based on the
method that one enters other’s business card ID or telephone number and instantly
exchanges business card. In this application, a user gets access to App through QR
code and makes electronic business card to exchange or uses NFC function on a
smartphone to manage business card. The former is the method that when smartphones
contact each other, the owners’ business cards are exchanged by NFC [4]. There is also
sensor network-based RSSI method. Furthermore, gesture-based electronic business car
exchange application is also suggested in an afford to reinforce security. In addition,
several studies [5, 6] have been conducted on the methods to manage business card, but
few have focused on business card management at a large corporate level.

3 System Design

This section is about ordering and managing system of corporate business card. This
system was designed especially to improve work process improvement, reduce cost,
and shorten delivery period of business card by combining the database of a company
and web business card editor. The business card editor reduces the processes necessary
to create business card image by converting business card design to a printable file
format. To customize to a company format, this business card management system
provides samples in connection with the personnel DB of a company and editor
function so that a company can edit and create user information automatically. In
addition, once application for business card competes, it creates CMYK file, which is
printable format of business card. Therefore, it does not require go through a design
agency, but makes a direct order to a printing house.

Figure 1 is the picture of overall system configuration including business card
management device. The system consists of user terminal, printing management server
and print house.

Business card applicant’s terminal (100) is the terminal (130) of a manager in
charge of corporate business card management in the related department. The man-
ager’s terminal (130) collects and manages business card applications (120) from
several departments and makes a final approval. Application for business card is made
by a corporate business card application provided in printing management server (200).
At this time, the manager compares the contents of applied business cards with a
corporate personnel DB to detect error and controls the quantity and period of ordering
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of business cards. The manager registers the business card samples on printing man-
agement (200) in advance or the company’s business card beforehand using corporate
business card management program provided in printing management server (200).

Figure 2 shows the configuration of printingmanagement server section (200), which
is a core part of this system. The server consists of interface section (210), encryption
processing section (220), business card orderingmanagement section (230), business card
solution section (240), image format conversion section (250), order history analysis
section (260), and order processing section (270) and saving section (280).

Interface section (210) provides user interface environment to users ((corporate
client (100) and printing house (300) in access to printing management server section
(200)) or inputs or outputs data related to business card ordering.

Encryption processing section (220) encodes data output/output data through
interface section (210) to protect employees’ personal information because the system
is connected with a corporate personnel DB, and performs data security by encoding
personal information to transfer outside. Business card ordering management section

Fig. 1. Corporate business card management system

Fig. 2. Detailed view of printing management server
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(230) confirms options that a user selects through interface section (210), searches and
retrieves information saved in a storage section (280), and manages ordering, pro-
ducing and editing of business cards. Business card solution section (240) creates user
interface environment, provides production tools to make (design) and edit business
card, and creates a draft design combining text and image based on entered information
for business card. And business card information of created draft design is compared
with personal information records and information of corporate business card samples,
which are saved in a storage beforehand, to find error. To enable this, business card
solution section (240) includes business card editing section (241) to provide an editing
tool for new business card design through interface; business card editing section
(242) to provide through interface an editing tool for a user to change his or her
personal information based on corporate business card samples registered beforehand
by company; and business card information matching section (243) to compare per-
sonal information saved in a storage and information of corporate business card
samples to detect error. Image format conversion section (250) converts draft business
card created through business card solution (240) to CMYK image format and for
printing house validation, and creates printable vector image of business card. To
enable this, format conversion section (250) consists of integrated image generation
(251) to create one integration image through conversion of draft business card to
bitmap; CMYK conversion section (252) to create converted CMYK images; and
image vector processing section (253) to create printable vector image of business card.

Order history analysis section (260) saves and analyze the status of ordering,
production and delivery of business card in connection with corporate client (100) and
printing house (300), checks the delivery schedule requested by an applicant, and
handles reliability of production of business card.

Order processing section (270) transmits CMYK images, of which format is con-
verted to vector image in format conversion section (250), to printing house (300) when
corporate client (100) approves the order of business card and makes a final confir-
mation of order. Saving section (280) consists of business card information DB
(281) by company where business samples registered or designed by company are
saved; business card sample information DB (282) where various business samples and
their formats (pont, type, form, structure, style, outline, etc.) for the design of business
card are saved; company-specific information DB (283) where various information of
business card applicants by company (terminal information, contact number, order
status, contract information, company information) are saved; printing house infor-
mation DB (284) where the information of printing house that prints requested business
card (address, contact number, quantity of order, credibility, unit cost, etc.) are saved;
and business card cost management information DB (285) where information related to
cost settlement of ordered and printed business card by company and printing house are
saved.

Figure 3 shows the entire process (from order to production) of the proposed
business card management system.

Figure 4 is the flowchart that shows the process of creating business card of vector
image from a draft business card.
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First, a draft business card of combined text and image by business card solution
section (240) is created to one integrated image through conversion to bitmap by
integrated image creation section (251) (S310).

And original pixels are created (S320) nearest from the position of each output
pixels, which are detected from the integrated image created through CMYK conver-
sion section (252). These created pixels Modified CMYK is gained through interpo-
lating the values multiplied by weight for the pixels neighboring original pixels (S330).

And then, the converted CMYK images, which are created in image vector pro-
cessing section (253), are objectified (S340) into image and text by sessionization
extraction algorithm. The objectified images are then vectorized to the pixels in two
dimensional array to create business card of printable vector images (S350).

Fig. 3. The flow chart of corporate business card management

Fig. 4. The flow chart that shows the process of creating business card of vector image from
draft business card
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The business card of printable vector images created in this way are transmitted to
the printing house (300) to make an order (S400). Then, the printing house
(300) typesets using the business card of printable vector images ordered from the
corporate business card management system (200) and prints out the business cards.
The printed business cards are delivered to the client company. In the meantime,
printing management server (200) receives the information of complete delivery from
the printing house (300) and saves and analyzes ordering, designing, and delivering
status of business card, checking the delivery schedule requested by an applicant to
secure the reliability of production and delivery of business card (S500).

Please refer to [7] for the building of corporate business card management system.

4 Conclusion

As explained above, the business card management system proposed in this study has
effects as follows. First, it can improve work process, reduce cost and shorten delivery
schedule by automating applying and ordering of corporate business card through
connecting company personnel DB and web business card editor. Second, it can reduce
manual works and shorten the reception of business card for printing by converting a
draft design to CMYK image format used in a printing house as well as for printing
house verification once a corporate completes ordering business cards. Third, it skips the
process of format conversion of CMYK images and individual verification by an
agency, so it can reduce labor and time to deliver business card to a printing house to
almost zero. Fourth, quickened and simplified reception and procedure relieve work
load in case a large quantity of order. Fifth, a user (applicant of business card) can select
business card format as he or she pleases and makes an easier order of business card.
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Abstract. OpenWRT is an open source router firmware based on embedded
Linux that uses a dedicated random number generator for the WPA/WPA2
authentication protocol. Its main purpose is to generate a nonce that can be used
in a WPA/WPA2 handshake. If the output of the random number generator can
be predicted by an attacker, the relevant protocol will not be able to authenticate
securely. According to previous studies on Linux, it is well known that a random
number generator implemented in an embedded Linux environment does not
collect sufficient entropy from noise sources. The lack of entropy increases the
potential vulnerability for the random number generator and the Linux protocol.
Therefore, we analyzed the WPA/WPA2 authentication protocol and its random
number generator. In our results, we point out some potential cryptographic
weaknesses and vulnerabilities of the OpenWRT random number generator.

Keywords: Embedded linux � OpenWRT � Random number generator �
Entropy

1 Introduction

In today’s world, wireless routers are commonly found in public places, such as Internet
cafés and hotel lobbies. Many people join these networks as part of their daily lives.
Because wireless routers are inexpensive and can be easily configured without any
special knowledge, they are often installed by non-experts. However, an inexpensive
device may not contain strong security functions, such as a random number generator.
This becomes a major issue when the designer of a cryptographic protocol assumes that
the target system is able to generate random numbers with full entropy. In an envi-
ronment where the target system does not have adequate security functions, there can be
significant security breaches, and are most likely caused by weak random numbers.

In this paper, we investigate the structure of the OpenWRT random number gen-
erator. Because it is generally implemented in a tiny embedded system, its random
number generator lacks the typical noise sources of non-embedded systems. According
to a previous research paper [1], the Linux random number generator, both /dev/random
and /dev/urandom, may expose some vulnerabilities in an embedded environment like
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the OpenWRT. Embedded systems are inherently vulnerable because of the lack of any
human interfaces, such as key-press and mouse movement information. Even worse,
embedded systems generally do not contain a spinning disk. These are all used in the
Linux kernel random number generator as important noise sources.

We point out an inappropriate design of the random number generator used in the
WPA/WPA2 protocol, specifically, entropy collection from noise sources. In addition,
we propose a new noise source that can provide additional entropy and be used in a
Linux environment.

This paper covers the following topics in the following sections:

• The security analysis of the WPA/WPA2 protocol is described in Sect. 2. In
Sect. 2.1, we identify a potential weakness with an attack scenario originated by
sending a nonce without encryption.

• The specification and security analysis of the random number generator used in the
WPA/WPA2 protocol is covered in Sect. 3.

The preliminary work on this topic is presented in [2]; this paper is a compre-
hensive and extended version. We delve into more detail of this subject and extract and
analyze experimental data harvested from the monitoring function we inserted in
OpenWRT for logging the actual noise source of the random number generator.

2 WPA/WPA-PSK Authentication Protocol

When a smart device user requests a connection to the Internet via a wireless router, a
mutual authentication is required before the router provides Internet service. The
OpenWRT packaged daemon, hostapd, facilitates the cryptographic function including
user authentication. In fact, the WPA/WPA2 protocol implemented in hostapd works
this way. There are two versions of WPA/WPA2 - PSK, and Enterprise. The
WPA/WPA2-Enterprise version includes an additional authentication server, a radius
server, and provides a well-designed, strong authentication. Therefore, we will focus on
the vulnerability of WPA/WPA2-PSK.

2.1 WPA/WPA-PSK

The authentication protocol WPA/WPA2-PSK [3] implemented in the hostapd enables
a client and a router to authenticate each other through a 4-way handshake. Before
handshaking, they must pre-share a single password created using English alphabet
characters, numbers, or a combination of both. WPA/WPA-PSK performs mutual
authentication by having both the router and client calculate a PMK (Pairwise Master
Key) using a PSK (Pre-Shared Key). Next, a router and client send a message
encrypted with the symmetric key that is shared using a 4-way handshake. The steps of
the WPA/WPA2-PSK authentication are described in Fig. 1.

826 D. Yoo and Y. Yeom



2.2 Cryptographic Analysis of WPA/WPA2-PSK

The WPA/WPA2-PSK protocol has well-known cryptographic vulnerabilities. This
protocol was designed under the assumption that all users having the password are
honest. In Internet cafés, hotels, and public places, all the customers and visitors can
obtain the password easily, including any potential attackers. Therefore, our attack
model assumes that an attacker knows the correct password. Furthermore, this attacker
can calculate the encryption keys of other users who have connected with the router
because all the parameters for deriving encryption keys are public, except for the
password. Unfortunately, it is infeasible to overcome this vulnerability. We can only
propose that the WPA/WPA2-PSK protocol is no longer used in public places.
Otherwise, the router administrator must check face-to-face to determine whether the
user is an attacker (Fig. 2).

Fig. 1. The WPA/WPA2-PSK protocol with 4-way handshake. In this figure, the left side entity
is called a station, or client. The right side entity is the wireless router.

Fig. 2. An example of poor WPA/WPA2 password management in a public place. The
password is posted openly on the table and is too simple.
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Another security issue is that a nonce is sent openly in the WPA/WPA2-PSK
protocol. In general, a nonce is not dealt with as a secret parameter; it only needs to
vary over time. However, if the distribution of a nonce is biased, or is predictable, then
the protocol cannot achieve the desired security. The WPA/WPA2-PSK protocol
cannot avoid this issue when implemented in an embedded environment.

3 The Random Number Generator of the WPA/WPA2

The Linux environment contains a kernel level Random Number Generator (RNG), also
known as /dev/random and /dev/urandom. However, research has shown that the Linux
kernel RNG is vulnerable when used in an embedded Linux system [4]. The WPA
random number generator was installed and used in theWPA/WPA2 protocol in order to
provide more entropy and make up for the potential weakness of the Linux kernel
random number generator. We analyzed the source code of hostapd-2016-01-15 in
OpenWRT Chaos Calmer 15.05.1, the latest, stable version [5]. Consequently, we found
this random number generator implemented in the path ../src/crypto/random.c.

How much more secure is the random number when using an additional RNG?

3.1 Specification of WPA’s RNG

The WPA random number generator has three components - noise collection, number
generation, and a single entropy pool. All components are similar to the corresponding
parts of the Linux kernel random number generator.

Noise sources are mixed into the entropy pool using the mixing function. Notice
that the noise source is independent of the Linux kernel random number generator.
When a user or program asks to generate random numbers, the extraction function
generates a random number using the entropy pool in secret. The following figure
presents the structure of the WPA random number generator process (Fig. 3).

Fig. 3. WPA’s random number generator structure. Notice that the random number generator
provides the final random numbers based on an output of XOR operation of extraction function
and the /dev/urandom device.
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3.1.1 Structural Differences Between WPA’s RNG
and Linux Kernel RNG
The WPA’s random number generator was implemented based on the source code of
the Linux kernel random number generator [6]. After analyzing the source code, we
discovered that the two source codes are almost identical. In this section, we explain the
primary differences between the two RNGs.

The WPA’s RNG has a single entropy pool while the Linux kernel RNG has 3
entropy pools - 1 input pool and 2 output pools. The output pool is called a blocking
pool and is used when creating cryptographic random numbers, as long as the entropy
of the input pool is sufficient. Otherwise, output is blocked until enough entropy is
accumulated. The other output pool is connected to /dev/urandom and always produces
a random number for the user. Therefore, when the entropy of the input pool is
insufficient, the random numbers generated are potentially vulnerable. The WPA’s
random number generator works like /dev/urandom. Despite having little entropy, it
creates random numbers without blocking.

A second point is a difference between primitives of each extraction function.
A keyed hash function is used in the Linux kernel random number generator while
using the SHA-1 cryptographic hash function [7] in the Linux kernel random number
generator. We can see that the designers have tried to increase the security of the WPA
protocol through the WPA random number generator.

3.2 Security Analysis of the WPA Random Number Generator

We observed the collection process of the WPA random number generator by adding a
monitor function to its source code. We then checked the type and quantity of noise
sources. The WPA random number generator uses a nonce that is generated by itself, or
sent by the other party in the WPA/WPA2-PSK protocol with the opposing MAC
address. After collecting data from a noise source, the noise and the time it is collected
are mixed into the entropy pool. Because an attacker continuously observing the
protocol session can check all entropy sources and the time when the nonce is sent,
additional time complexity will increase only slightly. In conclusion, the WPA’s ran-
dom number generator does not increase the security strength of random number
generation. That is, using the Linux kernel random number generator with an additional
implementation, the WPA’s random number generator is not significantly different
cryptographically (Fig. 4).

Fig. 4. Partial log files collected show the noise source of the WPA/WPA2 random number
generator (underlined hex values). After a router receives a nonce from a client, it accumulates
the nonce in an entropy pool. This operation is invoked just once per client connection.
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4 Conclusion

We analyzed the source code of the WPA random number generator working in the
hostapd of OpenWRT to determine its structure. Modifying the program to add noise
source monitoring, we could derive real noise sources and determine its collection
frequency and quality.

The designer of the WPA/WPA2-PSK protocol tried to enhance the security of the
random number generator, but it does not make it more difficult for an attacker to
gather random number information than by using the Linux kernel random number
generator exclusively. Even though the two environments are different, both were
designed like the Linux kernel RNG. This is the reason the random number generator
fails to enhance the security. Consequently, we propose that a random number gen-
erator be designed with consideration of the environment and recommend that it use
more varied noise sources.
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Abstract. Utilization of the Constrained Application Protocol (CoAP) that is
an important protocol of the Internet of Things (IoT) has increased. So the many
associated libraries related with CoAP are also emerging. Among those libraries,
CoAPthon, a representative Python-based CoAP library, has advantage in aspect
of easy-to-use programming interface to exploit CoAP. However, the current
version of CoAPthon has not been implemented correctly in terms of (1) the
Block2 option of a block-wise transfer and (2) the transfer for resource
observing. In this paper, we implement them and verify the functions in our
experiment using the Raspberry PI 2.
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1 Introduction

The Constrained Application Protocol (CoAP), in addition to the communication
protocols such as HTTP or MQTT used in the Internet of Things (IoT), has lately
attracted considerable attention at development of IoT. CoAP is a protocol standardized
by the Internet Engineering Task Force (IETF) and it is a specialized web transfer
protocol for use with constrained nodes and constrained (e.g., low-power and lossy)
networks [1].

The protocol includes new features such as (1) resource observing [2] to retrieve a
representation of a resource and keep this representation updated by the server over a
period of time, (2) block-wise transfer [3] to handle the scarcity of memory available on
constrained devices for transferring larger payloads.
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Currently, there are various CoAP libraries. Among those, Californium [4] is a
popular Java CoAP library designed for scalable cloud services, while CoAPthon [6] is
a representative Python implementation of the CoAP protocol for easy-to-use pro-
gramming interface to exploit CoAP. In our research, we have used CoAPthon since
the library enables the easy development of IoT application based on the CoAP pro-
tocol [6].

However, CoAPthon is incomplete in terms of (1) the Block2 option of a
block-wise transfer and (2) the transfer for resource observing. In CoAP, there is a
token used to match a response with a request. According to the IETF Internet Draft of
the block-wise transfer [3], there is no other mentions about the values of tokens for the
block-wise transfer, except that the block-wise transfers handle tokens like any other
CoAP exchange and a resource requester is free to choose tokens for each exchange of
resource information. According to the Internet Draft, therefore, a CoAP server must be
able to process a token value regardless of whether the values used for each exchange
in a block-wise transfer are identical or not. In the case of a block-wise transfer in
CoAPthon, however, a CoAP server just processes the token only when the values of it
are identical for all request/response exchanges of a block-wise transfer. So if the
resource requester chose a different value for a token delivered by each request mes-
sages of a block-wise transfer, a CoAPthon server would not operate properly. In some
cases, the size of representation of resources observed by clients may be too large to be
transferred in one CoAP message. So the combination of block-wise transfers with
resource observing is required. But such a combination is not properly implemented in
CoAPthon.

In this paper, we has implemented (1) the Block2 option of a block-wise transfer
and (2) the transfer for resource observing within CoAPthon. By using our imple-
mentation, we deploy a CoAPthon server on a Raspberry PI 2 equipped with DHT11
temperature and humidity sensor, and verified our implementation.

The remainder of this paper is organized as follows. Section 2 presents related
works in terms of CoAPthon, resource observing, and block-wise transfer. Section 3
describes our implementation to make CoAPthon properly in terms of (1) the Block2
option of a block-wise transfer and (2) the transfer for resource observing. Section 4
explains our experiment to verify our implementation. Finally, Sect. 5 concludes this
paper.

2 Related Works

A. CoAPthon
The CoAPthon library is built on top of the Twisted framework [7]. TheMessage Layer
implements the Message sub-layer of the CoAP protocol. It plays an important role to
pair messages based on the message header field. The Request Layer implements the
Request/Response sublayer of the protocol and it handles the CoAP requests and
produces its corresponding responses. The Extension Layer is the container for all those
functionalities that are not included in the basic CoAP specification [6]. Our study
focused on the Extension Layer, particularly Observe and Block-wise modules.
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B. Resource Observing
By using the CoAP resource observing, clients can receive notifications from a CoAP
server whenever the state of resource, to which the clients registered its interest, comes
to change [2]. Figure 1(a) shows a simple example of the resource observing. In the
figure, the subject is a resource in the namespace of a CoAP server, an observer is a
CoAP client who wants to get a notification from the subject upon the subject’s state
change. A Registration causes the server to add the client to the list of observers of the
resource. A notification is a message that the server sends to each client in the list of
observers of the resource whenever the state of a resource changes. A variable-length
token value, which can be between 0 and 8 bytes long, is used to match responses to
requests.
C. Block-wise Transfer
Basic CoAP messages are exchanged well for the small payloads. But some applica-
tions will need to transfer lager payloads. So the protocol provides a minimal way to
transfer larger representations in a block-wise fashion. The Block1 Option pertains to
the request payload, and the Block2 Option pertains to the response payload. Figure 1
(b) shows a simple example of the block-wise transfer. Block Option fields are com-
posed of three value, NUM, M, and SZX. NUM is Block number, and M is More Flag
bit where the payload in the message is the last block if zero sets to it. When one sets to
it, it indicates that there are one or more additional blocks available. Finally, SZX
indicates the proper size of a block, and its value can be changed by the negotiation
between client and server.

(a) The Observer Pattern (b) Block-wise transfer

Fig. 1. CoAP extension function
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3 CoAPthon Extension

The Block-wise transfer in CoAPthon operates based on the key_token obtained
through the token of request message, client IP and client port. Accordingly, if a
block-wise transfer is requested with a unique token value per request to a CoAPthon
server, the server would generate an error while responding the first block to every
block-wise request since the CoAPthon server expects that the key_token generated by
a block-wise request should be identical for all block-wise requests. So, we fixed this
problem by generating the same key_token irrespective of the token values delivered
from a block-wise request. That is, we implemented a CoAP server so that it uses
uri_path value of the requested resource instead of the token value when generating
key_token.

In the CoAPthon library, on the other hand, there is no implementation needed
when a CoAPthon server’s resource is observed by a client as well as its representation
is transferred through the Block2 option. So, we also fixed the problem while con-
sidering the following two cases.

First, let us consider the case that a CoAPthon server needs to transmit a new
notification message to its corresponding client due to a periodical delivery policy (or a
change of resource state), even if the current notification message composed of
block-wise transfer is not yet completely transferred to the client. Figure 2 shows a
portion of the notify method modified to transmit a CoAPthon server’s notification
message correctly. As shown in the figure, a new notification message is screened off
while the current notification message is being delivered (see the first line in codes
shown by the figure). blockLayer.get_receive method has function that distinguishes
current notification message is being delivered or not.

Second, let us also consider that a CoAPthon server receives a cancel request from
a CoAP client for a resource observed by the client, while the server is transmitting the
data through the Block2 option for resource observing. In this case, the server must not
only remove the client in the subscriber list but also stop operating the block-wise
transfer. However, the current CoAPthon library does not support to stop such a
block-wise transfer delivered for resource observing, since the server recognizes the
cancel request as a block request message and gives answer to that. Then, the
client requests the next block so that the block-wise transfer is not stopped.

if not(key_token in self._blockLayer.get_receive()):
transaction.response = None  
transaction = self._requestLayer.receive_request(transaction)    
transaction = self._observeLayer.send_response(transaction )    
transaction = self._blockLayer.send_response(transaction)  
transaction = self._messageLayer.send_response(transaction)        

if transaction.response is not None:  
if transaction.response.type == defines.Types["CON"]:  

self._start_retransmission(transaction, transaction.response)  
self.send_datagram(transaction.response)

Fig. 2. The part of notify method
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Figure 3 describes how to deal with the problem. As shown in the figure, a CoAPthon
server sends the last block with the (N, 0, SZX) option even though a client does not
request the last block when the server receives a cancel request while processing a
request message.

4 Experiments

To verify our implementation, we built a CoAPthon server on the Raspberry Pi 2
equipped with DHT11, temperature & humidity sensor. As a client, we used The Copper
(Cu), Firefox CoAP User-Agent. The user-agent allows users to browse and interact
with IoT devices based on the CoAP protocol. The CoAP server sends the current
temperature and humidity values obtained through the sensor DHT11 to a registered
client. To experiment the Block2 option transfer for resource observing, it is necessary
to deliberately increase the size of the data. So we augmented the size of data by
including a large number (1024 bytes) of meaningless characters, such as ‘-’, in the data.

if transaction.request.observe == 1:
m = 0

if key_token in self._block2_observe:
m = 0
del self._block2_observe

transaction.response.payload=transaction.response.payload[byte:byte + size]
del transaction.response.block2
transaction.response.block2 = (num, m, size)
self._block2_receive[key_token].byte += size

Fig. 3. The part of blocklayer

(a) New notification message request
during the current notification message 
delivery

(b) Cancel message for the Block2 option transfer

Fig. 4. The Block2 option transfer for resource observing
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The Fig. 4(a) shows our experiment about the first case of CoAPthon extension. In
the experiment, we configure the periodical (300 ms) delivery policy so that a new
message is delivered to the observing client shortly. Then, we make a resource needed
about 500 ms to perform a block-wise transfer. As expected, such a new periodic
notification message is not delivered until a current block-wise transfer is completed.

Figure 4(b) describes our experiment about the second case of CoAPthon exten-
sion. In the figure, a client sends a CoAPthon server a cancel message with MID:
30284 while observing the CoAPthon server’s resource through the Block2 option
transfer. Then, the CoAPthon server sends a message with the last block option (N, 0,
SZX) and MID: 30284 as a response to the cancel message. From the figure, we can
know that the client operates well even though sending its cancel message while
observing a CoAPthon server’s resource through the Block2 option transfer.

5 Conclusions

Among a variety of CoAP library, CoAPthon has advantage to enable the easy
development of IoT application based on the CoAP protocol. But the current version of
CoAPthon has not been implemented correctly in terms of (1) the Block2 option of a
block-wise transfer and (2) the transfer for resource observing, which are needed when
a CoAP client wants to receive a large resource representation from a CoAP server
whenever the state of resource comes to change. In this paper, we implemented the
Block2 option transfer for resource observing correctly about two core cases using
CoAPthon. And it was being operated on Raspberry Pi 2 for constrained devices
communication. The server communicates with The Copper (Cu) that is Firefox CoAP
User-Agent.
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Abstract. In this paper, we address how to manage and analyze a large volume
of log data, which have been difficult to be handled in the traditional computing
environment. To handle a large volume of Hadoop log data, which rapidly occur
in multiple servers, we present new data storage architecture to efficiently
analyze those big log data through Apache Hive. We then design and implement
a simple but efficient anomaly detection method, which identifies abnormal
status of servers from log data, based on moving average and 3-sigma tech-
niques. We also show effectiveness of the proposed detection method by
demonstrating that it properly detects anomalies from Hadoop log data.

Keywords: Anomaly detection � Big data � Log data � Apache hadoop �
Apache Hive � Moving average � 3-Sigma

1 Introduction

Recent services and technologies such as social network services, ubiquitous sensor
network, and Internet of Things generate a huge volume of data, and big data man-
agement and analysis [1, 2] become attractive research fields. Hadoop [3, 4] is a
representative software framework to handle such big data efficiently in the distributed
environment, and it consists of two major components: (1) Hadoop distributed file
system (HDFS) [5] for storing big data in multiple distributed nodes and (2) MapRe-
duce [6] for processing the big data stored in HDFS. However, it is not easy to process
big data in Hadoop since we need to convert legacy source codes to complex
MapReduce programs. Thus, we generally use Hadoop with other open source solu-
tions, which we call the Hadoop ecosystem, and here we adopt Apache Hive [7] to
support the RDBMS-like data management.

In this paper, we address the problem of anomaly detection in Hadoop log data. In
general, an actual Hadoop system with multiple nodes generates a huge amount of log
data in real time, and it is very important to detect system anomalies by analyzing those
log data. In this paper, we present a Hadoop log management system that collects,
stores, and analyzes Hadoop log data efficiently. In particular, as an analysis example,
we propose a novel anomaly detection method. For this, we first use the Ganglia
monitoring system [8] to collect a large volume of Hadoop log data in real or
pseudo-real time. We then adopt Apache Hive [7] to store and manage those log data
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efficiently in HDFS. We next propose a simple but efficient anomaly detection method
that exploits moving average [9, 10] and 3-sigma [11] techniques. We also actually
implement the proposed anomaly detection method by using HiveQL.

We finally empirically validate the effectiveness and efficiency of the proposed
system. The experimental result shows that (1) the Hive-based log management system
works properly, and (2) the anomaly detection method finds anomalies relatively
correctly. These results indicate that the proposed system is a simple but efficient
approach to predict the anomalies that might occur in the near future.

2 Related Work

As we mentioned in Sect. 1, Hadoop is composed of two major components: HDFS as
a storage model and MapReduce as a computing model. However, implementing
MapReduce programs for big data management and analysis in the Hadoop environ-
ment is very complicated. Apache Hive [7] has been developed to provide an easy
programming model in Hadoop. It presents big data as RDBMS-like table forms on
HDFS, and we can access those tables using HiveQL, an SQL-like query language for
Hive. More specifically, to process HiveQL queries, Hive first converts those queries
into MapReduce algorithms and then executes the algorithms in the Hadoop MapRe-
duce framework.

In general, the size of record items in log data is small, but their generation speed is
very fast, and we regard the log data as a typical example of big data. We can collect
such log data through a log monitoring or log collecting system, and Ganglia [8] is one
of such representative log monitoring systems. In this paper, we use the Ganglia
monitoring system to collect Hadoop log data, store the collected log data into HDFS
through Hive, and detect Hadoop system anomalies from the stored data. As the
technical background of anomaly detection, we exploit moving average [9, 10] and
3-sigma [11] techniques. First, the moving average technique converts a time-series
into an average sequence of the fixed time interval, and it is widely used to understand
the changing trend of time-series data. Second, the 3-sigma technique is an experiential
rule that, if the measured values follow the normal distribution of mean l and standard
deviation r, 99.7 % of the data values are included in [l-3r, l+3r]. Using these
moving average and 3-sigma techniques, we identify the values which are not in [l-3r,
l+3r] as anomalies, where we get l and r from the moving averaged sequences.

3 Hive-Based Anomaly Detection from Hadoop Log Data

Figure 1 depicts the proposed Hive-based log management and anomaly detection
system. As shown in the figure, the whole system consists of four major components:
Hadoop name or data node, Ganglia, Hive, and anomaly detection program, which
work as follows. First, the Ganglia monitoring system collects system log data from
each Hadoop name or data node and deliver the log data to Hive. Second, the Hive
system stores the Hadoop log data into the predefined tables of HDFS. Third, the
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anomaly detection program detects system anomalies from the log data stored in tables
of Hive and reports the anomalies to users.

Figure 2 shows a part of real log data collected by the Ganglia monitoring system.
Ganglia first groups multiple nodes in a cluster to be monitored, and it then collects
Hadoop log data from the cluster. Explanation of each column in Fig. 2 is as follows.
The first column ‘etc’ of each row represents the cluster in which the log data are
collected. The second column ‘agent1’ represents the hostname of the corresponding
server. The third column represents the type of log data, and in this case, the
‘bytes_out’ type means the size of network output data. The fourth column rep-
resents the measured value. Finally, the fifth column means the measured time. If we
rearrange the values of each column into a sequence, we can regard it as a time-series
of the specific column.

As shown in Fig. 2, the log data collected by Ganglia are text files of CSV(comma
separated value) format, and we need to convert those text format into table format to
be handled in Hive. For this, we first design a table scheme which stores the log data in
Hive. Figure 3 shows the Hive table scheme that stores Hadoop log data. As shown in
Fig. 3, the table structure follows the CSV formatted log data of Fig. 2, and it consists
of five attributes each of which corresponds to each column of Fig. 2.

Fig. 1. The proposed Hive-based log data management and anomaly detection system.

Fig. 2. Hadoop log data collected by the Ganglia monitoring system.
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We now present a HiveQL-based query algorithm that detects system anomalies
from the Hadoop log data stored in Hive. Figure 4 shows a query that implements the
anomaly detection exploiting moving average and 3-sigma techniques. First, an inner
query statement of Lines 6 to 10 computes the moving average and standard deviation
from ‘log_table’ which stores the actual log data. Here, MOVING_AVG() and
MOVING_STD(), user defined functions (UDFs), compute the moving average and
standard deviation, respectively, over a specific window, and the window size can be
changed by a given parameter. For simplicity, in this paper we use 1 h, i.e., 60 min, as
the window size. Next, an outer query statement of Lines 1 to 4 executes the anomaly
detection process by using the computed moving average and standard deviation. More
precisely, in Line 2, if the log value is NULL, we identify it as an anomaly and return
TRUE; in Line 4, we return FALSE for the other normal values. Line 3 is a core part
that determines an anomaly based on the moving average and standard deviation. Here
we note that, if a log value is not in [moving average ± 3�standard deviation], we
determine it as an anomaly and return TRUE.

4 Experimental Evaluation

In this section, we evaluate the effectiveness of the proposed anomaly detection method
through an actual experiment. We perform the experiment in a Hadoop cluster which is
configured by a name node and four data nodes. As software platforms, we use
Hadoop-2.6.0 and Hive-1.1.0. We use a ‘bytes_out’ file, which contains one day
log data collected from the ‘agent1’ server in the ‘etc’ cluster.

Figure 5 shows a visualization graph of anomaly detection results. In the figure, x-
axis represents the measured time from 00:00 to 24:00, and y-axis represents the

Fig. 3. A Hive table scheme for storing Hadoop log data.

Fig. 4. An anomaly detection algorithm exploiting moving average and 3-sigma techniques.
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measured value, i.e., ‘METRIC_VALUE’ in Fig. 3. The solid line represents log values,
and two dotted lines represent the 3-sigma band. That is, if the solid line deviates the
dotted band, we determine those points are highly to be abnormal, i.e., they might be
anomalies. As shown in the figure, we find four abnormal intervals, which are depicted
as red circles in the chart. In particular, we note that there are rapid changes in between
07:00 and 09:00, and we can say that there might be some abnormal status at that time.

We now analyze the experimental result of Fig. 5 in more detail. First, our anomaly
detection method correctly identifies abnormal points in which the log data values are
rapidly changed. For example, the change before 15:00 is not large, but the change
around 15:00 is very large, i.e., the log values rapidly increase around 15:00, and we
identify a rapid change time point as an anomaly. Next, let us discuss another time
interval in between 11:00 and 13:00. There is also a big change at that interval, but the
change ratio itself is not large, and thus, we regard those time points as normal changes.
However, our anomaly detection method has a problem of reporting unnecessary
anomalies in the case where there are rapid changes. For example, seven anomalies are
reported around 03:00, and five anomalies are reported around 09:00. These multiple
reports might confuse the analyst, and we leave the removal of those multiple reports as
the future work.

5 Conclusions

In this paper, we addressed an anomaly detecting solution in the Hadoop environment.
For this, we first presented a Hive-based log data management and analysis architec-
ture. We then proposed an anomaly detection method using HiveQL, where we adopted
moving average and 3-sigma techniques. We also performed the experiment on the

Fig. 5. A visualization chart of anomaly detection results.
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actual Hadoop log data and visualized the anomaly detection results as a graphical
chart. Experimental results showed that our method correctly identified abnormal
points as anomalies. As the future work, we will apply the presented method to log data
of multiple Hadoop nodes, and redesign the Hive storage structure to improve its
maintenance and analysis performance.
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Abstract. Intellectual Property (IP) data, such as patent documents, grows
inconceivably in recent years. Therefore, discovering valuable information from
those huge number of data becomes a challenge. This paper introduces a novel
patent recommendation system called HIM-PRS which is built on top of hier-
archical index based big data processing platform. HIM-PRS integrates with
linked data to provide an efficient patent recommendation service. Our result
shows that HIM-PRS is able to find more semantically similar patents than other
systems. Additionally, HIM-PRS launches query jobs at least 2 times faster than
original Hadoop MapReduce framework.

Keywords: Patent recommendation service � HIM � BigData Processing �
Linked data

1 Introduction

With rapid development of technologies, Intellectual Property (IP) plays a more and
more important role in our life. Because it represents the legal power for people to
protect their invisible treasure. Last year, more than 7500 patent disputes happened in
the U.S., and more than half of them are related with high technology [1]. However, an
intellectual property dispute will cost a various of long term lawsuits. For example,
Apple Inc. started to sue Samsung Electronics Co., Ltd. in the year of 2010. Finally,
various of lawsuits in more than 9 countries are involved in their IP war during the past
5 years [2].

There are a lot of reasons making those disputes so complicated, durable and
difficult. The most important reason is the rapidly increased number of patents cannot
be analyzed within a short time. In the year of 2000, only 175979 patents have been
granted by United States Patent and Trademark Office (USPTO). 4 years ago, the
number became 276788. During the past decade, more than 3 million patents has been
officially granted by USPTO [3].

Discovering meanings from those amount of data challenges more and more IT
companies. USPTO has opened all U.S. patent documents to public and provided a lot
of methods to access their database [4]. However, the query performance limits users.
From 2010, Google, the global internet information searching service provider,
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co-worked the USPTO to provide their bulk data for public access [5]. Google also
opened a patent searching service [6] for helping users to discovery IP information
easily.

Since such amount of patent document data has been opened, researchers apply
various of approaches to discovery treasures from them. Statistical patent analysis
approach [7] has been widely used for simply measuring and visualizing patents based
on technology catalog. Citation based patent analysis [8] approach is inspired by
information retrieval technology. It is able to present inner-relations of patents in
addition. Patent cluster analysis is another patent analysis approach. By utilizing cluster
analysis approach, patent documents can be organized as a theme map which describes
patents relationship simpler [9]. Furthermore, researchers are interested in utilizing
ontology technology to discovery knowledge from patent data [10].

However, there is still not a sufficient solution for analyzing patent big data based
on the semantic meaning of patents. In this paper, we will introduce our proposed
system, HIM-PRS, which is designed for analyzing patent bigdata semantically.

The rest of the paper is organized as follows: We first show the architecture of
HIM-PRS, and afterward, we describe the system working mechanism in Sect. 2. In
Sect. 3 we present the experimental results of our proposed system with analysis.
Finally, we give the conclusion.

2 HIM-PRS Architecture

In this section, we mainly focus on introducing the design of our proposed patent
recommendation system: HIM-PRS.

2.1 HIM: Hierarchical Index-Based MapReduce Framework

The fundamental of our proposed system is a bigdata storage and processing system
which is called HIM. HIM is inspired by Google’s MapReduce paper [11] and built on
top of the most widely used open source bigdata solution Hadoop [12].

The original Hadoop keeps data uploaded by users in separated blocks. However,
as time flies, people realized that the plain data storage structure is no longer sufficient
for big document analysis. Database technologies performance a good result for data
retrieval by using index. However, as the data grows, the index generation time and
size become unacceptably. Therefore, many researchers try to integrate the advantages
of both technologies, such as HadoopDB [13], HBase [14], Hive [15], Hadoop ++
[16] and BigTable [17]. Inspired by previous researchers’ work, we proposed a hier-
archical index-based patent data storing mechanism [18].

Based on the previous proposed mechanism, we built our hierarchical index-based
MapReduce framework for storing and processing patent documents.

Figure 1 shows the main concept of HIM. Since HIM is built on top of Hadoop,
there are 2 kind of servers are involved. A server works as a master node which
maintains the entire distributed system(DS) information. A master node is in charge of
creating, updating, deleting, backup and recovering the DFS Hyper Index. DFS Hyper
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Index is a high level index which keeps the hot data index collected from Block Hyper
Index. Similar like Hadoop, real data are still stored in slave nodes organized in data
blocks. Data blocks in HIM organize original data in table structure and generate index
for each data table additionally. As a result, data blocks in HIM are dynamically
changed based on user requirement. Each slave node also maintains a block hyper
index which contains all hot data index collected from data index inner data blocks.

Integrating the hierarchical index based data storing mechanism with Hadoop’s
MapReduce data processing framework, our proposed HIM is able to do data analysis
works more efficiently than the original Hadoop.

2.2 HIM-PRS: HIM Based Patent Recommendation System

On top of HIM, we built a Patent recommendation system which is designed for high
speed patent searching and semantic patent recommendation. Instead of using 2 type of
servers, HIM-PRS requires an additional control server for handling the entire patent
analysis and service processing flow.

Our proposed system is designed to interact with a global scale knowledge base
provided by linked data project. Therefore, SPARQL is the default knowledge query
language used by HIM-PRS for communicating with remote knowledge node.

As Fig. 2 shows the HIM-PRS architecture. HIM-PRS control node maintains all
modules related with our patent services. To provide our service, firstly, Patent Feature

Fig. 1. Concept view of hierarchical indexes in HIM
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Select Module and Patent Citation Extraction Module analyze patents and extract
necessary information such as patent feature words and citation data. Then, Patent Prior
Analysis Module will generate patent prior art graph based on patent citation infor-
mation. These 3 modules are pre-processing modules. Secondly, Recommendation
Module receives keywords from users and transfers those keywords to Semantic
Reasoning Module. The Semantic Reasoning Module first queries local knowledge
base via SPARQL, and if there is no result found, it directly requests to remote
knowledge base via the same SPARQL query.

3 Experimental Results and Analysis

In this section we will show a performance test of HIM and a patent recommendation
example. We utilize total 14 intel dual core machines for running our experiment.
Machines equipped with 2 GB memory work as HIM-PRS Control Node and HIM
Master Node respectively. And the rest machines work as slave nodes. All machines
are connected through a 100Mbit switch. Approximate 106 GB patent data which
includes 1328892 patent documents collected from Google bulk data have been
uploaded to our HIM-PRS before our experiments.

Figure 3 shows the query time of different block size. The blue line represents
query time of using non-indexed data block while the red line represents using indexed
date block. Obviously, as the data size growth, the query time for data in non-indexed
blocks increases linearly. In the other side, using indexed blocks the query time

Fig. 2. HIM-PRS architecture
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increases slightly. The non-indexed approach represents the original Hadoop solution.
Our proposed HIM approach performs a better data query performance than the
original Hadoop approach. Considering time for job preparation, jobs launching on top
of HIM perform at least 2 times faster than original Hadoop. On top of HIM testbed, we
built a HIM-PRS prototype. Currently we utilize WordNet [19] as our local knowledge
base and DBpedia [20] as our remote knowledge base. In our example, we try “cloud
computing” as our input key word.

Our proposed system utilizes a SPARQL query to query word “cloud” from local
knowledge base WordNet. Similarly, we query the word “computing” also. Combined
results of previous queries, we get a group of external keywords. Then, we send a query
about “cloud computer” to remote knowledge base which is provided by DBpedia
project through SPARQL. We get another group of semantic related words. By
combining both groups of words, we have our final keywords. Finally, we searching
patents which contain those keywords and ranking them based on our prior art analysis
result. Based on system patents 7225249 and patent 8341462. The first patent claims a
web based application which works under a PaaS pattern and the second patent claims
a cloud provisioning technology. Both them are related with cloud computing topic and
none of them shown in google patent searching page.

4 Conclusion

In this paper, we present a patent recommendation service system which is built on top
of a performance enhanced Hadoop platform: HIM. Our proposed system performs a
better patent data query performance. Meanwhile, our proposed system considers the
semantic meaning of input keywords for patent recommendation.

We compare our platform with original Hadoop platform and google patent
searching service. Our system shows a better data query performance than original
Hadoop. However, if the query word is not indexed, our query will still as same as
original Hadoop. In fact, if we build index for all data, the index size will be incredible.
Thus to balance the size of index and performance of querying data is a new challenge
for index based MapReduce platform and which is our future work.

Fig. 3. Data query time for different block size
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Abstract. In order to find meaningful patterns of research trends in the com-
puter science and engineering field, we crawl a significant amount of biblio-
graphic information, 3 million or more scholarly papers published from 1956 to
2015. We also make a list of target key words and analyze their frequency rate
over the past 60 years based on the terms extracted from the titles and abstracts
of the papers. We apply k-means clustering analysis for the target key words,
and present a meaningful chronological pattern of target key words in the
computer science engineering field over the past 60 years.

Keywords: Text mining � k-means clustering � DBLP

1 Introduction

Identification of meaningful patterns of research trends and extraction of potential
knowledge from large volumes of text data are important tasks in various fields [1, 2].
In particular, the advent of high-speed internet generates large amounts of textual data
in a variety of forms. However, it is difficult to analyze text data since there are
irregularity and complexity in terms of textural data structure. Text mining is the
process of deriving useful and meaningful information from text. Unlike conventional
data mining tasks that extract the pattern from structured data sets, text mining is
intended to explore relationship among the objects stored in unstructured data sets. In
general, text mining involves several steps: (1) construction of the structured database
from unstructured text inputs, (2) extraction of patterns and trends from the structured
data, and (3) evaluation and interpretation of the patterns and trends.

A number of studies have been conducted to extract implicit information from large
volumes of text data. Recently, some researchers have attempted to identify emerging
technology trend from a large volumes of patent documents [3, 4]. Identifying research
trend from scholarly papers has been attempted [5–8]. In particular, the authors in [5, 6]
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applied clustering analysis as well as a low-dimensional embedding method, associa-
tion rule, and social network analysis to find meaningful associative patterns of the key
words frequently appeared in the papers. However, they crawling and analysis were
performed on just thousands of papers published in one journal.

In this paper, we attempt to identify research trends in the computer science
engineering area using k-means clustering analysis. In order to that, we collect 3
million or more paper’s metadata from the DBLP database [9]. DBLP is a represen-
tative bibliography database in the field of computer science and engineering. The
publication years of the 3 million or more papers are distributed across the past 60
years. We also make a list of target key words and analyze their frequency rate over the
past 60 years based on the terms extracted from the titles and abstracts of the papers.
Based on our clustering analysis, we identify meaningful chronological pattern of key
words and provide an understanding of research trends in the computer science engi-
neering area.

The rest of the paper is organized as follows. Section 2 presents the data collection
process and a list of keywords selected. Section 3 presents the clustering methods used
in the study. Section 4 presents our analysis results. Finally, Sect. 5 gives some con-
cluding remarks.

2 Data Crawling and Collection

DBLP is one of the representative database in the field of computer science engi-
neering. We extracted the titles and abstracts from each of 3 million papers published
from 1956 to 2015. For our analysis, we also made a list of 2896 IT terms based on
Gartner IT Term [10]. Among such IT terms, we selected 1397 important terms fre-
quently appeared in the titles and abstracts of the crawled papers, and we call them
target key words. Table 1 shows that the number of all IT terms and target key words
used for our analysis, and Fig. 1 presents a list of selected target key words.

Table 1. Number of terms used for our analysis

All IT terms Target key words

Numbers 2896 1397

network, internet protocol, web, openstack, nfv, deep learning, 
protocol, framework, tcp, hypertext, programming language, 
synchronization, terminal, data center, mobile ip, database design, 
social network analysis, ftp, bandwidth, buffer, streaming, operating 
system, clustering, scalability, html5, web crawler, microprocessor, 
artificial intelligence, ipv6, c++

Fig. 1. A list of selected target key words
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In the DBLP database, we can find 3 million or more papers published from 1935
to 2015. We divide them into 8 groups, each of which contains the papers published for
eight decades: 1935 to 1945, 1946 to 1955, 1956 to 1965, …, 2006 to 2015. However,
there are 113 and 398 papers in the first decade ‘1935 to 1945’ and the second decade
‘1946 to 1955’, respectively, which are much fewer than the number of papers pub-
lished for other decades. Therefore, we use only paper information generated over the
past six decades (i.e., 60 years).

Based on the target key words and the list of paper group per decade, Table 2
represents the frequency of the target key words over the six decades. In the table, for
example, we can find the term ‘network’ occurs 69 times in the title or abstract of the
papers published during 1956 to 1965 (D1960) and ‘openstack’ 160 times during 2006
to 2015 (D2010). We use the Table 2 dataset to identify research trends over the past
60 years.

3 Clustering Analysis

In our analysis, k-Means clustering partitions n target key words into k clusters in
which each key word belong to cluster with the nearest mean. The brief summary of
our k-means clustering method is as follows:

(1) Given k initial points that can arbitrarily determine, each key word is assigned to
one of the k initial points close to the key word, creating k clusters.

(2) These initial points are then replaced with the mean of key words currently
assigned in the clusters.

(3) This procedure is repeated with updated points until assignments do not change.

The outcome of the k-means clustering depends on the number of clusters (k) and
the distance (or similarity) metrics. In our analysis, the distance d between two target
key words, w1 and w2, is defined as follows:

d ¼
X6

i¼1
f 1i � f 2i
�� �� ð1Þ

where f 1i and f 2i are the frequency of the target key word w1 and w2 in the ith decade,
respectively.

Table 2. The dataset containing the frequency of the keywords in period

Six decades D1960 D1970 D1980 D1990 D2000 D2010

1956–1965 1966–1975 1976–1985 1986–1995 1996–2005 2006–2015

Number of papers 5096 22827 66566 248179 795146 2113389
Network 69 337 1763 9848 42465 151642

Openstack 0 0 0 0 0 160
… … … … … … …

Digital 199 481 1219 3243 15604 35176
Data center 0 2 16 26 132 4043
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4 Analysis Results

As our analysis software tools, we used MySQL 5.5.49 on the Linux-ubuntu.14.04.1,
pyspark equipped with spark-1.6.0, and mysql-connector-java-5.1.38. In our analysis,
k-means clustering was performed on the dataset containing the frequency of the target
key words over six decades shown in Table 2. We set k = 8 and used Eq. (1) for the
distance metric between two target key words. Figure 2 shows the frequency rate
profiles of eight clusters from k-means clustering analysis. We classified the eight
clusters into 4 groups, ‘Steadily Increase & Until Recently’, ‘Steadily Increase but
Recently Decrease’, ‘Once Popular’, and ‘Mostly Decrease’, according to the
chronological pattern of their frequency change. For examples, the frequency rate of
target key words in ‘Cluster 1’ steadily decreases across six decades. On the other
hand, the frequency of those in ‘Cluster 2 and 8’ tends to increase until D1980 but
decrease rapidly over the past 30 years. Also, the frequency of those in ‘Cluster 5 and
6’ tends to increase steadily over five decades but decrease recently over the past 10
years, and we can finally find the frequency of those in ‘Cluster 3, 4 and 7’ increases
steadily and also even recently over the past 60 years.

A list of the selected target key words that belongs to each group is shown in
Table 3. This result can provide an understanding of research trends in the computer
science engineering field over the past 60 years.

Fig. 2. The frequency rate profiles of nine clusters of the target key words observed over the
past 60 year (1956–2015)

852 J.-S. Heo et al.



Table 3. A list of selected key words in each of three group based on their patterns.

Group k-means
clusters

Selected target key words Description

Group 1 Cluster 3
Cluster 4
Cluster 7

Access point, active directory, adaptive
learning, affective computing, analytic
applications, analytics, application
architecture, authentication technologies,
autonomous system, autonomous vehicles,
backbone, backbone network, bandwidth,
base station, batch processing, benchmarking,
bioinformatics, business analytics, content
management, concurrent engineering,
cognitive radio, clustering, cloud computing,
circuit switching, checksum, code division
multiple access, design thinking, deep
learning, data scientist, data center, distributed
data management, dynamic routing, eye
tracking, femtocells, fraud detection, grid
computing, html5, internet protocol, ipv6, job
scheduling, media access control, mobile ip,
mobile network, mobile social networks,
multithreading, network intelligence, network
management, network virtualization,
openstack, p2p, protocol stack, proxy servers,
saas, sdh/sonnet, session initiation protocol,
social analytics, social network analysis,
software defined networking, switched
network, tcp/ip, text analytics, virtual reality,
virtualization, vlan, vpn, web crawler,
wireless broadband

Steadily increase
up to recently

Group 2 Cluster 5
Cluster 6

Architecture, availability, broadcast, buffer,
cache, clock, community, data mining,
encryption, framework, fuzzy logic,
information technology, java, load balancing,
machine learning, mobile, protocol, qos,
scalability, signature, streaming, tcp,
throughput, visualization, web, web services,
xml

Steadily increase
but decrease
recently

Group 3 Cluster 2
Cluster 8

Artificial intelligence, attenuation, broadband,
c++, channel capacity, circuit board,
composition, cycle time, database design,
database management system, distributed
computing, distributed database, expert
system, hypertext, information management,
knowledge representation, microprocessor,
operation system, packet switching, parallel
processing, response time, software

Once popular

(continued)
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5 Conclusions

In this paper, we revealed research trends of the computer science engineering field by
providing the chronological pattern of key word frequency change. We employed k-
means clustering analysis to draw out the meaningful patterns and research trends over
the past 60 years. In the future, we will also study another analysis method (e.g. social
network analysis, locally linear embedding, and association rule) based on key words
frequently appeared in the papers.
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854 J.-S. Heo et al.

http://dx.doi.org/10.1007/978-3-642-31488-9_22
http://dx.doi.org/10.1007/978-3-642-31488-9_22
http://dblp.uni-trier.de
http://blogs.gartner.com/it-glossary


The Design of Intelligent Video Analytics
System Performing Automatic Noise Rejection

by Comparing Distribution of Metadata
of Moving Object

Taewoo Kim(&), Hyungheon Kim, and Pyeongkang Kim

Technology Laboratory, Innodep Inc., Digital, 31, Guro-gu, Seoul 08375, Korea
{davidkim,josephkim,david}@innodep.com

Abstract. For growing interest in public safety in Korea, the number of CCTV
to be monitored is rapidly increasing. It’s impossible to monitor all CCTV
cameras with limited monitoring agents. So, computer video analysis solution is
essential. A lot of research concerning this demand is conducted but it’s not
enough for them to analyze lots of videos in integrated control centers because
most of them use heavy algorithm for analysis. For this reason, we implemented
an intelligent video analytics system which employs engine with light algorithm
and data analysis of metadata from that engine to analyze thousands of CCTV
videos for detecting object of interest. Also, we introduce technique for auto-
matically rejecting noise object from that engine.

Keywords: CCTV � Moving object � Metadata filtering � Noise rejection

1 Introduction

It is expected that the number of CCTV in Korea will increase in the ratio of 20 %
annually from 560,000 in late 2013 to 700,000 in 2015. The number of CCTV is much
greater if you include private CCTV also, which is 5,000,000, and one is being cap-
tured by those CCTVs every 14.2 m and 5.5 s [1, 2]. However, the number of mon-
itoring agents hasn’t grown in proportion to the rate. As a result, one should monitor
lots of cameras, which leads to low concentration and poor effectiveness of agents.

One study [3] conducts experiments regarding effects of multiple camera moni-
toring upon agents. It showed that one with 9 cameras lost about 60 % of events and
another with 4 cameras lost about 20 % of events. This outcome indicates that intro-
ductions of computer-aided video analysis are essential. To meet that necessity, lots of
research has been carried out. Generally, video analytics department consists of fol-
lowings, which are optimum camera placement, data acquisition and storage, feature
extraction, object detection and tracking, interpretation of video data, data visualiza-
tion, and analytics algorithms [4]. Each research department pursues indigenous goals.

Those video analysis techniques were studied to be applied to commercials. Among
them are research on recognition algorithms for human behavior in transit scenes [5]
and methodology for application of intelligent video systems to integrated control
centers [6]. Specifically, for use in integrated control centers, because of their focus on
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moving objects such as human, cars and their weird and trouble making action, studies
for recognition of those high semantic actions has been conducted, such as fighting,
crime, car accidents and etc. [7].

Aforementioned studies are for detecting and recognizing objects very specifically
and precisely and they use very heavy algorithms. With that engines with heavy
algorithms, it’s not possible to analyze thousands of videos in integrated control
centers. So, in this study, we decided to employ light engine and algorithm for analysis.
Instead we did in-depth analysis of metadata of moving objects, which are from the
video analytics engine we made. And we made a system which filters out environment
noise utilizing that analysis result and recommends objects of interest.

In this paper, we describe the components of our system and techniques used in
chapter 2. In chapter 3, we implement each components of the system and analyze the
results. In chapter 4, conclusions and directions for further studies are presented.

2 Design of Intelligent System for Target of Interest

The total system consists of two main marts. First part performs video analysis and
saves metadata of moving objects. Video analysis separates foreground for detecting
any moving objects and does blob analysis upon them. Second part does data analytics
on metadata from the former part. With the analysis result, it filters out objects con-
sidered to be noise and shows other objects to monitoring agents. Meanwhile, noise
filtering is done by plotting 2D scatter plot of dwell time, total distance of each object
and exempt same pattern among several time periods. The whole system configuration
is as follows (Fig. 1).

2.1 Foreground Segmentation

In this system, background is modeled using Gaussian mixture model and each pixels
are divided into foreground or background. Foreground segmentation comprises two

Fig. 1. The configuration of intelligent video analytics system.
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processes. First, background image pixels are modeled with k individual Gaussian
variables and changed pixels are recognized per each frame. Second, depending on
computing resources, model parameters are updated constantly. By doing this, the
background models adapts to changing light conditions over time.

2.2 Blob Analysis

This part does blob analysis with the foreground pixels data from the former part to
recognize pixel groups as objects. And it only clusters pixel groups if the size of each
group exceeds some level to suppress noise. The level is determined considering the
size of frames.

2.3 Object Tracking

Using object locations from the blob analysis, tracking is performed. Depending on the
location estimation of Kalman filter, each object in each frame is tested if it belongs to
any object track existent. If the location of recognized object is in existent tracks, the
new position of it is recorded in track information metadata. If not, it is considered as a
newly detected object and given a new track ID.

2.4 Save Metadata of Objects

The information about object, which is from the former parts, is all saved. Those are
called metadata of objects. We describe each elements in the metadata in Table 1.

Table 1. Metadata components list and their type

Component Description

Object ID Unique number assigned to each newly detected objects.
Thumbnail image Representative image for an object.
Moving track M by 5 matrix. Column from 1 to 5 indicates local time, object’s x

coordinate, object’s y coordinate, width and height respectively.
M increases as the time passes.

Appearance
location

The location coordinate of object when it first appeared.

Disappearance
location

The location coordinate of object when it disappeared.

Maximum blob
size

The maximum size of object.

Dwell time The existence duration of object.
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2.5 Metadata Analysis and Deletion of Noise Objects

Generally, it’s likely that the locations of environment noise doesn’t change much and
their durations are short. Useful properties for deleting environment noise by making
use of those characteristics are dwell time and moving track in metadata in Table 1. By
ruling out objects under dwell time threshold and under total distance threshold, noise
objects are deleted and objects of interest are extracted. By the way, the total distance is
acquired from moving track information. To visualize distribution of metadata of
objects, we draw 2D scatter plot per each object, whose X axis is dwell time of each
object and whose Y axis is total distance. The metadata collection period is 5 min. This
is shown in Fig. 2.

In this figure, the objects of interest are in the upper right half plane. They randomly
occurs and their distribution is dispersive. Meanwhile, noise objects are in lower left
half plane. Their population is extremely large and repetitive. So, using this fact, we
discriminate noise elements by finding similar distribution over time. For this purpose,
we made m by n grid upon 2D scatter plot and counted objects in each grid bin for
5 min. We made several 5 min sets and correlated with each other. The bins with high
correlation value are treated as environment noise because the large correlation value
means the same pattern over time and it’s likely for the bins to contain environment
noise objects.

3 Analysis of Implemented System

We implemented each component in the designed system in chapter 2 using matlab for
video analysis. Figure 3 shows the result of foreground segmentation on the left and
blob analysis result on the right. For the system uses light algorithm for simple object
detection, there were lots of noise objects detected.
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Fig. 2. 2D scatter plot of objects, whose x axis is dwell time and y axis is total distance.
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Among whole metadata, we made five sets of metadata. Each set is metadata for
5 min, so five sets account for 25 min. Using each set, 2D scatter plot could be
acquired like in Fig. 2. Among the sets, we correlated two sets, which is done by
multiplying each component in the same bin. The Fig. 4 shows the result of correlation.

As the number of sets increases, the value of bins in possible noise location also
increases. This is because the noise occurs repetitively in a similar manner over time.
On the other hand, the correlation value of object of interest diminished. This is
because of their randomly occurring properties. The snapshots of objects after deletion
of environment noise are presented in Fig. 5.

As you see in those pictures, it showed reliable results for detecting objects of
interest, though there were some noise objects in the list.

Fig. 3. Foreground segmentation & blob analysis result.
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4 Conclusion

Currently, more and more safety threats are emerging in Korea. So, to suppress them,
the number of CCTV is also increasing day and day. Therefore, to keep an eye on those
lots of cameras, computer analysis technology is a compulsive need. In this paper, we
implemented an intelligent system for automatically detecting target of interest and
rejecting noise objects using a light engine and heavy data analysis of object metadata.
It is expected for this system to improve efficiency of monitoring agents by analyzing
lots of CCTV simultaneously. Whereas, we expect further research on techniques and
algorithms for detecting more specific events which are useful to monitoring agents,
such as fighting, crime and car accidents.

Acknowledgments. This work was supported by the ICT R&D program of MSIP/IITP.
[B0101-15-0266], Development of High Performance Visual BigData Discovery Platform for
Large-Scale Realtime Data Analysis.

References

1. Statistics Korea. http://www.index.go.kr/potal/main/EachDtlPageDetail.do?idx_cd=2855
2. Hello.net News. http://www.hellot.net/new_hellot/magazine/magazine_read.html?code=202

&sub=003&idx=24743
3. Noah, S., Thomas, S., Dmitry, G., Rangachar, K.: How effective is human video surveillance

performance. In: 19th ICPR International Conference on Pattern Recognition, pp. 1–3. ICPR,
Tampa (2008)

4. Ayesha, C., Santanu, C.: Video analytics revisited. IET J. Comput. Vis. 10, 237–247 (2016)
5. Joshua, C., Matthew, S., Dmitry, B.G., Deborah, B.S., Rangachar, K.: Understanding transit

scenes: a survey on human behavior. IEEE Trans. Intell. Transp. Syst. 11, 206–224 (2010)
6. Honghai, L., Shengyong, C.: Intelligent video systems and analytics: a survey. IEEE Trans.

Ind. Inf. 9, 1222–1233 (2013)
7. Subetha, T., Chitrakala, S.: A Survey on human activity recognition from videos. In: 2016

International Conference on Information Communication and Embedded Systems, pp. 1–7.
ICICES, Chennai (2016)

860 T. Kim et al.

http://www.index.go.kr/potal/main/EachDtlPageDetail.do%3fidx_cd%3d2855
http://www.hellot.net/new_hellot/magazine/magazine_read.html%3fcode%3d202%26sub%3d003%26idx%3d24743
http://www.hellot.net/new_hellot/magazine/magazine_read.html%3fcode%3d202%26sub%3d003%26idx%3d24743


Dependability Analysis of Digital Library
Cloud Services with Load Sharing

Dongseok Lee, Sungsoo Kim(&), and Tae-Sun Chung

Computer Engineering, Ajou University,
Suwon, Republic of Korea

{ehd0019,sskim,tschung}@ajou.ac.kr

Abstract. Cloud service utilizes computing resources to store all of information
on the Internet. It means that we can use the service anytime, in anywhere
through a variety of IT equipment. For reliable operations of digital library cloud
services, it is necessary to ensure dependability. In this paper, we apply the cold
standby, hot standby, and load sharing in the system and compare our system
with existing systems to measure the availability and reliability of dependability
characteristic.

Keywords: Dependability � Availability � Reliability � Cloud computing �
Redundancy strategy � Load sharing

1 Introduction

Cloud computing is an intangible form like clouds and it stores all of information from
the user to the server on the Internet. And it includes an environment which ensures
high availability in any time and in anywhere through various IT equipment. In a cloud
computing environment, we can store data safely because data is stored on external
servers. For example, Digital Library Service has an advantage due to its high con-
nectivity at anywhere.

Digital library is a collection of data stored on various media such as tapes, books,
publications, PC, videos, and disks. Then, organizations/universities come up with
Digital Library Service with their own materials for people to gain knowledge from it.

Due to the expanding growth of information Digital Library has, dependability
becomes more important. If the service is interrupted by an unexpected error, it can
cause serious damages causing data loss/network failure. Furthermore, it is necessary to
spend additional costs for data recovery, in some cases, may not be able to fully restore
the data. Thus, in order to provide a consistent and reliable digital library service, it is
necessary to study scheme that can improve the dependability characteristics like
availability or reliability.

Many researchers have measured the availability applying hot standby/cold standby
in a cloud service environment [1]. However, considering that the application fields of
cloud computing have been getting wider with increased users’ needs, the existing
researches for the dependability are remarkably insufficient to fulfill user’s desired
conditions. In this paper, we propose a load sharing strategy to enhance the dependability
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and measure the availability and reliability by comparing it with redundancy of con-
ventional systems.

2 Models

A. Dependability

In recent years, dependability has emerged as major interest in various fields which
requires construction of computing systems. Especially in particular areas where failures
in the system can cause fatal problems, the system should possess the dependability.
Dependability comprises availability, reliability, safety, maintainability, confidentiality
and integrity. In this paper, we analyze availability and reliability.

Availability is the degree to which a system, subsystem is in a specified operable
and committable state. Availability of a system is typically measured as a factor of its
reliability – as reliability increases, so does availability. It is important to increase the
operable time of systems to increase the availability.

Availability ¼ MTTF
ðMTTFþMTTRÞ ð1Þ

Generally, the availability is represented by the Eq. (1), comprised of MTTF (Mean
Time To Failure) and MTTR (Mean Time To Repair). Reliability means the probability
of system device that performs the operations correctly without failure for a period of
time. In the mathematical aspect, it can be represented by MTTF or possibility that
failure has not occurred during a mission period. As a purpose of these properties, there
are dependability methods such as fault prevention, fault tolerant, fault removal, fault
forecasting and so forth. Fault tolerant is a technique placing the backup unit and
utilizing it to maintain the functionality of the system against failure occurs. The
redundancy strategy is one of fault tolerance methods.

As shown in Table 1, the redundancy strategy is composed of hot standby, cold
standby, warm standby and load sharing. This method constitutes an extra module in
the interior of the system. Even if errors occur, it provides stable operation by main-
taining the operating state of the system.

There is a big difference between the standby redundancy and the load sharing
system. In the standby mode, the standby module remains ready until the main module
stopped working due to failures. In the load sharing, it processes works simultaneously
without a distinction between the main module and the standby module. For that
reason, load sharing outperforms standby mode in terms of throughput and speed. In
this paper, we measure the level of availability and reliability comparing the load
sharing strategy with the standby systems. In load sharing, load pattern is a constant
and constant pattern load can be applied to a wide range of systems. Also, it applies the
equal load sharing rule to each module running a constant load to increase processing
speed [2].
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B. Reliability Block Diagram

Reliability Block Diagram (RBD) is a model represented by a block diagram to
evaluate the reliability of the entire system. Each block will be described by using a
system component failure rate and it is possible to calculate a different dependability
characteristic such as availability and maintainability [3].

In Fig. 1, a Frontend Model is represented by using RDB. Frontend model, a
management server is composed of Hw (Hardware), OS (Operational System) and Mng
(Management Server). Figure 2 shows Node Model and it is composed of 5 block
(Hw, OS, Mng, VM (Virtual Machine) and DL (Digital Library). The Node Model
applies the redundant strategy. In conventional systems which connect the models
shown in Figs. 1 and 2, if an error occurs in either part of them, the whole system can
be stopped.

Figure 3 is a state of connected Node Model by applying redundancy. Using this
model, we can compare the availability and reliability by applying the cold standby, hot
standby and load sharing. And MTTF, MTTR of each module is applied by referencing
Table 2.

Fig. 1. Frontend model

Table 1. Redundancy strategy

Strategy Attribute

Standby
redundancy

Hot
standby

Maintaining the operation state as the same level of the main
module and retaining system functions
Error rate during wait: Same as the main module

Warm
standby

Maintaining the operation state in lower level than the main
module and retaining system functions
Error rate during wait: greater than 0 and less than the main
module

Cold
standby

Idle state
Error rate during wait: 0

Load sharing Structure is designed with an extra structure to share the work
without distinguishing the main module

Fig. 2. Node model
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C. State transition diagram

Figure 4 shows the state transition diagram which applies the load sharing. Each
node is a i.i.d (independent and identically distributed), followed by exponential life-
time distribution. k represents the failure rate and l represents the repair rate. State
transition diagram can be represented as states, working, failure and repair [4]. The
Load Sharing system basically consists of a parallel system. First, we consider a
parallel system which consists of two nodes. Assuming that it is possible to repair one
node at a time, S0 is a state in which two modules are operating properly, S1 is a state
where an error occurs in one of the modules, and S2 is a state that both two modules are
broken so it cannot perform any normal operation.

As ¼
Yy

j¼1
ð1� k0::knj�kj

l1::lnj�kj þ 1
1þ

Xnj�kj þ 1

i¼1

k0::ki�1

l1::li

� ��1

Þ ð2Þ

Fig. 3. Redundancy system model

Table 2. Input Parameters

Parameters MTTF MTTR

HW 8760 h lOOmin
Management tool 788.4 h lhr
OS 1440 h lhr
VM 2880 h lOmin
Digital Library 6865.3 h lOmin

Fig. 4. Load sharing state transition diagram
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R tð Þ ¼ exp �2ktð Þ2 1� exp �2ktð Þ½ �expð�ktÞ ð3Þ

Equation (2) shows an availability formula of a system which applies the load
sharing strategy [5]. A reliability formula of a system which applies the load sharing
strategy is described in Eq. (3) [6].

3 Performance Analysis

Figure 5 shows the degree of availability after applying the redundancy to the Node
model. Base is a basic series form and it has lower degree of availability than other
results. Between hot standby and cold standby, the hot standby shows higher avail-
ability due to the faster operation time. Load sharing has higher availability than hot
and cold standby because two nodes are in active state.

Fig. 5. Availability with comparison models

Fig. 6. Reliability result
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Figure 6 shows the reliability according to the change of time. In case of basic
series form, it shows that reliability decreases acutely than others. In case of hot
standby, the reliability decreases more sharply than that of cold standby because it
maintains the operating state at the same level as the main module. In the case of load
sharing, initial reliability is measured higher than others, but as time passed reliability is
rapidly lowered.

4 Conclusion

In this paper, we apply the Redundancy strategy to Digital Library in cloud computing
environments to analyze the availability and reliability. Comparing with conventional
systems, cold standby, hot standby and load sharing increase the availability for 12 %,
13 % and 18 % respectively. In terms of reliability, load sharing technique was
measured that it outperforms other redundancy at only initial time. It shows that it
would be solved by adding a component. Load sharing requires an additional cost, but
is considered as the best solution for any system to improve dependability.
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Abstract. Text mining is a mechanism to find information by extracting
resources from natural language. Compared with structured data in databases,
text is unstructured and difficult to be dealt with for analyzing. Additionally, it is
tedious tasks for users to identify accurate data. Text mining algorithm is similar
to data mining, except that it processes data in database and aims to determine
whether any document belongs to a specific topic. There are some classification
algorithms. To identify which classifier is efficient, we compare SVM (Support
Vector Machine) and Naïve Bayes, and use Apache Spark which is distributed
system environment, to classify a large number of documents efficiently.

Keywords: Text classification � Naïve Bayes � SVM �Word2Vec � Chi-square
statistics � Apache Spark

1 Introduction

Text mining is a mechanism of discovering information by extracting resources from
natural language text. Compared with structured data in database, text is unstructured
and difficult to be dealt with for analyzing. Additionally, it is tedious tasks for users to
identify accurate data from natural language. Text mining is a variation on a field called
data mining, which tries to find patterns. It is similar to data mining, except that it
processes data in databases [1].

As data mining finds patterns in data, text mining finds patterns in text. However,
there are differences between two concepts [1]. Data mining tools [2] are designed to
handle structured data from databases, but text mining work on unstructured data such
as emails, full-text documents. Also, data mining may be described as the extraction of
implicit, unknown, and useful information from data. Information obtained by data
mining designs is hidden and difficult to be extracted. However, with text mining
designs, the information is clearly and explicit [1, 2].

But it is not easy to acquire accurate information from users. Classification algo-
rithm helps people to understand and recognize characteristics of data because people
often make mistake during analysis when they establish relationships between various
features. Document categorization is a technique to automatically assign the document
to a category which is defined in advance. It aims to reduce the large amount of job,
manage documents and retrieve efficiently.

Document categorization process is composed of feature extraction process and
document text classification process. For feature extraction, chi-square statistics [3], one
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of the feature selections, is used. The chi-square has a problem. Since the weight of word
is based on the number of appearance of the word, it only considers the characteristic of
the word. That’s why we use Word2Vec and compare Word2Vec with chi-square [4, 5].
Word2Vec is considered the characteristic of word as well as meaning of word.
Word2vec has improved accuracy in the field of natural language processing for effi-
ciently estimating the meaning of the word on the vector space and it is a technique for
learning a characterization vector of the word through a neural network.

Naive Bayes classifiers and Support Vector Machine (SVM) belong to the super-
vised classification, which is popular when data is categorized. Naïve Bayes is one of
the most widely used algorithms in the method of classifying a document. This design
calculates the probability of the class defined within the categories belonging to specific
categories depending on the feature with the document. Support Vector Machine
(SVM) is used to analyze data and divide data into binary. Given a data to be classified
into two classes, a SVM model assigns the data into one of the categories [6]. The
purpose of the constructs the hyperplane for classifying the two classes based on
structural risk minimization techniques.

Apache Spark [7] is the big data processing platform based on open source. It
solves the problem of the delay of disadvantages due to disk I/O of Hadoop by storing
the result of Mapreduce [8] operation in the main memory. Also, Spark also offers a
tolerance by proposing a model called RDD (Resilient Distributed Dataset). Since RDD
offers the function of recovery for data stored in-memory, Apache Spark can deal with
data without hard disk.

As mentioned, Chi-square is less accurate than Word2Vec because weighting the
words statistically. Word2Vec is considered the characteristic of word as well as
meaning of word by vectorization. We compare the accuracy of Chi-square with
Word2Vec. Also, by using Apache Spark, when handling a mass of the document, we
try to find out Apache Spark’s performance.

Our rest sections are organized as follows: describe the overview of relative
algorism in Sect. 2, in Sect. 3, describe related word, in Sect. 4, and describe perfor-
mance evaluation and in Sect. 5, conclusion.

2 Overview of Classification Algorithm

Classification is one of the data mining methods, which lets unstructured data make
structured data. It helps people to discover knowledge and make decision. There are
two steps in classification. First, a complex and huge training datasets are collected. At
that time, “brute-force” is the simplest available measurement and analysis is done, and
then patterns are created. Secondly, as shown in Fig. 1, to identify the accuracy of
classification pattern, evaluation of datasets takes place [6].

2.1 Support Vector Machine (SVM)

SVM is a learning method introduced in order to address a pattern recognition problem
of the two categories. Machine learning is the method that enables computers to learn
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using algorithms and it is expanded into the prediction of behavior. As shown in Fig. 2
basic principle of SVM is that N points consisting of two categories are divided into
one category. Although there are many boundaries that separates the two categories,
SVM divides two groups through a Hyperplane which maximizes a margin that is
determined by the certain points called support vector. The data which exists the
nearest from Hyperplane is support vector. Support vector is important information that
decides the Hyperplane.

Hyperplane can be described by equations.

y ¼ wxþ b ð1Þ

Fig. 1. Process of classification [6]

Fig. 2. Graph of SVM
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The value w and b are acquired by learning but, x is the vector that separates
attributes in two categories. Given attributes are divided ‘A’ or ‘B’, after learning the
SVM. If y ¼ wxþ b[ 0, the new object belongs to ‘A’, if y ¼ wx\0, it into ‘B’.
There are some advantages in SVM. First, SVM can deal with large volume of data
because over-fitting protection is applied to SVM. Second, SVM is well useful for
problems with dense and sparse attributes for each document. Finally, the idea of SVM
is to find linear separators. SVM shows high performance. However, it has problems
related to scalability due to time-consuming for scanning of big-volume datasets.

2.2 Naïve Bayes Classification Algorithm

Classifying documents means that it classifies the documents one category or multiple
categories. In learning machine, the document classification algorithm learns features
of the training document dataset while analyzing. It predicts and considers which
category the new document belongs to by using the learned information.

Naïve Bayes classification algorithm is one of the most useful algorithms. It is a
model based on Bayes theorem assuming that features are independent each other.
Naïve Bayes Classifier is very simple but, popular as a traditional classification method.
This methodology defines the class in category and calculates the probability belonging
to a particular category depending on the feature of the document. Then, it classifies the
document into one category representing the highest probability. The basic formula is
as following.

P CjFð Þ ¼ P Fð Þ � PðFjCÞ
PðCÞ ð2Þ

C refers to the class belonging to the category and F represents the feature that
document has respectively. P CjFð Þ is the probability that the document to be included
in the class C when the document has the feature of F. Since P CjFð Þ is objective output
but, cannot be calculated directly, P Fð Þ�PðFjCÞ

PðCÞ is transformed. PðFÞ has the same value

for all of classes as the probability of the feature on the all doc. PðCÞ is the ratio belong
to the class C of the all of documents so, PðFjCÞ is the probability appearing in the
C class F features.

3 Related Work

3.1 v2 Statistics

Feature selection is the way to reduce the amount of calculations that occur in the
classification process by reducing the number of features. The number of words
extracted from the document may be tens of thousands of number, which results in
overhead. The purpose of the feature selection reduces the number of features by
choosing the key terms and classifies the documents without performance degradation.
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Chi-square is one of the most famous feature selection methods. The following is
measurement of dependence of term t and category c.

v2 t; cð Þ ¼ N � ðAD� CBÞ2
AþCð Þ � BþDð Þ � AþBð Þ � ðCþDÞ ð3Þ

Using the two ways contingency table of a term t and a category c, where A is the
number of times t and c occur, B is the number of time the t occurs without c, C is the
number of times c occurs without t, D is the number of times neither c nor t occurs, and
N is the total number of documents. The v2 statistic has a natural value of 0 if c and
t are independent [3].

3.2 Word2Vec

Word2Vec [4, 5] has enabled improvement of precision in the field of natural language
processing as method for efficiently estimating the meaning of the word on a vector
space. Word2Vec has begun from studying neural network and has premise that words
with the same context have similar meaning [9]. Word2Vec represents each word in the
vector space of dimension 200°. Word2Vec learns document and let each word to learn
other words into neural network. Words of the associated meanings have high likeli-
hood to appear nearby on the document and two words are getting closer vector by
repeatedly learning.

4 Performance Evaluation

Data sets consist of 151 documents and its abstract is divided into papers which are
relevant and not relevant to mental depression disease. We make the percentage of
training data as 70 %, test data as 30 %. Then, we compare the accuracy of Chi-square
with Word2vec. Before applying the Chi-square, value is given for the words by using
HashingTF algorithm and then, the documents are classified by SVM and Naïve Bayes
algorithm. When Word2vec is used, SVM and Naïve Bayes are applied immediately
without HashingTF. Code of SVM and Naive Bayes is an API provided in Apache
Spark. The Word2vec is compared with chi-square in Table 1. As shown in Table 1,
when applying SVM and Naïve Bayes classification algorithms, we can see Word2vec

Table 1. Comparison Chi-square and Word2Vec

Accuracy
(%)

Chi-square Word2Vec

Classification
algorithms

SVM 87.49 92.12
Naïve Bayes 88.23 N/A
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is better than Chi-square in performance. Because Word2vec becomes vectors itself in
multidimensional space where Word2vec has the meaning, the accuracy is high.

5 Conclusion

Chi-square is used to distinguish the vocabulary attributes of the particular topic. Since
words belonging to Corpus have the characteristics of the corresponding corpus, the
points are added or subtracted to the documents. After the calculation for all the words
in the corpus, each word will have either one of the two characteristics to the contrary
corpus and makes a list of words on the basis of this characteristic. Each word is stored
in a list of words after words are assigned a tag for belonging to any corpus. Otherwise,
Natural Language Processing (NLP) including Word2vec makes computers understand
and analyze human language. Computers which could understand a meaning of word
from a set of Unicode are able to distinguish the meaning of words itself with multi-
dimensional vector method. That’s why, the accuracy of Word2vec is higher than one
of Chi-square in SVM and Naïve Bayes.

The input value of Naïve Bayes should be a positive value as any probability value.
However, the output of Word2Vec includes the negative values, so we cannot apply the
negative values to Naïve Bayes. Afterwards, we will try to find an appreciate classi-
fication algorithms to find out the performance of Word2Vec. Also, we used 151
documents, but to evaluate the performance of distributed process of Apache Spark, we
plan to apply lots of documents.
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Abstract. Since the concept of representative pattern mining was proposed to
solve the limitations of traditional frequent pattern mining, a variety of relevant
approaches have been developed. As one of the major techniques in represen-
tative pattern mining, maximal frequent pattern mining provides users with a
smaller number of more meaningful pattern mining results. In this paper, we
analyze characteristics of recent maximal frequent pattern mining methods using
various concepts and techniques.

Keywords: Data mining � Knowledge discovery � Maximal frequent pattern �
Pattern mining � Representative pattern

1 Introduction

The concept of representative pattern mining was proposed to overcome the fatal
problems of previous traditional frequent pattern mining such as generating an
excessive number of frequent patterns and degrading mining performance. Maximal
frequent pattern mining [4, 11, 12], which is one of the major techniques in repre-
sentative pattern mining, is known for extracting representative patterns more effi-
ciently at the cost of accuracy in pattern restoration. Such an advantage has attracted
development of various relevant applications such as bio data analysis [2, 9], uncertain
data analysis [5], privacy preserving [6], distributed processing [7], social network
analysis [10], and hypergraph dualization [8]. In this paper, we analyze characteristics
of recent maximal frequent pattern mining techniques.

The remainder of this paper is as follows. Section 2 introduces the basic concept of
frequent pattern mining and its important related works. Section 3 describes recent
approaches of maximal frequent pattern mining. Section 4 finally concludes this paper.

2 Frequent Pattern Mining

Since the Apriori algorithm was devised [1], various frequent pattern mining approa-
ches have been proposed. FP-Growth [3] is a tree-based approach that can solve the
fatal problems of Apriori such as excessive database scans and candidate pattern cre-
ation. Its own tree structure, called FP-tree, and mining techniques have attracted many
research attentions. As a result, a variety of variations and applications have been
developed. From given databases, frequent pattern mining methods find all of the
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possible patterns such that their support values are not smaller than user-given mini-
mum support threshold. Frequent patterns can be expressed as the following
definitions.

Definition 1. (Support of a pattern) A database, DB = {T1, T2, …, Tn}, is composed of
multiple transactions, Ts, and each transaction Tk = {i1, i2, …, im} also has a number of
items, is. Then, pattern A = {i1, i2, …, ij}, which can be generated from DB, is a subset
of at least one T. The support of A, Sup(A), is calculated as follows:

SupportðAÞ ¼
Xn
i¼1

f ðA; TiÞ; f ðA; TiÞ ¼ 1; if A�T
0; otherwise

�
ð1Þ

Definition 2. (Frequent pattern) A measure, called minimum support threshold (de-
noted as d), is set by a user and employed to judge whether or not a pattern is frequent.
This measure is the product of a user-given percent value and the number of trans-
actions in DB. Then, pattern A is considered as a frequent pattern if the following
condition is satisfied:

SupportðAÞ� d ð2Þ

Therefore, the main goal of frequent pattern mining is to find all of the possible
patterns that satisfy the above condition from a given database.

However, they may extract an excessive number of pattern results depending on
features of databases and threshold settings. Since it is difficult to analyze all the mined
patterns, we need to consider another approach.

3 Recent Maximal Frequent Pattern Mining Techniques

Maximal frequent pattern mining is a method that mines a smaller number of repre-
sentative patterns instead of extracting all of the possible frequent patterns. There are
two ways to mine representative patterns: closed frequent pattern mining and maximal
frequent pattern mining. Although they can extract pattern mining results that can
represent frequent patterns, maximal frequent pattern mining can guarantee better
pattern condensing effect. Closed frequent pattern mining guarantees complete pattern
restoration from closed frequent patterns to original frequent patterns; however, its
pattern condensing effect is worse than that of maximal frequent pattern mining. This
paper focuses on recent techniques of maximal frequent pattern mining. The maxi-
mality feature of a pattern is defined as follows.

Definition 3. (Maximal frequent pattern) Let X be a pattern, C = {X’1, X’2, …, X’k} be
a set of supersets of X, X’s, and d be a user-given minimum support threshold. Then,
X becomes a maximal frequent pattern if the following conditions are satisfied:

SupðXÞ� d;C ¼ X 0 SupðX 0Þj \df g ð3Þ
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Through these constraints, we can effectively reduce the number of generated
patterns.

The maximality characteristic has the following effect. The left side of Fig. 1 shows
an example of frequent patterns. The right side of Fig. 1 is a result of expressing the
frequent patterns as representative ones using the maximality feature of them. As
shown in the figure, a large number of frequent patterns can be expressed as a smaller
number of maximal frequent patterns according to their support characteristics.

WFPmaxWA and WFPmaxSD [12] are tree-based algorithms that extract maximal
frequent patterns considering weight factors of items. They use a recursive
divide-and-conquer manner and employ different item sorting orders according to
algorithm types. They can effectively be utilized in various areas dealing with static
data. Theses algorithms scan a given database twice in order to extract weighted
maximal frequent patterns. Their basic frameworks follow that of FP-Growth [3].
Therefore, in the process of the first database scan, they calculate a weight ascending
order (in the case of WFPmaxWA) or support descending order (in the case of
WFPmaxSD) from the given data and prune invalid items. In the second database
scanning process, they construct their own tree structures and perform pattern growth
works recursively. IM_WMFI [11] is a weighted maximal frequent pattern mining
algorithm for processing incremental databases. In contrast to the above ones, the
method can be employed effectively in environments where data are continually
accumulated. It also follows a tree-based pattern growth manner. Additionally,
IM_WMFI constructs its own tree structure and performs mining operations within a
single database scan in order to handle such dynamic data efficiently. Since all of the
necessary works for mining weighted maximal frequent patterns have to be conducted
within a single database scan, the algorithm directly stores given data into its own tree
structure at first, and then it performs additional tasks for tree restructuring. In order to
increase efficiency of tree restructuring, IM_WMFI divides its tree (the entire task) into
a number of paths (smaller tasks) and performs item resorting operations for each path
(a divide-and-conquer manner). AWMax [4] is an approach integrating the concepts of
approximate pattern mining and maximal frequent pattern mining. The method mines
maximal frequent patterns considering error tolerance and weight conditions on noise
environments. Accumulated data may have unexpected errors such as noise, device

Fig. 1. Example of relations among frequent patterns and maximal frequent patterns
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malfunction or failure, record error, etc. In these cases, AWMax can effectively extract
weighted maximal frequent patterns considering error tolerance.

Table 1 shows major features of the aforementioned algorithms. According to types
of given data and purposes of pattern mining results, users can select and utilize proper
algorithms.

4 Conclusion

In this paper, we explained the concept and characteristics of maximal frequent pattern
mining and conducted analysis of recent relevant methods. Extensive usability of
maximal frequent pattern mining led to various techniques and applications. Therefore,
users can select and employ appropriate algorithms according to their own situations.
The maximality property of patterns can also effectively be applied in various areas that
may cause excessive computational overheads such as graph pattern mining, dis-
tributed processing of big data, etc. We are scheduled to conduct such expanded studies
in our future work.
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Abstract. Recently, many issues caused by noise have been on the rise in quite
places such as reading room and a library where personal desks are used. In this
paper, we design a system for collecting and storing noise-data into a database
using Internet of Things (IoT). The data can be used for restraining the issues
and addressing noise sources. Thus, our system performs sensing raw noise with
IoT devices, transmitting noise-data from IoT devices to a server, processing the
noise-data at the server, and storing the processed data in a database.

Keywords: IoT � Noise sensing � Noise information storage

1 Introduction

We design a noise information storage system to efficiently deal with the latest issues
about noise from public places which have to be quite. Development of IoT makes it
possible that things use wireless networks with low power. In our system, IoT devices
are attached to desks or tables. The attached devices sense noise using noise sensors.
After that, the noise data are processed and stored in a database.

2 Related Work

The internet of things (IoT) is the networks of physical devices—embedded with
electronics, software, sensors, and networks connectivity that enable these objects to
collect and exchange data. The Global Standards Initiative on Internet of Things
(IoT-GSI) defined the IoT as “the infrastructure of the information society” [3].

2.1 Maintainability of IoT

The more IoT is used, the more maintainability of IoT gets important. Our proposed
device has to get power from a battery and it is immobile. So, for the maintainability,
consuming low power is an essential thing. There are, in addition, many important
elements which have been researched [1, 4, 6, 9].
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2.2 Sound Source Localization

In our design, several devices can sense sound from one noise source. So, to point out
one device which is the closest device with the noise source, noise source localization
(SSL) is required. We can find direction of noise sources using SSL. SSL need more
than two microphones to find direction of the noise sources. With two microphones, the
direction of noise sources can be found on two-dimensional space. Over three
microphones, three of those must not lie on a straight line, can be used for finding the
direction of noise sources on three-dimensional space. Figure 1 shows abstract of SSL.
Our purpose is to find noise sources from one floor and store it, so two-dimensional
way will be used. Research for eliciting proper information using sound sensors have
progressed [2, 5, 8].

3 System Design

In this section, we describe the definitions of key terms. An IoT device is a device
which can sense raw noise and can use wireless networks. A noise source is a location
where the noise comes from. ‘IoT device, A’ means the device is named A. Analyzing
raw noise yields noise data which are digital data. A server collects noise data from IoT
devices and processes the data. Processed data are stored in a database.

Figure 2 shows the overall system structure and data flow. The two devices A and B
perceive the noise which occurs from the noise source, and change the noise which is
analog signal to the digital signal. If the digital data do not satisfy a base value, the data
will be abandoned. Otherwise, it will be changed to decibel (dB) values. There are three
ways to arrange the base value. One way is a server-base way that the server sets base
values and transmits the value to devices. Another way is an initial-fix way that IoT
devices have a initially fixed value before being used. The other way is environment-base
that devices arrange a base value itself after being installed, based on average sound level
from macro-environment of the devices.

The noise data include a dB value and their networks information which is
employed for identifying neighbor devices. The server collects data from devices,
waiting some period of time before processing the noise data. The period will have
efficiency when the value is speculated based on relation between sound level and
distance. More period of time than some delay which is required to be lower sound

Fig. 1. Abstract of SSL
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level than the base value from the sound level of a noise source by means of distance
will be useless. Figure 3 shows formula of sound attenuation and image concerned with
it. With the formula, we can calculate the time when the sound level gets lower than the
base value. If the best away distance of two devices in same area is not enough, sound
propagation time between the two devices should be proper to be set as period. In
addition, the different environment can lead to different period, so the server has to
apply different period based on local environment when the server processes an
identifying step. The period elicited from environment can be gathered by IoT devices
or the period can be arranged before the first communication between IoT devices and
the server by whom can manipulate the server. Too big period value can incur a
problem that several noise occurrences are saved as one set of noise data.

The identifying process includes analyzing of noise data to deduce the closest
device to a noise source. In this procedure, the SSL will be used. After identifying the
closest device, in this case A from Fig. 2, the noise data from A are stored in a database
with timestamp and device’s information. Figure 4 is a use case diagram of the system
which contains the described process. The actor of IoT device is just supposed as desk.
It can be other objects.

Fig. 2. A summary design of proposed system

Fig. 3. Formulas for distance and sound level [7]
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Figure 5, the algorithms bellow, shows the collection and identification parts of the
use case. The collection procedure receives noise data from networks, and adds
the noise data to a queue constantly. The identification procedure keeps surveillance on
the queue, and identifies the closest IoT device from the noise source. After that, the
selected data are processed in the processing step. Others which are estimated as far
from the noise source are deleted from the queue.

Fig. 4. Use case of proposed system

Fig. 5. Collecting & identifying method
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4 Conclusion

In this paper we proposed a system which can gather noise data from specific spaces
using IoT. By using this system, we can get the utilizable data. The data can be utilized
in various systems, such as real-time noise monitoring system and current state of noise
analyzing system.
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Abstract. With the significant increase of information sharing in various areas, it
has been an important issue to prevent personal information from being disclosed
to abnormal users. Pattern mining is one of data mining technique for extracting
interesting pattern information from massive databases. Therefore, sensitive
patterns belonging to personal information can be disclosed to abnormal users
through pattern mining methods. A sanitization approach that modifies a given
database is one of the most common approach for achieving privacy preserving.
In this paper, we introduce and analyze various methods for achieving privacy
preserving in high utility pattern mining based on sanitization approaches.

Keywords: Data mining � Utility pattern mining � High average-utility pattern
mining � Stream pattern mining

1 Introduction

One of the data mining approaches, pattern mining, extracts meaningful pattern
information from large-sized databases. In particular, high utility pattern mining [4, 5]
can find more meaningful patterns compared to traditional frequent pattern mining, [3]
because it considers the importance and quantity of each item (called utility informa-
tion) in its mining process.

Various approaches for preserving sensitive patterns from being disclosed (called
privacy preserving data mining (PPDM)) also have been proposed in order to achieve
privacy preserving processes with minimum side effects and efficient performances. As
shown in Fig. 1 [8], PPDM methods can be fallen into two categories, a data-sharing
approach and a pattern-sharing approach. A pattern-sharing approach modifies the result
pattern information in order to hide sensitive information contained in the result. On the
other hand, a data-sharing approach modifies a database in order to prevent sensitive
information from being mined by pattern mining methods. In a data-sharing approach,
the most common approach is a sanitization approach, which manipulates the infor-
mation of a database so that any sensitive pattern cannot be mined from the database.

Most of previous studies [6, 7] focus on hiding sensitive patterns from frequent
pattern mining approaches [1, 3]. They manipulate the binary information of items in a
given transaction database in order to make sensitive patterns have supports lower than
a given support threshold. Furthermore, various methods for achieving PPDM in high
utility pattern mining (called privacy preserving utility mining (PPUM)) have been
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developed in recent years. In this paper, we analyze state-of-the-art PPUM methods
based on the sanitization approach.

The rest part of this paper is composed of the following contents. In Sect. 2, the
explanation on related works such as high utility pattern mining is provided. In Sect. 3,
we introduce and analyze state-of-the-art PPUM methods. Finally, in Sect. 4, we
conclude the paper.

2 Related Works

High utility pattern mining calculates the utilities of patterns and extracts patterns with
utilities no less than a given threshold called minutil as high utility patterns. The utility
of a pattern is calculated as follows. Each item in a database has two elements, an
internal utility and external utility.

An internal utility indicates the quantity of the item in a transaction. On the other
hand, an external utility indicates the importance of item in the database. The utility of
an item in a transaction can be calculated by the product of its internal utility and
external utility. Then, the utility of a pattern can be obtained by summating all utilities
of items contained in the pattern.

For example, consider a market database containing the information of customers.
Each transaction presents the list of products purchased by the customer. Each product
has its own unique prices. In addition, the quantity of each product in transactions can
be different depending on customers.

As described in the above example, since high utility pattern mining approach can
reflect the characteristics of the real world better than the traditional frequent pattern
mining approach, numerous algorithms using an apriori approach and a pattern growth
approach have been proposed in the past few decades.

Fig. 1. PPDM approaches
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3 Privacy Preserving Utility Mining Approaches

The overall procedure of the PPUM algorithm using a sanitization approach is shown
in Fig. 2. First of all, a set of sensitive patterns determined based on privacy policy is
inputted by users. In addition, an original database needed to be sanitized is also
inputted. Then, PPUM processes for sanitizing the original database is conducted by
manipulating the utility information of certain items. In these processes, algorithms
generally reduce the internal utilities of items in order to decrease the utilities of
sensitive patterns that containing the items. If all sensitive patterns have utilities less
than minutil after such sanitization processes, a PPUM task is terminated and a mod-
ified database is obtained. Otherwise, sanitization processes are conducted repeatedly
until all sensitive patterns have utilities less than minutil. As mentioned earlier, these
processes are performed by changing the information of the original database.
Therefore, various side effects such as the losses and generation of unintended patterns
can be occurred during the sanitization processes. Due to such problem, the most
important factor for evaluating the performances of PPUM methods is the degree of
side effects caused during the sanitization processes.

In [8], two algorithms for PPUM, HHUIF and MSICF, are proposed. They use
different heuristic manners for manipulating a given database without causing signif-
icant side-effects. Their sanitization approaches are as follows. HHUIF firstly decreases
the utility of an item having the highest utility among all items. On the other hand,
MSICF firstly decreases the utility of an item contained in sensitive patterns more
frequently than other items. Since above two algorithms perform their PPUM processes
by scanning databases repeatedly, their runtime performances are not good.

FPUTT [9] is thus proposed to speed up the execution time of HHUIF and MSICF
by using additional data structures. The algorithm scans a given database and con-
structs data structures called FPUTT-Tree, SI-table, and II-table in order to capture all
information used for conducting sanitization processes without additional database
scans. On the other hand, this algorithm adopts the heuristic manner of HHUIF in order
to hide sensitive patterns in the database.

Fig. 2. Overall procedure of the sanitization approach
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Even though above three algorithms employ heuristic manners in their sanitization
processes so as to reduce side effects, the side effects caused by the algorithms are still
considerable because they employ heuristic manners for manipulating databases and
the sanitization process is a NP-Hard problem.

To solve this problem, PPUMGAT+ [2] is designed. PPUMGAT+ adopts a genetic
algorithm, which imitates a human gene in order to find optimal solutions for problems.
Therefore, PPUMGAT+ can find optimal ways for manipulating databases in such a
way that side-effects are minimized. Table 1 shows the comparison of the algorithms.

4 Conclusion

In this paper, we introduced and analyzed state-of-the-art PPUM approaches. Various
heuristic methods have been proposed in order to hide sensitive patterns by minimizing
side effects. In addition, most recent methods adopt a genetic algorithm in order to
solve the NP-hard problem of a sanitization process. Since these algorithms still cause
considerable side-effects on original databases, more researches on reliable PPUM
methods should be conducted in the future.
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Abstract. The reliability of marine elevators are important because of the tough
conditions in the marine environment. For the safety purpose, more than 26
safety lists shall be checked by persons when the ship is docked. However, its
maintenance costs of the elevator increases as the rise of personnel expenses
increases. Also the efficiency is highly dependent on the ability of the personnel
but it is not feasible to provide expert maintenance services all the time.
Therefore we propose an agent-based remote operation and safety monitoring
system for the marine elevators through a shipborne gateway, called Mar-
iComm. So expert A/S personnel can inspect status of marine elevators and
provide best maintenance service through the marine elevator management
server whenever and wherever he wants. In our experimental analysis, we
illustrated that the performance and reliability of the elevator can be improved
through analyzing the accumulated data.

Keywords: Marine elevator � Remote monitoring � Safety monitoring �
Elevator agent

1 Introduction

The marine elevator has been required real-time safety inspections periodically so as to
operate safely and reliably in poor marine environments. So far, its work belongs to the
expert personnel and the ability of the personnel determines inspection work efficiency.
The general maintenance routine of the marine elevators proceeds as follows. First, the
ship needs to be docked at the port. Then the management team waiting a ship goes
aboard it and checks status of it. And if necessary, the A/S team goes aboard a ship and
repairs failure of it. So it takes quite long time since it is too complex and inefficient.

Recently, the communication environment at the shipborne is rapidly improved in
the throughput and coverage as maritime communication technologies evolves [1, 2, 3].
ETRI developed MariComm (Maritime broadband Communication) system that is able
to provide broadband internet/multimedia services available at a rate of 1 Mbps or
more on sea [4]. Therefore, it is possible to have an IT-based maintenance and mon-
itoring system remotely to systematically manage component lifecycle, fault diagnosis,
safety operations, and status data of elevators. For this, we propose and implement an
agent-based remote operation and safety monitoring system in this paper.
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2 Requirements

We investigate on the user and functional requirements for a remote monitoring and
maintenance system for the marine elevators.

2.1 User Function Requirements

The user function requirements for remote operation and safety monitoring are as
follows.

– Monitoring, saving, and visualizing the status of the marine elevators
– Checking the status of the marine elevators by an elevator inspector
– Remotely checking the status of the marine elevators by service users (manufac-

turer, ship owner, ship builder, maintenance co.)
– Having timestamp and elevator ID in the collected data

2.2 Operation and Safety Monitoring Items

The main operation and safety monitoring items are as follows.

– Current floor, running status, and operation mode of an elevator
– Position of an elevator with GPS
– Measurement of safety gap between floor door and elevator shaft with inductive

proximity sensors(15 mm)
– Measurement balancing of elevator cage with gyro enhanced digital compass
– Measurement load weight with multi-channel shear beam load cells(500 kg)
– Detecting door open/close status with door interlock switch
– Checking the tightening of wire rope clip with magnetic sensor
– Measurement environmental conditions with sensors
– Detecting fire with UV/IR composite flame detector

3 System Architecture

3.1 The Concept of the Remote Operation and Safety Monitoring

The remote operation and safety monitoring system consists of MariComm, marine
elevator agent, and marine elevator management server. MariComm provides broad-
band communication services with the data rate of 1 Mbps or more in sea by applying
multi-hop relay technique to extend the range of the wireless communication. The
marine elevator agent gives functions of message interconnection with an elevator
controller, saving data of operation and safety, transferring data to the marine elevator
management server, and displaying data of operation and safety on a monitor. The
marine elevator management server has functions of saving data of operation and
safety, fault diagnosis of main safety components, and web service for managing
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elevator safety remotely. So the elevator A/S personnel can inspect status of marine
elevators through the marine elevator management server whenever and wherever he
wants. Therefore he can provide a fast and expert maintenance service of marine
elevators. Then improved performance and reliability of the elevator can be provided
through analyzing the accumulated data (Fig. 1).

3.2 The System Diagram and SW Components of the Marine Elevator
Agent

The system diagram of the marine elevator agent is shown in Fig. 2. It consists of data
collection module, data storage module, transmission module and visualization mod-
ule. The data collection module collects nmea0183 message-typed data through eth-
ernet communication from the elevator controller. The data storage module saves data
in internal DB after data parsing process. The visualization module displays status
information of operation and safety through a monitor, local PCs, and portable ter-
minals. The transmission module transfers data to the marine elevator management
server through MariComm system (LTE or Wi-Fi).

Fig. 1. The remote operation and safety monitoring for marine elevators

Fig. 2. The system diagram of the marine elevator agent
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The SW components of the marine elevator agent are shown in Table 1.

3.3 The System Configuration for the Agent-Based Remote Operation
and Safety Monitoring

The system configuration for the agent-based remote operation and safety monitoring is
shown in Fig. 3. Elevator controller consists of main controller, car controller, and floor
controller. Main controller collects GPS data and check the tightening of wire rope
clip. It also aggregates data of car controller and floor controller through NMEA2000
network. Then it transfers them to the marine elevator agent through ethernet network.
Car controller manages data of fire sensor, temp/humidity/barometer sensor, IMU, load
cell, limit switch, proximity sensor, and door interlock switch. It transfers data to main
controller through NMEA2000 network.

Table 1. SW components and role of the marine elevator agent

Components Role

Agent – Save the collected data from main controller in DB
– Transfer real-time data to the marine elevator management server
– Transfer the stored data to the marine elevator management server
– Transfer the status of communication with main controller to the marine
elevator management server

DB – Keep the collected data for a predetermined time
– Save data to display from the web server

Web server – Serve web service to check data of operation, safety, GPS,
temperature/humidity/barometer, IMU and load cell through web browser
remotely

GUI – Express data of operation, safety, GPS, temperature/humidity/barometer,
IMU and load cell

Fig. 3. The system configuration for the agent-based remote operation and safety monitoring
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Floor controller checks the current floor of elevator cage with limit switch and
transfers data to main controller through NMEA2000 network.

4 Experimental Results

4.1 Test Environment

We implemented the agent-based remote operation and safety monitoring system and
established a test-bed as illustrated in Fig. 4. As shown in the figure, we installed a
dumbwaiter elevator at the elevator test tower equipped with two floors. A marine
elevator agent and a main controller are together installed at the elevator control panel.
The LAM (Land Access Module) of MariComm was set up as station function of ship
and SAM (Seaward Access Module) of MariComm as an access point function of
shore. The two modules are connected to the internet through the gateway. Finally, we
installed some monitoring sensors and devices in the elevator shaft and cargo.

4.2 Test Results

We performed the experimental analysis for the functions of the agent-based remote
operation and safety monitoring system while continuously testing the elevator’s
run/stop operations and the door’s open/close operations. The main controller trans-
ferred the sensor data every 1 s including GPS information. Then the agent system
refreshed the monitoring information every 1 s and transferred it to the marine elevator
management server in a real time as it is shown in Fig. 5. And when the internet
disconnected, the agent system stored data in internal DB. The stored data were
transferred to the marine elevator management server when the internet is reconnected.

Fig. 4. Test environment for the agent-based remote operation and safety monitoring for the
marine elevator
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5 Conclusion

This paper proposes an agent-based remote operation and safety monitoring for the
marine elevators. The agent-based remote operation and safety monitoring consists of
MariComm, marine elevator agent, and marine elevator management server. The
marine elevator agent supports remote operation and safety monitoring of marine
elevators through MariComm. Therefore, the elevator A/S personnel can provide a
real-time expert maintenance service of marine elevators. Then enhanced performance
and reliability of the elevator can be provided through analysis of the accumulated data.
The intelligent maintenance service with machine learning is left for the future work.

Acknowledgments. The contents of this paper are the result of the Standard Technology
Improvement Program of the Ministry of Trade, Industry and Energy of Korea (International
Standard Development of Shipborne Common Data Model for Maritime IoT, 10058948).
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Abstract. The multiple issues in a Cloud-computing environment require
formal verification and validation methods. Dozens of research works have been
done in order to refer this topic. In this paper we would like to emphasis the
CPN (Colored Petri Nets) based formal analysis of different aspects in cloud
computing. Research works regarding to CPN applications in cloud computing
were categorized into four classes. The paper also covers the CPN modelling
approaches specifically oriented to solve issues in cloud environments.

Keywords: CPN (Colored Petri Nets) � Cloud � Data-integrity � Model

1 Introduction

Considering dozens of existing works related to CPN we couldn’t finalize the impor-
tance of it in research. We find there is no work that analyze and survey importance of
CPN, especially from perspective of cloud related research works. In this work we try
to collect and survey list of papers, where the CPN has been applied to the cloud
environments. The conclusion has been astonishing, because CPN appears to be very
useful and important tool that can be applied almost every sector of Cloud Computing
research. We have classified the research papers where CPN is applied to the Cloud
computing. As result we have derived four classes: Work-flow, Security, Service
Composition and Analytical research works.

The paper structure goes as follows, in Sect. 2 we introduce shortly Colored Petri
Nets and give useful references for further studies. Section 3 contains the main body of
the paper where the main classification table is given. Some are the important
approaches and references have been described in details. Finally the paper ends with
conclusion about importance of CPN in Cloud computing environment.

2 Colored Petri Nets

The Petri Nets are popular and well-known formalism for modeling concurrency
systems. Petri Net is the collection of basic elements such as places, transitions, arcs
and tokens. Tokens occupy places and move to another place through arcs when
corresponding transitions enabled.
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Colored Petri Nets (CPN) is an extended from original Petri Net and represents a
well-known formalism for modeling concurrent protocols [20, 21]. CPN is applied in
many areas where the concurrent and complex processes must be analyzed from
architecture checking and behavior perspectives.

Colored Petri Nets (CP-nets or CPNs) [23–26] is a graphical language for con-
structing models of concurrent systems and analyzing their properties. CPN actively
involved with ML programming language, which is based on the functional program-
ming language Standard ML [27, 28], provides the primitives for the definition of data
types, for describing data manipulation, and for creating compact and parameterizable
models. CPN modeling language is developed as a general-purpose modeling language,
aimed towards a very broad class of systems that can be characterized as concurrent
systems. CP-nets mostly cover domains such as communication protocols, data net-
works, distributed algorithms, embedded systems and many other domains [29].

3 Importance of CPN in Cloud Computing

In order to answer the question how important the CPN for cloud computing research
we have surveyed dozens of papers. First of all rough search with CPN and Cloud word
combinations were performed. From the result list most of non-relevant research works
were filtered out. Remaining research work list has been studied in detail in order to
find some classification feature. Finally the classification has been found. To the best of
our knowledge we have listed out most popular research works regarding to CPN
application into cloud computing area. Table 1 is the final list of our survey that
contains class name and corresponding papers.

Authors of [20] used CPN tools very efficiently and demonstrated the optimization
of server consolidation for heterogeneous computer clusters. Server consolidation is an
advanced topic in virtualization of cluster computing systems. Server consolidation has
been and continuing to be a central research topic by many researchers. Dynamic server
consolidation techniques engage with live migration of virtual machines (VMs) across
the physical machines (PMs), in order to improve the manageability of clusters [20].
Main purpose of server consolidation is to reducing the cost of power, cooling and,
hence contributes to grow of green data centers.

Dynamic flow sensitive security model for a federated cloud system has been
introduced in [14]. The petri nets and the associated verification techniques were used
to analyze the security of information flow. Specifically saying the CPN has been

Table 1. Categorization of cloud related research works utilized CPN

Class Reference papers

Workflow [10–13]
Security [14–18]
Service Composition and Optimization [19–24]
Analytical [25–30]
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applied to the part of Access Control sub-net, representing the interactions of the
subjects and objects residing on the same cloud.

Basic structure of the access control sub-net model illustrated in Fig. 1 represents
the data destruction and creation can be represented by simplified versions of the read
and write transitions. Tokens represent entities, places represent different clouds and
transitions capture the activities and security rules. s, l, etc., are parameters and f, f′, g, h
are application specific functions. Those functions used to capture the ongoing com-
putations and the resulting changes to data values and services. The model illustrated in
Fig. 1 can be considered as a building block for designing complex chain of write and
read access controls.

Novel secure mechanism for secure and fault-tolerant cloud-based information
storage has been proposed in [15]. Security mechanisms in CPN model covers cloud
service providers, service directories, service queries, key management and cluster
restoration utilities. Compared to other works the authors of [15] designed quite simple
model of the cloud storage. It conveys straightforward high-level CPN model of client,
manager and cloud interaction.

Primitive high-level CPN model of the cloud storage illustrated in Fig. 2, where
patient and doctor can be considered as a client blocks with different level of privileges
and roles. Directory component is the instance of manager block that is responsible for
administering the workflow. Details internal model of the directory component can be
referred at [15].

The authors [24] have introduced context enabled CPN approach for validating a
task migration in a pervasive cloud environment. This model does not focus on
machine level, but more concentrates on tasks. In order to start migration process the
CPU and RAM loads in mobile centers are watched. Physical migration of the tasks
performed using OSGi bundles. Their system has been built on top of OSGi-based
pervasive cloud [31, 32].

Another work related to data integrity in PaaS level of cloud environment. The
authors [22] choose to apply CPN based approach to modeling and evaluating the data
integrity using generalized transaction systems including cloud environments. Con-
straints on database records expressed in the form of predicate logic formulae and
examined by CPN/ML codes implemented as a guard functions on CPN transitions.

Fig. 1. Basic structure of the access control sub-net model
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The CPN tool is not equipped with the verification capability, the constraint
evaluation mechanism should be added to the model. The mechanism should be trig-
gered at every “commit” or “abort” transactions, which makes the database update
confirmed. Simple implementation of this mechanism is illustrated in Fig. 3. Depend
on the “commit” or “abort” transitions the place C will have corresponding token. If the
guard functions assuring the data integrity logically satisfied, then transition “A” will
trigger and success message “OK” is forwarded to place “M”. If the transition “D” with
guards for detecting the breaking of data integrity is triggered, then error messages
forwarded to place “N”.

Evaluating data integrity in BASE transaction systems the simulation based and
model driven approach was used by authors of [18]. CPN has been used to express and
simulate the behavior of BASE transaction systems. Modeling data integrity has been
performed in three orthogonal viewpoints. The first is the infrastructure viewpoint,

Fig. 2. High-level CPN model of the cloud storage

Fig. 3. Integrity evaluation mechanism
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which represents the transaction processing mechanism including scheduling, queue-
ing, concurrency control, database accesses and recovery control. Second viewpoint
contains the structure of database accessed by each transaction. Finally third viewpoint
covers the application logic in each transaction.

4 Conclusion

As a conclusion to our survey work we can say that modeling of the processes
and work-flows can be performed in a straightforward or abstract level. When the
model designed by researcher has been done in a straightforward way it does not
expand well. In order to reach high level expansion of our model we need to think and
design it in a more abstract level. It should be easily expandable and the number of
participating nodes should not be drawn as a place. It should be designed as a token. If
the basic Petri Nets are used then designing the model where single token represents
the virtual or physical machine is not primitive. The CPN is the best solution to design
models for Cloud computing problems, because single token can contain complex
structure that can hold many important parameters of the machine.
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Abstract. Orthogonal Frequency Division Multiplexing (OFDM) is widely
considered as an effective approach for current and future high-speed wireless
communication. However, one of the main drawbacks of the OFDM is that it is
sensitive to carrier frequency offset (CFO). The CFO causes interference among
the multiplicity of carriers in the OFDM signal. Thus, the CFO must be esti-
mated and compensated for in OFDM communication systems to minimize
adverse effects of inter-carrier interference on the signal and maintain orthog-
onality. We propose a method based on observation training symbols for esti-
mating CFO by employing block-by-block estimation. An analytical expression
for the mean squared error of the frequency synchronization scheme is given and
the results show that the proposed method has a superior performance compared
to the conventional methods.

Keywords: Orthogonal Frequency Division Multiplexing (OFDM) � Carrier
frequency offset (CFO) estimation

1 Introduction

One of the principal advantages of OFDM is its robust against multi-path channel
which can cause inter-symbol interference (ISI) and inter-carrier interference (ICI).
However, this is prevented in OFDM by the insertion of a cyclic prefix between
successive OFDM symbols. Cyclic prefix (CP) or cyclic extension was first introduced
by Peled and Ruiz in 1980 [1] for OFDM systems. In their scheme, conventional null
guard interval is substituted by cyclic extension for fully-loaded OFDM modulation.
As a result, the orthogonality among the subcarriers was guaranteed. With the trade-off
of the transmitting energy efficiency, this new scheme can result in a phenomenal ISI
reduction. Hence it has been adopted by the current IEEE standards. In 1980, Hirosaki
introduced an equalization algorithm to suppress both ISI and ICI [2].

However, one of the main disadvantages of OFDM systems is sensitivity against
carrier frequency offset (CFO), which causes inter-carrier interference. The sensitivity
of the OFDM to the CFO in single carrier systems is a critical issue [3]. In general, the
CFO is defined as the difference between the nominal frequency and actual output
frequency. In OFDM, the uncertainty in carrier frequency due to a difference in the
frequencies of the local oscillators in the transmitter and receiver gives rise to a shift in
the frequency domain. This shift is also referred as frequency offset. It can also be
caused due to Doppler shift in the channel. The demodulation of a signal with offset in
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the carrier frequency can cause large bit error rate and may degrade the performance of
a symbol synchronizer. Therefore, it is important to estimate the frequency offset and
minimize or eliminate its impact [4].

Several techniques were proposed to estimate the carrier frequency offset in time
domain and frequency domain. Moose [5] proposed a technique for maximum likeli-
hood estimate (MLE) of frequency offset using the discrete fourier transform
(DFT) values of a repeated data symbol. In this technique, the accuracy required of
frequency offset correction depends on how much residual offset can be tolerated. The
acquisition range of the technique is �1=2 the intercarrier spacing of the repeated
symbol. Schmidl and Cox [6] pro-posed frequency and timing synchronization algo-
rithm by using repeated data symbols. The range of CFO estimation is ±1. Beek,
Sandell and Borjesson [7] proposed the joint maximum likelihood estimator of time
and frequency offset in ODFM systems. The estimation uses the redundant information
contained within the cyclic prefix. Zhou et al. [8] presented two maximum likelihood
CFO estimation schemes, one in frequency domain and another in time domain, both
under Doppler fading. Classen and Meyr [9] introduced a method to find both the
symbol timing and carrier frequency offset. Pilot tones can be inserted in the frequency
domain and transmitted in every OFDM symbol for the carrier frequency offset
tracking. After estimating carrier frequency offset from pilot tones in the frequency
domain, the signal is compensated with the estimated carrier frequency offset in the
time domain.

In this paper, we propose a method based on observation training symbols S. These
are grouped into two consecutive blocks, where each block has a length of S/2 and
block-by-block estimation is used to obtain the CFO in OFDM system. To demonstrate
the efficiency of the proposed method, we compare it with other existing methods in
terms of the mean square error (MSE) and estimation range. Based on the simulation
analysis, the proposed method has a better accuracy result than the conventional
methods at the cost of a slight decrease in estimation range when compared to the
conventional methods.

The rest of this paper is organized as follows. Section 2 describes the signal model
for the OFDM system. In Sect. 3, we present the concept of our method. The simu-
lation is conducted in Sect. 4. Finally, we discuss our conclusion and future work in
Sect. 5.

2 The System Model

In the OFDM transmission scheme, the data stream is split into N subcarriers and
transformed to an OFDM signal by inverse fast Fourier transform (IFFT). Then, the
received signal detected on the k-th subcarrier of the l-th transmitted OFDM symbol in
the frequency domain, with a small CFO, is equal to

RlðkÞ ¼ XlðkÞHlðkÞe2pelNP=N þ llðkÞþWlðkÞ; ð1Þ

where Xl kð Þ are the OFDM symbols during the l-th period, and NP denotes the length
of the observation training symbol. WlðkÞ is the additive white Gaussian noise
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(AWGN) and e is the normalize carrier frequency offset. N is the number of the
subcarriers. Hl kð Þ is the channel frequency response, and ll kð Þ inter-carrier interference
(ICI) generated by frequency error. For the sake of simplicity, in the following
derivations we neglect the ICI term since its power is very small compared with the
additive noise power.

3 The Proposed Method

It is well documented that when the CFO is relatively small or the noise is very large,
the difference of the rotated phases between two adjacent symbols are very small. This
may result in poor estimations or in some cases give estimations of the opposite sign. If
we compare the phase rotation of the current symbol with the next S symbol that delays
S, the effects of noise can be reduced to some extent. It is a simple way to increase the
accuracy of the S symbol estimation, which can be done with a differential estimator by
comparing two OFDM received symbols, Rl (k) and Rlþ s�1(k) [10].

WðkÞ ¼ R�
l ðkÞRlþ S�1ðkÞ ð2Þ

In our proposed method, instead of comparing the current symbol with the next
S symbol, we use a block of S observation symbols. These are grouped into two
consecutive blocks, where each block has a length of S/2. The observation training
symbols are added sequentially; the summed results are correlated as represented in the
following expression:

WðkÞ ¼
XS

2

j¼1

R�
j k½ �

XS
i¼S=2

Ri½k� ð3Þ

In this paper, we assumed the channel is to be idle over several symbols. The WðkÞ.
is then derived as in Eq. (4)

W kð Þ ¼ Xl kð Þj j2
XS
i¼S

2

XS
2

j¼1

ej j�ið Þ2pjeNP=N þ bW ðkÞ ð4Þ

Therefore,

W kð Þ ¼ Xl kð Þj j2�
sin

2pjeNP S�S2
� �

2N

� �
sin � 2pjeNPS

2�2N

� �

sin 2pjeNP

2N

� �
sin � 2pjeNP

2N

� � � e2pSjeNP=2N þ ŴðkÞ ð5Þ
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Since e is small, and E bW ðkÞ
h i

¼ 0; then

argfE Wðk)½ �g ¼ 2peSNP

2N
ð6Þ

where E W kð Þ½ � is the mean of W kð Þ. However, in our work we proposed NP ¼ N.

argfE W kð Þ½ �g ¼ peS ð7Þ

Therefore, ê which is an estimate of e is derived by finding the argument of the
summation of W kð Þ over all possible training symbols in the OFDM system,

ê ¼ 1
S � p arg

XN�1

k¼0

WðkÞ
( )

ð8Þ

4 Performance Analysis

The performance analysis of our method evaluated using the MATLAB simulator. We
compared the simulation results of the proposed estimation method to the conventional
methods. In the simulation tests, the mean squared error (MSE) is selected to be the
performance metric. The AWGN is also considered when evaluating the simulation.
The MSE refers to the average error within an OFDM block. The block size OFDM
system parameters are chosen based on the IEEE 802.11a standard as fol-
lows: N = 64, Ng = 16, where Ng is the number of guard interval samples. The
simulation tests are carried out at a different signal to noise ratio (SNR). The plots of
Fig. 1 represent the first series of simulation signals with CFO that were sent over a
communication channel with an AWGN.

Fig. 1. MSE of CFO estimation in AWGN
(S = 4, CFO = 0.02).

Fig. 2. Comparison for the mean of CFO
offset estimation methods.
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From simulation results, it could be seen that at the small CFO (e = 0.02), the MSE
of our proposed method estimator has superior performance compared to the con-
ventional techniques. Between the proposed method estimator and the conventional
techniques’ estimators, the proposed method shows the best results; therefore, con-
firming the excellence of this method under e = 0.02. Figure 2 shows a comparison of
the estimation ranges of our proposed method to the conventional techniques of
Schmidl, Moose and Classen. From the simulation results, it is found that the proposed
method gives better accuracy but the estimation range is slightly decreased compare to
other methods.

5 Conclusion

This paper proposed a method based on S symbol observation for estimating CFO
using training symbols which have a good autocorrelation function during the preamble
period. An analytical expression for the MSE of the frequency synchronization scheme
is achieved. CFO estimation error has been considered under an AWGN channel. The
proposed method has a more accurate result than the conventional techniques. The
accuracy of our proposed method estimator can be improved by increasing the number
of observations. However, increasing the accuracy will occur at the cost of decreasing
frequency acquisition range.

The multiple input multiple output (MIMO) OFDM system is also very sensitive to
CFO. Moreover, for MIMO-OFDM, there is multi-antenna interference (MAI) in the
receiving antennas between the received signals. The MAI makes CFO estimation more
difficult when compared to single input single output (SISO) systems. As a future work,
it would be worthy to modify our method to work with MIMO-OFDM systems.
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Abstract. Language barrier, the major cause of information divide in
multi-cultural families, has a close relationship with the low education level of
children in multi-cultural families, which is foreseen to be an additional social
problem resulted from aggravating economic inequality. Parents of
multi-cultural families have restrictions in making efficient utilization of existing
educational contents caused by remarkably falling behind information divide
comparing with those ordinary families in terms of accessibility to digital
devices and data utilization ability. In order to overcome these restrictions, it is
imperative to build up a customized learning contents supporting system that
provides contents appropriate to the understanding level of the learners. This
paper designs the Korean-to-Korean Translation based learning contents system
to dissolve the information divide in the parents of the multi-cultural families
and as a result, it suggests the prototype of the Korean-to Korean Translation
System to support the user customized learning contents for it.

Keywords: Multi-cultural family � Information divide � Korean-to-Korean
translation � Customized learning contents

1 Introduction

In information society, the gap is getting bigger in ability between members of a
society to access and utilize new knowledge and information that are important
resources. This information divide is expected to lead economic inequality and social
divide. It is emerging as an issue in the information society [1]. The fact finding survey
in 2014 on information divide carried by the Ministry of Science, ICT and Future
Planning and National Information Society Agency showed steady improvement in PC
utilizing information level that evaluates information divide between ordinary people
and four major alienated classes – the disabled, the low incomes, the elders, the
agriculture and fishery households, the residents escaped from the North Korea, the
marriage immigration women, and indicated a gradually decreasing trend of
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information divide every year accordingly. The existing information divide referred to
gap between those who are able to access digital information and information tech-
nology and those who are not, however, the criteria to define it is extending to the
information using capability, utilizability, and efficiency.

In Korea, the number of the multi-cultural families is on the increasing trend due to
increasing number of the marriage immigrations. Language barrier, the major cause of
information divide in multi-cultural families, has a close relationship with the low
education level of children in multi-cultural families, which is foreseen to be an
additional social problem resulted from aggravating economic inequality [2, 3]. Parents
of multi-cultural families have restrictions in making efficient utilization of existing
educational contents caused by remarkably falling behind information divide com-
paring with those ordinary families in terms of accessibility to digital devices and data
utilization ability. In order to overcome these restrictions, it is important to build up a
customized learning contents supporting system that provides contents appropriate to
the understanding level of the learners.

This paper designs a software architecture of the Korean to Korean Translation
based learning contents management system to handle the information divide in the
parents of the multi-cultural families and, as a result, it suggests the prototype of the
Korean-to Korean Translation System to support the user customized learning contents
for it.

2 Related Works

MapReduce is a program model in order to parallelize high capacity data and to do
distributed processing [6, 7]. Hadoop [8] – a MapReduce middleware, being an open
source project of Apache, processes data stored at HDFS (Hadoop Distributed File
System), while HDFS maintains the processed result of MapReduce application. It
comprises a cluster with multiple low valued servers having HDFS replication to
provide higher scalability and data reliability. HDFS client requests a data block to
name node. Name node maintains metadata of a data block that composes a file and
provides clients with location data. Later, a client processes it by accessing data node in
order to perform an actual computation on the file.

Apache Flume is an open source-based system that can deliver large amount of data
securely and efficiently based on stream [9]. Flume with the distributed architecture has
the benefit to make easy extension without re-setting existing server or modification
even at the rapid increase in data amount. In order to process the required data for
Hadoop application, an application developer stores files at HDFS or in a file unit
through a program, however, it is not easy to keep the created log files at HDFS
constantly as the number of servers is increasing. On account of this reason, Flume is
used in the logging system and can be used to store data created under various envi-
ronment in HDFS of Hadoop. Flume-based data aggregation, being in 3-tier structure,
stores log data at HDFS in a single direction through a collector from agent.
MapReduce program is used to analyze and process log data stored at HDFS.
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3 Multi-culture Customized Learning Contents System
Design

The following system guidelines are required in designing process of the multi-culture
customized learning contents management system in order to suggest the customized
smart learning contents appropriate to the learning surroundings and needs of indi-
vidual members of the multi-cultural family.

• For the learning efficiency of the multi-cultural members, the learner’s level should
be evaluated first

• It is required to recommend a learning content in accordance with the level based on
utilization of contents by the level of the parents of the multi-cultural family

• It is necessary to utilize a metadata standard of the learning contents for the parents
of the multi-cultural family and to extend it as it required

Figure 1 shows an overall system structure of the Korean-to-Korean translation
based educational contents system in order to support the Korean language learning for
the parents of the multi-cultural family. The result of the Korean-to-Korean translation
is maintained as a log and the log data is stored at HDFS of the big data system through
the learning contents collector. The Korean to Korean translation log and the learning
contents of the learning management system collected at the big data system performs
recommendation through the learning contents recommendation system and then
provides it to the user. This paper explains only the details limited to the sub system for
configuration of the Korean-to-Korean translation system. If you have more than one
surname, please make sure that the Volume Editor knows how you are to be listed in
the author index.

The multi-culture customized learning contents recommendation system processes
large amount of data by using HDFS – Distributed file system of Hadoop, to store the
learning contents. HDFS improves performance in sequential process of large data by
storing those collected data in a block unit when storing files. However, in terms of
administration, it is not easy to store those created contents at HDFS steadily due to the

Fig. 1. System structure of Korean-Korean translation based learning contents management
system
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increasing number of users who create the learning contents. In order to overcome this
problem, it comprises the collector using Apache Flume. Apache Flume is an open
source-based system that can deliver large amount of data securely and efficiently
based on stream [9]. Flume with the distributed architecture has the benefit to make
easy extension without re-setting existing server or modification even at the rapid
increase in data amount.

Figure 2 shows a configuration file of Apache Flume configured for operation of
the collector. The relevant information has a pair of name and value. The prepared
configuration file describes elements and its function. The Flume based agent stores the
aggregated data at HDFS for data process like building up the index after creating a
channel for the aggregated data.

The Korean to Korean translation system - the important element of the system to
solve information divide in the members of the multi-cultural family – configures as on
the user text input section – a field where inputting the extracted text chosen from
user’s input or text file – transmits the input text to the work scheduler by configuring it
as a request text by a sentence unit.

The Korean-to-Korean translation system selects the part of the document requiring
translation at the client module as in Fig. 3(a) and transmits the selected area to the
automatic translation system. The automatic translation system that received it carries
out pre-processing of the sentence such as removing stop words and special characters
and performs the morphological analysis and syntax analysis. A client provides the
result of performing Korean language text morphological analysis on the area chosen at
the editor. Figure 3(b) shows easy recommendation of Korean language for the relevant
terms of Korean nouns including National Museum of Modern and Contemporary Art
that is the text in the area chosen at Fig. 3(b). In this process, Korean words highlighted
in blue resulted from the morphological analysis as recommendation words are
obtained through researching those management/dictionary/sentence DB.

# Name the components on this agent 
a1.sources = r1 
a1.sinks = k1 
a1.channels = c1 

# Describe/configure the source 
a1.sources.r1.type = exec 
a1.sources.r1.command =tail -F  K2K_Tran/log.txt 
a1.sources.r1.channels = c1 

# Describe the sink 
a1.sinks.k1.type = hdfs 
a1.sinks.k1.hdfs.path= hdfs://localhost/flume/TranData 

# Use a channel which buffers events in memory 
a1.channels.c1.type = memory 
a1.channels.c1.capacity = 1000

Fig. 2. Configuration for apache flume
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4 Conclusion

This paper designs the software architecture of the Korean to Korean Translation based
learning contents system to dissolve the information divide in the parents of the
multi-cultural families and, as a result, it suggests the prototype of the Korean-to
Korean Translation System to support the user customized learning contents for it. The
designed Korean-to-Korean Translation based learning contents system is expected to
solve the information divide issue in parents of the multi-cultural families. Later, it is
scheduled to build up a user-customized learning contents supporting system that
provides an appropriate contents to the understanding level of a learner.

Acknowledgements. This material is based upon work supported by the Ministry of Trade,
Industry & Energy(MOTIE, Korea) under Industrial Technology Innovation Program.
No.10059094, ‘Technology development of smart learning and cultural exchange for
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Abstract. The survey is a common approach to checking the validity and
reliability of specific opinions, where a large enough number of samples is
required to provide its statistical significance. However, if the survey data is too
big for one person to handle and takes too much time, the questionnaire set
should be divided into small pieces to reduce the respondent’s burden. In this
paper, we propose a novel and practical approach to distribute survey data and
generate questionnaires automatically based on customizable form templates.
The separately collected results are merged into predefined repositories for
further research. We apply the proposed method to evaluate the quality of bug
reports. The experimental results show that it is relatively more effective than the
manual process.

Keywords: Survey � Questionnaire � Data mining � Automation � Genetic
algorithm

1 Introduction

Data mining is used to discover large amounts of data that are difficult to obtain
superficially from raw data. In the software engineering field, it also helps developers to
build software systems effectively and reduce the overall cost of development with
useful information extracted from project artifacts.

However, there is some information that cannot be extracted from existing artifacts,
for example, the opinions of experts. To gain those kinds of information, researchers
have used the survey. The questionnaire is a common survey instrument used for
checking the validity and reliability of specific opinions where a large enough number
of samples are required to provide its statistical significance. Recently, Zimmermann
[1] used a questionnaire-based method to investigate the features of good bug reports,
and Pham [2] also used the approach to investigate how clarify effects of the GitHub
affects to developer’s testing behavior in the project. The questionnaires were also used
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to evaluate the accuracy of the proposed approaches [3, 4]. Though those researchers
could easily obtain feedback from one questionnaire, it is not suitable for the cases in
which different questionnaires need to be deployed to each respondent. Furthermore,
distributing data and generating, deploying, and merging questionnaires are a time
consuming task. The more survey data we have, the more time and cost will be
consumed.

In this paper, we propose an automated approach for distributing data, generating
questionnaires, and merging the results following specified constraints. The system
based on the approach receives data, conditions for distribution, and a template for the
questionnaire as the inputs. Then it generates questionnaires the using Genetic
Algorithm (GA) and Google Apps API, and it finally merges the results from the
targets. We performed experiments to show the effectiveness of our approach by
applying it to an evaluation of quality for duplicate bug reports. The results confirm that
the system can generate questionnaires suited for 10 bug report set and three
user-defined constraints and merge the deployed responses appropriately. We also
verified that the reports that were evaluated as high quality have code examples.

2 The Automation Process of Survey Using Multiple Forms

In this paper, we propose a process that consists of three steps to create forms, deploy
them to the respondents, and merge the results as shown in Fig. 1.

As the first step, using the GA, we divided the survey data by the number of
respondents and then generate questionnaires about the each survey data. We used
Google Form, which is useful for deploying questionnaires and arranging the data of

Fig. 1. The automation process of creating forms and merging data
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responses, to create the questionnaires. We needed K questionnaires since each
respondent should get different questionnaires. In this step, we used Google Apps
Script for automation. However, Apps Script tends to be slow (it takes approximately
one minute to create a form) and the processing time is five minutes, so we used Apps
Script at minimum works and the rest of the system was developed in python.

Delivering questionnaires that were created in the previous step to the target
respondents and collecting results from them was the second step. This can be
accomplished not only by opening the links according to the characteristics of the
questionnaires but also by deploying those to specific groups of people. The key is
choosing the appropriate group in order to control the constraints needed for the
research.

The last step was merging and analyzing the performed questionnaires. The
responses of Google Form from respondents were stored in each survey file. To reduce
the cost for data integration, all of the survey files were also integrated into one final file
using Google Apps Script. Because the each survey file had no information about the
respondent, Distribution Information was used to map the distribution information and
responses. Researchers finally analyzed the integrated data to extract the information
they needed.

The following sections explain the modules of the generation process.

2.1 Crawling Data

In the first step, the Data Crawler collected and refined the original data based on the
entered Data Set. The Data Set contained the list from the selecting process for the
needed data. Because it had to be constructed separately according to the research area,
we assumed that we should collect duplicate bug reports from various domains. In this
case, the input data was the list of bug reports for each domain MATH and LANG as
JSON formats and is shown in Fig. 2.

The Data Crawler downloaded and stored the bug reports from the online repos-
itories based on the input data, and we eliminated the extra information, such as
comment, carbon, and copy (cc), which was not included in the initial state of the

Fig. 2. The example of the bug report set
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report. It is a control condition and makes the same circumstance when a developer
faces the bug report for the first time. After collecting and refining was done, the system
transferred data containing additional data like the url of the bug report needed to create
the questionnaires for the Data Distributor.

2.2 The Target Data Distribution with the Genetic Algorithm

We wanted to make a distribution of N target data items to K respondents. The dis-
tribution problem is an NP problem because it is hard to design the algorithm in
polynomial time, so we should search all possible solutions. The GA is one of the
meta-heuristic search techniques that mimics the principle of natural selection. The
algorithm must define the chromosomes and the fitness function and works with many
operations such as crossover, mutation, selection, and replacement. The following
paragraphs describe the structure of chromosomes, operations, and the parameters.

Chromosome Representation. A chromosome is an integer string and each one of the
element in the string is mapped to each item of data. The value of an element in a
chromosome is the number of the group that will be assigned data, i.e., If N data were
distributed to K respondents, the chromosome size would be N and each element would
have a value between 1 to K. For example, if the first value of a chromosome is 3, that
means the first data item is assigned to respondent number 3.

Fitness Function. This function derives an objective chromosome controlling direc-
tion of evolution of the chromosome. In this study, we use the average of errors from
one chromosome as the fitness measure and define number 0 as the best solution.
Figure 3 shows the process of calculating the fitness score in the case of distributing six
items of data to three questionnaires. When we assume a chromosome has values like
(a), the solution can be (b). There are two errors in each group, 2 and 3, as shown in (c).
Finally, we obtained 0.6667 scores that calculated the average of error counts.

Evolution Operations. We applied a steady-state GA considering elitism to our
system. The algorithm started with a 1,000 population and each chromosome was filled
with random integers. For the next generation, we chose two parents using roulette
selection and created offspring with uniform crossover. Then the offspring was mutated
in specific probability. The probability decreased steadily in every generation. Finally,
the parent with a low fitness was replaced immediately with the offspring. Those
operations maintained the diversity of the population and prevented rapid convergence.
The population evolved until the system produced the best solution.

Fig. 3. The calculation process of the score in fitness function
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The Result. The Distribution Information, the result of GA, was represented by the
JSON format. Figure 4 is an example of the distribution information for evaluating
duplicate bug reports. Each line of subjects, having a list of five pairs, was assigned to

Fig. 4. An example of the distribution information for evaluating duplicate bug reports

Fig. 5. An example of a form template
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each respondent and bug containing all the information of the bug reports. The num-
bers used in subjects were the indices of bugs and the information in bugs was the
target data that was used to generate questionnaires.

2.3 Form Creation

We used Google Form to create the questionnaires. The Survey Form Synthesizer
generated the final form combining Distribution Information and the Form Template.
The Synthesizer utilized Google Apps Script to make a form but as we already men-
tioned, Apps Script has limitations on performance and execution time. Therefore, we
defined functions to make one form instance in Apps Script and make the Synthesizer
call it.

Figure 5 is an example of the Form Template written in JSON format. The template
was composed of two factors, form and pages. The form included the information, the
output folder, file name, form title, form description, and other options. The pages
consisted of the page list, which contained page title, description, and items. The item
had various types of components like Section, TextBox, Scale, CheckBox, etc. They
had different properties depending on the type except for the title and description. The
detailed properties are described in a Google Form API document [6].

3 Applying the Approach for Bug Report Quality Evaluation

In order to verify the proposed method, we produced questionnaires using our system.
Then we deployed them and merged the responses from respondents. For this study, we
used duplicate bug reports to determine which features were useful for understanding
the bug. Because duplicate bug reports have two different descriptions for the same
bug, it is suitable to evaluate the usefulness of features or explanation.

3.1 Input Data

To create the questionnaires, we first selected four open source projects, Apache
commons-collections, commons-io, commons-lang, and commons-math. These pro-
jects prevent getting a result that is subordinated to a specific project characteristic.
There were 127 pairs of bug reports, and we filtered duplicate bug reports that had
patches in the version control system while those are not complementing each other,
and then we chose 10 pairs randomly. Second, we defined the following list as the
distribution conditions that would reduce the respondents’ load, make them not to be
familiar with the project, and increase the reliability of the responses.

• Only 5 pairs of bug reports were assigned to one questionnaire.
• One questionnaire should be assigned at most 3 pairs of bug reports.
• Each bug report should be evaluated at least 3 times.

We defined the questions and form template as in Fig. 5 (see Sect. 2.3).
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3.2 The Results of the Study

As we needed to make three evaluations for 10 pairs of duplicate bug reports
respectively, the data for the survey was 30 pairs including duplicate pairs. For this
reason, we created six types of questionnaires that contained five pairs of reports each.
Table 1 shows a summary of responses from six respondents. The columns for scores
represent the results of the evaluation using the five-level Likert scale and the average
of three scores are positioned in Avg. column. We inferred what properties affect to the
quality of a bug report and analyzed the correlation between the scores and properties
of the bug reports. For example, there were two points difference on average scores for
duplicate bug reports, IO:179–339 and Lang:464–468. One had a short description and
source code example and the other had a short description and link. Since the first one
was much higher on average than the other, it finally revealed that the code example
improved the quality of the bug report. Math:418–1112 scored three points as an
average score with a short description and link property. This pair helped us to evaluate
the fitness of the score compared with another pair that had similar properties. How-
ever, since the summary was the extracted result from the minimum number of
responses, the reliability of the survey was low. To improve this, we should get more
responses to each questionnaire.

4 Conclusion

In this paper, we proposed an automated approach that deploys a large amount of
survey data to target respondents and provides the integrated results of all question-
naires. The system operates with given input including information on the survey data,
distribution constraints, and template for the questionnaires. It crawls and manufactures
data and then divides data among questionnaires using the GA. We used Google Forms
for generating questionnaires. Finally, the responses from the respondents were merged
and analyzed. This system will be useful to the public and researchers who want to

Table 1. The summary of response data from respondents

Domain Report Score 1 Score 2 Score 3 Avg.
A B A B A B A B A B

Collections 525 577 3 4 4 2 4 2 3.7 2.7
Collections 583 580 2 4 3 3 2 3 2.3 3.3
IO 79 132 1 4 5 3 2 4 2.7 3.7
IO 197 339 3 5 1 3 2 5 2.0 4.3
Lang 464 468 5 3 4 1 4 3 4.3 2.3
Lang 477 509 4 1 5 4 5 4 4.7 3.0
Math 294 295 2 3 5 5 5 5 4.0 4.3
Math 418 1112 2 3 3 3 4 3 3.0 3.0
Math 781 813 3 4 2 4 2 4 2.3 4.0
Math 1203 1234 3 2 4 4 3 3 3.3 3.0
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collect needed data, especially where there is a large amount of survey data or it takes
too much time to merge the results.

We recognize that there are some weaknesses involved in the model for the system.
Because the GA is suitable for finding an approximate solution, if the conditions
become more complex or the amount of survey data increases, it is more difficult to
obtain accurate results. For future work, we will use a large amount of survey data with
complex conditions and overcome the limitations. Furthermore, we will use this system
to judge the features that we should treat as a valuable when we try to find the location
of fault from bug reports.

Acknowledgments. This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government(MSIP) (No. 2015R1C1A1A01 054994,
No. 2014M3C4A7030505).
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Abstract. With the performance development of mobile devices, applications
requiring high computing power are increasing. Therefore, the need for mobile
cloud computing (MCC) is emerging to improve the computing. MCC can
enhance performance for the required resources by integrating, managing and
using the resources of many mobile devices. MCC models that are being ser-
viced now use various offload processing methods, but no offload method
considering the characteristics of mobile device has been defined yet. In this
paper, offload methods that transfer the tasks of mobile devices from the MCC
environment to the cloud are classified into Client-Server Communication,
Virtual Machine Migration, and Mobile Agent, and Mobile Agent is subdivided
into Client Mobile Agent and Server Mobile Agent. Thus, a total of five offload
methods are defined. Instead of the offload methods that do not consider the
mobile environment, the Mobile Agent Oriented Service (MAOS) is proposed as
a new offload method.

Keywords: Mobile device � Cloud computing � Offload � Computing
resource � Mobile cloud computing � Distributed computing

1 Introduction

Various mobile devices such as smartphone, tablet PC, and smart watch are being
established as the fastest convenient communication tools in the present era. However,
their limited performance due to the small size for mobility interferes with the
enhancement of service quality. Therefore, mobile cloud computing (MCC) is being
actively researched to improve performance by sharing resources such as storages and
processors in one network of many mobile devices as shown in Fig. 1. MCC has been
in the spotlight because it allows mobile devices to have a higher performance than the
existing devices at low cost. Therefore, it has emerged as the next-generation com-
puting infrastructure. Even though various services are being provided for the man-
agement and resource efficiency aspects of MCC, classifications of offload methods
have not been clearly defined yet.
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2 Classification of Offload Methods

Offload refers to the transmission of specific computing jobs from a mobile device to an
external platform. The limitation of existing resources is overcome by performing jobs
using the resources of a cloud rather than the resources of the mobile device itself. As a
result, it can provide virtual mobile performance with a faster processing speed than the
existing method. Figure 2 shows the offload classification proposed in this paper Fig. 1.

2.1 Client-Server Communication

In this method, mobile devices directly access surrogate servers comprising a cloud
through the network. This means the direct connection relationship of client and server.
This method offers stable, excellent processing capacity for the common services of
client and server. In particular, the more the number of clients simultaneously con-
nected to the server is, the greater the expected value of the available resources
becomes. However, this method has problems in terms of cost and management
because a single server must provide resources to all the connected mobile devices.
Furthermore, the services must be installed in the participating devices in order for
them to call other services.

2.2 Virtual Machine Migration

In this method, a user environment of mobile devices is constructed through OS
virtualization above the physical hardware layer of the server. Clients can directly
install and use required services on the OS and, as a result, the server can respond to
clients’ calls for various services. When data migration between servers is required, the
memory image of the virtual machine is sent from the origin server to the target server
to implement uninterrupted services of OS and applications. This method has an
advantage in that no additional source code is necessary to provide new services
because it uses the OS. Furthermore, the boundary of the virtual machine provides

Fig. 1. Workflow of MCC
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excellent security. However, the integration time of the VM can cause a delay. Virtual
Machine Migration can be divided into two methods depending on the matching
method of the client and the virtualization OS: single virtual machine server if the
virtualization OS and client are matched as one to many, and multi virtual machine
server if they are matched as one to one.

2.2.1 Single Virtual Machine Server
In this case, the server has one virtual OS and all clients access the same virtual OS. As
the clients can get involved in the jobs of other clients, security reinforcement effect by
the virtual machine boundary cannot be expected. However, clients can be flexibly
added and removed when multiple clients process the same job in a distributed manner.

2.2.2 Multi Virtual Machine Server
The server has multiple virtual OS’s and every client is matched one-to-one with an
individual virtual OS. This method has excellent security because each virtual machine
is independent and clients cannot access the jobs of other clients due to the virtual
machine boundary. However, Multi Virtual Machine Server has virtual machine
overlay compatibility problem and one server cannot respond to many clients.

2.3 Mobile Agent

The client collects required resources through a mobile agent which is an independent
program running on the server. Mobile agents are sent from a server to another con-
nected server. The server recognizes mobile agents that need resources and provides
them. This method is excellent for real-time dynamic deployment. As mobile agents
run independently from the server, they are ideal for an environment that has a high
possibility of network disconnection such as mobile devices. However, this method has
security vulnerability because agents that have information about services access many
servers.

Fig. 2. Classification of offload methods
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Mobile agents can be divided into client mobile agent, which is sent from the client
to the server and performs processes, and server mobile agent, which runs on the server
and immediately responds to clients that require resources.

2.3.1 Client Mobile Agent
Programs written in script language are offloaded from the mobile device to the server
and runs on the server. The program itself is sent unlike the conventional communi-
cation in which data is sent. The server collects and provides resources that clients
need. This method can flexibly respond to the requests of clients because the server and
client do not need to have applications that perform the same services.

2.3.2 Server Mobile Agent
The mobile agent collects resources on the server before clients request them and can
immediately provide the collected resources when the clients request them. Although
dynamic deployment is possible because the agent is always running, resources can be
wasted if the resources requested by client are different from those collected by the
existing mobile agent running on the server (Table 1).

Table 1. Comparison of offload methods according to the MCC environment

Offload type Characteristics Comparison with MAOS

Client-Server
communication

-Most effective for single
service processing.
-Flexible response to various
mobile application
environments is difficult.

-MAOS can respond to various
applications and environments. It
depends on the type of mobile agent.

Single virtual
machine server

-Advantageous for single
process collaboration.
-Data processing issues such as
personal information

-MAOS does not require initial settings
for cloud infrastructure unlike the
Virtual Machine Server.

Multi virtual
machine server

-Advantageous for data
processing such as personal
information
-Inefficient for mobile cloud
that has an intermittent access
pattern.

-MAOS has no issue of the virtual
machine overlay compatibility.

Client mobile
agent

-Can be used even in unstable
network environment.
-Network data needs to be used
for agent transmission.

-MAOS prevents the unnecessary data
transfer of clients because the server has
mobile agents in them.

Server mobile
agent

-High processing speed can be
attained.
-Limited to the services of
mobile agents that are provided
by the server.

-MAOS has a wide range of services
because many servers can have specific
mobile agents.
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The MCC environment must choose an offload method after sufficiently consid-
ering network instability. However, this issue is not considered except for mobile
agents, and mobile agents also have an issue in that they must use a large network
bandwidth. The Mobile Agent Oriented Service (MAOS) can be used flexibly on
mobile devices considering network instability.

3 Mobile Agent Oriented Service (MAOS)

In this paper, the new offload model Mobile Agent Oriented Service (MAOS) is
proposed for the network environment that is interrupted intermittently with the
exclusion of large volume transmission.

The MAOS model is shown in Fig. 3 Some of the servers comprising the cloud
have mobile agents installed on them to process data. These mobile agents can be of
different types and have different data to process. The mobile agent server collects
information about mobile agents that each server has. Therefore, it can indicate which
server has a specific mobile agent that is needed by mobile devices. The server sends
mobile agents to other servers for distributed processing.

(1) The mobile device communicates with the mobile agent server to obtain infor-
mation about the mobile agent that it wants to use. The required type of mobile
agent, the data format to be processed, data size, and the network address of the
mobile device are transmitted using metadata.

(2) The mobile agent server organizes information about the most appropriate agent
among the mobile agents that distributed servers have based on the metadata and
returns the information to the mobile device.

(3) The mobile device connects with the server that has the corresponding mobile
agent based on the information received from the mobile agent server and sends
the data to the server.

Fig. 3. Proposed MAOS model
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(4) The server having the mobile agent organizes a resource pool to process the
received data with, divides the data and sends it to the available server together
with the mobile agent.

(5) The processing result of each server is sent to the mobile device by the mobile
agent and a merging job is performed.

The data that can be processed varies by the type of mobile agent that each server
has. The servers comprising a cloud do not have the same mobile agents, but install
them as needed to perform jobs. The cloud server is constructed in the form of
Infrastructure as a Service which provides data processing resources to mobile devices.
Furthermore, it also has the form of Software as a Service because the servers com-
prising the cloud share mobile agents as well as resources through the Infrastructure as
a Service.

4 Conclusions

This paper proposed the classification of five offload models based on the existing
studies and analyzed the characteristics of each model when applied to the MCC
environment. The MAOS model which is ideal for the MCC environment was pre-
sented based on this research. The MAOS processes all jobs regarding distributed
processing on the cloud after one data transfer. Therefore, it can cope with irregular
network interruptions, which is a characteristic of mobile devices. Based on the results
of this study, more studies on the definition and design of detailed functions of the
MAOS will be conducted in the future.
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Abstract. Recently, the analysis of the structured data and the unstructured
data in the various domains such as transportation and health care is essential.
Especially, it requires intelligence and/or needs analyzing unstructured data,
which accounts for a large proportion from big amount of information for the
purpose of a more accurate information. Therefore, in this paper, we propose a
unstructured data service model which provides a reliable and more precise
information by using unstructured data analysis, and we try to show an example
of application of the transportation system. We use KO-NLP, LSA, FCM
Clustering, and machine learning techniques. We expect the proposed model
might be used in the complex domains including too much unstructured data.

Keywords: Latent semantic analysis � Fuzzy C-Means Machine learning

1 Introduction

Development of information technology has made possible the accumulation of large
amount of data in the internet, and increases social and political interest in the
development of Big Data analysis. However, the domestic Big Data analysis relied on
the foreign companies may be a serious issue, and there may be data exclusivity in the
real world.

Big Data analysis including structured and unstructured data is essential element.
Up to date, however, reliable and meaningful research on Big data analysis is done for
the structured data only, and this limitation reduces reliability of the analysis in a
certain domain whose unstructured data portion is over more than 80 % of corporate
data [1]. This means a significant number of important information cannot be utilized in
the real world in terms of Big Data Analysis [2].

In this paper, with respect to the problem with unstructured data mentioned above,
we use a statistical method for unstructured data analysis, Latent Semantic Analysis
(LSA) to solve the problem and formalize unstructured data, and also utilize machine
learning technique in terms of Fuzzy C-Means (FCM) algorithm.

The remainder of this paper is organized as follows. Section 2 surveys the related
work and the theoretical backgrounds. Section 3 introduces the proposed Context-Aware
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Analyzer. In Sect. 4, we apply the proposed analyzer to a comparative analysis of the
experimental result of the amount of rainfall. Finally, Sect. 5 presents our conclusion and
the direction of our future research.

2 Related Work

2.1 Korean Natural Language Processing

Tagging is a part of speech given to the corpus or the one thing selected parts of speech
from the ambiguous results of morphological analysis. This research presents the
morphological analysis utilizing HanNanum Ko-NLP Java version which was
Semantic Web Research Center (SWRC) at Korea Advanced Institute of Science and
Technology.

2.2 Latent Semantic Analysis

The mathematical foundation of LSA is the Vector Space Model (VSM), an algebraic
model for representing documents as vectors in a space where dictionary terms are used
as dimensions [3].

LSA is related to the analysis of the hidden meaning in a sentence. Deerwester et al.
(1990) proposed an elegant way to improve similarity measurements with a mathe-
matical operation on the term-document matrix, X based on Linear algebra. Deer-
wester, Landauer and Dumais (1997) focused on the document similarity rather than
the word similarity. Document similarity is treated a main issue in Latent Semantic
Indexing (LSI) while the words of similarity a main issue of LSA. They use a statistical
method for the Vector Space Models (VSMs) based on Singular Value Decomposition
(SVD) [4].

2.3 Fuzzy C-Means Clustering Algorithm

Clustering is a method of classifying given data by comparing them to the pre-fixed
class until a class closest to the fixed class is found. The Fuzzy C-Means
(FCM) clustering algorithm is a data-classifying algorithm that uses the Fuzzy divi-
sion technique which classifies data points according to the membership degrees. The
membership function U of the FCM clustering algorithm has elements that have values
ranging between 0 and 1, and the sum of membership values for the data set is always 1
[5, 6].

3 Design of Context Aware Analyzer

Figure 1 is a Context-Aware Analyzer (CAA) for processing structured and unstruc-
tured data.
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3.1 Input and Output Interfaces

Input Interface consists of structured and unstructured module, and structured data is
stored in the Big Data store, unstructured data is stored in the forms of morpheme unit
after the data collection by the Web Crawler using the Korean Natural Language
Processing (KO-NLP). Output Interface contains the generated rules and information
owing to the processing of Context-Aware Engine.

3.2 Context-Aware Engine

3.2.1 Context Analysis
The context analysis is speculation about the circumstances consisting not limited to
word and phrases, sentences, and applies additional comparative review and test for
correct conclusions by introducing Multivariate Fuzzy Decision Tree (MFDT) in the
proposed model [7].

The context analysis calculated by applying Bayesian networks and Hidden Mar-
kov Model is useful since it may have learning observed evidences shown in the overall
algorithm in Fig. 2.

3.2.2 Analysis Engine
Analysis engine consists of Fuzzy C-Means (FCM) clustering, Multivariate Fuzzy
Decision Tree (MFDT) and Latent Semantic Analysis (LSA) clustering modules. FCM
computes maximum, minimum, and center values using the FCM algorithm in the
stored data, and it calculates the membership function according to the value. And the
unstructured data is constructed using the transition table of LSA clustering, is
decomposed into Singular Value Decomposition (SVD) Processor, is compared using a
cosine similarity analyzer, and finally is transferred to FCM clustering module.

Fig. 1. Context Aware Analyzer
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The clustered data from FCM clustering combines multiple Fuzzy rules into sin-
gular rule using MFDT, reviews all environmental factors utilizing control manager, is
stored in the forms of generated rules, and is finally serviced as estimated information
to the input value of the user.

4 Implementation and Evaluation

4.1 Implementation of Structured and Unstructured Data Clustering

In this paper, we applied the proposed context-aware analyzer for intelligent transport
systems, where the traffic data were collected on travel time, traffic volume, and the
amount of rainfall in Busan and Gimhae City, Korea.

We used the public data provided by the Korea Highway Corporation (travel times
5,543, traffic volumes 8,606, rainfalls 720), and used the event information data pro-
vided by the Korea Tourism Organization (consists of documents 17 and words 2,972),
and we performed experiments to predict the traffic volumes and travel times by using
the FCM clustering and LSA clustering, used a MatLab and Java to this analyzer.
Events information for the construction of unstructured data was extracted from the
site, http://korean.visitkorea.or.kr, and we have inserted two-unrelated data from the
daily newspaper [8] to distinguish between construction and event information when
inserting large quantities of documents.

4.2 Evaluation of Structured and Unstructured Data Clustering

We predict the traffic volume of one week by collecting real-time traffic information.
Our goal is to maximize the accuracy of the traffic and the experimental results are
shown in Table 1, where the accuracy is 101.45 %, and 1.45 % have been exceeded.

Fig. 2. Context Analysis Algorithm
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Also we have compared our proposed system with the typical fuzzy system, where
overall average is similar. But there is significant difference in the standard deviation.
This result shows that our proposed system is more reliable and accurate.

We could infer that the impact of external vehicle flows increased by Lotte Gimhae
Water Park sale event (07/07/2016-7.9) and open ceremony (15/07/2016). To increase
and decrease the problematic data, we need to use unstructured data as well as struc-
tured data. If we apply the proposed model to the unstructured data analysis, it is
expected to predict the results in more accuracy and reliability. The implementation is
going on for the unstructured data analysis.

Figure 3 is showing an affinity for the article, and the documents 1–3, 5, 9–17. The
documents 9–17 is related the events information, and the documents 1–3 and 5 is
related the construction information, and the documents 4 and 6–8 is related the daily

Table 1. Proposed System and one by one week means of Actual Data Comparison

Weekday Proposed
fuzzy system

Typical
fuzzy
system

Actual data
(Number of
vehicles)

Comparison

1w 2w Proposed.
F

Typical.F

SUN 34,319 37,416 28,821 34,382 96.86 % 88.85 %
MON 34,348 35,350 30,251 33,125 96.42 % 93.69 %
TUE 33,991 34,865 32,302 31,990 100.00 % 97.49 %
WED 34,749 33,978 33,360 35,154 102.54 % 104.87 %
THU 34,537 35,156 34,805 35,681 104.90 % 103.05 %
FRI 36,581 37,835 38,470 39,237 107.92 % 104.34 %
SAT 38,913 41,510 40,742 37,180 101.48 % 95.13 %
Mean 35,348 36,587 34,107 35,250 101.45 % 98.20 %
Variance 0.15 % 0.32 %
Standard deviation 3.84 % 5.65 %

Fig. 3. Example of 17 cases of classified documents
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paper. The documents 4 and 6–8 was able to confirm that the low degree of similarity
as a document that is not to do with the event information and construction information
in a daily newspaper [8] article.

We tried to test by inserting an additional document event as shown in Fig. 3. We
confirmed that it was possible to accurately classify a large number of additional
documents. The document classification was done for applying the correlation and
association analyses configuring the three-dimensional matrix based on the mutual link
between words, and later it could be applied to machine learning by the three-
dimensional coordinates.

5 Conclusion and Future Research

In this paper, we proposed a Context-Aware Analyzer (CAA) which could handle
unstructured data as well as structured data in the existing structured data dominated
system. The CAA used FCM clustering for structured data analysis and used LSA for
unstructured data analysis which could guarantee more reliable service model in Big
Data analysis.

Unstructured data analysis is in progress and furthermore we try to extend the scope
of research to the diverse unstructured data analysis.

Acknowledgement. This work was supported by a 2016 Research Grant from Pukyong
National University.
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Abstract. According to the Hermann Ebbinghaus’s forgetting curve, the
memory of people starts forgetting after 10 min more than 50 % after one hour.
The reason that people typically record words on note is for reminding the
words. If people don’t consciously search the recorded words on note, the words
will be forgotten. This paper presents the information reminder system that helps
a user to remind words. This system helps a user by giving the word high-
lighting the shades in case of a word that appear during web surfing.

Keywords: Forgetting curve � Reminder system � Word � Word highlighting

1 Introduction

Modern people have a high enthusiasm for learning various languages and terminology
because of the global era advent. People were a lot of work to memorize the words.

People have researched various methods. Typical method for repeated studying is
making a personal vocabulary list. However vocabulary list has various demerits. For
example, if people don’t consciously look up the recorded information on vocabulary
list, the information will be forgotten. Also if people lose a personal vocabulary list,
they lose all information. Personal vocabulary list depend on the memory of person to
remind words. This mean that people should be always conscious what recorded
information and vocabulary list. For this reason, Conventional method that makes a
vocabulary list to remind words is not efficient method.

In this paper, we present a system that helps a user unconsciously reminding
information. This system helps a user by giving the word highlighting the shades in
case of a word that comes out during web surfing. Also this system offer trend
information through web crawling for user.

© Springer Nature Singapore Pte Ltd. 2017
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2 Literature Review

Hermann Ebbinghaus presented that memorization of word is necessary to repeat
several times. However, when the iterative learning is also at a time interval of the
excessively long period of time, it is not effective. That is, people have to repeat
learning when the memory has forgotten, it is possible to enhance effectively the
memory again, as shown in Fig. 1 [1].

Karpicke and Roediger presented that repeated retrieval during learning is the key
to long-term retention. They emphasis that repeated test’s learning effect is greater than
repeated study [2].

Youm, Oh, and Chun presented English vocabulary learning application that based
on forgetting curve. The application calculates learning time of words that user has
learned and recommends a learning word that has fit learning time [3].

3 Methodology

3.1 Automatic Word Registration

Information reminder system supports automatic word registration. This system can
recognize the word that you’ve been searching web dictionary. This system can
automatically register a word and meaning of the word by reducing the hassles that you
have to individually register the word.

Fig. 1. Hermann Ebbinghaus’s forgetting curve. This figure show that the memory of people
start forgetting after 10 min more than 50 % after 1 h.
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3.2 Highlighting

When a user surfing the web, word that the user has registered appears in the web site,
information reminder system highlight the word that put color shade, as shown in
Fig. 2. The word that the user has registered can be highlighted by this way to the eye
of the user. This function not only put the color shades but indicates the meaning of the
collected words, when a user places the mouse over the word. In this ways, the system
helps users to remind the words.

3.3 Word Learning

When you generate for the first time of the words object, enter some information. Some
information is composed of the word, information, maximum reminding stage, current
reminding stage. The word is a collected word by user. Information is the word’s
meaning or data that user entered. Reminding stage is a representation of a degree of
the user’s words learned as a value.

The maximum reminding stage is user’s the maximum target value to be learned,
current reminding stage means the value of the degree learned so far. When you click
on the word that became a highlight, it will be to adjust the transparency of the
highlights to calculate the maximum reminding stage’s value and the current reminding
stage’s value in percent. If the current reminding stage’s value has reached the max-
imum reminding stage’s value, the word means what has completed the learning to
100 % and the transparency of the highlights is terminated, as shown in Fig. 3.

Fig. 2. Web browser applying Smart Reminder’s highlighting function. This function can
highlight the word that user register in web surfing.

Fig. 3. Transparency stage of a highlighting word that user has registered.
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3.4 Trend Information Collection

This system collects trend information including words registered by user from web
articles.

First, it collects web articles by parsing their URL as interrogation of URL domain
that using the words registered by user. Figure 4 is an example of HTML documents
collected by web crawling. Second, it goes through the preprocessor phase for
extracting main sentence from Web articles collected from HTML document type. <br>
Tag separating the paragraph in the preprocessor phase is not removed. However,
unnecessary tags as <div>, <script> are upper-removed, stored into an array in order
after grasping the location of the start and end of a string, and only extract the text. This
system separate the extracted main text to paragraph units through <br> tags and
calculate frequency of words that user registered in each paragraph. Last, the most
frequent paragraph among the paragraphs is mapped with the word registered by user.
When the user is reminded of registered words and information by collected trend
information, the user can obtain the information on the current issue.

4 Result

We implement information reminding system through word. We compare Smart
Reminder with different learning method to evaluate against our system’s performance
during a week. The different learning method is formally iterative learning method that
just writes a lot of words in note. In this Evaluation, we evaluate two groups. Group A
use Smart Reminder. Group B use the different learning method to study a hundred
words. We evaluate recall rates of a hundred words in two groups after a week.

Figure 5 reports the word’s recall rates in two groups. We see that group A’s recall
rates less than group B’s recall rates. However, Fig. 5 show that group A’s growth of
recall rates greater than group B’s growth of recall rates. This result indicates what the
system’s learning effect close the iterative learning method in the long term.

Fig. 4. This is html document example extracted by web crawling. Html document include html
tags as <div>, <script>.
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5 Discussion and Conclusion

Information Reminder system has the strength that helps user to remind words on web
surfing. However, this system’s performance is less than iterative learning method. Yet,
we cannot conclude that the system is not effective because the evaluation was done
and had a little amount of words in the short term. We will research the method that the
system’s learning effect is greater than iterative learning method in the short term. We
will improve the visual effect of a remind function than current system.

Acknowledgments. This research is results of a study on university for Creative Korea-1
(CK-1) Project and the Leaders in Industry-University Cooperation (LINC) Project, supported by
the Ministry of Education.
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Abstract. At present, the environment of agricultural production faces reduced
productivity due to population decline and aging population, and agricultural
products may be stolen anytime. To solve such problems, researchers have
studied IoT-based smart farms. A smart farm is a system for enabling users to
manage and control agricultural crops anytime anywhere on the basis of IoT
(Internet of Things). This study aims to examine a system for preventing agri-
cultural product theft by using an image monitoring system, for example,
CCTV, which is part of the smart farm 1st model functions. First, the system
uses image information inputted by the image monitoring system to detect
objects loitering agricultural crops, and then uses directional change information
to determine objects loitering the crops as abnormal behaviors. The system then
uses the single-board computer, Raspberry Pi, to output real-time warning
sounds and send the information of the object determined as abnormal behaviors
to the user to prevent agricultural product theft.

Keywords: Smart farm � Intelligent surveillance system � Abnormal behavior �
Loitering detection � Raspberry Pi

1 Introduction

Presently, rural districts are gradually impoverished because of farm population decline
and aging farmers resulting from young people going to urban areas to work and low
birthrates. A survey reveals farm population was 3.43 million people in 2005 and is
expected 2.34 million people in 2020. Aging farm population was 26.7 % in 2005 and
36.8 % in 2013 which is a great increase [1]. Criminal behaviors of agricultural product
theft taking advantage of this point continue to occur. Agricultural product theft does
damage to farmers in terms of mental health and economy [2].

To address this issue, smart farm systems have been studied. A smart farm system
has functions of checking temperature in real time, remote control and CCTV security

© Springer Nature Singapore Pte Ltd. 2017
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monitoring. This study aims to examine a system for preventing agricultural product
theft by using an image monitoring system, for example, CCTV. The adaptive dif-
ference image technique is used for the image inputted by the image monitoring system
to detect moving objects, and morphology for enhancing the accuracy of object
detection is applied to remove noise. When an object is detected, the balance points
thereof is used to measure movement direction. A balance points depending on
directional changes is given to determine abnormal behaviors by a person loitering
crops. When it is determined as abnormal behaviors, Raspberry Pi is used to output
real-time warning sound and send object information to a user to prevent agricultural
product theft.

Section 2 of this study describes IoT system development used in the agricultural
environment and issues involved therein as part of prior studies. Section 3 describes a
smart farm and the system for preventing agricultural product theft which is a 1st model
of the smart farm system. Section 4 describes conclusion and future studies for the
system for preventing agricultural product theft.

2 Prior Studies

From 2004 to 2009, the R&D model project was conducted to develop IoT technology
applicable to producing, distributing and consuming agri-food, supervised by the
Ministry of Information and Communication, and the Ministry of Knowledge Econ-
omy. Exemplary technology used includes USN, RFID and LED, and GIS, GPS, QR
code and bar code technology. From 2010 to 2013, the Ministry of Agriculture, Food
and Rural Affairs developed models to spread the contents of the R&D model project
conducted, and is spreading the IoT technology models (greenhouse farming, fruit tree
growing, pig farming) of which outcome has been identified from 2014 to the present
(Table 1).

Regardless of government’s efforts for smart farming described above, farmers are
not much satisfied with them. This may be based on diversified bodies and isolated
promotion of projects and policies without establishing specific orientation, standard or
direction [3].

At present, IoT technology and economic power of Korea is not so high in com-
parison with other countries, and key components (sensors, controllers, etc.) are
imported from other countries to build a system. Therefore, because most farmers buy
and install imported systems as a solution, prices, operation and maintenance costs are

Table 1. Smart agriculture related market present condition and prospect

Division 2012 2013 2014 2015 2016 CAGR (%)

Smart farm 13,378 14,274 15,231 16,251 17,340 6.7
Plant factory 500 767 1,175 1,800 2,759 53.3
Intelligent agricultural machine 10,417 12,500 15,000 18,000 21,600 20,0
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so high, and lack of compatibility between components contributes to difficulty in
maintenance.

To address this issue, this study uses Raspberry Pi which is relatively cheap and
does not need specialized knowledge for operating image information of the image
monitoring system to examine the system for preventing theft in real time.

3 IoT Based on Method for Detecting Abnormal Behavior

Figure 1 shows a smart farm 1st model suggested by the National Institute of Agri-
cultural Sciences. The smart farm is based on IoT technology and a system for con-
trolling and managing farms through wireless connection to the Internet. The smart
farm 1st model has various functions of automatically opening and closing vinyl
greenhouse doors, checking temperature in real time, remotely controlling the green-
house, and monitoring with CCTV. This study is based on monitoring with CCTV
which is part of functions of the smart farm 1st model to examine the system for
preventing agricultural product theft.

Most behavior of criminals loiter the environment surrounding a place of their
crime before actually conducting their criminal behaviors [4]. The literal meaning of
loitering in this study is “roaming about places of interest here and there” [5].
Therefore, the person loitering a place has more changes in direction than those not
loitering.

In this study, objects are detected by using the adaptive difference image technique,
and morphology is conducted to enhance the accuracy of detection. To determine
whether the detected object is loitering a place, that is, an abnormal behavior, the
balance points of an object is used and a balance points depending on the amount of
angular changes is given. When an abnormal behavior is determined, a warning sound
is output and image information is sent to the system user in real time to prevent
agricultural product theft.

3.1 Adaptive Difference Image

The difference image technique is used, which is a popular method used to detect
objects in real time and does not require much computation relatively. However, one
disadvantage of the difference image technique is wrong detection of movement
resulting even from stop situations and changes in light after small movement of the

Fig. 1. Example of smart farm 1st model based on IoT technology
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object over time because the background image is initially set up and not changed [6].
Furthermore, another issue is wrong detection due to natural phenomena occurring
outdoors, for example, snowing or raining in the agricultural environment. The tech-
nique addressing this issue is the adaptive difference image. Adaptive difference image
is a technique of giving a predetermined weight to the current image and the back-
ground image to update the background image where there is no movement. The
method of detecting movement is conducted with the following Eq. 1. In is an image
currently inputted; In�1 is an image inputted previously; and Thmoving is a threshold for
the movement.

Inðx; yÞ - In�1ðx; yÞ [ Thmoving ð1Þ

Where the difference between the image currently inputted and the image inputted
previously is greater than the threshold, the background image is not updated. Where it
is smaller than the threshold, the area is determined as an area without movement to
update the background image with Eq. 2. Bnðx; yÞ is the current background image;
Bnþ 1ðx; yÞ is the next background image; and a is a weight.

Bnþ 1ðx; yÞ = Bnðx; yÞ MovingDetection
aBnðx; yÞþ ð1� aÞInðx; yÞ Not MovingDetection

:

�
ð2Þ

Figure 2 shows how to detect an object by using adaptive difference image in an
indoor environment. Figure 2(a) shows an original image with no moving object
detected, and Fig. 2(b) shows a resulting image after conducting adaptive difference
image technique for Fig. 2(a). Figure 2(c) shows an original image where a moving
object is detected, and Fig. 2(d) shows a resulting image after conducting adaptive
difference image technique for Fig. 2(c).

(a)                   (b) 

(c)                   (d) 

Fig. 2. Object detection in video using adaptive difference image, (a) Non object image,
(b) Adaptive difference image of non-object, (c) object image, (d) adaptive difference image of
object
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3.2 Measuring Angular Changes Between Exemplary Balance Points

The method of using angular changes between exemplary balance points is used to
detect persons loitering a place of interest. The balance point of an object at given time
intervals is an exemplary balance point. Figure 3 shows the method of obtaining an
angle between the exemplary balance points. The angle h between a straight line 1 and
a straight line 2 is obtained by drawing the straight line 1 connecting Ct-1 to Ct, and the
straight line 2 horizontally connected to Ct-1. After, measure angular changes and
obtain a weight depending on the changes.

Figure 4 shows the standard of angular changes. The part the arrow indicates is the
direction of current object movement, and the straight line with an indication of 0o is
Line 2 shown in Fig. 3. Table 2 illustrates weights depending on angular changes.
A greater weight is given to greater object direction changes, but a smaller weight to
smaller object direction changes.

Fig. 3. One measuring the angle between the balance points, Ct-1 is prior balance point, Ct is
present balance point, angle h

Fig. 4. Change in the angle between balance points

Table 2. Weighted according to the angle change.

Angle change Weight

−5 * 0 or 0 * 5 0.01
−25 * −5 or 5 * 25 0.02
−65 * −25 or 25 * 65 0.04
−125 * −65 or 65 * 125 0.07
Under −125 or Over 125 0.10
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4 Conclusion and Future Work

Raspberry Pi used for automatically sending e-mails, SSMTP was used to make an
SMTP socket, and ALSA was used to use an audio port to output warning sounds.
Figure 5(a) shows detection of an object loitering an indoor environment at a distance
of 5 m between the object and the camera. Figure 5(b) shows detection of an object
loitering an outdoor environment at a distance equal to or farther than 20 m between
the object and the camera. Figure 5(c) shows a movement trajectory by using exem-
plary balance points of an object, and Fig. 5(d) shows sending object information to the
user where the movement is determined as an abnormal behavior.

This study aims to examine a system for preventing agricultural product theft by
monitoring with CCTV which is part of functions of the smart farm 1st model.
Abnormal behaviors are determined after detecting an object of abnormal behaviors to
prevent theft. It was identified that a warning sound is output in real time, and the
object image information is sent to the user after determining a person of abnormal
behaviors. Therefore, the system may prevent agricultural product theft in advance, and
provide a crucial evidence to arrest criminals by sending image information of the
loitering site. A future plan is to diversify a database to apply the system to various
environments, and use other learning methods than angular information to improve
loitering detection performance.

Acknowledgments. This work was supported by the Human Resource Training Program for
Regional Innovation and Creativity through the Ministry of Education and National Research
Foundation of Korea (2015H1C1A1035823).

(a)                   (b) 

(c)                   (d) 

Fig. 5. Experimental result, (a) Short distance loitering detection, (b) Long distance loitering
detection, (c) Object movement trajectory, (d) Automatic sending e-mail
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Abstract. Recently, as the rapid development of the Internet enabled easy
downloading of diverse files, the number of cases of file download from unre-
liable paths has been increasing. This situation is advantageous in that acces-
sibility to information is improved while being disadvantageous in that there is
no defense against exposure to malware. The present paper proposes a method
of judging whether programs are malicious based on Cuckoo Sandbox, which is
a dynamic malware analysis system and classify the programs by comparing
malware programs collected and classified in advance based on the dynamic API
call counts of the programs.

Keywords: Malware � Classification � Cuckoo Sandbox � API call count

1 Introduction

Currently, the kinds and numbers of malware are rapidly increasing. In the times when
personal information such as financial information is processed through the Internet,
increases in malware indicate dangerous situations. In addition, as the number of cases
of downloading diverse kinds of files through the Internet, the number of downloading
of unreliable files has also increased. Downloading through unreliable paths are highly
likely to lead to receiving programs infected with malware such as viruses and the
Trojan horse so that the downloading user’s information is leaked unnoticed and the
malware is propagated to other computers to cause secondary and third damage of
information leakage.
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To respond to the foregoing problems, many studies are in progress to find ways to
distinguish diverse kinds of malware. The present paper proposes a method of ana-
lyzing programs to classify the programs into different kinds of malware based on the
dynamic API Call counts of the codes of the programs.

The present paper is composed as follows. In Sect. 2, malware analysis methods
using API and dynamic analysis related studies are introduced and in Sect. 3, back-
ground knowledge of API and Cuckoo Sandbox, which is the basis of the present study
is explained. In Sect. 4.2, API extraction using manufacturing tools, tools used in
malware analysis such as similarity digitization, and malware classification methods are
presented and in Sect. 4, related experiments and the results are explained. Finally, in
Sect. 5, conclusions and the direction of future studies are presented.

2 Related Works

Since the risk of malware has been judged to be high, there are many results of previous
studies on malware analysis methods conducted to prevent malware. The core of the
present paper is dynamic analysis methods and malware analysis methods using APIs.

Malware analysis methods are largely divided into static analyses and dynamic
analyses. Among them, in the present paper, a dynamic analysis method is used that
constructs a certain analysis environment on a virtual machine, executes the malware,
and analyzes the behavior of the malware [1].

Among dynamic analysis methods, a method that would create detection patterns
using the bypassing technique of executable compression to detect malware was pro-
posed [2]. The proposed method creates signatures through a process of integration of
the behavior and sequential patterns of malware using the API of the malware. Another
proposed method extracts functions called in the system and links the functions with
the degree of Native API Call hiding occurring in kernel units to depend against and
prevent malware programs that are not standardized. This method is used as a tech-
nique to enhance the efficiency of Call based detection [3].

API based malware analysis techniques require the results of APIs extracted from
malware samples. First, the new malware is analyzed using the results of extracted
malware APIs. Then, the similarity of the new malware is compared with that of
existing malware programs to classify the new malware [4].

Cuckoo Sandbox [5] is an open source project that support users for convenient
identification of malware by analyzing the complex behavior of malware executed on
virtual machines. Cuckoo Sandbox is used to diagnose malware by using a guest
PC-virtual machine(basically virtual machine) to analyze files that are suspected as
malicious files in the virtual machine and store only the resultant values so that
malicious files can be safely analyzed.

3 API Call Count Based Malware Classification Method

For a program to interact with other programs or use system resources, the necessary
APIs should be called and delivered to the operating system. Which APIs are called and
used becomes an important characteristic in defining the behavior of the program.
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Therefore, in the present paper, to identify the characteristics of individual programs,
the frequencies of calls of APIs are investigated and the results are used in similarity
analysis.

Utilizing Cuckoo Sandbox, the data on malware collected in advance are extracted
through dynamic analysis by hooking APIs being called. All the APIs called by the
malware are extracted and aligned based on the counts of calls. The extracted APIs are
classified again according to the purposes of attacks. Among the APIs gathered by the
purpose of attacks, 10 APIs with the highest call frequencies in each folder are des-
ignated as a set to define the set as the characteristics of the relevant malware. In
addition, the characteristics are used as criteria for judgment whether files are mali-
cious. However, the attacking methods of individual malware programs cannot be
classified by just gathering APIs with high call counts become some APIs are com-
monly called frequently.

Therefore, in the present paper, a method that can specify those APIs that appear
frequently only in those malware programs that belong to certain classes is proposed.
Malware programs of which the class is already known is defined as a group and the
APIs and their counts called by individual malware programs belonging to the class are
extracted. We defined nine malware classes and underwent the foregoing process for 20
malware samples in each class. The following algorithm was designed to specify those
APIs that are frequently called only by certain classes of malware programs but not by
other classes based on the API call information extracted from the malware programs
class as such.

First, add up all API Call counts extracted from malware programs belonging to the
same class to integrate API call counts by class. Thereafter, compare and analyze the
integrate API call counts by malware class. That is, compare the integrate API call
counts of one class with those of the remaining eight classes repeatedly by deducting
the average call count for an API of the remaining eight classes from the call count for
the same API of one class. After repeating the comparison as such, those APIs that are
characteristic in individual classes should maintain high values and those APIs are
frequently called by all classes should have small values.

Tables 1 and 2 show top 10 APIs with high frequencies in backdoor malware and
spy malware respectively.

After securing characteristic APIs in individual malware classes as such, classify
those malware programs that have not been classified yet based on the foregoing
results. Obtain the dynamic API Call Sequences of individual codes or programs that
must be judged whether malicious or not using Cuckcoo Sandbox. Obtain similarity
values by comparing the entire API counts with the total counts of those APIs in the
API Sets by class.

※Value of similarity to each malware class XM ¼ P
MSet \ IAPI10ð Þ

M = Malicious class(ex. Dialer, Dropper)
I = Suspected file to be analyzed
Set = API Set
API10 = Top 10 APIs in the API list
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The similarity values for individual classes are obtained as such and the class for
which the API Call Sequence has the largest value when seen in percentiles becomes
the final class of the API Call Sequence.

4 Experiment and Results

To experiment the method proposed in the present paper, malware programs were
classified into nine types. Approximately 20 malware samples of each of Backdoor,
Dialer, Downloader, Dropper, Injector, Rootkit, Spyware, Trojan, and Worm were
collected. API lists were extracted using the collected malware samples and API Sets
were designated.

4.1 Results of Malware Classification of New Programs

Using the logical formula and API Sets mentioned above, a malignancy judgement tool
using actual API Call Sequences was made and the results of the tool after being used
on programs suspected of Dialer attacks, Spyware attacks, or Injector attacks were
output (Tables 3 and 4).

As can be seen in the above tables, if the method proposed in the present paper is
applied to actual suspected programs, the program will be diagnosed for its purpose of
attacks with digitized values. However, since the values of other purposes of attacks
obtained as such are similar in many cases, (Spyware continuously recorded high
values) files may be wrongly diagnosed although the probability is low.

In the case of Table 5 shown above, it can be seen that the relevant program has
characteristics of not only Injector malware but also of many other malware programs.
That is, programs may have the characteristics of multiple malware programs instead of
having the characteristics of only one malware program. In such cases, if several
malware programs are selected and the similarity levels are compared, the accuracy of
the result should be higher.

Table 1. Backdoor set

NtDeviceIoControlFile
VirtualProtectEx
WriteConsoleW
RegSetValueExA
RegCreateKeyExA
DeviceIoControl
bind
socket
connect
closesocket

Table 2. Spyware set

ReadProcessMemory
NtQueryDirectoryFile
NtOpenFile
NtQueryInformationFile
LdrGetProcedureAddress
RegCloseKey
RegQueryValueExW
ZwMapViewOfSection
NtWriteFile
RegOpenKeyExW
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4.2 Results of Malware Classification of APIs in Existing Folder

In addition to the codes of new programs, experiments were conducted to see whether
the APIs currently classified by malware folder are actually highly similar to the
relevant malware. Five APIs were randomly extracted from each malware folder. The
results obtained from the extracted malware programs using the distinguishing tool are
as shown in the following Tables.

Table 3. Suspect of dialer attacks

Similarity values Percentile

Backdoor 12 0.37
Dialer 760 23.67
Downloader 13 0.41
Dropper 683 21.27
Injector 148 4.61
Rootkit 288 8.97
Spyware 710 22.11
Trojan 42 1.31
Worm 555 17.28
Total 3211 100

Table 4. Suspect of spyware attacks

Similarity values Percentile

Backdoor 43 2.83
Dialer 235 15.48
Downloader 23 1.51
Dropper 255 16.79
Injector 283 18.64
Rootkit 28 1.84
Spyware 469 30.89
Trojan 68 4.48
Worm 114 7.51
Total 1518 100

Table 5. Suspect of injector attacks

Similarity values Percentile

Backdoor 0 0
Dialer 118 4.34
Downloader 45 1.66
Dropper 112 4.12
Injector 1112 40.94
Rootkit 31 1.14
Spyware 1085 39.95
Trojan 53 1.95
Worm 160 5.90
Total 2716 100

Table 6. List of APIs

Dropper folder Injector folder Dialer folder

1. Dropper 24.2 % (1) 1. Injector 40.1 % (1) 1. Dialer 19.1 % (2)
2. Dropper 21.8 % (1) 2. Injector 48.7 % (1) 2. Dialer 19.4 % (2)
3. Dropper 23.1 % (2) 3. Injector 40.9 % (1) 3. Dialer 23.6 % (1)
4. Dropper 28.1 % (1) 4. Injector 66.7 % (1) 4. Dialer 32.4 % (1)
5. Dropper 16.2 % (2) 5. Injector 94.5 % (1) 5. Dialer 18.4 % (2)
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As can be seen in Table 6, APIs in the relevant folders show high similarity to
individual folders. It can be seen that the relevant malware programs are included at
least top two in call counts. This supports the results indicating that the similarity
algorithm is valid.

5 Conclusion and Future Works

In the present paper, a method was proposed to judge whether malware exist in pro-
grams and determine the types of malware. For the proposed method, all APIs of
sample malware programs were extracted and collected. Based on the collected APIs,
when a new program or code came in, similarity levels to the malware programs are
calculated. This way, whether the program or code is similar to any malware type or
whether it is malicious can be judged.

As for the direction of future studies, since the proposed method is based on
malware data collected in advance, to detect more diversified malware, more types of
sample malware will be collected to enhance the accuracy.
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Abstract. A context-aware service makes the assumption that two or more
exclusive contexts are not inferred simultaneously such as driving and studying,
indoor and outdoor. However, in practice they are sometimes inferred at the
same time, and it causes inefficient power consumption because it does not make
sense. To handle this problem and improve power efficiency, we propose a
low-power sensing management method for sustainable context-awareness in
exclusive contexts. In our method, we identify the exclusive contexts by using
sensing models. Then, we determine next sensing time by utilizing supple-
mentary sensor or increase the period of sensing in the exclusive contexts (i.e.,
back off). The results of our preliminary application show that the power effi-
ciency is improved to 21 % in the exclusive contexts. The proposed method will
be more effective when the exclusive contexts are inferred more frequently
according to diffusion of context-aware services in the future.

Keywords: Low-power � Context-aware � Sustainable � Sensor manage

1 Introduction

The diffusion of the mobile device equipped with various sensors makes it possible for
users to utilize context-aware service. The context-aware service senses physical
environment around the user by using the various sensors to offer well-fitted service.
However, the context-aware service requires sensing continuously for monitoring
user’s context, so it consumes much power. Especially, it becomes more important
issue for the mobile device that is supplied power from limited battery [1].

For this reason, there have been a large number of studies for sustainable
context-awareness. They try to identify causes of the inefficient power consumption or
remove the causes. However, the existing studies have been lack of careful considera-
tion of the environment in which the heterogeneous context-aware services exist. Par-
ticularly, they do not consider the exclusive contexts, which cloud lead unnecessary
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power consumption. For example, in indoor/outdoor context-aware service, indoor and
outdoor contexts could be inferred when the Wi-Fi signature is acquired, and the GPS
signal is received, respectively. Although indoor and outdoor contexts cannot coexist
logically at the same time, they are sometimes inferred by Wi-Fi and GPS sensors at
once like at an edge of the building. Similar to this case, inferring two or more exclusive
contexts simultaneously is meaningless semantically and leads inefficient power con-
sumption, so we have to handle the problem for sustainable context-awareness.

In this paper, to solve the problem, we propose a low-power sensing management
method. In our method, we define each context occured in the context-aware service as
a sensing model. Then, we merge them into integrated sensing model with parallel
composition, and identify the unnecessary sensing states inferring the exclusive con-
texts. Finally, we determine next sensing time by utilizing supplementary sensor or
increase the period of sensing in exclusive contexts. We conduct preliminary appli-
cation of our method, and the results show that the power efficiency is improved to
21 % in the exclusive contexts.

2 Related Work

There have been many studies for sustainable context-awareness. They could be
classified into the studies for identifying causes of inefficient power consumption and
for removing the causes. First, the goal of the former studies is to help researchers or
developers localize the energy bug (also called energy black hole or energy leak) that
causes the inefficient power consumption [2–4]. Each of them makes power model at
the component level [2, 3] or at the instruction level [4], and they estimate and analyze
the power consumption of context-aware service by using it. However, they have
shortcoming that only provide the information about amount of the power consumption
without the additional information. To remedy the shortcoming of previous works, [5]
proposes an approach to diagnose energy inefficiency problems systematically. The
approach provides the information about misusage of the sensor listener, and
underutilization of the sensory data by analyzing the sensor utilization. These studies
for identifying causes of inefficient power consumption prepare the ground for the
low-power-related study for sustainable context-awareness. In this paper, by using the
methods and results of previous studies, we obtain the information about the sensing
state inferring the exclusive contexts, evaluate our method.

Second, the studies for removing the causes of inefficient power consumption are
mainstream in this domain because reducing power consumption in the mobile device is
critical issue. [7] presents APE, an annotation language and middleware service that
eases the development of energy-efficient Android application. [1] presents
rate-adaptive positioning system that adjusts the periodically duty-cycle of GPS
according to required accuracy. [8] presents a design framework for sensor management
to substitute existing sensors to minimum set of sensors that consume lower power.
Finally, [9] propose ACE (Acquisitional Context Engine) that is a middleware exploits
sensing data cache or infer a context form another already-know context without
redundant additional sensing. These studies provide the solutions for addressing the
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inefficient power consumption, but they do not consider the exclusive contexts.
Therefore, it is hard to consume the power efficiently in the exclusive contexts.

Our study aims to promote the power efficiency by managing the unnecessary
sensing activity in the exclusive contexts. For this, we analyze the power consumption
by using the tool of [6] that does not require the power model. Moreover, we utilize the
sensing model based on automata that is commonly used by event-driven approaches
[8, 11]. In order to manage the sensors, we adjust the period of sensing or determine
next sensing time by employing the middleware like previous studies does.

3 Context-Awareness Considering Exclusive Contexts

Our method proposed in this paper exploits the impossibility of coexistence in
exclusive contexts. To do this, we point out the unnecessary sensing state inferring the
two or more exclusive contexts in the integrated sensing model, and manage the
sensors to operate better efficiently. In this section, we state problem definition before
explanation how to manage the sensors in the exclusive contexts.

3.1 Problem Definition

This subsection presents the problem definition to help understanding by describing a
scenario. The scenario is as follows.

Scenario. Tom, a graduate student, usually takes the car to the lab, studies in the lab and
attends the seminar with a professor. He utilizes context-aware service that provides
three key functions. The service blocks a call during driving and sends the caller the
message to inform his driving state. In addition, the service changes the ringer on
vibrating mode during studying and mute mode during attending the seminar. The
service judges three kind of context as follows: (1) The driving context if the GPS sensor
receives the satellite data. (2) The studying context if the Wi-Fi signal of the
office/laboratory can be received and sound around the device is greater than the
pre-defined threshold. (3) The seminar context if the Wi-Fi signal of the office/
laboratory can be received and sound around the device is less than the pre-defined
threshold.

The driving, studying and seminar context are the exclusive contexts that cannot
coexist logically at the same time. However, if the GPS sensor receives the satellite
data and the Wi-Fi sensor can receive the Wi-Fi signal of the office/laboratory, then the
driving and studying context or the driving and seminar context will be inferred. That
two or more exclusive contexts are inferred simultaneously is meaningless semanti-
cally, so the sensing activity inferring these contexts is unnecessary. Therefore, sensing
to infer these kinds of meaningless contexts has to be managed for sustainable context
aware.
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3.2 Low Power Sensing Management Method in Exclusive Contexts

Figure 1 describes the procedure of proposed method in this paper. First, we define
each sensing model for context-awareness as automata, and merge the sensing models
into integrated sensing model. Then, we identify meaningless sensing state, where infer
the exclusive contexts, in the model. Finally, by employing the middleware, we
determine next sensing time by utilizing supplementary sensor or increase the period of
sensing in the exclusive contexts.

① Exclusive Contexts Analysis Phase

In exclusive contexts analysis phase, we merge sensing models as sources into the
integrated sensing model as outcomes, and then analyze the integrated sensing model to
identify the exclusive contexts. For this, we have to pre-define all the sensing models
inferring the context as automata. Among the states in the model, the state inferring the
context should be marked, and it is used for identifying the exclusive contexts.
Additionally, in the model, the events and states provide the information to control the
sensing activity in middleware. After constructing the sensing model, we merge them
into the integrated sensing model through parallel composition. The integrated sensing
model describes the whole sensing mechanism of the context-awareness, and the
marked states indicate the sensing states inferring the exclusive contexts.

② Low-Power Sensing Manage Phase

Two or more exclusive contexts inferred at the same time are meaningless contexts.
Therefore, we should manage the sensing activity in the sensing states inferring the
exclusive context for low-power sensing. To do this, we use two methods for
low-power sensing management.

First, we adapt the linear back off algorithm with the maximum value to the period
of sensing in exclusive contexts. It improves power efficiency by increasing the period
of sensing when the unnecessary sensing activity is detected (e.g., the periods of
sensing are that 3 s, 6 s, 9 s, 9 s, 9 s, …). This method is easy to implement, and does
not require to control another sensor. However, it has the critical disadvantage that
detecting the transition from the exclusive contexts to normal context can be delayed.

Fig. 1. The procedure of the low-power sensing management method for sustainable
context-awareness in exclusive contexts
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The second method is using the supplementary sensor to determine the next sensing
time for avoiding the unnecessary sensing activity. For example, when the sensing data
of both GPS and Wi-Fi sensor infer the exclusive contexts, we can assume that if there
is no movement, the exclusive context does not make the transition. Thus, we can
decrease the power consumption by delaying the operation of the GPS and Wi-Fi
sensor until the movement is detected via the 3-axis sensor that consumes less power
than them. This method retains the reactivity in spite of spending low-power, but we
must know the type and parameters of the supplementary sensor.

③ Middleware for Sustainable Context-Awareness

The middleware operates the sensors according to the low-power sensing instruc-
tion generated in previous phase. Hence, the middleware should have the ability to
control the various sensors that perform the instruction. In our preliminary application,
we implement the middleware for the GPS, Wi-Fi and microphone sensor in Android.

4 Application

We apply our method to the Nexus 4 device for evaluating the applicability and the
feasibility of it. The scenario used in the preliminary application is as follows. First, we
maintain the context which the context-aware service infers two exclusive contexts
simultaneously by using the microphone, Wi-Fi and GPS sensors. Second, after about
179 s (the vertical line), we transfer our context to normal context which the
context-aware service infers only one context at once. Figure 2 shows the results of our
preliminary application.

Fig. 2. The power consumption of a context-aware service in the transition from inferring two
exclusive contexts to inferring one context.

954 D. Baek et al.



As Fig. 2(a), the existing middleware cannot react in two or more exclusive con-
texts, so it leads the inefficient power consumption. On the other hand, as shown in
Fig. 2(b) and (C), the middleware proposed in this paper can manage the sensor for
efficient power consumption by increasing the period of sensing or by determining next
sensing time. In the case of Fig. 2(b), we adapt the linear back off algorithm into
middleware (10 s, 20 s, 30 s, …, max = 50 s). The result shows that the power effi-
ciency is improved to 12 % compared to the unmodified middleware, but the response
time to the transition is postponed because of the increasing the period of sensing. In
the case of Fig. 2(c), we utilize the 3-axis sensor as the supplementary sensor to
determine the transition. The result shows that the power efficiency is improved to
29 % compared to the unmodified middleware evaluated over the above scenario, also
the response time is as fast as the unmodified middleware.

5 Conclusion

In this paper, we proposed the low-power sensing management method for decreasing
the inefficient power consumption occurred when the sensors infer the exclusive
contexts. In our method, we define the sensing models for context-awareness and
merge them into the integrated sensing model. Then, we identify the unnecessary
sensing states inferring the exclusive contexts, and control the sensing activity in the
states by increasing the period of sensing or by determining next sensing time with
supplementary sensor. The result of preliminary application shows 21 % improvement
of power efficiency on average over our scenario. For the future work, we will create
the mapping library between the primary sensors and the supplementary sensors and
implement the middleware to enable control of all sensors.
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Abstract. Research-oriented software groups are groups that carry out research
on original technology for software. The groups on development phase expe-
rience poor documentation because of two reasons. One is the lack of resources
(i.e. time, costs) since the development phase is much shorter than their research
phase. The other one is that the artifacts they worked on research phase are
rarely used on the development documents. Therefore, we propose a method that
can reduce poor documentation regarding their research documents and devel-
opment (R&D) documents. We construct design guidelines from best practices
and represent it by queries of semantics-aware traceability links. Then, we use a
semi-automated method of conformance assurance between R&D documents
with guidelines. Finally, we provide an explanatory guideline to assessment
results. We evaluated documents generated from our previous R&D project to
show the possibility of our method. Our method can help software R&D project
documents for better quality with reduced time.

Keywords: Conformance assurance � Relevance Link Information Model
(RLIM) � Traceability � Documentation quality

1 Introduction

Research-oriented software group is a group to study original technology for software.
These groups need to develop the software to demonstrate their research. However,
their developments experience poor documentation. Because their development is done
in much less time than the research phase, therefore they have very little resources in
time, money and manpower for documentation [8]. Moreover, they can’t directly use
their research artifacts when they writing development documents since research
artifacts are composed of highly-abstracted contents while development documents are
composed of detailed requirements [4].

With poor documentation, they face ‘technical debt’. Technical Debt is a term
which describes ‘the extra development work acquired when engineers take shortcuts
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that fall short of best practices [2]’. Although not all technical debt is bad, technical
debt grows along development because it has interests just like financial debt. There-
fore, unpaid technical debt may be presented as delay of project from
resource-consuming tasks like fixing complicated bugs and fault localization. Many
existing studies address poor documentation since technical debt from poor docu-
mentation is frequent. However, they focus on requirements traceability of develop-
ment documents and they don’t consider semantics for high-level qualities such as
conformance between two items. Their approaches cannot improve research artifacts
because the research artifacts do not usually have requirements for development.

In this paper, we propose a content-based method for assurance of the quality of
research documentation including development documents to address problems
described above. First, we define design guidelines, which reflect best practices of
software development with consideration of research artifacts. A design guideline is
made of a goal model and an explanatory guideline explains the goal model for user
feedback. Then, we transform the design guidelines as queries of semantic-aware
traceability links for automatic evaluation. We used an expert system to automatically
evaluate documents with the transformed guidelines. The result of evaluation is given
as form of a report that user can easily understand.

2 Related Work

Since poor documentation is one of major reason of technical debt [2], there have been
many studies for improving software documents. First, there are automated approaches
for analysis and evaluation of document quality [7, 9, 12]. Second, there are some
approaches that help minimize time-consuming tasks for reviewers on review process
[3, 13].

Wilson et al. [13] perform keyword-based analysis and quality measurements of
software requirements. They set quality related terms and measured how frequently
those terms are presented. This work shows the need for quality control of software
documents and even a simple method can improve document quality, but this can’t
evaluate high-level quality like traceability directly. Jain et al. [9] uses controlled
natural language approach for requirements analysis. The method performs lexical
analysis for conformance of template. Then, it performs semantics analysis for com-
pleteness with state machines of each requirement. The system also generates a helpful
message for unfinished specifications. However, this method only focuses the syntax of
requirements. Dautovic et al. [7] uses visitor pattern to traverse document contents and
simple rule-checking mechanism for quality measurement. However, the rules they
created focus on the structural and format therefore semantics cannot be investigated.

Shen et al. [12] represented traceability of documentation contents with simple
linked list instead of complicated graph. They gave the traceability linked list to reg-
ulator for helping regulatory review process. However, they didn’t consider the eval-
uation of document quality and didn’t considered explanatory guidelines which is
useful for developers. Antonino et al. [3] they suggest parameterized safety requirement
templates to ensuring traceability throughout software documentations in safety-critical
system domain. They used controlled natural language to avoid ambiguity and safety
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requirement decomposition pattern which is model-based structural guideline for
expression of safety requirements.

Above methods cannot be used directly to solve problems what we focus. The
limited ability regarding accuracy and evaluation scope is the main constraint of
automated approaches. In case of review support method, reviews of research artifacts
are not considered. Also, reviews which performed by untrained reviewer are not
considered.

3 Content-Based Conformance Assurance

We take following approaches for assurance of conformance between design guideline
and software research documentations. Since most of software standards that reflect
best practices of software development requires requirements traceability, our method
takes model-driven traceability approach. However, we extend traditional traceability
to semantic-aware traceability for trace between research documents and development
documents. Also, we develop a design guideline extracted from software standards for
provide knowledge to our method. Further, we transformed the guideline into semantic
rules and checking conformance of guideline in automated manner for reducing efforts
of assessment. Finally, we present a series of explanatory guidelines which explains
rationale which shows the source of the metrics to users to give better understanding of
the best practices.

3.1 Relevance Link Information Model (RLIM)

Traceability is an ability to establish links between source artifacts and target [1]. This
attribute is essential for every software standard. The existing traceability mainly focus
on artifacts which include requirements. Also, a trace link means transitive relation
while research documents have non-requirement contents and non-transitive relations
[4]. We extend trace link to Relevance Link (RL) in [4] these limitations. A RL
composed with 2 major components. Corresponding Items is two configuration items
having relevance and Relevance Rule is a rule which corresponding items should
follow. We defined 7 relevance rules in [4]. Therefore, A Relevance Link becomes a
mapping between the corresponding items and relevance rule.

3.2 Expert Assessment Goal Model

We propose an Expert Assessment Goal Model which aims to representing knowledge
for best practices of software development and direct measurement of conformance.
We created goal models from three domains, each goal model guidelines based on
international software standards, which are IEC 12207, ISO 26262 and IEC 62304.
This guideline structure is combined structure of Goal, Question, Metric model [6] and
Goal Structuring Notation [10] for satisfying both goals. Figure 1 shows the detailed
goal model structure.
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3.3 Conformance Assurance

We utilize a combined method of above methods to check conformance. First, we
bridge the gap between RLIM and Expert Assessment Goal Model by translating the
goal model into rules that contain relevance rules. The translations can be done dif-
ferently by the scope of measurement. Next, RLIM-based expert system [5] checks
conformance using rules and document RLIM. This system utilizes a rule engine which
can evaluate the conformity of rule therefore we can check the conformance of design
guidelines as rules with this system in automated manner. However, in case of metrics
which needs semantics analysis, contents need be evaluated with other review systems
that can evaluate semantics.

4 Application

We conducted a preliminary experiment to verify effectiveness of our method from our
previous project. First, we transformed the metrics on the guidelines into rules. Each
metrics can be defined as a query for certain relevance links or contents of documents.
Figure 2 shows some examples of transformed guidelines.

Next, documents of interest are should transformed into RLIM. In this paper, we let
developers to manually build document RLIMs for the best accuracy of the assessment.
Then we conducted the assessment using RLIM expert system. The results of assess-
ment displayed as shown in Table 1. Also, the explanatory guidelines given as Fig. 3.

Fig. 1. This shows the goal model structure of Expert Assessment Goal Model. Ultimate Goal is
a quality that documents should achieve and divided by Sub-Goals. Each Sub-Goal is divided by
Solutions. Below a Solution, there is a Question and a Metric for measurement of solution. There
also are Justification and Context to showing the adequacy of a goal model to standards.
Additionally, we annotated the source of each Metric.
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5 Conclusion

In this paper, we propose a content-based method of conformance assurance between
software research documents and design guideline. We first extract design guideline
from software standards. Then, we transformed guidelines into rules for automated
evaluation. We also used an expert system which can evaluate the conformance of rules

Fig. 2. The example of transformed guidelines into trace query. RLIM(t1, ci1, t2, ci2, rr) means
a relevance link which has corresponding item t1 from ci1 and t2 from ci2 with relevance rule rr.
Ele(x) means the element type of x is ‘Ele’.

Table 1. The result of our preliminary application. Users receive an evaluation report in this
form. We found that documentation problems of risk management process on Software R&D
Plan. Also, we found that our Software Requirement Specification meet very little criteria.

Target document Evaluation criteria Conformance score

Software R&D Plan Research goal, motivation, trends Acceptable (67 %)
Organization description Good (88 %)
Research strategy Good (83 %)
Risk management process Poor (0 %)

Software Requirement Specification Software requirement description Poor (22 %)
Requirement analysis Marginal (33 %)
Software test planning Poor (0 %)

Fig. 3. This shows an explanatory guidelines of the evaluation results. The detail of assessment
is provided to user for a basis of useful feedback.
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transformed from guidelines. With our method, we expect the improvement of docu-
ment quality of research groups who need to develop software. In future works, we will
improve the guideline for more helpful and build practical applications for documen-
tation model and evaluation.
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Ministry of Science, ICT & Future Planning (NRF- 2014M3C4A7030504).
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Abstract. The surface defects of plastic after the injection molding process
have been inspected human inspector. In this paper, we propose the automated
surface inspection system to detect 3D defects on injection molding objects.
This vision system is equipped with 4-cameras and 8-illuminations and is
designed to find optimal configuration between camera, illumination and object
to detect the defects on an object. Also we develop algorithms to detect defects
in captured images. The developed surface inspection system reduce the labor
costs and time, whereas increase the detection accuracy of the surface defects
such as scratch. The proposed algorithm uses the difference of the brightness of
the obtained image by the camera and illumination system for acquiring data of
the surface of the object. We focus on the surface defect detection of black
molding object. Scratch detection is performed by the developed vision
inspection system.

Keywords: Non-flat surface � Defect detection � Scratch � Multi-camera �
Multi-illumination

1 Introduction

In general, the injection molding process is one of the plastic molding method that
cooling solidified while maintaining in a mold at a high pressure after the heat melting
plastic. In the injection molding process, surface defects such as scratches, nicks, mark
broken, and pollution. Because these defects detection usually proceeds by hand, it is
difficult to obtain a uniform quality determination criteria for the bad checks between
the operators. Because the operators are investigation the product to rotate several
angles, it is very time-consuming and the inspection is inconvenient task. For reducing
the inspection time and for increasing the inspection accuracy, we propose the auto-
matic inspection vision testing system. Inspection vision testing system is that the
rotation stage is mounted on a frame of the dome to rotate for the camera and the LED
illumination [1, 2] and the object. The selecting of different angles of illumination
and camera for achieving the same effect as the human inspector is very important.
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In this study, we selected camera angles and lighting to optimize defect detection and
developed detection algorithm for the defects [3–6].

2 Vision Inspection Systems

Looking at the manual’s inspection method, in order to look good the defects will be
inspected while turning the object from the angle of a variety of lighting and operator
visibility. This is because easily visible defects or invisible defects are depending on the
angle of illumination, eye and the object. Therefore, in order to detect the various
defects, the operators must be able to find the relative position between the inspection
object, the optimal camera and the illumination easily. Development vision inspection
system includes cameras and illuminations of various angles, to be able to capture the
images of the object, as in Fig. 1. It established a tunable illumination to 0–90° domed
frames to maintain the camera and the illumination and the object a certain distance,
and so also fixed at right angles. The camera improves the inspection speed, to inspect
from various angles, designed to set up a four.

2.1 Camera and Rotation Stage

We set up a 4 Basler camera to see the object from different angles. The rotation stage
that is designed to get all of the images of object by rotating 360°. The rotation stage
use the Fastech Motor and Ezi-Servo and EzM-42S-A-D driver, and the diameter of the

Fig. 1. Vision inspection system
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stage is 42 mm, the length of the motor is single, the encoder resolution is
10,000/rotation. Specification of Basler camera and Fastech Motor for getting a picture
of the product are shown in Table 1. Figure 2 shows the Basler camera and the rotation
stage.

Table 1. Specification of camera and motors

Basler camera Fastech motor

Product name acA1300-30lm (mono) Product name Ezi-Servo Plus_R
Resolution 1.3 M Resolution (P/R) 10,000/rotation
Pixel size 3lm*4lm Input voltage 24VDC ± 10 %
Frame rate 21*50 Rotation speed 0*3,000 rpm
Interface USB3.0
Sensor size 4.86 mm � 3.62 mm

Fig. 2. Basler camera and rotation stage

(a)IR770nm (b)IR940nm

(d) UV405nm(c) UV380nm

Fig. 3. Defect detection by LED wavelength
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2.2 LED Illumination

We set up 8-circular POWER LP 205 LED illuminations to see the object from dif-
ferent angles to have redundancy of light configurations. The wavelength of illumi-
nation is important to emphasize the gray level difference of the defects on normal
surface. We experiment on the possibility of defect detection according to the wave-
length, the results are shown in Fig. 3. Experimental result shows that as the wave-
length of illumination is closer Ultraviolet wavelength, the defect detection is clearer.

3 Surface Defect Detection

3.1 Optimize the Angle of the Illumination and Camera

In order to find the optimal angles of camera, illumination and motor, after the angle of
the illumination is fixed, the angle of the camera changes 10° steps to 90° from 0°,
while the angle of the motor changes 20° steps to 360° from 20°. Each different
configuration, when we detect the scratches. We marked red and yellow, in Fig. 4. The
optimal angles of camera are from 70° to 90°. Illuminations are 70°, 90°, from 140° to
150°. Motors are from 40° to 120°, from 180° to 240°. The Fig. 4 is the case of the 90°
angle of the illumination. While the angle of the illumination changed 10° from 10° to
80°, we repeat the experiment of the experiments to find the optimal optical configu-
ration of our vision system (Fig. 5).

Fig. 4. Result of defect detection by various angles
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3.2 Algorithm for Surface Detect

Conventional detecting scratch of surface algorithm is to use binary threshold tech-
nique [7]. This method is useful when the surface of object is flat and its gray value is
regular. However, our target has rounded surface and non-flat gray level value of
surface. The other method is edge detection based on Sobel or Laplacian operators.
Scratch defects may be shown as edge in image. This edge based method is also not
effective because surface are irregular shape and surface have irregular gray value at
round part of surface. These two methods are difficult to apply to objects having a
non-uniform surface and it make irregular brightness at a various illumination
configurations.

In our proposed algorithm, we have the reference image that is stored and
smoothed. Smoothing can removes noise caused by the brightness change. This good
original image is used as reference image. The Scratch image is compared with
smoothed reference image and scratch defects are detected by simple thresholding
algorithm as shown in Fig. 6. To avoid detection errors, the offset value should
carefully selected (Fig. 7).

Fig. 5. Scratch appears by various angles

Fig. 6. Scratch detection algorithm
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4 Experiment and Result

Figure 9 shows the developed our program UI to display all images obtained from 4
cameras with MFC. The 4 images in the first row are the reference images obtained
with golden samples, the 4 images in second row are the obtained images at various
configurations, the 4 images in third row are the result of the images after image
processing. Proposed algorithm are easily explained by images and graphs of gray level
on the detection in Fig. 10. Green line means filtered gray level of golden objects and
red line is filtered gray level of captured image. Blue mark is detected defect on the
scratch. Table 2 shows the inspection results with our proposed system comparing to
human inspectors. Experiment result shows 98.7 % with better accuracy compared
with human inspectors (Fig. 8).

Fig. 7. Flowchart of surface scratch detection

Table 2. Specification of camera and motor

Inspection
method

Number
of trials

Number of
successes

Number of
real defect

Ratio
(%)

Human
inspector 1

1000 971 29 97.1

Human
inspector 2

1000 982 18 98.2

Human
inspector 3

1000 978 22 97.8

Proposed
method

1000 987 13 98.7
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Fig. 8. Graphic of user interface

Fig. 9. Graphic of user interface

Fig. 10. The result of scratch detection
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5 Conclusion

A surface inspection system for defects on injection molding case is presented based on
multi-camera, multi-illumination to capture images of object around and the proposed
subtraction image processing algorithm between reference and captured images. In this
study, experiments are for the black molding object. It is demonstrated that the
detecting works for tiny and invisible defects on surface. We show the result in the
ability of detection in non-flat objects with the proposed algorithm. In the future, the
applicability of detection of complex shaped object with various color will be con-
sidered. In the future, our study will concentrate on developing image acquisition
system to obtain better quality finger-vein images and PPG signals and new fusion
algorithms for high success rate and fast identification.

Acknowledgement. This research was financially supported by the Human Resource Training
Project for Regional Innovation and Creativity (NRF-2014H1C1A1066998).
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Abstract. In this paper, we implement the smart system for monitoring the
phonocardiogram of a patient. The proposed system consists of a module to
measure the phonocardiogram with Bluetooth communication and an encoder
module for storing the measured phonocardiogram to a standard protocol. The
system enables real time monitoring while following the international standards
to store the health signals. Especially, we implement the system to monitor the
PCG, and we show that the smart system can be utilized to monitor phono-
cardiogram of patients in a mobile environment.

Keywords: Mobile � PCG � Phonocardiogram � Encoder � Smart � Healthcare

1 Introduction

The cardiac sounds are ones to be recorded by waves after switching sound energy to
electric energy and called PCG(phonocardiogram). The examination of cardiac sounds
is generally implemented by auscultation, but the cardiac sounds can be analyzed
objectively and accurately comparing to auscultation and can record the sounds related
to the heart. And it has a merit of improving the auscultation ability by comparing
phonocardiogram and auscultation opinion. But the PCG can never be a substitution of
auscultation. It proposes more minute opinion by being looked at and listened to
together the PCG and auscultation. In any case, examination with either only auscul-
tation or phonocardiogram is incomplete. The cardiac sounds can be normally judged
by considering the relationship with ECG(electrocardiogram). Encoding methods for
utilizing the waves like this PCG with variety in the medical environment of health
care, remote medical treatment and health monitoring system have been developed,
saved and transmitted autonomously by each company. That is, the specifications for
storage and transmission follow manufacturers’ specifications, which makes compati-
bility between systems of different equipment to be difficult. And most system require
PC environment, which limits mobility and portability.

Lately MFER(medical waveform encoding rules) method was enacted and is used
as International Standard for saving effectively waveforms information used at clinical
diagnosis. The MFER can be easily realized by a user, saved as a file unit, and used
simply and effectively. The merit of this encoding method is to easily realize due to its
simple rules. But it has a structure inappropriate to monitor real-time because of file

© Springer Nature Singapore Pte Ltd. 2017
J.J. (Jong Hyuk) Park et al. (eds.), Advances in Computer Science and Ubiquitous Computing,
Lecture Notes in Electrical Engineering 421, DOI 10.1007/978-981-10-3023-9_151



unit encoding. That is, the storage of MFER as a file unit prevents a user from finding
the contents of PCG before completion of measurement, and from transmitting before
saving. And also the method limits portability and mobility because of its operation in
the PC environment. This study proposes an encoding structure which enables to save
and transmit by a certain data size in order to solve these difficulties. And this proposes
a PCG encoding system which can be effectively utilized under the smart environment
so as to make good use for remote clinical treatment with high mobility and portability.

2 Methods

2.1 Measurement of Cardiac Sounds

PCG is used for making a diagnosis of patient through auscultation other than ECG.
A cardiac sound measuring apparatus is used for comparing and quantitatively evalu-
ating by acoustically recording the movement of heart. Even though the examination of
cardiac sounds is executed with auscultation, the phonocardiogram can be objectively
analyzed with detail comparing to auscultation and has an advantage that can record
with accuracy the low frequency sound close to the low limit of normal auscultation
(20–20,000 Hz/s). And also the comparisons of phonocardiogram and auscultation
opinion enable to upgrade the auscultation ability. The normal phonocardiogram has
four sounds of I, II, III and IV shown at Fig. 1. I and II sounds are called as cardiac
sounds for contraction period, and III and IV are called as cardiac sounds for diastole.
I sound is one occurred at the early of contraction period, II sound is one occurred by
closure of semilunar valve at the end of contraction period. III sound is occurred by
vibration of ventricular screen when the blood flows into the ventricles from atrium at
the abundance period. IV sound (or atrium sounds) is low and dull one occurred after
0.12 s from the beginning of P wave and does not sound to normal people.

The measurement of cardiac sounds is executed around the measuring zone on the
chest like Fig. 2. The PCG signal input in the pre-treatment process shall be filtered in
order to remove artefact and noises. The band of cardiac sounds is 10 Hz–1 kHz,
which artefact and noises are removed through the pre-treatment. The measured PCG

Fig. 1. Phonocardiogram
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signals are switched to digital signals at the A/D switching zone through amplification
zone. The switched signals go through filters according to features of signals. And they
are converted as a file type by encoding on standard according to a encoding rule in
MFER encoding zone.

2.2 Standardized Encoding Part

The International Standard for encoding of bio-signal was enacted at ISO/IEEE11073.
Lately MFER standard was enacted in order to encode the waveform information used
in the medical section such as PCG. It is used maintaining the compatibility of bio
information in the diverse sections. The basic structure of MFER is composed of a
header and waveform data, which have tag, length and value. Tag (T) represents
property of data value, Length (L) does the length of data value, and value (V) shows
the contents represented by Tag (T). Figure 3 shows encoding rule of TLV type.

When MFER sends the medical waveform data, it must send as a file type after
completion of measurement. Therefore it cannot get the waveform information during
the measurement. It is difficult to check before the completion of measurement when
the data need to be transmitted or monitored during the measurement. This study
proposes the encoding like Fig. 5 in order to solve these problems.

2.3 Smart Encoding System

The proposal system in Fig. 4 basically follows MFER, International Standard, but can
save and transmit files during the measurement. Figure 4 shows the existing MFER file
structure. It has a structure to make one file by combining a header and a waveform
data. Figure 4 shows a structure of dividing the medical waveform data into certain

Fig. 2. Measurement of PCG

Fig. 3. TLV format for encoding medical signals
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data sizes as separate files and saving the files. When the size of data is small, it can be
saved while monitoring because the difference between measuring time and saved time
is small. Several data files with certain length come out. Finally a file can be made by
combining the header and data information.

3 Test and Results

As Fig. 5, when clicking a file with.mwf extension, the Info screen shows Header
information of file, and the Wave screen displays the actual waveform. It is composed
of Info, Wave and From menus. When we read a file, it processes Info menu and Wave
menu in order. And when we use Bluetooth communication, the Head information in
Info Menu is saved first, and then saves Waveform data transmitted in real time by

Fig. 4. Proposed encoding apparatus

Fig. 5. Smart encoding system
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combining them to headers. This can prevent loss of data from completion of Bluetooth
communication or communication error. The activity of reading file is executed Form
menu, Info menu and Wave menu in order. When clicking an item on the file list in
Form menu, it is transmitted to Info List Method. Info List processes Header infor-
mation and then Wave Viewer Method in Wave menu processes Wave Form Infor-
mation. The rule processing values follows MFER rules. Waveform process is executed
in WaveActivity class. When InfoList Method in InfoActivity processes Header, it
transmits block size, number of repeated file, number of channel, endian, unit size of
waveform, file name, properties of waveform to Wave Viewer Method and outputs
waveform information. The whole length of the waveform is calculated as block size *
number of channel * number of repeating * data size.

4 Conclusions

This study suggests an encoding system under the smart environment in order to save
and transmit the cardiac sounds. The smart PCG monitoring system has an MFER
structure, which enables to save and monitor by maintaining compatibility with the
existing system. The system has mobility and portability by realizing as an application
of smart phone. It can save in real time without a big increase of data, which would be
effective in the remote medical treatment.
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Abstract. The use of small cells is one of the key elements for future wireless
networks, which face ever-increasing demand for higher capacity. In this paper,
we investigate the effect of introducing small cells in IEEE 802.11 wireless
networks where access points of low transmit powers are mixed with access
points of normal transmit powers. We use Poisson point processes to randomly
locate normal access points, low-powered access points for small cells, and
wireless users in a given area. We evaluate the effect of introducing small cells
in the point of fairness among the wireless network users through simulations.

Keywords: Small cell � Voronoi diagram � Poisson point process

1 Introduction

To cope with the ever-increasing demand of wireless network capacity, heterogeneous
networks (HetNets) are considered as one of the key solutions for future mobile net-
works [1]. HetNet wireless networks are composed of heterogeneous cells (i.e., mixed
with macro cells and small cells). Macro cells usually contribute to building a wireless
coverage in which a minimum throughput for mobile communications is guaranteed
(usually for voice communications). Small cells (also known as femtocells or picocells)
are expected to contribute to building hotspot zones which can offload the load of busy
macro cells covering large areas.

HetNets are, however, mainly considered as key technologies for future mobile
wireless networks such as the 5 G network [2]. Other wireless networks such as IEEE
802.11 wireless networks could also introduce small cells to improve the capacity and
performance. Small cells, however, may result in degradation of overall network
performance when they are introduced in IEEE 802.11 wireless networks without
careful study of the impact they might bring in. This is because IEEE 802.11 wireless
networks have quite different operation mechanisms from the operator-managed
wireless mobile networks such as LTE.

Basically IEEE 802.11 wireless networks are based on the cooperation among
participating mobile nodes. The request to send/clear to send (RTS/CTS) mechanism
and the random backoff in the carrier sensing multiple access with collision avoidance
(CSMA/CA) scheme are examples of the cooperation. But, one of the most important
assumptions behind is that participating entities use the same transmit power not to
unfairly utilize wireless resources. Introducing small cells by deploying access points

© Springer Nature Singapore Pte Ltd. 2017
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(APs) of less transmit power than that of normal APs may result in unfairness to
wireless network users who associated with small-cell access points.

In this paper we focus on the effect of introducing small cells in IEEE 802.11
wireless networks at infrastructure mode. We use the ns-2 [3] network simulator of
version 2.35 to evaluate the performance and the fairness among users of heteroge-
neous IEEE 802.11 wireless networks.

2 User Associations and Voronoi Diagram

We first investigate the associations between wireless users (or mobile nodes) and
access points of IEEE 802.11 wireless networks and compare them to Voronoi dia-
grams [4]. Throughout this paper, we use independent Poisson point processes of
different densities to randomly select the positions of mobile nodes (MN), normal-cell
access points (AP), and access points for small cells (SAP) in a given area. With
homogeneous networks (i.e., all access points use the same transmit power), the
association between mobile nodes and access points can be analyzed from the positions
of the mobile nodes and the access points [5].

In Fig. 1, we show simulation results of the associations between 10 mobile nodes
and 10 access points using the lines between the access points and the mobile nodes
associated with them. In the simulations, all access points and mobile nodes use
100 mW for transmission. Figure 1 also shows the tessellation of ordinary Voronoi
diagram constructed using the locations of the access points in the plane. The figure
shows that all the associations between the mobile nodes and the access points accu-
rately coincide with the Voronoi areas of access points.

The accuracy comes from the policy with which the mobile nodes make associa-
tions with the access points. In our simulations, each mobile node calculates received
signal powers (Pr) of beacon signals from each access point using Eq. (1) from Friis [6]
and makes association with the access point of the strongest received signal power.

Pr ¼ PtGtGrk
2=ðð4pdÞ2LÞ: ð1Þ

Here, Pt is the transmit power of access points, and Gt and Gr is the antenna gain of
the transmitter and receiver, respectively. k is wavelength of the signal, d is the distance
from a mobile node and an access point, and L is a loss parameter.

For the heterogeneous network cases (i.e., wireless networks composed of access
points of different transmit powers), we use a similar approach to investigate the
associations between mobile nodes and access points of different transmit powers: we
first simulate the associations and compare the results to Voronoi diagram. Figure 2
shows the association results when we change the transmit powers of 5 access points in
Fig. 1 from 100 mW to 10 mW. The figure also shows the multiplicatively weighted
Voronoi diagram constructed using the locations of the access points and their transmit
powers.

In multiplicatively weighted Voronoi diagrams, tessellations are decided not only
by the geographical distribution of the center of each cell but also by the weight of each
cell with the following multiplicatively weighted metric:
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k x� xi k =wi\ k x� xj k =wj: ð2Þ

Here, x is a point in a plane. wi and wj are the weight of cell i and j, respectively. xi
and xj are the position of the center of cell i and j in the plane, respectively.

However, if we use the transmit power of each access point (pi) as its weight (wi) in
Eq. (2), the resulting tessellation is not accurate compared to the association results
from simulations. We need to use the square root of the transmit power of each cell as

Fig. 1. Ordinary Voronoi diagram and associations of 10 mobile nodes (MNs) and 10 access
points (APs) in an area of 200 m � 200 m.

Fig. 2. Multiplicatively weighted Voronoi diagram and the associations of 10 mobile nodes
with 5 normal APs and 5 small-cell APs (SAP) in an area of 200 m � 200 m.
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its weight since the distance d in Eq. (1) is squared. This can be accomplished by
expressing the metric in Eq. (2) as below:

k x� xi k =
ffiffiffiffi
pi

p
\ k x� xj k =

ffiffiffiffiffi
Pj

p
: ð3Þ

The tessellations in Fig. 2 show that we can accurately describe the associations
between mobile nodes and access points of different transmit powers with the metric in
Eq. (3) when Eq. (1) is used as the radio propagation model.

3 Simulation Results

To evaluate the performance of the heterogeneous IEEE 802 wireless networks, we use
and develop the following features in ns-2 version 2.35:

(1) To investigate association relationships between mobile nodes and access points,
we first use the infrastructure mode of IEEE802.11. Here, RXThresh_ and
CSThresh_ parameters are set to very small values to allow all participants to
detect each other.

(2) After gathering the association relationships, for actual simulations, we use the
802.11Ext1 module from [7] and parameter recommendations for IEEE802.11a
[8] to investigate performances with different modulation schemes. The module
supports four modulation schemes (i.e., BPSK, QPSK, 16-QAM, and 64-QAM)
to designate the minimum signal-to-interference-plus-noise ratio (SINR)
requirements for proper packet decoding.

(3) We adopt No Ad-hoc Routing Agent (NOAH) feature from [9] to designate fixed
and direct routing paths between access points and their associated mobile nodes
using the association relationships.

(4) We modify the packet propagation scheme in ns-2 (i.e., channel.cc) related to
the 802.11Ext module for access points of different transmit powers to have
different propagation ranges: only mobile nodes in their propagation ranges
receive packets.

In our simulations, access points are continuously backlogged by constant-bit-rate
(CBR) traffic of 10 Mbps to each mobile node associated with them from one second
after starting simulations. The packet size of CBR traffic is 1,000 bytes and the queue
size for the application traffic is set to 50 packets. The RTS/CTS scheme is disabled and
TwoRayGround model [10] is used for radio propagation. All the other parameters for
simulations are left to the default values of the ns-2 distribution.

Figure 3 shows the changes of throughputs of 10 CBR flows from access points to
their associated mobile nodes during the first three seconds of simulations. All flows
use the QAM64 modulation scheme. Figure 3(a) is the simulation results of the
homogeneous case depicted in Fig. 1. Figure 3(b) is the simulation results of the

1 Since the 802.11Ext module does not support the infrastructure mode, we use NOAH to explicitly
disable ad-hoc routings.
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heterogeneous case depicted in Fig. 2. Since the size of the area (i.e., 200 m � 200 m)
used for simulations is small compared to the transmit powers of access points, all
access points detect traffic from each other including small-cell access points and
control their sending rates according to the CSMA/CA scheme.

As a result, as Fig. 3(b) shows, small-cell users (i.e., MN 10 and MN 19) eventually
achieve more per user throughput than normal-cell users because the number of users
associated with small cells are smaller than that of normal cells as the Voronoi diagram
in Fig. 2 suggest.

However, when we increase the size of the area, the per user throughput of wireless
users associated with small-cell access points and that of wireless users associated with
normal-cell access points show significant changes in high modulation schemes as
shown in Fig. 4.

Fig. 3. The changes of achieved throughputs by 10 MNs: (a) of Fig. 1, (b) of Fig. 2.

Fig. 4. Per user throughput of wireless users associated with normal-cell APs (AP users) and
small-cell APs (SAP users).
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For the simulations in Fig. 4, we use three different sizes of areas: 200 m � 200 m,
700 m � 700 m, and 1,200 m � 1,200 m. In each scenario, 5 normal-cell APs of
100 mW transmit power and 5 small-cell APs of 10 mW transmit power send CBR
traffic of 10 Mbps during 4 s to their associated MNs from total 10 mobile nodes of
100 mW transmit power. The locations of mobile nodes and access points are ran-
domly selected using independent Poisson point processes. For each scenario, the four
modulation schemes are used to investigate the effects of the size of the areas on SINR.
All simulations are repeated 5 times with different seed values.

The simulation results in Fig. 4 show that small-cell users achieve lower per user
throughput than that of normal-cell users when high modulation schemes such as
16-QAM and 64-QAM are used in wider areas of 700 m � 700 m and
1,200 m � 1,200 m.

4 Conclusion

This paper investigates the effect of introducing small cells in IEEE 802.11 wireless
networks. With simulations, we show the associations between mobile nodes and
access points in heterogeneous networks with Friis’s propagation model can be ana-
lyzed with the multiplicatively weighted metric of Voronoi diagram using the square
roots of transmit powers as the weights of cells. We also show that per user throughput
of small-cell users can be lower than that of normal-cell users when they use high
modulation schemes.

Acknowledgements. This work was supported by 2015 Hongik University Research Fund.
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Abstract. IoT devices are widely used in everywhere for collecting data,
controlling home equipment and so on. Also, MQTT protocol is used for
sending a message in IoT devices because it is designed for a light-weight
device and unreliable network condition. However, MQTT protocol has vul-
nerability to maintain order between messages against messages order is very
important in some home automation such as controlling gas valve. In this paper,
we design and implement a reliable message transmission system using MQTT
protocol to maintain messages order.

Keywords: IoT � MQTT � Push protocol � Reliable message transmission
system � Message order

1 Introduction

Network traffic consumption is being moving from desktop device to mobile device
and mobile network traffic CAGR is increasing very highly. The network traffic of
non-smartphone and M2M in 2015 is 89,630 TB/mo. and 99,222 TB/mo. and is
expected 229,720 TB/mo. and 2,058,792 TB/mo. in 2020 according to CISCO [1].
These network traffic CAGR is each 25 % and 83 %. This means M2M system is
increasing very highly in our life. The rate of increase of M2M network traffic will be
310 % in 2020 against 2015 [1].

Push protocol is widely used in IoT devices under M2M environment to transmit
messages to other devices or servers. Push protocol is efficient protocol than pooling
protocol because push protocol does not need to check there is a new message in a
server regularly. Specially, MQTT protocol is light-weight protocol for a low-power
small device [2, 3]. However, MQTT protocol only guarantees each message delivery
but does not guarantee order of messages. Also, cloud IoT platforms which contains
MQTT protocol such as Amazon IoT, Microsoft Azure don’t support all QoS of MQTT
protocol for performance issue [4, 5].
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Exact message delivery and guarantee of message order is mandatory in IoT
security business area because wrong messages transmission can be caused an accident
for real life such as wrong smoke detection, gas and water leakage detection.

Therefore, in this paper we research how messages can be transmitted exact once
under right messages order.

2 Related Research

2.1 Internet of Things(IoT) and IoT Cloud Platform

The Internet of Things(IoT) is the network of physical objects or “things” embedded
with electronics, software, sensors and network connectivity [6]. These objects do
collect or exchange the data. For example, home-automation of LG makes people can
turn off a light or lock a gas valve remotely [7].

IoT devices are designed for working alone without human decision. Some IoT
Environment such as marketing messages sending so exact messages delivery is highly
important. It could happen accident if there is a message missing or a wrong message
delivery. People would like to use sensor devices such as smoke detectors, gas and
water leakage detectors in home automation [8] and it is highly important that deliver
sensor data exact once in order. If a gas valve control IoT device’s message order is
reversed for turning on and off, the house can fire because of wrong messages.
Therefore, research of reliable message delivery and development are being going
continuously.

Cloud platform is common strategy in fast changing IT market for productivity
maintenance of mass data and reducing cost. Also, Korea government encourages
k-cloud platform [9]. IoT is being also one of important part of could platform and
several most powerful could platform supports IoT functionality. AWS IoT [4] is one
of Amazon Web Service. AWS IoT supports IoT device SDK to connect a hardware
device and mobile application. And that provides message communication by using
MQTT protocol. Microsoft Azure IoT Hub [5] supports MQTT protocol to connect
with IoT devices. However, both of IoT cloud platform only supports MQTT QoS
level 0 and 1. It means a message can be transmitted at least once and a message can be
transmitted more than once.

2.2 MQTT Protocol

MQTT protocol is the message push protocol released by IBM [10]. MQTT protocol
was designed to transfer the messages reliably under the low-bandwidth network
condition and long network delay. Currently cloud IoT platform such as Amazon AWS
IoT and Microsoft Azure IoT Hub uses MQTT protocol to send a messages to devices.
Facebook instant messenger application for mobile device also uses the MQTT pro-
tocol [10] as well.

MQTT protocol consists of subscriber, publish and message broker. Topic is a
message string for each client and it consists of one or more levels. Each level is
distinguished by slash (/) and the structure looks like tree structure. MQTT protocol
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defines 3 levels of QoS (Quality of Service) which is an agreement between sender and
receiver of a single message regarding the guarantees of delivery a message. There are
3 QoS levels in MQTT [3].

QoS 0: At most once. Do not guarantee a message delivery.
QoS 1: At least once. Can deliver a message more than once.
QoS 2: Exactly once. Exactly once with 4 level handshaking.

A system which needs reliable message delivery uses QoS level 2. However, QoS 2
does not guarantee messages order but only guarantee single message delivery. In
addition, most of IoT cloud platform still does not support QoS 2, so some IoT device
has to use MQTT protocol with QoS 1. In this situation, message delivery cannot be
guaranteed when time delay has occurred because of network condition as shown
picture, Fig. 1.

3 Design of a Reliable Message Transmission System

3.1 An IoT Sensor Device and an IoT Control Device

An IoT devices is classified into two types. One is an IoT sensor device and the other is
an IoT control device. An IoT sensor device is the device can collect a data such as
temperature or control a home equipment. An IoT control device is the device can show
data or control an IoT sensor device such as turning on/off. In many cases, an IoT
control device is a smart-phone. One IoT sensor device connect with more than one IoT
control devices normally. The relationship between an IoT sensor device and an IoT
control device is similar with 1:N, therefore, the mechanism to send a message reliably
is different to both of an IoT sensor device and IoT control device.

3.2 A Expanded Message with Sequence Field

A message order and exact once delivery is needed for reliable messages delivery. So
we define a message sequence field and every message can be transmitted with the
message sequence field to check message order and exact once delivery. A sequence is
generated and published with each message. We will expand a message field to contain
a sequence. First 4 bytes of a message is reserved for sequence and sequence field is
expressed as hex string, as shown in Fig. 2. Min. sequence value is 0000 and max.

Fig. 1. Reversed or duplicated messages order in message sending flow
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sequence value is FFFF. It means the sequence field can handle 65,535 messages. This
mechanism is better than BIT expression in other research [10] because a MQTT
protocol message has to be represented by ASCII string. BIT expression can cause
problem while sending a message. In addition, this sequence field uses only 4 bytes
therefore, it does not affect too much network traffic.

3.3 A Reliable Message Transmission System Structure

An IoT sensor device generates initial sequence value and publish to a server because
the server must know which sequence number is initial start value before publishing a
message. An IoT sensor device generates a sequence number and an expanded message
when publishing each message. On the other hands, An IoT control device requests a
sequence number to the server before publish a message because the number of an IoT
control device could be more than one and every IoT control device’s sequence number
have not to be duplicated. Both of an IoT sensor device and an IoT control device
checks a message sequence and waits or requests a previous message if a message
order is wrong when receiving a message from the other side, as shown in Fig. 3. There
is a storage for a sequence number in an IoT sensor device and an IoT Server.

Figure 4 shows the reliable message transmission system structure. There is mes-
sage repository to resend a missing message in an IoT server. Also, there are sequence
repository in both of an IoT sensor device and an IoT server.

/IoT_A/temperature/message1 /IoT_A/temperature/####message1

Fig. 2. Expanded messages for a sequence
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Fig. 3. Data flow in reliable message transmission system
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4 Experiment and Analysis

4.1 Experiment Environment

We verify a reliable message transmission system described in this paper through this
experiment. The experiment environment for this is in below Table 1. Also, we use the
network simulator named clumsy [11] to make unstable network condition And we had
experiment messages from both side of the client send without missing.

4.2 Result of Experiment

MQTT message broker without a reliable message transmission system did not send
messages in order under unstable network condition. We made unstable network packet
such as drop, lag and out of order by using the clumsy software and about 9 %
messages sent in irregularly. However, the reliable message transmission system sent
whole message in order without missing, as shown in Table 2.

Subscribe 
a Topic From 
IoTControl 
device

Publish
a message

Subscribe 
a Topic From 
IoTSensor 
deviceIoTServer

MQTT Server

Sequence repository

Message repository

Reliable transmission 
server module

IoTSensor device

MQTT Server

Sequence repository

Reliable transmission 
client module

IoTControl device

MQTT Server

Reliable transmission 
client module

Publish
a message 
from IoT
Control device

Publish
a message 
from IoT
Sensor device

Publish
a message

Fig. 4. Reliable message transmission system structure

Table 1. Experiment environment

Item IoT server IoT senor device IoT control device

OS Ubuntu 14.04.3 on
AWS

Ubuntu mate 16.04 on
Raspberry Pi

Microsoft
Windows 10

RDBMS MySQL v5.5.50 – –

Message
broker

mosquitto v1.4.9 mosquitto v1.4.9 mosquitto v1.4.9

Table 2. Experiment result

Item MQTT protocol Reliable message transmission system

Wrong messages rate 4 % 0 %
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5 Conclusion

In this paper, we described and experimented the reliable message transmission system
based on MQTT protocol to guarantee message order for IoT environment. We con-
firmed the reliable message transmission system can deliver messages sequentially
without a long time delay. In future research, we will research more the reliable
message transmission system in more complex environment.
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Abstract. The purpose of this study is to implement the smart IoT factory
through developing an automatic 6-years fresh ginseng grade classification
device. The washed 6-years ginseng from farmland should be sorted 3 rating by
a classification criterion such as weight and shape but this classification process
has been conventionally performed manually and there are increasing sorting
process costs. To overcome this disadvantage, we developed an automatic
gin-seng sorting device. The 6 years ginseng put into the device for the clas-
sification is designed to perform such as the weight estimation and the shape
analyzed by the image processing procedure, and classification result is sent to
the factory server over the network. Evaluating the performance of developing
machine experiment with 100 6-years ginseng showed a high recognition rate
for 94 % for grade 1, 98 % for grade 2, and 90 % for grade 3.

Keywords: Agriculture classification � IoT factory � Image analysis

1 Introduction

Ginseng and red ginseng originate from the Republic of Korea. Red ginseng products
that are manufactured and sold by the Korea Tobacco & Ginseng Corporation have
been acknowledged around the world for their quality and reliability. An objective
quality classification is required to grade 6-year-old fresh ginseng for the manufacture
of red ginseng rather than depending on the human eye or experience [1]. This grading
has caused controversy with cultivators every year. It is reported that hundreds of
millions of won and 1530 skilled inspectors are required to grade raw ginseng each
year. Automatic classification for some if not all 6-year-old fresh ginseng for the
manufacture of red ginseng can be expected to greatly reduce the inspection costs [2,
3]. The purpose of this study was to develop an automatic 6-years ginseng sorting
machine and the classification result is to send the factory server, and in the server,
perform saving a daily classification result, monitoring the current classification status,
and to effectively perform production management.
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2 Material and Method

2.1 The Design of Automatic Ginseng Sorting Machine

The Fig. 1 is showed concept of an automatic ginseng sorting machine and it is
composed of the first inlet conveyor belt and the secondary classification conveyor belt.
The incoming ginseng is estimated the weight by the Fig. 1-1 camera and moving to
the bottom side. At this time, the ginseng is captured the 4 side shape by the 4-way
camera as shown in the Fig. 1-‘2. The inletting ginseng can be sorted by estimating
weight algorithm and shape analysis algorithm 1st, 2nd, and 3rd grade, respectively.
Also, the sorting result is show up the LCD monitor and transmits to the factory server
throughout inner network. Time that the ginseng transferred from point A to B is
0.5 m/s, and image analysis execution speed is within 0.1 s/sample. Also, the devel-
oping machine can sort 2 to 3 pieces/second.

Figure 2 shows actual developing system which can be confirmed control box for
conveyor belt control, the display unit for checking image processing result, inlet and
sorting conveyor blet.

Fig. 1. The concept of the automatic ginseng sorting machine

Fig. 2. The actual developing ginseng sorting machine
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Figure 3(a) is shows a ginseng inlet conveyor belt which is configured by black
color for efficient image processing. The four sorting actuator which can control
module and located is classification conveyor belt as shown the Fig. 3(b).

2.2 The Controller of Automatic Ginseng Sorting Machine

The main control box is needed for efficient controlling of a ginseng sorting machine
and the Fig. 4 shows block diagram of the control system box which is consist of a
power controller, 2 AC induction motor drivers of conveyor belt, 4 the pneumatic
actuator controller, a ginseng position sensor of on the conveyor and light controller for
image gathering camera. The five cameras are connected to control server by USB
connection as shown in Fig. 4-1. After that the finishing imaging analysis, the clas-
sification information send to the factory server and showing up a display unit.

Figure 5 shows control box of a total ginseng sorting machine. The each module as
shown in Fig. 4 is located inside of control box. Also, the Fig. 6(a) is snapshot of the
actual developed main control PCB, the Fig. 6(b) is light controller and the Fig. 6(c)
shows installing LED Array on a darkroom for a camera light source.

(a) A ginseng inlet conveyor belt          (b) A sorting conveyor belt

Fig. 3. The two step conveyor belt of an automatic ginseng sorting machine (a) A ginseng inlet
conveyor belt (b) A sorting conveyor belt

Fig.4. Control module bloc diagram
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2.3 The Estimating Ginseng Weight Algorithm

The original 1920 � 1080 pixel color image is converted to a 256 level (8 bit) or 0
(black) to 255 (white) gray level value based on the differences in light and shade to
analogize the correlation of the image with the fresh ginseng weight. Afterwards, the
gray image is filtered to extract the parameter most closely related to the weight
information. The number of pixels ranging from 0 to 255 is counted in the converted
gray image, and a histogram is developed that shows the distribution. The background
region is eliminated from the fresh ginseng image, and banalization is performed to
distinguish the body. The binary image has partial bright lighting in the background

Fig. 5. Control box

(a) Controller    (b) Light Controller     (c) LED Array

Fig. 6. The actual PCB snapshot of control module (a) Controller (b) Light Controller (c) LED
Array

Fig. 7. Estimating ginseng weight algorithm procedure: (a) original image loading, (b) conver-
sion to gray image, (c) image banalization, and (d) block filtering.
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part besides the fresh ginseng body part. Block filtering is performed to eliminate the
minute lateral roots that should have little influence on the weight of the fresh ginseng,
and the remaining blocks are used to calculate the parameters. Figure 7 shows the
extraction process: (a) original image loading, (b) conversion to gray image, (c) image
banalization, and (d) block filtering.

A black filter divides regions of 1920 � 1080 pixel images into blocks of certain
sizes. The blocks are white if the distribution of white pixels is higher than a particular
threshold (%) and black if it is lower than the threshold. This filter is used to remove
fine roots and show the body region that provides much of the weight.

Figure 8 shows the observed results when the length � width dimensions of the
block filter were increased to 20 � 20, 40 � 40, and 60 � 60 while the threshold was
fixed to 60 %. The body shape was shown while the fine roots were removed with the
20 � 20 blocks (Fig. 8a), but losses occurred due to the staircase phenomenon and
resolution deterioration with increasing block size. Thus, it is important to set the
proper block size and threshold.

2.4 The Ginseng Shape Analysis Algorithm

Just like people have different shapes and appearances, fresh ginseng specimens also
have unique appearances. However, the names of certain parts are different. Figure 3
classifies the five main parts of fresh ginseng. Figure 9(a) shows the fibrous root, which
is attached to the body or head region and is not present in every fresh ginseng.
Figure 3(b) shows the rhizome, which is present in every fresh ginseng at the head
region. Figure 3(c) shows the body of fresh ginseng, which is called the taproot. This
occupies most of the fresh ginseng and is the most important part when manufacturing
red ginseng. Figure 3(d) shows the leg region, which is called the lateral root; each
fresh ginseng has about one to five of these roots. Figure 3(e) shows the fine roots,
which absorbs nutrients in the ground.

Table 1 presents the classification criteria of grades 1, 2, and 3 ginseng provided by
the KGCGinseng Institute. Decision parameters such as the fresh ginsengweight, taproot
length, ratio, and number of lateral roots were used, and the fact that experts with long

Fig. 8. The block filter result depending on a block size: (a) Binary Image, (b) 20 � 20 block
size, (c) 40 � 40 block size and (d) 60 � 60 block size
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careers classify specimens with rough judgment without accurate measurement tools was
examined. Here, (1) the height of the taproot, (2) width of the taproot, (3) height/width
ratio of the taproot, and (4) width/height ratio of the taproot were selected as the grading
parameters of fresh ginseng for pattern recognition training and test data.

3 Experiment and Result

3.1 The Result of Estimating Weight

Regarding the threshold in the banalization in the gray image, the block filter settings
were fixed (block size: 10 � 10, threshold: 90 %) and the correlation coefficient from
the linear regression analysis was observed while changing the banalization threshold
between 41 and 50. A threshold of 43 was determined to have the highest correlation
(Table 1). Afterwards, the length � width of the block filter and threshold in Tables 2
and 3 were fixed to the banalization threshold of 43. Based on increasing the block
filter size from 11 � 11 to 20 � 20 pixels and increasing the threshold from 86 % to

Fig. 9. Parts of the ginseng

Table 1. Grade classification criteria for 6-year-old ginseng from the KGC Ginseng Institute

Grade 1 Grade 2 Grade 3 Off-grade

Head Head balanced with
body part

Head balanced with
body part

Head balanced with
body part

No limit

Body is partially fat
or curve is not
severe

Body is partially fat
or curve is not
severe

Body is partially fat
or curve is not
severe

No limit

Body
and
leg

Body length is 6 cm
or longer, more than
two legs that are
5 cm or longer, but
body radius must be
2/5 or less than the
body length

Body length is 4 cm
or longer, more than
two legs that are
3 cm or longer, but
body length is 8 cm
or longer and is
straight. The body
radius must be half
or less than the body
length

Body length is 3 cm
or longer, legs are
balanced with the
body, and body
length of 5 cm or
longer and is
straight. Poor body
shape with a weight
of 50 g or higher is
included

No limit

Implementation of a Smart IoT Factory 993



95 % in the linear regression analysis, the highest settings for the correlation coefficient
were set to an 18 � 18 pixel block size and 90 % threshold.

The correlation coefficient for the number of output pixels and fresh ginseng weight
had a maximum value of 0.9162 when a block filter was applied with a banalization
threshold of 43, size of 18 � 18, and threshold of 90 %. The estimated regression was
y = 2.517x + 45.82, and analysis of variance was performed on the estimated
regression equation to test the significance as shown Fig. 10. It was considered to be
significant with a p-value = 4.4652E−51 based on an F-test with a 0.05 significance
level and decision coefficient of r2 = 0.839. This means that 83 % of the data is
explained by the estimated regression equation.

3.2 The Result of Shape Analysis

We used SVM(support vector machine) algorithm for shape pattern classification [4,
5], Fig. 11 shows the grade classification method based on pattern recognition. The
training data and test data for pattern recognition were designed so that they would not
repeat. The correct match rate (%) of each grade, mean correct match rate, FRR (false
rejection rate), and FAR (false acceptance rate) indices were used for performance
evaluation. Table 2 presents the recognition rate and performance according to the
number of training data when each of the four parameters were used. The recognition
rates were 94 % for grade 1, 98 % for grade 2, and 90 % for grade 3. A high recog-
nition performance of 6.0 % FRR and 5.4 % FAR was obtained with four parameters
and 10 points of training data, as indicated in Table 3.

Table 2. Ginseng grade recognition results

Number
of
training
data

Grade 1
recognition
rate (%)

Grade 2
recognition
rate (%)

Grade 3
recognition
rate (%)

Average
recognition
rate (%)

FRR
(%)

FAR
(%)

10 94 98 90 94 6 5.4
15 93.33 97.77 88.9 93.3 6.6 5.9
20 96.66 100 80 92.2 7.7 6.3

Fig. 10. The result of regression analysis.
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4 Discussion and Conclusion

The purpose of this study was to develop an automatic 6-years ginseng sorting machine
and the classification result is to send the factory server, and in the server, perform
saving a daily classification result, monitoring the current classification status, and to
effectively perform production management. The classification ginseng is judged by
image processing procedure such as weight estimation and shape pattern analysis
procedure. A ginseng, in the range of weight 75 g*40 g is determined as a 2 grade,
weight 40 g*30 g is determined as a 3 grade or more of the weight 75, it is determined
as a candidate of 1 grade. After weight estimation procedure, the 1 grade group of
candidates are performed the evaluation determination by the shape analysis again to
determine 1 to 3 grade. Evaluating the performance of developing machine experiment
with 100 6-years ginseng showed a high recognition rate for 94 % for grade 1, 98 %
for grade 2, and 90 % for grade 3.

Acknowledgement. This work was supported by the Human Resource Training Program for
Regional Innovation and Creativity through the Ministry of Education and National Research
Foundation of Korea(NRF-2014H1C1A1066998) and supported by KGC ginseng research
institute.
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Abstract. This study aims to automatically segment of oval cell in fluorescence
stained cell image and quantify cell counts. For this study, an algorithm for oval
cell contour tracking was suggested based on the classic chain code method and
overlapped cells were segmented using border line angle variation information.
For verifying the accuracy of the suggested method, our method and Freeman’s
chain code method were applied to the same oval cell images. Then the border
line tracking results were identified and the execution speed and computation
per pixel were compared. Also, it was compared with the segmentation result of
the Watershed technique, which is a general region-based segmentation, for
evaluating the cell segmentation result with the naked eye. We applied an
automatic algorithm to quantify cell counts in 20 cell images. For verifying the
accuracy of cell counting, our algorithm was compared with the result of the
manual counting method and ImageJ tool-based counting method.

Keywords: Fluorescence microsccpy image � Cell segmentation � Chain code
technique � Oval cell � Cell counting

1 Introduction

Recently, many researchers were measured from cell images of the microscope for check
of medicine treatment and pathologic diagnosis of cellular tissue in bioinformatics field.
Cell image processing was mostly performed by a specialist’s subjective visual inspec-
tion, and it was required a lot of time, costs, high concentration as well as derived proper
result. To acquire an objective and high reproducibility of cell image, many studies have
been conducted about automated analysis of cell images. [1–6] In case of interpretation of
the cell image, image segmentation is the most basic and essential step. However, it is
hard to exact segmentation because different many noise and environment.
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A method of image segmentation is generally used region-based [7], edge-based
[8], histogram-based [9], cluster-based [10], Morphological-based [11]. In the
region-based method mainly utilizes the watershed algorithm developed by Beucher
[12]. Edge-based segmentation method of Freeman chain code [13] schemes intro-
duced into 1961 is mainly used. Freeman Chain Code (FCC) Algorithm is mainly used
tracking algorithm for object boundaries. Recently, the FCC used as for the cell seg-
ment method of bladder tissue cell, skin tissue cell, red blood cell [14, 15].

In this paper, we proposed suitable algorithm that edge detects of ellipse shape cell
based on boundary line tracking method of chain code. In the case of each other
overlapped cell to find overlapping point to track connected components of
eight-connectivity mask of chain code, and segment single cell using distance based
linear interpolation. Proposed segmentation algorithm is total fifteen images are applied
and as result measured cell count. The results of cell count is compared with visual
analysis results and cell count to get free cell analysis software ImageJ. Also, it’s
performance was verified compared with the general watershed algorithm used to
evaluate division accuracy.

2 Method

This section explains how to segments of cell images. In this paper, we used MKN-28 a
gastric cancer cell image of 70-year-old Mongolian woman with taken using a
fluorescent microscope. MKN-28 cell usually grows well with a large round shape. We
propose an algorithm to automatically segment of based on the oval-shaped cells. The
proposed methods consist of four steps. The four main steps in the method were as
follows: Gaussian filtering and binarization, contour tracing, overlapped points extrac-
tion, linear interpolation. First, it is smoothed using a 3 � 3 Gaussian Kernel in order to
reduce the noise of the image. And then it used Otsu’s method of binarization that
determined the Global fixed threshold. It segment of cell and background of image using
a brightness difference. Secondly, in order to obtain contour information on the cell,
applying the algorithm of the improved chain code in the binarized cell image. Thirdly,
extracts the overlapping points of the cluster cells through the analysis of the angular
variation in the connecting element of the cell contour. Fourth, Overlapping points are
connected to each other by using a linear interpolation between the points at close range.

2.1 Freeman Chain Code Algorithm

In order to track the boundaries, Freeman Chain code Algorithm uses 8-way formulated
sequences. The Eight ways are represented in integer from 0 to 7 and the formula is
specified in Eq. 1.

n0 ¼ ðnþ 5Þ& 7: ð1Þ

The formula above begin at n to examines contingent pixels spinning clockwise to
find a pixel value n’ specifying object’s boundary. When it found a boundary pixel,
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it moves on to it and continue to examine whether there is the boundary around it. The
Algorithm finishes the tracking process when it has completed the processing of every
single point and finally get back to the first pixel.

2.2 Proposed Chain Code Algorithm

The previous Freeman’s Chain code Algorithm is a strong method of tracking
boundary, but the round cell image of this study doesn’t have great angular variation on
which the pixel is linked to the next pixel. Therefore, it tends to examine the unnec-
essary pixels that have low possibilities of becoming boundary. It makes the process
much slower because the computation increases. So this study suggests refined Chain
code Algorithm for the boundary tracking of round-form cell image. The direction
vector of chain code in the proposed method is as Fig. 1. In this method, the movement
from one pixel to the next pixel requires examination of the contingent 8 pixels from
the current pixel. Preferentially it examines the previous direction it moved from. It’s
recommended the soft-curve boundary doesn’t make any great angular variation
because of its ellipse form. When the pixel value in the search direction doesn’t mean
the boundary of an object, it proceeds −45 degree pixel examination in clockwise
direction. When the pixel value means the boundary of an object, it proceeds +45
degree pixel examination in counter clockwise direction. The processing order for this
algorithm is represented in the box.

Step 1. Find pixels on which the boundary of an object begins as you scan from top to
bottom and from left to right of the input image respectively.

Step 2. Determine whether there is any boundary pixels as you scan 8 pixels con-
tingent to the current pixel. Flag value is set to 2. (Note: When the current
pixel is the beginning point of the boundary, the early search direction is set to
east(ip=4). Otherwise, it searches through the direction it moved from.)

Step 3. In order to move from on pixel to another, select one from the following two
options. Also, our formula is “n’= n + d”

Fig. 1. The direction vector of the proposed chain code
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(1) When there is a boundary pixel in the search direction:

– If the flag value is 0, it moves toward the specified direction. (proceed
to the Second Step)

– Otherwise, It examines the +45 degree direction pixel as it moves from
the current search direction(n) to the next search direction(n’). Then,
the flag value is set to 1.

(2) When there is no boundary pixel in the search direction:

– If the flag value is 1, it moves toward the −45 degree direction pixel.
(proceed to the Second Step)

– Otherwise, It examines the −45 degree direction pixel as it moves from
the current search direction(n) to the next search direction(n’). Then,
the flag value is set to 0.

Step 4. The search is completed when the current pixel location is equal to the
beginning point of the boundary.

When the boundary tracking is done according to the specified stages above, the
process is much faster as the computation is much less than the previous Chain code
Algorithm. The following is a table in which comparison was made between the
previous Freeman Chin code Algorithm and the new Algorithm proposed in this study.
As we can see in Table 1, the result of the boundary tracking using our new method is
100 % same with the result using Freeman Chain code Algorithm. However, the
method used in this study proceeded 138 turns less searching than the previous one.
The new method also was 0.331 s faster when tracking the boundary.

Sometimes, there are cases when the cells are overlapped as in Fig. 2(a). In order to
resolve this problem, we used the border line angle variation information. The points
on which the images overlap show great angular variation. Therefore, we used the
angular variation information acquired by our contour tracing method above to capture
the overlapping points.

We can see the curve is falling and then rising in Fig. 2(b). So we can determine the
points with great direction change as the overlapping points. After determining of the
overlapping points, the most nearest two points are connected using linear interpolation.

Table 1. The result of tracing the contour using FCC and our new method.

Our new method FCC method

Contour chain code 4 4 3 4 3 3 2 2 2 2 2 2 2 2 2 1 2
1 2 8 8 1 8 8 7 8 7 6 6 7 6 7 6 6
6 6 5 6 6 5 4 5 4 4

Amount of computation 94 252
Execution speed 0.147 s 0.478 s
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Use the formula (2) if you want the straight line calculated lining up two points when
using the linear interpolation.

pðxÞ ¼ yi x� xiþ 1ð Þ � yiþ 1 x� xið Þ
xi � xiþ 1

ð2Þ

3 Result

To trace the boundaries of the proposed scheme and to split the cell, We are in the
windows 7 Operating System Using the NI LabWindows CVI 2013 tool was imple-
mented algorithm in C language. In the case of overlapped cells and single cell in the
microscope image were exhibited under the Fig. 3(a–c). The overlapped cells point
obtained by using the angular variation information, it was exhibited the peak value
from the graph of Fig. 3(d).

(a)

(b)

Fig. 2. (a) The case of overlapped cells and (b) The method for finding overlapped points

a. original image b. binary image c. contour image d. Peak of overlapping cells  

Fig. 3. The case of overlapped Cell image and graph
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Under the Fig. 4(a) is part of the cell image, the Fig. 4(b) is binary image using the
Otsu binarization, the Fig. 4(c) is the result of contour tracing using the proposed in
this paper. Also Fig. 4(d) is segmented cell using the proposed method. The Fig. 4(e) is
exhibited result of cell segmentation using the Watershed Algorithm. The proposed
method shows no significant difference when compared with the result of Watershed
Algorithm by naked eyes. However, we find that the area of the cell is different to two
results. Compared with the watershed algorithm, A loss of the cell area information on
images was decreased from our algorithm.

The following Table 2 describes measured cell count using the visual inspection
and purposed method in this paper (A), Image J (NIH, National Institute of Health) free
image analysis software (B) from the 15 pictures.

(a)          (b)          (c)          (d)          (e) 

Fig. 4. Comparative results of the watershed method and our method

Table 2. The result of cell counting using two methods

Test image number Manual cell count Auto cell count (A) ImageJ cell count (B)

1 64 64 64
2 67 67 64
3 69 65 68
4 78 78 73
5 88 85 82
6 97 89 73
7 106 99 101
8 135 132 126
9 139 139 134
10 151 150 151
11 154 154 150
12 157 155 140
13 159 148 145
14 162 159 148
15 178 175 173
Average accuracy (%) 97.3 93.8
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When measured the segmentation accuracy which compared A and B method based
on visual inspection, accuracy of A method showed at 97.3 % and B method showed at
93.8 %. Also, the error rate of Automatic Cell counts showed at 2.54 %, and the error
rate of ImageJ cell counts showed 5.46 %.

4 Conclusion

In this paper, we were tracking the contour of the oval cell by applying the improved
chain code algorithm. And then, it found the cell overlapped points to segments of
overlapped cell analysing the angular variation information of cell edges. Overlapping
or touching cell’s overlapped points used to segments by linear interpolation. This
method is faster than contour tracing time of Freeman Chain code about 0.33 s, also
amount of computation is less than about 2.7 times. Moreover loss of cell area
information was that the method was less than using the watershed algorithm. It was
calculated based on the time that is applied to one cell. In fact one image, the average
120 or more cells were present. Therefore, It is expected more bigger differences that
total performance speed and amount of computation when applied to the hundreds of
images. The proposed algorithms have been experimentally total 15 images, it was
higher than ImageJ that was free cell image analysis tool accuracy of cell coefficient
3.5 %, error rate was lower by 2.92 %. In this way, the performance of the proposed
method was verified objectively more excellent. However, if the distance between
overlapping points is equal, the task of cell segmentation was difficult. Also, there is a
problem when the pixel of overlapping cells was only one. By supplementing the
algorithm in the future if those problems are solved, it can be applied to analysis
software that required cell segmentation quickly and correctly.

Acknowledgements. This work was supported by the Human Resource Training Program for
Regional Innovation and Creativity through the Ministry of Education and National Research
Foundation of Korea (NRF-2014H1C1A1066998).

This research was also supported by the MSIP (Ministry of Science, ICT & Future Planning),
Korea, under the C-ITRC (Convergence Information Technology Research Center) support
program (NIPA-2016-H8601-16-1009) supervised by the NIPA(National IT Industry Promotion
Agency).

References

1. Buggenthin, F., et al.: An automatic method for robust and fast cell detection in bright field
images from high-throughput microscopy. BMC Bioinform. 14(1), 297 (2013)

2. Čibej, U., et al.: Automatic adaptation of filter sequences for cell counting. In: 2015 38th
International Convention on Information and Communication Technology, Electronics and
Microelectronics (MIPRO). IEEE (2015)

3. Kothari, S., Chaudry, Q., Wang, M.D.: Automated cell counting and cluster segmentation
using concavity detection and ellipse fitting techniques. In: 2009 IEEE International
Symposium on Biomedical Imaging: From Nano to Macro. IEEE (2009)

Segmentation and Counting of Cell 1003



4. Wang, M., et al.: Novel cell segmentation and online SVM for cell cycle phase identification
in automated microscopy. Bioinformatics 24(1), 94–101 (2008)

5. Chittajallu, D.R., et al.: In vivo cell-cycle profiling in xenograft tumors by quantitative
intravital microscopy. Nat. Methods 12(6), 577–585 (2015)

6. Cosio, F.A., et al.: Automatic counting of immunocytochemically stained cells. In:
Proceedings of the 25th Annual International Conference of the IEEE Engineering in
Medicine and Biology Society, vol. 1. IEEE (2003)

7. Cheng, J., Rajapakse, J.C.: Segmentation of clustered nuclei with shape markers and
marking function. IEEE Trans. Biomed. Eng. 56(3), 741–748 (2009)

8. Wani, M.A., Batchelor, B.G.: Edge-region-based segmentation of range images. IEEE Trans.
Pattern Anal. Mach. Intell. 16(3), 314–319 (1994)

9. Wu, H.-S., Berba, J., Gil, J.: Iterative thresholding for segmentation of cells from noisy
images. J. Microsc. 197(3), 296–304 (2000)

10. Ortiz De Solórzano, C., et al.: Segmentation of confocal microscope images of cell nuclei in
thick tissue sections. J. Microsc. 193(3), 212–226 (1999)

11. Eun, S.-j., Whangbo, T.-K.: Image segmentation algorithm based on geometric information
of circular shape object. J. Internet Comput. Serv. 10(6), 99–111 (2009)

12. Beucher, S., Lantuéjoul, C.: Use of watersheds in contour detection (1979)
13. Freeman, H.: On the encoding of arbitrary geometric configurations. IRE Trans. Electron.

Comput. 2, 260–268 (1961)
14. Korde, V.R., et al.: Automatic segmentation of cell nuclei in bladder and skin tissue for

karyometric analysis. In: European Conference on Biomedical Optics. International Society
for Optics and Photonics (2007)

15. Chen, H.-M., Tsao, Y.-T., Tsai, S.-N.: Automatic image segmentation and classification
based on direction texton technique for hemolytic anemia in thin blood smears. Mach. Vis.
Appl. 25(2), 501–510 (2014)

1004 Y. Na et al.



Empirical Study of the IoT-Learning for Obese
Patients that Require Personal Training

Seul-Ah Shin1(&), Nam-Yong Lee2, and Jin-Ho Park2

1 Department of Computer Science, Graduate School, Soongsil University,
Seoul, Korea

sashin@ssu.ac.kr
2 School of Software, Soongsil University, Seoul, Korea

{nylee,j.park}@ssu.ac.kr

Abstract. Modern people are spending a lot of time and money for weight
management, among them an increasing number of people to the personal
training for the balance of his body. However, the public does not have the
expertise are not easy to analyze the state of his body to find exercises in your
body. So look for a lot of people to a personal training fitness center. However,
personal training is difficult to continue to exercise because lifting is expensive.
Therefore, we define a new concept of IoT-learning by integrating the IoT
technologies and U-learning in this paper. We also propose a personalized
personal training using IoT-learning. And it was mainly practices that can be
applied.

Keywords: IoT-Learning � U-health � U-learning

1 Introduction

According to the OECD report, obesity rates from the 1980 s up to now have been
increased to two to three times. More than 50 % of the population was found to be
overweight in more than half of the country [4]. Obesity is not simply to say that going
to a lot of body weight. Obesity is a number of body fats is more state than usual.
Because obesity is to induce various diseases, to a method of preventing obesity, diet,
there is a need for exercise therapy. To improve the eating habits in accordance with the
state of the body, to analyze the amount of body fat of each person’s body, it is
important to design an exercise that suits you. However, to find a person to fit the
movement there is a limit. For this reason, people look for a fitness center. However,
the fitness center of the user, select the exercise equipment that is not right for you, it is
possible to be injured by a movement away the incorrect position. And in order to learn
effectively exercise method is requires a lot of time. The use of personal training
(PT) in order to solve this problem. However, a problem has occurred in the expensive
cost. In addition, there is a problem that is difficult to cultivate the habit of exercise in.
When trying to solve these problems, in this paper, it is possible to take advantage of
the IoT-learning, recommends an exercise that suits you, see the recommendation
movement smart phone, in a display such as a smart TV. Also, anytime, anywhere it is
possible to provide a personalized motion. To take advantage of the IoT, me with the
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motion recognition sensor on the body, while the recommended exercise, it is possible
to efficiently exercise correct a disproportionate attitude to IoT sensor. Thus, relying on
expensive costs and trainer of personal training can solve the part that was hard to his
movement, to correct the distorted posture, it would be able to exercise, manage your
body weight to practice alone it is possible to.

2 Related Researches

2.1 U-Health

Which was fused the U-health and health care and IT, specifically physicians time, a
remote medical care system for medical care of the patient without the space constraints
[13]. Using mobile IT equipment, at any time, it is everywhere it is possible to receive
medical treatment of health care workers’ technology. In addition, U-healthcare is
closed, using the wireless network information and communications technology,
anywhere, at any time, the evaluation of real-time health status of the individual,
diagnosis, and refers to all of the services for the treatment [13]. In the user’s point of
view, the treatment to target the healthy people and the field of health management for
the purpose of, disease prevention and physical strength is the goal.

2.2 U-Learning

Beyond the e-learning that is an online education simply based on internet experience,
U-learning means the learning system that is possible anytime, anywhere, and to
anyone in convenient manners [10]. If e-learning is an internet-based online learning,
U-learning is a crystal of e-learning, which is the online learning in the U-learning
environment with the availability of accessing the knowledge and information without
the constraint of time and space via Any Network, Any Device [11]. With U-learning,
it is possible to make use of everywhere in the world as a learning space being freed
from the physical limitation of classroom by taking advantage of wireless Internet,
Augmented Reality and Web reality technology including the things that exist in
everyday life, the things that exist in the learning activity space, as well as the sensors,
chips, and labels, and it is also possible to have personalized and customized learning
according to the student interest, preference, learning styles, and learning contexts in
intelligent learning environment [11].

3 IoT-Learning

3.1 IoT-Learning

(1) Definition
If the concept of IoT-Internet is that each thing with a built-in sensor makes a new
value by being connected to each other, IoT-learning means to provide users with
the training from something that made a new value. It menas not only to provide

1006 S.-A. Shin et al.



users with customized information by transmitting data over the network and by
receiving the information to correct and analyze it, but also to provide the users
with training with the information that matches the customized information.
IoT-learning means to provide users (learners) with the information by collecting
the information via sensors if there is education needed by the users any time any
where. The biggest goal of this learning is to give customized training to the users
with the data obtained via sensor technology of IoT. Figure 1 shows the paradigm
shifts of learning from e-learning to U-learning, then to smart-learning, and
expects that the learning system in the future will shift to the learning system
utilizing IoT.

(2) IoT-learning applied in rehabilitation
Enter the postures the patients receiving rehabilitation care must take heed into the
devices such as smartphone. Give alarms to the users that it is not good to
maintain their present posture any more by detecting the posture with sensors. If
the alarm lasted for a few times, provide the users with a training that may help the
back rehabilitation while watching the videos to be played on the display screen
such as smart TV, laptop, smartphone which the users can watch right away.

(3) IoT-learning applying Healthy Care
This is the chair using the Healthy Care, it provides users the stretching they need
by looking for the areas of body with, for example, ‘shoulder tightness’ which
need stretching via sensors and by analyzing the collected data anomalies by
making use of the sensors attached on the chair that confirms the state of the body
and can find the abnormalities of the body. The customized stretching can be
offered to users by the transmission of data to the display screens in close
proximity of the users such as TV or smart phone.

(4) IoT-learning applied to Personal Training (PT)
The user can perform exercise by view video by searching yourself movement
towards portion to be exercise in the website. And, as another method is to collect
the user of health data onto the IoT, health data of the collected user dry obesity to
diagnose on the basis of the BMI, of Normal, obesity I, obesity II, to obesity III
divided into us to recommend the combined exercise program to the user. User
prior to the recommended exercise program, attaching a sensor to the body
muscles being used. Attach sensor, while watching the video, inform the user is

Fig. 1. IoT-learning
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the wrong attitude by vibration. Users, it is possible to correct the wrong attitude
to recognize the wrong attitude. The user can increase the effect of exercise
(Tables 1 and 2).

4 IoT-Learning of Personal Training (PT)

4.1 IoT-Learning of Personal Training (PT)

Personal trainer after receiving a diagnosis to collect data, such as risk factors, physical
fitness, body shape, physical activity from IoT sensor, helping the prescription and
rehabilitation. To take advantage of the learning system so that you can perform user
anytime, anywhere on the basis of simple, it is possible to make the training that

Table 1. BMI standards

Normal Obesity I Obesity II Obesity III

Male Less than 20 Less than 25 Less than 30 More than 30
Female Less than 25 Less than 30 Less than 35 More than 30

Table 2. Application fields of IoT-learning

Field of Application Application Methods Application
Display

IoT-learning for
rehabilitation

(1) Enter the postures for the rehab patients to take
heed

Smartphone
Tablet PC
Laptop
Smart
appliances
Wearable
Smart Car

(2) Detect the postures to take heed by sensors and
give alarms to the patients if the same postures last
(3) Play the stretching video on the display screen in
order for the patients to stretch when the alarm lasted
a few times

IoT learning
utilizing healthy care

(1) A user sit on the chair with sensors attached
which can find abnormalities in the body
(2) Once the user sits on the chair, the sensor finds
where stretching is needed such as ‘shoulder
tightness’ by analyzing the user’s body and inform
the user
(3) Even if a user does not manually search for the
video associated with stretching, offer a personalized
video the user requires automatically

IoT-learning of PT
(personal training)

(1) Users can proceed with exercise they want to do
watching videos
(2) Sensors inform the users of wrong postures while
they are watching the videos
(3) It helps the users to work out with right postures
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matches the user divided level of prescription, partial of prescription, in the Evaluation
of prescription (Fig. 2).

4.2 IoT-Learning of Personal Training (PT)

(1) IoT learning application of the Personal Training case A
On the basis of the health data onto the user that IoT sensor has been collected,
can we recommend an exercise program that suits the user. The user, the
movement has received a recommendation program. The wrong posture while you
exercise, using a sensor, induced to the calibration to the user. While advancing
motion while correcting the posture that the user is repeated, the user can effec-
tively exercise.

(2) IoT learning application of the Personal Training case B
The user selects one of the motions of the moving image that is shared among a
Web site. Through a program video of a selected motion, converted in accordance
with the IoT learning, it gives me reporting the muscles used in the exercise in the
user, the user is attached to only the sensor. While watching the movie, users can
exercise, by using a motion recognition technology, giving an alarm when the
user takes an unauthorized position. The user, while the movement towards the
right position, it is possible to adjust the balance of the body (Tables 3 and 4).

4.3 IoT-Learning of Personal Training Case Examples

Those 35 people that had experienced a personal training studied the use of IoT
learning targets. Exercise can be professionally receiving a personal training and
training has the advantage that the wrong posture correction. For that reason a higher
satisfaction with personal training. However, the value was difficult because of the
constant movement expensive. It is expensive because of personal training and finds
videos from video sites, Web sites that training home less pay the cost aspects. But it
cannot be corrected by exercise in attitude disturbance. So it answered that is difficult to
continue the exercise. The advantage of the IoT learning in order to solve these

Fig. 2. IoT-learning of personal training (PT)
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problems is needed. The user can reduce the burden of the cost aspect to utilize home
training; it is possible to increase the satisfaction with the posture correction to the
movement away.

Table 3. IoT-learning of Personal Training (PT)

Method of applying

IoT-learning of PT
(personal training)

A (1) A Using data IoT sensor collects, recommending the
combined motion to the user
(2) On the recommendation program, the user movement
(3) The attitude disturbed while advancing the movement
informs the user at the sensor
(4) The user, the posture corrected in the information
received from the sensor, to continue the exercise

B (1) Users look for the motion of the video on the Web site
(2) To convert the program to fit the video of the selected
movement away IoT- learning
(3) Attaching a sensor to the user’s body before to see the
video
(4) While watching the movie, users can exercise, will help
to be able to correct the incorrect position the user through
the motion recognition

Table 4. Exercise program

Exercise
period
(Week)

Motion
duration
(Minutes)

Exercise
performance
order

Explanation of exercise

Obesity
I

1–5 W 10 1. Warm-up Stretching
20 2. Exercise of

muscle
Table 5. Partial strength
training

20 3. Aerobic
Exercise

Running
Machine/Stationary Bicycle

10 4. Stretching Flexibility Exercise
Obesity
II

6–12 W 10 1. Warm-up Stretching
20 2. Exercise of

muscle
Table 5. Partial strength
training

40 3. Aerobic
Exercise

Running
Machine/Stationary Bicycle

10 4. Stretching Flexibility Exercise
Obesity
III

12–15 W 10 1. Warm-up Stretching
10 2. Exercise of

muscle
Table 5. Partial strength
training

60 3. Aerobic
Exercise

Running Machine/
Stationary Bicycle

10 4. Stretching Flexibility Exercise
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5 Conclusion

In this paper, the use of IoT learning is a concept that combined the IoT sensing
technology and learning system. If the user me to recommend the necessary exercise,
can you explain where you put the sensor using the motion recognition technology,
which is provided for the user. And provides for scheme for a sensor attached to the
body can improve the efficiency of correct movement user posture. By utilizing IoT
learning, can solve expensive cost issues, it is possible to set a target exercise to suit his
own. Users can help weight loss. This paper presents the use scheme that can be
utilized to define the concept of IoT learning was analyzed for applying draft.

Table 5. Partial strength training

Body Kind of strength training Level

Chest Exercise (CE) CE1 Bench Press - Barbell,
Flat

Level
2

CE2 Fly - Dumbbell, Flat Level
1

CE3 Bench Press - Barbell.
Incline

Level
2

Abdominis Exercise (AE) AE1 Crunch Level
1

AE2 Leg Raise Level
1

AE3 V-up Level
3

Latissimus Dorsi Muscle Exercise
(LDME)

LDME1 Lat Pull Down-Machine Level
1

LDME2 Row Dumbell, One Arm, Level
1

LDME3 Pull-up - Assisted Level
1

Thigh Quadriceps Femoris Exercise
(QFE)

QFE1 Squat-Barbell Level
3

QFE2 Leg Press Level
1

QFE3 Lunge-Barbell Level
3

Hamstrings Exercise (HE) HE1 Leg Curl - Standing Level
1

HE2 Leg Curl - Lying Level
1

HE3 Multi-Hip Level
1
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Abstract. This is a preliminary study regarding the design of a fall prediction
system. The purpose of this work is to determine an optimal classification
algorithm for a fall prediction system that is able to recognize the gait difference
between healthy and elderly people using a triaxial accelerometer sensor on a
smartphone. To evaluate our approach, 19 people participated in our experi-
ments. We collected accelerometer data as they performed daily activities such
as walking, hobbling, and sticking, and features including the mean, standard
deviation, and horizontal and vertical components were calculated. A Naïve
Bayes classifier, a Bayesian network, a support vector machine, the k-nearest
neighbors (k-NN) algorithm, a decision tree, multilayer perception, and logistic
regression were used to classify these features using the Weka assessment tool.
An 10-fold cross-validation method was carried out to classify daily activities
and to compare the accuracy of the classification of daily activities for healthy
and elderly people. As a result, the overall accuracy of recognition was 97.4 %
for healthy adults and 71.1 % for elderly people, and the k-NN algorithm was
higher than the other classification algorithms with accuracies of 99.5 % and
81.4 %.

Keywords: Activity recognition � k-NN � A triaxial accelerometer sensor

1 Introduction

Recently, falling has become a serious problem among the elderly people. It is a
leading cause of death and hospitalization in elderly people and the main cause of death
in people over the age of 65 [1]. According to previous studies, 30 % and 40 % of the
elderly over the ages of 65 and 80, respectively, experienced a fall at least once per
year. The death rate for the elderly due to falling is greater than 60 %, and half of the
elderly who were hospitalized owing to falling ended up dead within a year [2]. In
Korea, older adults over the age of 65 have experienced falls [3].
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Owing to this, many studies related to falling have been conducted, which have
utilized a triaxial accelerometer sensor and implemented fall detection systems using
this sensor [4–6]. However, it is not important for the elderly that the system can detect
a fall, as people have already suffered an injury since detection occurred after the fall.
Thus, the prediction and prevention of a fall are very important. However, is it very
difficult to implement such a system to accommodate these needs, and the related
research is also insufficient. Therefore, this study aims to find an optimal algorithm to
classify daily activities such as walking, hobbling, and sticking by evaluating data
gathered from healthy and elderly people so that the most suitable algorithm can be
suggested for implementing a fall prediction and prevention system.

This paper is organized as follows. Section 2 describes the characteristics of the
subjects, the data acquisition, the data preprocessing, and the data recognition.
Section 3 describes the experimental results. Section 4 summarizes our conclusions
and discusses the plans for future work.

2 Method

2.1 Characteristic of the Subjects

In this study, nine elderly people selected as the subjects, which include six males and
three females. In addition, 10 healthy adults, including eight males and two females, were
selected. For the elderly, the age distribution was 67–94 with a mean age of 79.7 years.
For the healthy adults, the age distribution was 23–28 with a mean age of 25.3 years.

2.2 Data Acquisition

Data were measured from the triaxial accelerometer of a smartphone as follows:

X ¼ ðx1; x2; x3; . . .Þ; Y ¼ ðy1; y2; y3; . . .Þ
Z ¼ ðz1; z2; z3; . . .Þ

ð1Þ

In addition, the corresponding stream vector magnitude was defined as follows:

M ¼ ðm1;m2;m3; . . .Þ

where, mi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ y2i þ z2i

q
ð2Þ

The stream vector magnitude was derived by combining the three-axis measure-
ment data obtained by the experiment using (2). In order to acquire the triaxial
accelerometer sensor data related to the gait, we adopted the data in stored the
smartphone, as illustrated in Fig. 1. Data were sampled at 30 Hz and captured for
1 min. The accelerometer sensor was located at the waist, as shown in Fig. 2.
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2.3 Data Preprocessing

In order to remove noise and smoothen the accelerometer data, data preprocessing was
performed using moving-average filtering with five averaging points.

Owing to the continuous movement, it is difficult to obtain accurate information
from the three-axis acceleration data from a smartphone. Therefore, we acquired the
vertical and horizontal components for additional specification as shown in Fig. 3. ai is
the average of all measured values for each axis over the sampling interval. In the
moving-average filter, L was 10. vnorm is the normalization of vi.

(a) 

(b) 

(c) 

Fig. 1. Accelerometer data from elderly subjects: (a) walking, (b) sticking, and (c) hobbling

Fig. 2. Subjects and accelerometer sensor data of a smartphone

Fig. 3. Vertical and horizontal features
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ai ¼ ðx00i ; y00i ; z00i Þ; i ¼ 1; 2; 3; . . .;N: ð4Þ

The vertical component vi is found by applying ai to vnorm as

vi ¼ ai � vnorm
vnormj j2

 !
vnorm: ð5Þ

The horizontal component hi is calculated by difference of ai and vi:

hi ¼ ai � vi: ð6Þ

2.4 Data Recognition

The accelerometer data were used as features for gait recognition. We used a decision
tree, a support vector machine (SVM), a Naïve Bayes classifier, a Bayesian network,
multilayer perception, logistic regression, and the k-nearest neighbors (k-NN) algo-
rithm to classify the data using the Weka assessment tool. On this basis, we evaluated
the differences in gait recognition between healthy adults and elderly people using
10-fold cross-validation for each of the data-mining techniques.

3 Results

Tables 1 and 2 summarize the accuracy for each classifier for the three types of gait
patterns using a 10-fold cross validation method. For the accuracy of each classifier for
healthy adults, all of the classification algorithms were greater than 95 %. Further, for
elderly people, the average accuracy about all of the classification algorithms was
71 %. The precision for healthy adults for all gait patterns was greater than that for
elderly people by 24 %.

In case of elderly people, the average precision for all gait patterns was 0.711.
Among them, walking has a higher average precision than the other gait patterns. the
average precision of each gait pattern was 0.829 for walking, 0.632 for hobbling, and

Table 1. Detailed accuracy for each classifier for healthy adults

Classifier TP rate FP rate Precision Recall F-measure

NB 95.2 % 2.5 % 95.2 % 95.2 % 95.2 %
BN 96 % 2 % 96.1 % 96 % 96 %
SVM 97.4 % 1.2 % 97.4 % 97.4 % 97.4 %
k-NN 99.5 % 0.3 % 99.5 % 99.5 % 99.5 %
DT 97.3 % 1.4 % 97.3 % 97.3 % 97.3 %
MLP 98.8 % 0.6 % 98.8 % 98.8 % 98.8 %
Logistic 97.6 % 1.2 % 97.6 % 97.6 % 97.6 %
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0.614 for sticking. The k-NN algorithm exhibited a higher precision than other algo-
rithms. In case of healthy adults, the average precision for all gait patterns was 0.974.
The precision for all gait patterns was greater than 0.9. Moreover, the precision of all
classifiers was greater than 95 %. Among them, the precision of the k-NN algorithm
was higher than the other algorithms.

The k-NN algorithm exhibited a higher precision than the other classification
algorithms with values of 99.5 % and 81.4 % for healthy adults and elderly people,
respectively. The accuracy of the k-NN algorithm is significantly reduced when noise
or unrelated features are present, and the feature size does not match the importance.
The performance of the k-NN classifier is primarily determined by the choice of k as
well as the distance metric applied [7]. Generally, larger values of k are more immune
to noise, but the boundary between classes becomes unclear. We were able to improve
the classification accuracy by setting the value of k to one. Moreover, we combined the
two distinguishing features of hobbling of the left and right legs into one feature called
“hobbling” in order to improve gait-pattern classification.

4 Conclusion and Discussion

The purpose of this study is to evaluate the difference in gait recognition between
healthy adults and elderly people using the triaxial accelerometer sensor of a smart-
phone. Therefore, we extracted the features of three gait patterns and classified them
using the triaxial accelerometer of a smartphone. The features were the mean, standard
deviation, and horizontal and vertical components.

Nine elderly people over the age of 65 and 10 healthy adults were selected as
subjects. In our previous study, “hobbling” was separately classified according to the
left and right feet. However, it was difficult to separate these types because of the
similar patterns and regions of accelerometer data. Thus, the two types of hobbling
were combined into a single pattern.

For elderly people, the average accuracy about all gait patterns was 71.1 %. As a
result, the precision of the k-NN algorithm was higher than the other classifiers at
0.814. In particular, the average accuracy for walking was higher than the average
accuracy of sticking at 20 %. When elderly people used a cane the gait balance was
irregular between each person. Thus, we think that this is the reason for the difference
in the accuracy between walking and sticking. On the other hand, for healthy adults, the

Table 2. Detailed accuracy for each classifier for elderly people

Classifier TP rate FP rate Precision Recall F-measure

NB 58 % 17.2 % 68.6 % 58 % 57.9 %
BN 64.7 % 14.9 % 71.1 % 64.7 % 65.1 %
SVM 62.6 % 18.1 % 63.9 % 62.6 % 62.8 %
k-NN 81.4 % 9.8 % 81.4 % 81.4 % 81.4 %
DT 78.3 % 11.2 % 78.4 % 78.3 % 78.3 %
MLP 70.8 % 14.2 % 72.4 % 70.8 % 71 %
Logistic 61.3 % 18.8 % 62.5 % 61.3 % 61.5 %
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average accuracy for the recognition of all gait patterns was 0.974. Among them, the
k-NN algorithm was higher than the other classifier algorithms. The precision for
healthy adults for all gait patterns was higher than that for elderly people by 24 %. In
order to increase the precision for elderly people, we adopted various features. In the
future, we plan to increase the precision by using gait-analysis-based data including the
stride time, step count, step interval, peak-to-peak distance, etc. and increase the par-
ticipate of subjects. Also, we plan to extract gait features to implement a fall prediction
system. Gait classification using a smartphone can be used for disease and accident
prevention for the future well-being of people. In particular, it can be used as basic
research for a fall prediction system developed for elderly people. On the basis of the
results of obtained in this study, it would be helpful to select an efficient classifier
algorithm for gait analysis.
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Abstract. As the evolution of malware, vast damages are occurred in various
industry fields. For this reason, research on malware detection has conducted
actively. To improve the security of the network, SDN Quarantined Network
(SQN) has been proposed. In this paper, we developed one of malware detection
modules in first quarantine station in SQN by using the fact that benign and
malicious files have different opcode frequency. And we applied machine
learning technique as different way compare to conventional method. we veri-
fied that our module is valuable as one of detection modules and our final aim is
to mount this module on the SQN system. Therefore, it would be possible more
accurate inspection for new type of security attack with multiple detection
modules.

Keywords: Malware detection � SDN quarantined network � Machine learning
Operation code

1 Introduction

As the Information and Communication Technology (ICT) evolved, many devices
connected to Internet have taken place throughout the industries. But still, modern
computer system and communication infrastructures are vulnerable to various security
attacks. Malicious software (Malware) is any software designed to interrupt normal
operations, gather sensitive information, and generate immense damages in computer
system. Many experts forecast that system will be damaged across a variety of indus-
tries. Even though there are many anti-malware solutions developed by private security
companies, these solutions base their detection mechanisms on malicious behavior in
the past and signature of malware. For this limitation, if an unknown type of security
attack invades computer system, it is very difficult to counteract the incident without
damages. To effectively cope with emerging sophisticated and complicated security
attacks in advance, we need a new approach compared with conventional one. It is
important to find the unique features of current malwares. There are several static
analyses used for analyzing malwares (e.g. n-Gram, Byte Sequence, OPCODE, and
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Portable Executable Header) [1]. Among them, we had noted the operation code (op-
code) as one of the various features of malwares and malwares are confirmed to have a
high frequency for rarely used opcodes. In computing, an opcode means a single
instruction that specifies the operation to be performed. In this paper, we developed
opcode module to detect executable files which have abnormal characteristic. Our
module will be applied to First Quarantine Station in SQN which consists of several
detection modules. With these multiple modules rather than only single opcode module,
we can forecast that it is possible to accomplish more highly accurate inspection.

2 Related Work - SDN Quarantined Network

To defense thoroughly various security attacks, quarantine system was proposed with
using SDN. It is called SDN Quarantined Network (SQN). The following describes
explanation of static, dynamic analysis method and SQN architecture.

2.1 Static and Dynamic Analysis

The method of analyzing the malicious code can be roughly divided into three types:
initial analysis, static analysis, and dynamic analysis. This section covers only static
and dynamic analysis. First, static analysis is a method of analyzing a very specific
operation by disassembling the malware file. Second, dynamic analysis is conducted by
observing the behavior of the malware while it is actually running on a target system.

2.2 SQN Architecture

In this section, we explain SQN architecture. The SQN consists of five separate
components (SQN Switch, Preprocessor, First Quarantine Station, Second Quarantine
Station, and Clean Area Manager) as represented in Fig. 1. First of all, ingress traffic
coming from external source arrives at the SQN Switch which conducts packet
authentication procedure. According to processing result, the SQN Switch forwards
authenticated packet to local network and also forwards non-authenticated packet to
quarantine system which inspects packet in traffic coming from specific network
source. The Preprocessor reassembles packets and forwards to the First Quarantine
Station. The First Quarantine Station inspects whether incoming file (or data) has
malicious characteristic by using static analysis. It is known that malicious data usually
has characteristics like encryption, packing and unique operation code (opcode) fre-
quency etc. There are several modules deployed in the First Quarantine Station to scan
malicious packet in several phases because single detecting method is insufficient to
inspect thoroughly. All modules are designed to reflect to features of malwares. The file
gets into first module which checks data type. Then, the file is assigned to suitable path.
For example, if the input data is executable file, it goes to PE header module and then
arrives at opcode analysis module as Fig. 1. Each module gives score corresponding to
inspection result. It is a kind of score system. If the score exceeds threshold value set in
advance, the file will be dropped immediately in First Quarantine Station because it is
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deemed dangerous file and some of indistinguishable files go to Second Quarantine
System for the further inspection. Second Quarantine System conducts dynamic
analysis and the rest of files which was decided to normal file are sent to Clean Area
Manager with proper identification tag attached.

3 Implementation of Opcode Module

In this section, we introduce method of detecting malware through analysis of opcodes
frequency with machine learning technique. In Daniel Bilar’s paper, “Opcodes as
predictor for malware”, we can find that 14 opcodes most infrequently used is much
better malware predictor than 14 opcodes most frequently used. In statistical analysis,
infrequently used opcodes has more correlation to various malware classes (e.g.
kernel-mode rootkit, trojan, virus, and worm etc.). For measuring correlation between
opcode frequency and malware classes, value of Cramer’s V is used. Cramer’s V is a
measure of association between two variables. Our opcode module disassembles sample
files we collected into single opcodes separately, counts number of each opcodes and
save the result as csv file. This csv file is a training data set. Therefore, by using training
data set learning a large amount of sample data, unknown input file can be determined to
whether it is malware or not. The following is a selected 28 opcodes [2] (Table 1).

We also had used the same kind of opcodes for detecting malwares and applied
machine learning technique like decision tree to our opcode module. As decision tree is
one of the popular machine learning techniques, it is useful classification method for
categorical data and can analyze within a reasonable time on a typical computer

Fig. 1. SDN Quarantined Network (SQN) architecture
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environment. Classification and Regression Tree (CART) is one of the decision tree
algorithms. Starting from entire data set, it can create two child nodes through splitting
data set by using all predictor variables. Each root node indicates a single input variable
and leaf nodes of the CART include an output variable which is used to make pre-
diction [7]. We had to collect a vast amount of malicious and benign files to train the
sample data and to find the optimal detection rate according to workload. We roughly
collected more than 270,000 malicious files and 10,000 benign files. The source of
benign files is win32 directory in Windows 7 and malicious files’ one is VXheaven.org
[8]. We configured test environment which has 11 training set. It consists of 10 training
set by increasing the amount of learning data in 1000 unit. In last training set, we
trained 100,000 malicious and 9,750 benign files to know changes in detection rate
when malware’s feature is more emphasized. We had to experiment continuously while
changing the amount of learning data because the amount of the learning data can affect
the detection rate and we put 1,000 malicious files selected randomly into opcode
module for each 11 training sets. As a result of the several experiments, we confirm that
opcode module can predict correctly malicious files and rate of false negative. In order
to easily identify the results, we made a distinction between malicious and benign files
by attaching tag like Fig. 2. The left digit 1 means that original input file is malicious
file and the right digit 1 or 0 means result after the tests of the opcode module. Namely,
the combination of 1 and 0 indicates false negative.

In conclusion, we can classify whether the input file is benign or malicious as
94.3 %. The following Table 2 and graph in Fig. 3 describe the detail result according
to the different amount of machine learning data. Even though the beginning result with
1,000 learning data shows that detection rate is low as 78.2 %, it gradually increases up
to 94.3 % as learning data grow up to 109,750. Therefore, within the First Quarantine
Station to perform multi-step inspection, our opcode module is valuable as one of
modules in First Quarantine Station.

Table 1. The two kinds of opcodes used in implementation of opcode module

Most frequent 14 opcodes mov push call pop cmp jz lea test jmp add jnz retn xor and
Infrequent 14 opcodes bt fdivp fild fstcw imul into nop pushf rdtsc sbb setb setle shld std

Fig. 2. Example of results
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4 Future Work

Until now, we only had conducted the tests on condition that the number of test sample
is approximately 280,000 and the kind of opcodes is limited as twenty-eight. But, we
suppose that there is an obvious correlation between detection rate and conditions
mentioned above. In terms of some machine learning algorithms, the more learning
data is used, the more we will get a good result. But, It’s not always so. The algorithm
like Support Vector Machine (SVM) shows low performance if when the excessive
amount of learning data is trained. So, deciding the proper machine learning algorithm
is as important as selecting optimal amount of learning data. In the future, we will study
various machine learning algorithms, apply to our opcode module, and test with dif-
ferent kinds of opcodes for improving detection rate. In addition, we are looking

Table 2. Performance results for each 11 training sets

Amount of learning data
(benign + malicious)

Detection rate (false
negative/total)

Percentage
(%)

1,000 (500 + 500) 218/1000 78.2
2,000 (1,000 + 1,000) 196/1000 80.4
3,000 (1,500 + 1,500) 167/1000 83.3
4,000 (2,000 + 2,000) 168/1000 83.2
5,000 (2,500 + 2,500) 174/1000 82.6
6,000 (3,000 + 3,000) 163/1000 83.7
7,000 (3,500 + 3,500) 148/1000 85.2
8,000 (4,000 + 4,000) 141/1000 85.9
9,000 (4,500 + 4,500) 132/1000 87.1
10,000 (5,000 + 5,000) 125/1000 87.5
109,750 (9750 + 100,000) 57/1000 94.3

Fig. 3. Detection rate according as learning data grow up
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forward to developing another module to complete entire quarantine system as our
ultimate goal.
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Abstract. In recent years companies and public institutions have long been
accumulating and analyzing log data, and various types of data. It is building big
data analytics platform for a variety of data analysis. Big data analysis platform
may consist of distributed processing type quickly analysis large amounts of
data. Recently, build a big data systems for companies and public institutions in
the analysis of large amounts of data. Companies are providing a variety of
services to users through data analysis. The public institutions are used to
analysis a specific period of time and is useful in transportation, urban design,
and commercial area analysis. In addition, national authorities to share that holds
the data and the public and various analysis. However, it is a big data analytics
projects that emerged as an issue in recent years this trend. Big Data Analytics
project is to derive business results through data collection, data analysis and
then build a big data platform. Currently, many companies have problems with
the case of big data analysis projects using a methodology developed its own
methodology and the CBD doing business.
In this paper defines big data Analysis Methodology, and suggests construct

standards and construct procedures.

Keywords: Big data � Big data analysis � Big data methodology � Big data
procedure

1 Introduction

In recent 2-3 years, companies and public institutions, in order to analyze large
amounts of data, have done a big data system construction business. Companies and
public institutions, after building big data analysis system, by data linkage of the data
and other institutions, have a variety of big data analysis. Big Data analysis, when
using analytical models initial design does not derive the result of the constant level,
analysis and innumerable designs are repeated. Thus there is a need to develop a
methodology that is suitable for big data analysis.

Big data analysis, in order to derive the result value of the objective from the vast
amount of data, with the process of designing a big data analysis model, to verify and
implementation.

Therefore, big data system construction business and big data analysis model
project has recommended the Agile methodology.

In addition, the conventional ISO standards development methodology, program, has
the advantage to implement database, user interface, the system operating environment.

© Springer Nature Singapore Pte Ltd. 2017
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However, for use in big data analysis business there is a problem. Development
methodology that domestic companies to use in the project of public institutions, are
using a lot of methodology of the CBD methodology and information engineering.
Software development business, development methodology of the CBD methodology
and information engineering are suitable. However, big data analysis project, analysis,
design, development, it is difficult to proceed to the phase of implementation.

Big Data analysis is to design a model that can generate information that can make
decisions. Big Data analysis project, depending on the project period, analysis model of
the design is performed, the detailed process, analysis, design models, decisions, is
advanced from one week implemented within one month. A result of big data analysis,
to apply the matters that have been determined through consultation with the customer
in operation systems. There is a need for procedures to reflect the big data analysis
model to the operating system.

In this paper, we present the analysis procedure that matches the characteristics of
the big data analysis project.

2 Related Work

For the sake of the development methodology of the study of big data analysis, it
presents the procedures and methods for big data analysis through the analysis of the
development methodology being used in big data business, the advice of experts.
Procedure Big Data analysis to determine the analyzed direction via the purpose of
using analysis as a way to select the analysis target. In this paper, the definition and
procedures for big data analysis, the entry of 9 created.

In this paper, to define the data that is to be analyzed as the basic data and the fusion
data. Basic data is defined as data used for analysis of the data without processing.
Fusion data defines the data reprocessing each basic data as a fusion data.

Execution of big data analysis, consists of three steps, for each procedure, is as
follows. Step 1: ensuring the basic data and the fusion data. Step 2: Define a method of
analyzing data. Step 3: result value derivation of data. Big Data analysis is statistical
analysis depending on the type of analytical data, the density analysis, using the
analysis techniques, such as linear analysis. In this chapter, to analyze the character-
istics of big data analysis, presenting the analysis procedure.

2.1 Characteristics of Big Data Analytics

In this paper, in order to develop a procedure that is suitable for big data analysis,
through the analysis of a plurality of big data business, it presents a new procedure and
a model. Big data analysis requirements, unlike a typical software development
requirements, in many cases there is no clear requirement. Thus, if not explicitly
defines the requirements in the analysis phase has a high probability of fixed delay at
the stage of analysis and design.

If big data analysis models designed requirement is in a state not clear, the result is
changed based on the data type and analysis techniques. The type of data utilizing big
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data analysis, the number, depending on the amount, is the value of the other results
can be derived.

2.2 Big Data Analysis Procedures

Big data is analysis of the current situation rather than are focused on the future of the
prediction and determination result accuracy. Therefore, the analysis processing speed
of the data becomes timely, to derive a result. Big Data analysis is different from the
general development projects repeatedly executing development with various designs.
Big Data analysis was designed analytical model to derive the desired results from the
enormous data, a process of validating implement. Big data analytics are not only to
analysis business trends and trends for managers within the system, including the
deployment of business representatives to support the decision-making using analytical
models.

Procedure of big data analysis [Table 1], the definition of the problem, problem
analysis, to progress through three stages of data definition.

Big Data analysis, it is necessary to proceed after unambiguously determine the
definition first problem, it is possible to reduce the repetition of the stage of design and
implementation. In the data definition of the phase, data transfer design document may
be selectively utilized in accordance with the characteristics of the big data analysis
project.

Table 1. Big data analysis phase.

Division Contents

Problem defined
phase

Stylized in data analysis of the problem, it is necessary to set a
hypothesis that can determine the success and failure
Obtain data for solving the problem
Another charge of business and the role selection participants

Problem analysis
phase

Environmental analysis of the problem, business and analysis of relevant
information infrastructure situation, set a target of analysis

Data definition To understand the relationships between the collected from different data
sources data, establish the concept of the business flow and data
The correlation between the corresponding attribute for the purpose of
the analysis is to select a high attribute
The characteristics of the data attributes to be used as the input and
output variables, the amount of data, to determine the analysis model
taking into account the purpose of use
Creating a data migration design document. (i.e.: Data Flow Diagram)
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3 Big Data Analysis Model Development Procedure
and the Reference Design

To present the development deliverable guidelines for the development of big data
analysis model. It needs to be created by each item presents a guide. The basic
guidelines for the development of big data analysis model is defined in [Table 2].

Finally, presented the items to be created through big data analysis guides [Table 3].

Table 2. Excavation procedures and reference guide

Overview Division Contents

Procedures and
criteria for
excavation

Development procedure
of application model

The main application requirements

The definition of the
purpose of the service

What to do analysis?
(Clarity of purpose of the service)

Information item
confirm

What kind of data will you use the?
(Use data definition, information held by
institutions and business consultation)

Apply technology
review

Will to derive the deliverable of some of
the analysis?
(Selection of analytical methods, whether
to build algorithm)

Implementation
scenarios review

What is the detailed service model
building process and plans?
(Detailed design work, detailed planning to
establish whether)

Construct effectiveness
review

Is the operating model for building service
desired effect is how much?
(Ease of use, effectiveness, leverage
Construct)

Table 3. Big data analysis guides

Division Create content

Subject Create a title challenge of analysis
Issues overview (required) Need presentation if necessary to the problem of the analysis
Goal and differentiation
proposal

The goal of the customer to the problem of analysis

Procedure of analytical
methods

Create a procedure of analytical methods (To create the details
of each step)

Utilization scheme Utilization scheme presentation of the analysis results
Analysis target data Data analysis (To be secured and ensure data is, data

classification)
Visualization scheme Visualization scheme presentation of the analysis results
Expected effect Expected effect presented through the results of the analysis
Utilization of plan Utilization scheme presentation of the derived results
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4 Conclusion

In this paper, on paper of the limit, the evaluation method of the big data analysis, was
not presented. In addition, the analysis procedure to be presented in this paper, the
verification is applied to big data project in the future. It is derived through a validated
process modification completion, to be presented in the following research paper.

So that it can be used in big data analysis project, you need to configure the
template in consideration of the various cases. Procedures for big data analysis, some of
the presents the development deliverable so that it can be used in the development
methodology, whether it is possible to give a quantitative effect throughout the project
execution, there is a need to develop a quantitative indicators.

Finally, use the big data analysis procedure presented in this paper, the delay of the
analytical work that occurred in the existing Big data analysis business wants is
improved.

References

1. Choi, E.H., Hwang, H.S., Kim, C.S.: Electron spectroscopy studies on magneto-optical media
and plastic substrate interfaces. Int. J. Inf. Commun. Eng. 9(4), 358–362 (2011)

2. Proakis, J.G.: Digital Communications, 4th edn. McGraw-Hill, New York (1993)
3. Hennessy, J.L., Patterson, D.A.: Instruction-level parallelism and its exploitation. In:

Computer Architecture: A Quantitative Approach, 4th edn., pp. 66–153. Morgan Kaufmann
Pub., San Francisco (2007)

4. Hashmi, A., Berry, H., Temam, O., Lipasti, M.: Automatic abstraction and fault tolerance in
cortical microachitectures. In: Proceeding of the 38th Annual International Symposium on
Computer Architecture, New York, pp. 1–10 (2011)

5. Alavi, B.: Distance measurement error modeling for time-of-arrival based indoor geolocation.
Ph.D. dissertation, Worcester Polytechnic Institute, Worcester, MA (2006)

6. Ben, Y.Z., John, D.K., Anthony: Tapestry: an infrastructure for fault-tolerant wide-area
location and routing. University of California, Berkeley, CA, Technical Report CSD-01-1141
(2001)

7. Malardalen Real-Time Research Center, The worst-case execution time (WCET) analysis
project. http://www.mrtc.mdh.se/projects/wcet/

8. Nowakowska, H., Jasinski, M., Debicki, P.S., Mizeraczyk, J.: Numerical analysis and
optimization of power coupling efficiency in waveguide-based microwave plasma source.
IEEE Trans. Plasma Sci. 39(10), 1935–1942 (2011). http://ieeexplore.ieee.org/xpl/
articleDetails.jsp?arnumber=6003795

Study of Big Data Analysis Procedures 1029

http://www.mrtc.mdh.se/projects/wcet/
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=6003795
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=6003795


Author Biographies
Joon ho park received his bachelor’s degree of Mobile Communication Engi-
neering in Dongyang University, Gyeongbuk (2003). He is Master Degree of
Information Science in Graduated Korea National Open University, Seoul (2015).
He is studying Ph.D. software engineering in Graduated Soongsil University, Seoul.
From 2016 until now, from the DAEBO Information Communication work in the
Big data analysis, CF Algorithm Development Methodology Process, the main
areas of interest software engineering, development methodologies, Big data
analysis, etc.

Jin-Ho Park received his bachelor’s degree of Software Engineering in Soongsil
University, Seoul (1998). And master’s degree (2001), doctor’s degree of Computer
Science in Soongsil University, Seoul (2011). Now he is a professor in the School of
Software, Soongsil University, Seoul, Korea. His research interests focus on Soft-
ware Engineering, SW Safety/QA/Testing, SW Convergence/Power, IoT, National
Defense ISR, IT Service, IT Technical Commercialization and Start-up, etc.

Nam-Yong Lee received his bachelor’s degree of Computer Science in Soongsil
University, Seoul and master’s degree of MIS in Graduated Korea University,
Seoul. Doctor’s degree of MIS in Mississippi State University, USA. Now he is a
professor in the School of Software, Soongsil University, and Seoul, Korea. His
research interests focus on System Engineering, Software Engineering,
E-Commerce System, MIS, etc.

1030 J.H. Park et al.



Design and Implementation of Authentication
Information Synchronization System
for Providing Stability and Mobility

of Wireless Authentication

Yong-hwan Jung1,2, Jang-won Choi1, Hyung-ju Lee1, Joon-Min Gil2,
and Haeng-gon Lee1(&)

1 Advanced KREONET Center, Korea Institute of Science and Technology
Information, Daejeon, Korea

{paul7931,jwchoi,lhj273,hglee}@kisti.re.kr
2 School of Information Techology Engineering, Catholic University of Daegu,

Gyeongsan, Korea
jmgil@cu.ac.kr

Abstract. According to increasing the wireless network infrastructure and
diffusion of mobile devices, the education environments equipped with mobile
devices are gradually spreading in the field. The basic method to support stable
wireless services in these education environments is to use wireless authenti-
cation technologies. The current education environments in Korea have been
provided wireless authentication services with only unit of local areas.
Accordingly, users cannot access the wireless network infrastructure for edu-
cation in other areas outside local areas and thus the infrastructure is vulnerable
to failures due to the lack of resource management and the absence of a backup
authentication system for entire areas. In this paper, we suggest a Authentication
Information Synchronization System (AISS) for stability and mobility.

Keywords: Wireless � Authentication � Synchronization � Stability � Mobility

1 Introduction

With the advanced technologies of wireless networks and mobile devices, recently, the
distribution of mobile devices such as smartphones and smart pads has expanded. In an
education field as well, the use of mobile device has become more common [1, 2]. One
of the most fundamental technologies needed to provide stable education environment
using a wireless network is the wireless network authentication technology under
which only authorized persons are able to get access to the network. However, the
current wireless network infrastructure in schools are poor in terms of stability and
mobility due to the following reasons: absence of backup authentication, establishment
of different wireless network infrastructure by region and inhibition on the authenti-
cation of the users from other regions. To solve this problem, we propose an authen-
tication information synchronization system which can build a centralized backup
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authentication system to provide wireless network environment for education, guar-
anteeing stability and mobility in local schools.

This paper is organized as follows: In Sect. 2, current wireless authentication
environment which has been established in schools and its limitations are reviewed. In
Sect. 3, the authentication information synchronization system is analyzed. In Sect. 4, a
test on the proposed system and its results are stated. Section 5 provides the impli-
cations of the results and their utilization plan.

2 Related Works

2.1 Current Wireless Infrastructure for Education

At present, wireless network infrastructure has been built in schools across 17 regions.
Depending on each region’s budget and management staff, however, different wireless
equipment (e.g., access point, access point controller, wireless authentication system,
etc.) has been introduced and established. Even some of the regions where a wireless
authentication system is established do not have a backup wireless authentication sys-
tem. Therefore, if the current authentication system fails, there is no way to get access to
the wireless network. Furthermore, there are regions in which the construction of
wireless network infrastructure has been delayed. In addition, a low-price wireless router
has even been installed without a separate authentication system. In this case, it is very
vulnerable to a security breach. In other words, it can hardly prevent an authorized
person from getting access to the internal system. As described above, even if there are
the diverse forms of wireless network infrastructure, users should be able to get a stable
and continuous wireless network for the high quality of services in education.

2.2 Constraints and Technical Considerations

The technical constraints needed to establish a backup wireless authentication system
can be divided into three categories. First, it is needed to select an authentication
method. There are many user authentication methods such as ID/PW, public key
certificate and i-pin [3–6]. However, this paper considered a backup authentication
system for the ID/password-based wireless authentication system. Second, there should
be diverse supports on wireless network infrastructure. The hardware and software for
the wireless authentication system differ by region so that a separate web application
server (WAS) designed for a backup authentication system was considered in this
paper. Third, there is a constraint in mobility. At present, wireless authentication
provides wireless network environment against users within the related region only.
A user from the other region is recognized as an unauthorized person so that he/she
may not be able to get access to the wireless network. He/she may be authorized to get
access to the system as a new user or under poor security. Because this kind of
limitation in mobility is against the latest education paradigm, there should be a way to
get access to the wireless network for education without time and space constraints. For
this, this paper considered hierarchical wireless authentication based on a backup
authentication system.
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3 Design and Implementation of Authentication Information
Synchronization System

3.1 Comparison Between the Proposed System and Conventional System

The functions of the authentication information synchronization system proposed in
this paper can be divided into stability and mobility. Table 1 shows functional dif-
ferences between the proposed and conventional systems.

3.2 Design of Authentication Information Synchronization System
for Backup Authentication

The proposed system provides wireless authentication services in the regions where a
wireless authentication system is unavailable and offers backup authentication in all
regions. For this, an authentication information synchronization system comprised of
three modules (information collection module, database linkage module, file man-
agement module) has been designed and implemented. Then, user authentication
information is synchronized through periodic file (CSV)-based polling synchronization
process in the central control center and each region. Then, all communications
between wireless authentication synchronization systems in the central and regional
control centers are provided through safe and secure channels. Figure 1 and Table 2
show the detailed diagram of the authentication information synchronization system
and its functions for each module.

3.3 Definition of Essential Synchronization Information for Backup
Authentication

The wireless authentication system in the central control center established for the
purpose of backup authentication should accept all users’ authentication information.
Because authentication information should be synchronized with the authentication

Table 1. Comparison (Proposed system vs. Conventional system)

Category Conventional system Proposed system

Stability Absence of the backup
authentication system

Wireless authentication in a region in which no
authentication system is available
Each region’s authentication database through
security channels and regular polling-based
synchronization
Backup authentication if the system fails

Mobility Wireless authentication
within the region

Authentication of the users from other regions
through hierarchical authentication
Wireless authentication, using the unilaterally
encrypted password
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system in each region regularly, the essential information for synchronization needs to
be minimized. These essential data must be applied to the authentication system
database in all regions. Table 3 shows the essential synchronization items that must be
available for backup authentication.

Fig. 1. Detailed diagram of authentication information synchronization system

Table 2. Detailed diagram of authentication information synchronization

Category Functions

Information Collection
Module (ICM)

Collects information on file management modules in other
authentication information synchronization systems
Sets the information collection cycle
Classifies the collected information by region and information
element
Sends the collected information to the file management module
Sends a synchronization order to other authentication
information synchronization systems

DB Linkage Module
(DBLM)

Links with the current wireless authentication database
Loads the collection information on the wireless authentication
database
Sets the read/write authority needed to get access to the database
Saves and manages the history of synchronization

File Management Module
(FMM)

Creates the collected information in CSV file format
Manages the authentication information adjusted by region in
each file
Plays as a CSV temporary storage
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4 Experimental Test and Results

4.1 Experimental Test and Results of Authentication Information
Synchronization

In an authentication information synchronization test, the user authentication infor-
mation registered in the wireless authentication system in the central control center is
synchronized in the wireless authentication system in two regional control centers.
Therefore, the test was performed under a scenario which determines the accessibility
to the regional wireless network environment based on the authentication information.
The confirmation process and results by the test stage are as follows:

① Registration of new user authentication information from two regional
centers in the central authentication system.

② Synchronization of authentication information through the authentication
information synchronization system (Fig. 2).

③ Confirmation of user authentication information synchronization in the
authentication system from two regional centers (Figs. 3 and 4).

Table 3. Essential synchronization database composition items

Category Essential synchronization items

User information ID, password, user type, school name, name, institution code,
grade, class, ID

Wireless equipment
information

Institution name, equipment type, IP, encryption key, MAC

Fig. 2. Registration of new user authentication information in the central authentication system
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④ Confirmation of wireless user authentication through a mobile device
(Fig. 5).

Fig. 3. Confirmation of authentication information synchronization in the authentication system
in ‘A’ center

Fig. 4. Confirmation of the synchronized authentication information of the authentication
system in ‘B’ center

Fig. 5. Confirmation of wireless user authentication through mobile device
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4.2 Experimental Test and Results of Backup Authentication

The backup authentication test was conducted under a scenario in which a user tries to
get access to the wireless network after the wireless authentication system in the
regional control center is shut down. The confirmation process and results by the test
stage are as follows:

① Discontinuance of the wireless authentication system in the regional center
(deemed as ‘fault’) (Fig. 6).

② Check on the authentication in the central wireless authentication system in
the event of an attempt to get access to the regional wireless network
(Fig. 7).

5 Conclusion

In this paper, we proposed an authentication information synchronization system with a
goal of establishing wireless network authentication environment which guarantees
stability and mobility optimized for school environment. The proposed system is able
to immediately respond to any failures of wireless authentication system in the regional
control centers, making stable and continuous wireless network authentication services
possible. In addition, it is able to build a hierarchical wireless authentication system
which ensures user mobility through simple proxy adjustment in the regional wireless
authentication system. As a result, users would be able to get education easily anytime
and anywhere without time and space constraints, using the wireless network for
education.
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Abstract. A variety of application platform resulted in a variety of require-
ments that IoT systems should comply with. Due to the heterogeneity of the
environments, the requirements varied significantly, and demanding more or
less complex systems with varied performance expectations. This situation
affected the architecture design and resulted in a range of IoT architectures with
not only configuration setting of IoT devices and resources, but also varied
environments of collaboration each devices. A number of things connecting it
proposes a generic architecture design platform to useful the common charac-
teristics which internet of things to control the flow of data.

Keywords: IoT applications � Internet of things � Architecture design �
Platform � Framework

1 Introduction

The Generic IoT platforms can be used with good results in participation with device of
an IoT environmental applications. The IoT platform consists of the Service application
and environment monitoring service capabilities and IoT applications functions. The
goal of this paper is Generic architecture design for IoT platforms in environments
collaboration devices and user runtime environments, trying to guarantee the consis-
tency as well as effectively energy consumption. It can be integrated heterogeneous and
strict requirements, such as limited resource time and battery. The IoT platform is
proposed so as to build an IoT-based Configurable resource time and battery con-
sumption Service Platform for design. A number of things connecting it proposes a
generic architecture design platform to useful the common characteristics which
internet of things to control the flow of data. The rest of this paper is organized as
follows and discusses the related work, Sects. 2, 3 is presents a design for IoT Platform
and evaluation and Sect. 4 gives a conclusion. Most IoT management platforms, such
as Philips hue [1] and IoT.est [2], focus on home automations or sensor networks.
These platforms have shown excellent performance as they claimed. Philips hue is a
personal wireless lighting system which can only be controlled by a smart device (e.g.,
smartphone). to more than 4.5 billion USD by the end of 2011 thanks to the intro-
duction of open APIs [3]. The solutions for IoT implementation focus on uniform
naming [4] and addressing, and common protocols for ubiquitous smart objects.
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It concerns objects reachable both directly by IP network or connected using dedicated
protocols specific for given area of use. This approach makes feasible the creation of
common platforms which aim to provide tools for management, data analysis and
adequate reaction, and makes use of numerous IoT middleware solutions providing
interoperability. center on exposing virtual representations of physical objects in order
to develop a common communication platform. In this way, SENSEI project [5]
introduces the concept of resource which corresponds to a physical entity in the real
world. Summarized, while there are several papers available describing what an
existing IoT platform should offer from a special structure for platform, hardly any
domain is available on the common capabilities of existing IoT platforms. However,
relevant research builds upon relevant IoT application problems.

2 Design of Generic IoT Platforms

In this section, a design for IoT platform is consists of proposed to framework for
generic architecture design model in section.

2.1 Design of Generic IoT Platforms

The design for IoT platform is consists of IoT generic service Interface, it can be
connected between IoT service and IoT platform as shown in Fig. 1.

Generic driver interface also connected with IoT platform which composite API
components are meta model, device manager, configuration manager and security
Manager.

2.2 IoT Generic Service Interface Algorithm

In this section, I suggest the IoT generic service interface for heterogeneous interface. It
can be invoke a method through one interface from heterogeneous Services. To satisfy
this method I applied generic interface parameter on platform.

Fig. 1. Architecture for IoT platform
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This algorithm is to represent generic interface for heterogeneous IoT Service. The
Service has various application for drone, wearable watch and smart car service etc.
Next table [Table 1] shows a generic service interface algorithm on the IoT platform.

2.3 Generic Driver Interface

The Device has various sensors and actuators. Next table [Table 2] is a generic driver
interface algorithm on the IoT platforms.

2.4 Configuration MANAGER

The collaboration manager flow assumes that IoT device information such as device
name, id, or description already stored in the repository of IoT platforms. First, as
Initialize IoT device connects with IoT collaboration device. After that, Check the
Available Devices and Check Liveness executes to check the connected device is
available in current.

If it is not available device to send failure message and is alive it should assign to
collaboration device such as finding another available device (Figs. 2 and 3).

Table 1. Generic service interface algorithm

1. Step1 Internal  communication Interface// 
2. Input data  : UserID, Configuration data 
3. Output data : service data 
4. Target : IoT Service  
5. ----------------------------------------------------------- 
6. Method : IoT_Generic_Service// TRANSFER 
7. // step 1.  Set Internal Interface 
8. Try { 
9. Request data type assign to common global type // request data type is 

variability 
10. Set Req1 assign to userid_req(IoT Service)  // set of userid request  
11. Set Req2 assign  to sensory_req(IoT Service) // set of sensory_request 

data2  
12. Set Trans assign to req.trans // set a transfer method in request 
13. ---------------------------------------------------------------------- 
14. // step 2 External communication Interface // External communication for 

IoT Service 
15. Set Trans assign to  Resensor(data) 
16. For read  Trans  
17.     IF(Trans =! null) // trans data is not null 
18.         Trans = GenericRequest // request  
19.         Count = Count +1;  
20. Mapping Response = Resensor // mapping Response data and request data 
21. Transfer  Response // data transmission 
22. } 
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2.5 Security Manager

Secure execution environments is it refers to managed code, runtime environment
design to protected IoT platforms. Secure for network provides a network connection
or service access only if the device is authorized. Security manager includes authen-
ticating communicating peers, ensuring confidentiality and integrity of communicated
data preventing repudiation of communication of transaction and protecting the identity
of communicated entity as sensory data, resources. Secure for repository involves
confidentiality and integrity of sensitive information stored in the system.

Table 2. Generic driver interface algorithm

1 public classGeneric_driverInterface 
2 ----------------------------------------------------------------- 
3 public intconnectDevice() { 
4 Try { 
5 Initializing  Generic Driver Interface 
6 Search Generic_driver_connection 

   7 Set Generic_driver_connection equal to discovery driver1 
8 Mapping parameter driver1 interface param 
9 Print driver1 
10 For each driver  assign to driver interface 
11     If driver connection to device 
12        then success device connection 
13        Return ; 
14 Search next device driver 
15      For each next driver  
16         If next device is discovery 
17             Then next driver  assign to device 
18       Connection close device 
19  Return; 

Fig. 2. Collaboration manager
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3 A Case Study and Evaluation

3.1 A Case Study

To show the applicability of the proposed design of IoT platforms. We conduct a case
study of applying the experiments and scenario an IoT Platforms.

We demonstrate the usefulness of we suggested generic architecture for IoT Plat-
form and the above architecture using a case study.

We have suggested a scenario where mobile application can be controlled
according to the IoT monitoring service. It is assumed that the discover the special
device driver to the end user contains discovering a light sensor and a temperature
sensor. These sensors are connected to an IoT Platform. The IoT device first queries the
platform to discover a driver set of sensors. In this case, the discovery reveals that the
IoT monitoring service has a light sensor and a temperature sensor and both of these
sensors are linked to IoT platform. If the user selects temperature sensor and weather
domain, then the IoT monitoring service the IoT repository to obtain a list of the
available device driver. The list consists of four such scenarios: (i) Weather, Lumi-
nosity and Emotion, (ii) Weather and wearable watch, (iii) Weather and Activities and
(iv) Weather, delivery service and Safety Device. If the user chooses the last option,
based on the temperature sensor measurement, the IoT monitoring Service can deduce
whether the authenticity device is real.

According to the deduction, the user receive the service of exact whether tem-
perature. The generic interface can provide a common set for functionality.

We suppose scenario of generic IoT Platform can be easily discover the real device
driver specially.

3.2 Evaluation of IoT Platform

We have evaluated the performance of the generic IoT platform in terms of CPU load
and power consumption. These two metrics are very important since the application is

Fig. 3. Resource manager process
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running on IoT Monitoring devices with limited battery life. The application has been
tested on three other platform. Table 3 lists the CPU load results as measured from
DDMS tool of Eclipse ADT. The loads are measured during the main four operations
phases of the application.

The IoT service operations and the CPU computations take minimal power. The
dissipation at the display can be reduced by lowering the brightness value of the smart
device.

Table 4 lists the power consumption results as measured from power tool of
Eclipse ADT.

4 Conclusion

In this paper, this variety of application platform resulted in a variety of requirements
that IoT systems should comply with. Due to the heterogeneity of the environments, the
requirements varied significantly, and demanding more or less complex systems with
varied performance expectations. This situation affected the architecture design and
resulted in a range of IoT architectures with not only configuration setting of IoT
devices and resources, but also varied environments of collaboration each devices.
A number of things connecting it proposes a generic architecture design platform to
useful the common characteristics which internet of things to control the flow of data.
In the future work, a suggested generic architecture design can apply with case study
results of CPU load and Power Consumption of IoT platforms. It will be comparison of
other platforms a Generic IoT platform it can be measure relatively accurately.
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Abstract. Most of nations including the Republic of Korea require that the
captain or the chief engineer of the ship who is in charge of safe navigation must
carry a Seafarer’s certificate. However, different from the merchant seamen, a
considerable number of Korean fishermen do not follow such a rule as the
procedure to obtain the certificate is too inconvenient so that the certification
system is in a way creating offenders unintentionally. Thus, this study focuses
on digitalization of Seafarer’s certificate to adapt to forthcoming e-Navigation
era. As a result/contribution, it became clear that the current BLE technology
(2016) was most efficient in achieving this goal among various wireless
network-oriented technologies. The author intends to introduce a prototype in
the future study after applying for a patent.

Keywords: Digitalization � Bluetooth � BLE � Seafarer’s Book e-Navigation

1 Introduction

This study has focused on the IDs cards which have been used widely to authenticate
the members of certain groups or organizations. Many firms around the world are now
monitoring staffs’s daily routine and reinforcing the security by digitalizing their IDs.

The captain or the chief engineer responsible for the safety of crews and the vessel
must carry a Seafarer’s certificate which is often used as a passport on the ocean
freighters [1–5]. The fishing boats working at the littoral seas do not require the
certificate and yet, the captains and chief engineers are required to gain an official
approval from the Regional Office of Maritime Affairs and Fisheries every time they
change the vessel [2–7]. After the introduction of the Seafarers’ Identity Documents
Convention (ILO) into the Seamen Law (ROK), existing Seafarer’s Certificate is now
being used to document Seafarer’s on-board working experiences, qualifications,
employment contracts, and etc. However, the certificate cannot be admitted as a
passport and the recent immigration control law in the ROK requires all the foreign
seamen to carry the Seafarer’s Identity Documents when they enter or leave Korean
ports. This law started to take an effect on the 1st day of June 2017 so that the seamen
had to carry their passports until they each received a new Seafarers’ Identity Docu-
ments. Figure 1 shows design of current (2016) Korean Seafarer’s Book.
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There were many reasons for not being able to digitize the Seafarer’s Certificate but
one of the major reasons was that since the RFID chips used for the existing electronic
passports were vulnerable to the harsh on-board environments (e.g., extreme temper-
ature and humidity), they couldn’t be used for the Seafarer’s Book.

2 Related Research

2.1 Electronic Passport (ePassport)

The electronic passport, or ePassport, refer to the machine-readable passports
embedded with an antenna and a chip containing carrier’s personal and biometric
information. The original purpose of electronic passport is to optimize the security of
passports through prevention of forging, falsifying or appropriating to ultimately
increase the convenience of Korean nationals traveling abroad.

The chip used for the ePassport contains the same information stored in the
old-style passport but some security-related technologies are added to it. Thus, it is
quite difficult to forge the information printed on the passport pages and contained in
the chip simultaneously. Even if it is possible to do so, manipulations will be auto-
matically discovered when entering/leaving the country. The ROK government is
issuing diplomatic passports and general passports in the form of ePassport since Mar.
31st 2008 and Aug. 25th 2008, respectively [8–12].

Few problems involved in manufacturing ePassports are that the passport’s cover
will be thicker than the old types because of embedded antenna and chip and these two
components can be damaged when the cover is bent by force, or stapled. One of the
current security issues is related to the hacking of scanned passports. Many studies to
protect scanned passport information have been introduced but it is unwise to be
complacent yet. It is true that there have been some concerns about information leaking

Fig. 1. Design of current (2016) Korean Seafarer’s Book
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through remote access as the non-contact chips are embedded in the ePassports.
Accordingly, there also were many discussions and reviews on this problem by the
experts prior to global introduction of the ePassport system. In order to prevent
skimming, a technique that illegally steals personal information without being recog-
nized by the passport holder, the security technology called BAC has been applied to
Korean passports following the regulation of ICAO. This way, skimming becomes
impossible when the passport is folded.

Further, the strong security measures such as the EAC and CA technologies are
being applied to Korean passports to protect them from eaves dropping so that their
security level is very high. Aside from these technologies, the ROK government is
taking various measures (e.g., centralized passport issuing system, single closed
passport administration network, and etc.) at an administrative level. The most difficult
passports to forge are the Nicaraguan passports which have 89 security-related indi-
cators. The wireless hacking of ePassports still remains as a global issue and the
researches to replace RFID technology for passport use are ongoing.

2.2 Seafarer’s Book

From 2004 to 2005, a plan to issue Seafarer’s Book embedded with crew’s biometric
information was established but aborted because of several unsolved problems. The
ministry of Maritime Affairs and Fisheries (MOF) explained in 2004 that this plan was
based on the decision to adopt the Seafarers’ Identity Documents Convention which
obligated the seamen to carry a biometric Seafarer’s certificate while the nations that
issue such certificates must computerize the relevant information [12–16]. Following
the 911 terror incident and the US government’s decision that only the passports
embedded with biometric information would be accepted starting from Oct. 26th 2005,
the ILO also advised that the Seafarer’s certificates that function as a passport should be
changed accordingly. However, voice information was excluded in the new certificates
and the major reason for delay in digitalization was that the RFID chips were vul-
nerable to rather extreme temperatures and humidity.

3 Digitalization of Seafarer’s Book ROK for e-Navigation

There are more parameters in the Seafarer’s certificate than ePassport Fig. 2. For
example, the diagnostic information such as anemia, syphilis, AIDS and urine test
results are included in Section (a) together with the hospital and doctor’s names. And
the Section (b) contains the details of the employment contract while Section (c) spec-
ifies the records of contract renewal(s) or term changes. The Section (d) includes the
license type(s), validity(s), date of acquisition and other particulars while the Sec-
tion (e) indicates holder’s signature and address along with official requirements or
instructions issued by the authorities. Any additional license(s) the holder has should be
listed here. Author’s previous study ‘The Medicine(s) Intake Notification System’
[1, 2] is used for the items included in the Section (a).
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The higher security and storage levels are required for this new type of certificate
where many valuable personal information are being kept. These certificates are usually
kept in the on-board safe by the captain but they sometimes get lost or stolen. The
several experiments to distinguish damaged certificates due to a long-term use have
been carried out in this study as well.

As described in Fig. 3, this study intends to track the position of a certain Seafarer’s
Certificate by triangulation based on the signals transmitted from a multiple number of
beacons which act as the GPS satellites within a ship. This system employs existing
principle of GPS operation and the Bluetooth Low Energy (BLE) technology. As
mentioned earlier, the certificates are often kept in the safe but cannot be guaranteed

Fig. 2. Parameters in the Seafarer’s Book than ePassport

Fig. 3. A whole system design
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from theft. Author’s patent application will include a technology to recharge the BLE
batteries within the safe.

Since the RSSI and the unique identifier of a BLE equipment can be identified, the
position of a ceratin beacon can be determined using the latter and its distance between
a ceratin beacon can be estimated with the former. Therefore, the position of a cer-
tificate holder can be deduced by triangulating the information transmitted from
equipments scattered onboard. By using the Bluetooth 5 technology to check the
certificates from outside of the ship, it will be possible for the cost guard or the
investigative authorities to determine how many are working or boarding on the
ship. Also, as the Bluetooth function is mounted on almost all the smartphones, they
can avoid additional costs of purchasing new measuring equipments.

Meanwhile, the BLE-exclusive equipments can last about 1.8 to 28.7 months with a
CR2045 battery because of their low-energy consumption rate. Figure 4 shows the
BLE chipsets and their battery lives depending on the settings. No additional wiring
works are required to install long-term-use beacons. The battery-recharging system
introduced in this study will be quite useful for those Seafarer’s Certificates with the
validities of more than 5 years.

Figure 5 shows the Data Rate vs. Data Range of each technology described in the
preceding study [3]. Since the Bluetooth 5.0 and 4.2 indicated in the red box have good
ranges and humidity superior humidity-resistancy, they are considered to be adequate
in ship’s environment.

On June 17th 2016. The Bluetooth Special Interest Group (Bluetooth SIG)
announced the Bluetooth 5 technology. This technology has an improved transmission
distance and better speed compared to other prior versions. Targeting the drone,
wearable, smart bulb, home automation and IoT equipments markets, this newest
Bluetooth technology in two years since the introduction of Bluetooth 4.1 in Dec.
2013 has increased its transmission distance four times longer and data transfer rate
more than twice. It is expected that Bluetooth 5 will activate the service markets where
information are provided based on the navigation or positioning technologies.
According to the Bluetooth SIG, the products embedded with Bluetooth 5 will be
launched in the first half of 2017. The author is proposing the Seafarer’s Certificate

Fig. 4. BLE and battery lives depending on
settings

Fig. 5. Comparing Data Rate vs Data
Range
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embedded with the BLE device prior to the one that will be using the Bluetooth 5
technology in the future.

4 Conclusion and Future Work

The researches on the digitalization of Seafarer’s Certificates have been carried out in
this paper to adapt to the future e-Navigation era. In search of the most adaptable
sensors for the certificates, the author found that the Bluetooth 4.2 and BLE tech-
nologies were most efficient considering many factors.

The possibility of using the certificate as an e-Navigation system terminal has been
pursued also pursued. Introducing a new terminal with which the batteries can be
recharged within the cabin or the safe will be included in author’s future work along
with the prototype, after applying or registering for a patent. The processing and
memory overheads are the major additional complications that could follow in our
proposed protocol. As a future study, it may be possible to implement congestion
control mechanism. The protection for the transmitted data was not taken into con-
sideration in our protocol so that the discussion concerning the protection methodology
can also be one of the future studies.
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Abstract. Proxy mobile IPv6 (PMIPv6), which is a centralized mobility
management protocol, is dependent on a local mobility anchor (LMA) to pro-
cess all the data and control traffics. Therefore, it has serious problems such as
the tremendous traffic concentration into the core network and the triangle
routing that causes inefficient and non-optimized routing path. In this paper,
therefore, in order to alleviate these drawbacks, we propose a PMIPv6-based
auxiliary distributed mobility management scheme considering each mobile
node (MN)’s traffic locality. Performance evaluation results indicate that in most
cases, except for when the MN’s mobility rate is relatively very higher than the
traffic rate, the proposed scheme shows better performance result than that of
PMIPv6. Besides, it is demonstrated that the proposed scheme can be an
effective alternative that can distribute significant loads on the LMA of the core
networks to the MAGs of the edge networks.

Keywords: PMIPv6 � Traffic locality � Distributed mobility management

1 Introduction

PMIPv6 [1] relies on a central mobility entity (i.e., LMA) that manages both data plane
and control plane for supporting mobility services. Therefore, it results in significant
amount of data and control traffic being concentrated into the LMA of the core net-
work, which may lead to serious bottleneck on the LMA and the triangle routing
problem that causes inefficient and non-optimized routing path. Besides, the use of a
central mobility entity such as LMA may be vulnerable to a single point of failure and
degrade overall system performance [2–4]. In order to solve these drawbacks of cen-
tralized mobility management protocols such as MIPv6 and PMIPv6, the research
issues on the distributed mobility management has been recently discussed in the IETF,
which can be classified into the following two categories: the partially distributed
approach where only data plane is distributed and the fully distributed approach where
both data and control planes are distributed in the network.

Generally, each MN may have a variety of mobility/traffic characteristics. However,
the current mobility management standards such as MIPv6 and PMIPv6 do not
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consider each MN’s mobility/traffic pattern. So, they may be inefficient for supporting
explosively increasing MNs. Besides, the traffic load concentration into the central
mobility entity and non-optimized routing path due to such a static and globally
applicable approach of current mobility management standards may cause significant
performance degradation throughout the networks. Therefore, it is preferable to design
more efficient and more optimized per-user mobility management scheme considering
each MN’s mobility/traffic characteristics. In this paper, in order to alleviate these
drawbacks of PMIPv6, we propose a per-user-based auxiliary distributed mobility
management scheme for PMIPv6 networks (hereafter, we call it APMIPv6), which
considers each MN’s traffic locality.

2 The Proposed Scheme: Auxiliary PMIPv6 (APMIPv6)

The basic idea behind our proposed scheme is based on the following observations:
most traffic destined to the MN tends to originate from a few of specific CNs which
frequently communicate with the MN or relatively tremendous traffic volume originates
from [5, 6]. Therefore, in this paper, for each MN, we define the CN-side mobile access
gateway (MAG) (i.e., CN-MAG) from which the communications with the MN fre-
quently originate or the heavy traffic originates as frequently communicating MAG
(FMAG). The proposed scheme considers each MN’s traffic locality to efficiently
distribute traffic load on the LMA to the MAGs located in the edge networks.

The brief description of the proposed APMIPv6 is as follows. For binding update,
unlike PMIPv6, whenever the MN crosses the MAG coverage area, the new MN-side
MAG (i.e., MN-MAG) sends the Proxy Binding Update (PBU) messages to the MN’s
FMAGs as well as its LMA. However, in this case, if the MN-MAG figures out that the
MN does not have its FMAGs, it performs the binding update procedure just like in
PMIPv6. Note that by checking the FMAG address table stored in the MN-MAG, the
MN-MAG can determine whether the serving MN has its FMAGs or not and which
MAGs are that MN’s FMAGs. On the other hand, for packet delivery, if the CN-MAG
receives data packets destined to the MN from the CN, it checks its binding table to see
if it is the MN’s FMAG or not. If the record is found at the binding table stored in the
CN-MAG, it can obtain the MN-MAG’s proxy CoA (care-of-address). Then, it directly
sends the data packets to that address, not via the LMA (In this case, the packets can be
transmitted through the optimized route path, and inefficient triangle routing can be
avoided.). Otherwise, the CN-MAG performs the packet delivery procedure just like in
PMIPv6 (i.e., it sends the data packets to the LMA).

In the following, more details of APMIPv6 are described based on the illustrative
example shown in Figs. 1 and 2. Similar to PMIPv6, when the MN1 first enters the
PMIPv6 domain and attaches to an access network connected to the MAG1 (Step 1),
the MAG1 sends an AAA query message including the MN1’s identifier and the
MN1’s current MAG’s proxy-CoA (i.e., MAG1’s proxy CoA) to the AAA server (Step
2). And then the MAG1 receives the AAA reply message from the AAA server (Step
3). Then, the MN-MAG (i.e., MAG1) checks its FMAG address table to see if the
serving MN has its FMAGs or not. If the record for the serving MN is found at the
FMAG address table, the MAG1 sends the PBU messages to the MAG3 (i.e., the
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MN1’s FMAG) as well as its LMA (See the MN1’s record at the FMAG address table
shown in Fig. 2(a).). Note here that if the record for the serving MN is not found at the
FMAG address table, the MAG1 sends the PBU message to the LMA only just like in
PMIPv6 (Step 4). After that, if the MAG3 (i.e., MN1’s FMAG) receives the PBU
message from the MAG1, it updates the destination address field value of the MN1’s
record into MAG1’s proxy-CoA at its binding table stored in MAG3, and sends the
Proxy Binding Acknowledgement (PBA) message to the MAG1. On the other hand,
the whole procedure of PBU/PBA message exchange with the LMA is the same as that
of PMIPv6 (Step 5). Then, if the MN1 moves and attaches to MAG2 coverage area
(Step 6), the AAA query/reply message exchanges between MAG2 and AAA server
are performed just like in PMIPv6. Then, just like the procedures in Steps 4 and 5, the
new MN-MAG (i.e., MAG2) sends the PBU messages to the MAG3 (i.e., the MN1’s
FMAG) as well as its LMA and receives the PBA messages from the MAG3 and the
LMA. Note here that if the MAG3 receives the PBU message from MAG2, it updates
the destination address field value of the MN1’s record into MAG2’s proxy-CoA at its
binding table and sends the PBA message to the MAG2 (Steps 7 and 8).

Now, the packet delivery procedures are as follows. As shown in Fig. 1, the CN
sends data packets towards the MN1 (Step 9). Then, the MAG3 (i.e., CN-MAG)
checks its binding table to see if it is the MN’s FMAG or not. If the record for the MN
is found at its binding table, it directly sends the data packets to the destination address
(i.e., the MAG2’s proxy-CoA), not via the LMA (See the destination address field
value of the MN1’s record at the binding table shown in Fig. 2(b)) (Step 10). Note here

Fig. 1. The operation of APMIPv6

Fig. 2. The tables stored in the MAGs, which are defined in APMIPv6
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that if the record for the MN is not found at the binding table (i.e., if the MAG3 is not
the MN1’s FMAG), the MAG3 sends the packets to the LMA just like in PMIPv6.

To estimate the FMAGs for a particular MN, its traffic pattern throughout the days
or weeks can be observed over a long period of time. For example, whenever an MN
receives incoming packets, the MN-MAG may check the source addresses of the
incoming packets (i.e., CN-MAG’s proxy-CoA) and count the number of all the
received packets or all the session arrivals. Considering that PMIPv6 is adopted in
mobile communication systems, such information can be easily collected. The various
ways to obtain a good estimate about the FMAG for each MN may be possible [5, 6].
In this paper, for simplicity, we assume that the FMAG information on each MN is
commonly preconfigured in the FMAG address tables stored in all the MAGs.

3 Analytical Modeling

In this section, we analytically derive the total costs of PMIPv6 and APMIPv6,
respectively. For the analysis, we consider the binding update (BU) cost and packet
delivery (PD) cost during an inter-session arrival time. Table 1 shows the parameters
used for analytical modeling. Generally, the total cost of a mobility management
scheme can be composed of BU cost and PD cost. Thus, based on the operational
procedures of BU and PD in PMIPv6, each cost of PMIPv6 can be expressed as

CPMIP
BU ¼ 2EðNCÞ dlm ð4:1Þ

CPMIP
PD ¼ 2EðLSÞ ðdlm þ dÞ ð4:2Þ

CPMIP
Total ¼ CPMIP

BU þ CPMIP
PD ð4:3Þ

Table 1. Parameters used for analytical modeling

Parameter Description

EðLSÞ The average session length (in number of packets)
EðNCÞ The average number of the MN’s MAG coverage area crossings during

an inter-session arrival time
dlm The transmission cost of a single packet between LMA and MAG
dcm The transmission cost of a single packet between CN-MAG and MN-MAG
dfm The transmission cost of a single packet between FMAG and MN-MAG
d The transmission cost of a single packet in the wireless link between

MAG and MN
q The ratio of the number of data packets destined to the MN originating

from its FMAG to the total number of data packets destined to the MN
m The average number of the MN’s FMAGs in a domain

CX
BU Binding update cost of X scheme (X 2 {PMIP, APMIP})

CX
PD Packet delivery cost of X scheme (X 2 {PMIP, APMIP})

CX
Total Total mobility management cost of X scheme (X 2 {PMIP, APMIP})
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Similarly, the BU cost, the PD cost, and the total cost of APMIPv6 can be cal-
culated as

CAPMIP
BU ¼ 2EðNCÞ dlm þ 2mEðNCÞ dfm ð4:4Þ

CAPMIP
PD ¼ qEðLSÞð2dþ dcmÞ þ ð1� qÞð2EðLSÞðdlm þ dÞÞ ð4:5Þ

CAPMIP
Total ¼ CAPMIP

BU þ CAPMIP
PD ð4:6Þ

where in Eq. (4.4), 2mEðNCÞ dfm means the binding update cost that the MN-MAG
registers with m FMAGs. On the other hand, in Eq. (4.5), EðLSÞð2dþ dcmÞ means the
packet delivery cost in case the CN-MAG is the MN’s FMAG, and 2EðLSÞðdlm þ dÞ
means the packet delivery cost in case the CN-MAG is not the MN’s FMAG (i.e., in
this case, the packets are routed indirectly through the LMA), respectively.

4 Numerical Results

In this section, we conduct the performance analysis based on each cost of PMIPv6 and
APMIPv6 derived from Sect. 3. For numerical analysis, we set parameter values as
dlm ¼ 30, dcm ¼ dfm ¼ 20, and d ¼ 3, respectively. These values were assigned based
on the work in [7] by considering the hop distance between mobility agents (i.e., LMA
and MAG).

Figure 3(a) and (b) show the effects of SMR (Session-to-Mobility Ratio) on the
total costs of PMIPv6 and APMIPv6 when E(Ls) is set to 500 (in number of packets)
and m is set to 1 and 2, respectively. For the analysis, we consider the relative total cost
of APMIPv6 when the total cost of PMIPv6 is normalized to 1. When SMR is very
small (e.g., in case of SMR = 0.01, in other words, MN’s session arrival rate: MN’s
MAG coverage area crossing rate = 1 : 100), the cost of PMIPv6 shows slightly better

Fig. 3. Effects of SMR, q and m on the total costs of PMIPv6 and APMIPv6
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performance than that of APMIPv6. This case corresponds to the exceptional scenario
where the MN is highly mobile almost without any communication with the CN. So,
the benefit of APMIPv6 cannot be obtained in this case. However, in all the cases
except for this one (e.g., in cases of SMR = 0.1, 1, 10 and 100, respectively), as SMR
gets larger, the cost of APMIPv6 shows better performance than that of PMIPv6.
Besides, such phenomenon gets prominent as q gets larger. This is due to the following
facts: as SMR gets larger, the packet delivery cost gets dominated. So, the benefit of
APMIPv6 gets prominent because of sending data packets through the optimized route
path, not via the LMA in case that the CN-MAG is the MN’s FMAG. Also, the larger
value of q means that the more data packets are sent from the FMAG through the
optimized route path, not via the LMA. Thus, as shown in Fig. 3(a) and (b), the
performance of APMIPv6 gets more superior as q gets larger.

5 Conclusions and Future Works

In this paper, inspired by the observations and facts that most MNs, to some extent, has
traffic locality, we proposed an efficient PMIPv6-based auxiliary mobility management
scheme for distributing the loads on the central mobility anchor point, that is LMA, to
the MAGs located in the edge networks. Numerical results demonstrated that the
proposed APMIPv6 shows the apparent potentials to mitigate the serious drawbacks of
PMIPv6 (e.g., LMA bottleneck problem and triangle routing, etc.) while reducing the
total mobility management cost. Future research directions will be focused on the
in-depth work on the MN’s traffic characteristics and the determination of the FMAGs
on each MN because the appropriate configuration of the FMAGs on each MN is
crucial factor for the performance of APMIPv6. The research on the adaptive config-
uration of the FMAGs on each MN will be also conducted.
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Abstract. The industrial accidents in the factories are continuously occurring
globally and accordingly, the property damages and the number of human
casualties are also increasing. The potential for the accidents at chemical plants
are especially high as these factories heavily use or store many kinds of haz-
ardous substances. Thus, separate preventive measures or tools are required.
This study focused on a system that can prevent accidents and reinforce the
security in a Smart Factory. The system uses Industry 4.0-based Bluetooth
beacons to determine a worker’s position and enhance the security level.
Converting to a Smart Factory, globally located factories are adding variety to
all the processes in manufacturing and logistics. At the same time, some new
and innovative methods are required to adapt to such changes, especially in the
fields of safety and security. The existing communication method between
beacons is that relevant application will be installed in the Bluetooth-activated
devices such as Smart Pad, smart phone or other similar device to calculate the
distance between the device and the beacon. The distance information will be
then delivered to the server to control other devices/equipments in the factory.
However, this method has a problem of using the Smart Pads in the factory due
to the security or spatial characteristics of the factory and the system will cease
to operate when battery life expires. To deal with such problems, a beacon has
been attached on the worker’s safety helmet and synchronize beacon’s ID with
worker’s ID so that the system can check the both signals to control worker’s
access to the factory or let the security to take measures. Thus, this system
allows an effective worker access control, notifications of entering danger zones,
establishment of an efficient working condition through evaluating worker’s
movements, estimating the positions of workers in the event of accident, and
safe log-ins for factory’s security. Just by attaching the beacon on the worker’s
helmet, no additional application installations, devices, and external network or
GPS system will be needed so that an independent network can be established at
the factories distant from cities.

Keywords: IoT � Smart Factory � Bluetooth � BLE � Safe environment
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1 Introduction

Recently, seven workers got hurt at the company located in the S city in the Republic of
Korea (ROK). Their insensitivity towards safety has been blamed before when a worker
was killed in a fall 15 days ago. In India, thousands of people died from the world’s
worst chemical factory accident in Dec. 1984. Also, in China last year, toxic substances
leaked from the chemical factory in the Shandong province, bringing much damages to
the factory workers and nearby residents. These incidents are just a few examples
around the world and they never seem to be reducing. Especially, being a highly
technology-intensive process industry, chemical factories handle massive amount of
hazardous chemicals so that there always is a possibility of an accident. Therefore, a
reliable preventive system is essential. This system uses Industry 4.0-based Bluetooth
beacons to determine a worker’s position and enhance the security level [1–6].

2 Related Study

The Smart Factory is a part of the Industry 4.0 strategy where the ITC technology has
been combined with the manufacturing sector to enable an automated production
system through simulations. The production and service elements involved in this
future production system are connected by the network and exchange information to
achieve optimized production and self-controlled process. Accordingly a safety man-
agement system that meets such a Smart Factory must be studied first [7–11].

The ultimate goal of the Smart Factory is to combine 4M1E elements (i.e., Man,
Machine, Material, Method and Energy) to deduce an integrated synergy effect. That is,
automatically producing the products with minimum raw materials, lowest amount of
energy, and best possible method available so that the rate of defectives should be low
but the production yield will be greater. Also, the system requires small manpower to
effectively produce the products. The Smart Factory collects the on-site 4M1E infor-
mation in real time and provide them to the management to let them make the best
decisions. At the same time, the system informs customers about the expected delivery
dates while notifying the present factory conditions to the factory manager in real time.
The factories around the world are bringing the changes to every step of the production
and distribution processes while they are attempting to convert their factories into the
Smart Factories. The workers’ safety and efficiency must be considered during the
conversion process since a large amount of products will be produced with a minimum
number of workers. Also, for the technology-intensive manufacturing industry, pro-
duction technology, safety and system security must be considered first [11–15].

3 A Study on Worker’s Positional Management and Security
Reinforcement Scheme in Smart Factory

Figure 1 shows a Bluetooth Beacon System configuration and the location of Wi-Fi
device following the structure of the factory. There are a number of smart
devices/equipments inside the factory to control facilities, manage raw materials, stocks,
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products, and understand the current situation of materials supply and demand, as well
as factory production status. The smart equipments compute the positions of beacons by
using the Bluetooth signals. In order to calculate the exact position, the distances
between the smart equipments must be estimated. The error range in calculation of
distance is about 3 m and if there are no obstacles in the space, the measurement can be
achieved as far as 50 m to 70, or 30 m to 30 m when there are any obstacles. Estimate
the worker’s exact distance by calculating the distance between each smart equipment.

The signals from the beacon and the smart equipment will be stored at the central
sever every three seconds so that if a worker is positioned in the restricted zone, a
warning SMS/E-mail will be sent to the worker and the safety manager. When a factory
worker attempts to log on to the smart equipments which control and manage factory
facilities, signal IDs will be compared through the server and the only equipments
having the beacon distance of less than 3 m will be accepted. If the worker deviates the
distance over 3 m, he will be logged out, preventing others to control the equipment(s).
By evaluating the movements in real time, the most efficient traffic route suitable to the
factory environment can be deduced.

Also, in the event of accident, the factory manager can concentrate on prompt life
saving measures and accident controls by determining exact positions of workers and
their number within the factory. Figure 2 is an algorithm used for the security vali-
dation and warning system. When a worker accesses the factory, the condition of
his/her beacon will be checked (e.g., beacon’s voltage level, beacon ID and RF-ID for
any mismatches, beacon signal strength). If the beacon is normal access time will be
sent to the server and if there are any problems in the beacon, the server will make
decisions depending on the type problem occurred. The current position of the worker
is continually sent to the server through smart device (PAD).

Fig. 1. A bluetooth beacon system configuration and the location of Wi-Fi device following the
structure of the factory
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The beacons are to be connected to a multiple number of smart devices and a
beacon manager to provide the distance information and access data to the server. The
position data will be accumulated at the server to create a statistics to determine the
most efficient traffic route and environment in the factory.

If the workers approach or enter the restricted or unauthorized areas, a warning
SMS will be sent to the worker and safety manger simultaneously with alarms.

When a worker attempts to log on to smart equipment used for the production, the
distance between the worker and the beacon will be measured. If the distance remains
within 3 m, he will be accepted and if any communications are not established between
them, the smart equipment will continuously measure the distance every one minute. In
this case, if the distance exceeds 5 m, the smart equipment will be shut off automati-
cally or stay logged in if the distance is within the range of 5 m.

Figure 3 shows entire system configuration of a factory where the chemicals for the
semiconductors production are being produced. The manufactured chemicals will be
delivered to the customers with double-packed containers. Its primary process includes
solution-mixing and concentration control processes. The final product is produced by
filtering the premixed and controlled solution through 3 to 5 filters. Also, the final
products will be primarily packed in the customized container with labels and then
wrapped with the sun-blocking film before putting it in the box. The boxed products are
then tied together on a pallet and stored in the warehouse. Sometimes the products are
released on pallets but otherwise, they will be re-packed following the orders by the
customers. The production line will be cleaned after production process is complete
using cleaning solutions to get ready for the later production.

The number of raw materials is often small but in order to maintain the quality,
exact proportion is required along with good inventory control. The raw materials
should be controlled by distinguishing them by their minimum packing units. The
quality inspection process is divided into three steps: raw material inspections, inter-
mediate product inspection and final product inspection. The raw material inspection
literally inspects the materials to be used and in the intermediate inspection step, the
accuracy of mixing and concentration will be checked. In the final step, the product will
be checked finally after the filtering process. All the inspection data will be stored with
the product IDs.

Fig. 2. Algorithm for worker’s security validation and warning mechanism
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In general, the production facilities management system is operated through the
touch-operated process management display or PC connected to the PLC network. The
display only shows the information about a unit facility so that development, operation,
and maintenance are not easy to perform. When showing the production management
system on a process PC, there are several problems in the factories where production
site is too small or sensitive to the pollutants. Therefore, the factories introduced a
Smart PAD which can deal with such problems and easy to move wearing a dust-prove
garment (Figs. 4 and 5).

The Bluetooth beacons-based Smart Factory security management system proposed
in this study has been constructed with the Java spring and is divided into a Web UI for
MES/WMS and an Android UI for Smart PAD. The production information are stored
in the Oracle RDBMS together with worker’s positional data.

For the security of the factory, interior of the factory will be covered by a separate
internal network (Factory Area/FA network) where the FA network would not be
accessed externally. All the wireless equipments are to be subjected to the security
settings (i.e., registering their MAC addresses to get an access to the FA network).
Also, all the equipments including Smart PAD, Client PC, PLC devices, PDA, and
barcode printer should be connected through the FA network. The computer room is
first connected to the factory’s network through Switch and the firewall, and then to the

Fig. 3. A whole system configuration

Fig. 4. Infra structure of factory Fig. 5. Process network configuration
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office network (Office Area/OA network). The reason for this network separations is to
physically prevent external influences which may be harmful to the factory facilities
and information networks, as well as to increase the network speed. An example is
presented in Fig. 6 below.

4 Conclusion and Future Work

The factory automation through Smart Factory is being introduced in several countries
as a preferable means of increasing the efficiencies in the manufacturing sector and
generating the higher value-added businesses. In this Smart Factory, the human
resources management is one of the most important elements, along with machines,
materials and methods used so that preparing some special safety measures are essential
in promoting an efficiency among workers.

This study focused on the worker’s positional information management and sys-
temic validation method which utilizes the Bluetooth-based beacons to secure safe
factory environment and security. With this system, establishment of a safety envi-
ronment and security measures within the Smart Factory including activities such as
controlling the workers’ factory accesses, issuing a warning when they approach
restricted or hazardous areas, determining the positions of workers in the factory in the
event of accidents can be achieved. Just by attaching a beacon to a worker and without
any separate applications, this system can be applied to the factory. Moreover, no
external networks or GPS systems are needed for this system so that it is possible to
construct an independent network in the factories distant from urban areas.

The ultimate goal of the Smart Factory is creating an integrated synergy effect
through establishing connections between elements of 4M1E and promoting automa-
tion process. That is, the system should be able to produce good products automati-
cally, effectively and steadily with lesser people, minimum amount of raw
materials/energies, and the best possible means and yields. By applying the
beacon-based worker positioning system proposed in this study onto the facilities in the
Smart Factory, the factory manager will be able to assign a worker for an inspection
duty on a specific time and inform him/her of the best position where he/she can move

Fig. 6. Taking an inventory of the factory using smart PAD
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most efficiently to fulfill his/her duty. We expect that the system will be also useful in
determining an adequate number of workers for a specific production process. Some
comparative analyses will be conducted for the UML and the entire framework used in
this study against other studies in our future journal paper, along with the studies
related to the mode changes that will surmount the drawbacks in the Bluetooth tech-
nology, such as the shadow areas and signal attenuations, for example.
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Abstract. Trace artifacts refer to any residual data or marks of the R&D pro-
cess that are made amenable to being trace. we applied this term to Research
Contents for R&D project in our previous research. It is called Research
Descriptor also known as RD. Furthermore, the existing researches failed to
fully consider the research items existing in the form of various document files
and SW configuration items, for example, the support for traceability among
SW UML models and source codes, UI Form and test cases and issues on
traceability with the conducted R&D process to make such outcomes. In this
paper, we proposed extended definitions of various perspective relationship
which to support traceability for research documents, processes and source
codes during the whole period of the R&D project. Also, we considered defi-
nition of logical relationship between research contents and discussed how to
manage the R&D project by tracking the RD relation type.

Keywords: Research content relation � Research Descriptor � Research
Descriptor Based Traceability

1 Introduction

Trace artifact is one of the trace elements and is qualified as either a source artifact or as
a target artifact when it participates in a trace. The size of the traceable unit of data
defines the granularity of the related trace. Trace artifacts refer to any residual data or
marks of the R&D process that are made amenable to being trace [1]. we applied this
term to Research Contents for R&D project in our previous research. It is called
Research Descriptor also known as RD. Furthermore, the existing researches failed to
fully consider the research items existing in the form of various document files and SW
configuration items, for example, the support for traceability among SW UML models
and source codes, UI Form and test cases and issues on traceability with the conducted
R&D process to make such outcomes [2, 3].

Therefore, in our previous work, we defined the scope and target of traceability
regarding the Research Descriptor (RD) traceability and we also defined RD based
Traceability Information Model. The Research Descriptor is the research contents in
various forms produced over the whole period of the R&D project including the
execution process of the R&D project and keywords and key sentences of the outputs.

© Springer Nature Singapore Pte Ltd. 2017
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In this paper, we proposed extended definitions of various perspective relationship
which to support traceability for research documents, processes and source codes
during the whole period of the R&D project.

Also, we considered definition of logical relationship between research contents
and discussed how to manage the R&D project by tracking the RD relation type.

Section 2 describes the existing researches on RD based traceability and RD based
Traceability Information Model and Sect. 3 covers the information on the extended
definition of relation between research contents for Traceability and describes an
example of extended RD relation for Traceability. Section 4 gives the conclusion of the
proposal of this paper and future research plans.

2 Related Works

This chapter describes the key concept in the Research Descriptor Based Traceability
from four perspectives of traceability and also describes how the information structure
is composed and what kind of relation type the information has, and the Research
Descriptor based Traceability Information Model.

2.1 Research Descriptor Based Traceability

The Research Descriptor generated in the R&D project has traceability to support the
semantic analysis technology, similarity analysis, or semantic-based tests. The trace-
ability for Research Descriptor can be defined as follows from four perspectives [4].

– Traceability from the perspective of work products: Traceability between Docu-
ment RD which is the result in the form of document files Tracing of various
versions for one document file and traceability for other related document files.

– Traceability from the perspective of process: Tracing of relation between the gen-
erated Document RD and any tasks or activities on the project WBS.

– Traceability from the perspective of the monitoring quality metrics: Tracing of
Document RD that affects monitoring quality metrics.

– Traceability from the perspective of software development: Tracing of components
or class related to software development associated with generated Research
Descriptor or source files.

2.2 Research Descriptor Based Traceability Information Model

As reviewed in the relevant researches in Sect. 2.1, what is the information to be traced,
how to define the information structures and how to set the relation between the
information to be traced will be explained using the TIM model when defining the
traceability through the TIM model. Therefore, in our previous work, we also defined
the TIM model as shown in Fig. 1 to define RD based traceability in executing the
R&D project [4].
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Figure 1 demonstrates the structure and the Compose relation between Project,
Phase, Activity and Task from the process aspect among the targets to be traced first,
and the Produce relation with R&D Documents produced through certain Activity and
Task. Also, the relation between Activity and Activity, Task and Task can be expressed
as the Depend (FS, SS, FF, SF) and Branch relation.

Also, it defined various forms of outputs produced over the entire period of the
R&D Project as R&D Document; described the Section or Subsection within the
Document as R&D Document Item; and defined the relation between Section and
Subsection as Compose and the relation between Document and Document and
Document Item and Document Item as Refine, Depend, Branch, Evolve and Refer.
Each relation type will be explained in detail in the next Section.

In addition, the relations between Software Requirement or Test case and UML
Class or Code Class will be expanded into Extract or Satisfy, Verify and Implement as
a target to support traceability from the SW perspective.

3 The Extended Definition of Relation for Research Content
Based Traceability

3.1 The Extended Definition of Relation Type for Research Descriptor

As reviewed Sect. 2, in order to support definition of various RD relation between
research contents we focused on extended definition of RD relation types from our
previous works. The relation type was redefined as follows depending on each iden-
tified relation type. To define extended RD relation we mainly focus on two relation
types below.

– Artifact RD Relation
: Relation between document and document, document and code, code and code.

Fig. 1. Research descriptor based traceability information model

A Study of the Extended Definition of Relation for Research Content 1069



– Process RD Relation
: Relation between process and process, process and document, code and code.

Figure 2 shows Definition of the relations for Artifact RD (Document and Code)
and Process RD. and we also defined the extended RD relation by Tables 1, 2 and 3.

Fig. 2. Definition of relation for artifact RD and process RD

Table 1. Definition of RD relation for document and code

Relation Description Implementation for
relation verification

Evolve When the target RD add new or detailed contents
from source RD and these RDs have a same topic,
there should be high similarities between RDs

1. bool is_diff(string
str1, string str2)
2. bool is_same_toic
(string str1, string str2)
2.1 string parser_root
(string str)
2.2 int[] topic_vec(string
str)
2.3 double sim_cosine
(int[] var1, int[] var2)

Equal When target and source RD contents are exactly same
or semantically same

1. bool is_diff(string
str1, string str2)
2. string parser_root
(string str)
3. int[] text2vector(string
str)
4. double sim_cosine(int
[] var1, int[] var2)

Refer When the target RD refers to the internal and external
research contents of the R&D project, researcher can
set the Refer relation

1. string parser_NN
(string str)
2. string keyword(string
str, int count)
3. double sim_jaccard
(int[] var1, int[] var2)
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3.2 Example of Extended RD Relation for Traceability

Figure 3 demonstrates an example of extended RD relations between research contents
as sections in research documents. Shown as Fig. 3, It has Evolve relation between
research contents and logical relation as Sequence and Summary relation.

Table 2. Definition of logical relation between research contents

RD relation Description

Top and
bottom

The relationship between subordinates and superiors

Amplification Expatiate on relationship
illustration An illustration is an example or a story which is used to make a point clear
Summary A Summary of something is a short account of it, which gives the main

points but not the details
Cause and
effect

If there is a causal relationship between two RDs, one RD is responsible for
causing the other RD

Addition Additional RDs are extra RDs apart from the ones already present
Sequence A sequence is a number of RDs that come one after another in a particular

order

Table 3. Classification of document-code-process RD relation definition

D-C-P
type

RD relation Remarks RD type

D to D Evolve, Equal, Refer
Logical relation

Need to consider
section and subsection
in document

Artifact
RD
(aRD)

D to C Refer
C to C Evolve, Equal, Refer

Generalization, Dependency,
Aggregation, Composition: UML class
relation

Need to consider code
granularity (Class or
Method)

P to P FS, SS, FF, SF Process dependency Process
RD
(pRD)

P to D Refer, Produce Process outputs as
documents and codesP to C Refer, Produce
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4 Conclusion and Further Works

As reviewed in Sect. 3, this paper defined the extended Research Descriptor (RD) re-
lation for research contents based traceability and RD based Traceability Information
Model. And we also applied the extended RD relation types to support RD based
Traceability that was defined in our previous works. It considered the targets and
perspectives that require traceability and the tracking relation types to support trace-
ability in executing the R&D project from various aspects, and suggested a research on
traceability linked to the quality of R&D project through the correlation between
traceability based on various RD relation types.

Going forward, further research is scheduled on the existing researches on simi-
larity to verify the extended RD relation types to support traceability that was defined in
this paper and implementation of RD based Traceability Framework that supports the
R&D project.

Acknowledgements. This research was supported by the Next-Generation Information Com-
puting Development Program through the National Research Foundation of Korea (NRF) funded
by the Ministry of Science, ICT & Future Planning (NRF-2014M3C4A7030503).

Fig. 3. An example of extended RD relation between research contents for traceability
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Abstract. 3D printing is a process of making 3D solid object from a digital
STL file. 3D printer operates according to G-code. A STL file is composed of
lots of facets, and the number increases depending on the size or precision of 3D
model. In this paper, we have interests on devising an algorithm to transform
STL file into G-code in distributed systems. The algorithm is divided into two
steps: first, grouping facets according to Z-axis value, and second, generating
G-code from facets. Through the simulation works, we come to know that the
transformation can be done well in distributed manner.

Keywords: 3D printer � 3D model � STL file � G-code Distributed computing

1 Introduction

3D printing is a process of making three dimensional solid objects from a digital file.
The creation of a 3D printed object is achieved using additive processes, where an
object is created by laying down successive layers of material until the object is created.
3D printing starts with making a virtual design of the object you want to create. The
design is for instance, a CAD file. Recently, 3D scanner is another different example to
generate a 3D model. When a 3D model is prepared, next process called slicing, is
needed. Slicing is dividing a 3D model into hundreds or thousands of horizontal layers
and needs to be done with software. G-code is used to control 3D printer; that is, it
instructs where to move, how fast to move, and what path to move. Finally, the 3D
model is ready to be printed in a 3D printer.

Generally, 3D model can be represented in STL format and transformed into
G-code for 3D printer. A STL file is composed of lots of facets, which is a flat faces on
geometric shapes. The facet number in an object highly depends on the precision or
size of 3D model. For example, an object of 10 cm height has 7.5 � 102 facets, but if
the height is 100 cm, the object is composed of 5 � 105 facets. In this case,

This research was supported by Basic Science Research Program through the National Research
Foundation of Korea (NRF) funded by the Ministry of Education (NRF- 2015R1D1A1A01061173).
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transformation time is needed about 103 times more. Of course, more time to translate
is needed.

In this paper, we devise a new distributed transformation algorithm from STL file to
G-code. The process is divided into two steps: first, grouping facets according to Z-axis
value, and second, generating G-code from facets. In our devised algorithm, the steps
will be done in distributed manner. To do so, there are n processing nodes and node N0

plays a role of coordinator. Each step will be explained in next subsections in detail.

1.1 Step 1: Grouping Facets

Each facet can be represented as 3 coordinates (x, y, z) covering one small part on
object surface. Slicing is generally processed according to Z-axis but there is no rule
among facets stored in a STL file. Thus, as first step, zmax and zmin is extracted and
stored separately for each facet and then all facets are split into several groups
depending on zmin. For example, f1 is a facet on a cylinder and the coordinates are like
Fig. 1. From the facet, the greatest and the smallest Z-value is 9 and 4.

Before grouping, preprocessing has to done at node N0; for each facet, a unique ID
is given and zmax and zmin is extracted and stored as a form of (ID, zmax, zmin) into Fset.
(ID, zmax, zmin) will be hereafter called FInfo. All data in Fset is split into n parts equally
where n is the number of processing nodes except node N0. When N0 hands over a part
of Fset data to node Ni (1 � i � n), Ni sorts them by zmin in ascending order and finally
returned the result to N0.

1.2 Step 2: Generating G-code from Facets

When nodeN0 gets the result from nodeNi, it again divides them into n groups according
to the Z-coordinator position. In this way, from all results, n group data are generated; it
means that zmin of all facets in group 1 is smaller than zmin of any facet in group 2. For
example in Fig. 2, node N0 gets 4 results from the other nodes where all facets are sorted.
It makes 4 groups by dividing facets according to the height of the 3D model (in Fig. 2,
Group1 to Group4). Each Groupi data will be delivered to node i (1 � i � 4).

Fig. 1. An example of a facet f1
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When node i gets group data which contains facets sorted by zmin, it will transform
facets to G-code. That is, for example, node 1 gets facets data of which Z value is from
height 0 to height/4. Thus, it first sets the position of plate of 3D printer to 0. It (1) finds
facets which intersect the plate, (2) calculates intersection points, and (3) converts
G-code. Next, the plate position moves up by constant value (d) and do the process
(1) to (3) until plate position is height/4.

The following figure shows how to calculate the intersected position between a
facet and the plate (Fig. 3).

1.3 The Algorithm

Let us assume that there are 5 nodes in a system. N0 is a coordinator node and the other
4 nodes are slave. The algorithm operates as follows:

Fig. 2. After process N0 gets back the result from the other nodes, it redistributes to them

Fig. 3. Example: plate position is 7
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2 Experiments and Results

In distributed systems, the number of processing nodes is a critical factor. And the
transformation job highly depends on the size or precision of 3D digital object. In the
experiments, we make a 3D model data.

We first check the number of facets. Since the used 3D
model is very simple, it is composed of only 96 facets when
the surrounding length is 5 cm. But the number grows 1749
when the length is 20 cm and transformation time changes
7 min to 107 min.

The next table is relates with transformation time
depending on the number of processing nodes. As a basis for
comparison, Cura software is used [4], which is generally
used for transforming STL file into G-code. Of course, the
processing time decreases in reverse the number of pro-
cessing nodes. In the table, the case that node is 1 means the
result from when Cura is used. Thus, we come to know that
our devised algorithm shows better processing time.

Node num. Processing time (ms)

1 6000
2 4677
4 2067
8 908
16 428
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3 Conclusion

The volume of facet data in a 3D model highly depends on the size or precision of the
model and the volume increases to several times. So an efficient distributed algorithm is
required. In this paper, we devised a distributed algorithm to convert STL file to
G-code for 3D printer. After this work, we will do extensive simulation works and find
the other factors to affect performance. And we will also develop our system which can
operate on a cloud system. After then, users can get G-code by asking Cloud system to
convert their 3D model data.
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Abstract. Information Centric Networking (ICN) has attracted researchers as a
future Internet architecture, because of its content dissemination based on names
and ubiquitous in-network caching. Dynamic Adaptive Streaming over HTTP
(DASH) has been deployed widely to provide video streaming in the Internet
with high Quality of Experience (QoE) reflecting the heterogeneity of network
connections and user devices. From reviewing previous studies on the effect of
the cache to the dynamic adaptive streaming, pre-fetching of appropriate rep-
resentations is a key issue. This paper proposes a client assisted dynamic rate
adaptation mechanism that could invoke pre-fetching the anticipating repre-
sentations to in-network cache. Simulation result shows our solution reduces the
bit rate oscillations.

Keywords: Information centric networking � Quality of Experience (QoE) �
Dynamic adaptive streaming � Content caching � Content distribution �
MPEG-DASH

1 Introduction

The advent of new multimedia applications indicates that the contents on the Internet
have evolved from textual information to multimedia information [1]. According to [2],
global Internet video traffic will be 82 % of all consumer Internet traffics by 2020, up
from 70 % in 2015. That is, real-time video applications produce most of the Internet
traffic. As users largely care about what content they want opposed to where the content
is, the consumption of video content is generously content driven. Current Internet was
designed for host-to-host communication where host’s IP address is used to present the
location of a desired content. The content dissemination on current Internet makes a
problem like utilizing content replicas or redundant paths. For efficient content deliv-
ery, Information Centric Networking (ICN) has been proposed.

ICN [3] is a novel Internet architecture where communication takes place by
exchanging the content, identified by its name, instead of transmitting packets from a
content source to a destination. The one of the basic premises of ICN is that adopting
the content cache intrinsically and ubiquitously in the network infrastructure would
improve performance of content distribution. This in-network caching helps users
access the requested content at a nearby position with less request latency.
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DASH [4] is an emerging standard for the adaptive streaming that is recently
ratified as an ISO/IEC standard to provide good QoE for the video streaming service
with considering the heterogeneous nature of network connections, the various network
conditions, and the diverse devices. In DASH architecture, an original video content is
encoded into multiple representations with various bit rates. Each representation is
divided to multiple consecutive media chunks, called segments defined as equally long
temporal entities of the response to the DASH client’s request. Each segment is
assigned a unique URL, an index, and explicit or implicit start time and duration [5].
The relationship between different representations is described in a so-called Media
Presentation Description (MPD).

ICN and DASH have several common features though they pursue different goals.
The common features are that the content is dealt with in small chunks for the content
delivery and the client initiates the content delivery. ICN mainly focuses on efficient,
scalable, and secure content distributions through network layer primitives. DASH
focuses on QoE guaranteed video streaming by constructing an adaptive set consisting
of the segments from representation sets according to the dynamics of service envi-
ronment. As the increase of volume of mobile video traffic is anticipated, the dynamic
adaptive streaming is a native and essential component in the future Internet. In this
paper, we propose client assisted dynamic adaptation algorithm for ICN.

The remainder of this paper is organized as follows. We discuss the related works
in Sect. 2. In Sect. 3, we describe the proposed system model and performance eval-
uation. Finally, we have our conclusion and future work in Sect. 4.

2 Related Works

Liu et al. [6] introduced a joint client-driven pre-fetching and cache-aware rate adap-
tation algorithm for DASH. The DASH client cooperates with proxy caches to deter-
mine the representation for next requested segments and subsequent segments which
the client will most probably request subsequently. However, this proposal required
DASH aware caches by implementing the extension protocols. Müller et al. [7] pro-
posed an adaptation method involving exponential back-off and network probe in order
to estimate the end-to-end path latency and to avoid frequent quality switching caused
by proxy cache. Lee et al. [8] proposed a video-aware cache server instead of focusing
on the client side algorithm that cache server uses traffic shaping to control the content
download rate to prevent sudden quality changes. In this algorithm, the cache server
should recognize what the representation bit rates users request and shape eligible
transfers. Heikkinen et al. [9] proposed the CDN architecture, following the upcoming
MPEG standard for Server and Network assisted DASH (SAND), to optimize CDN
operation for DASH in terms of the caching and the network resource usage as well as
the response time. In [9], authors defined the content-aware network element that
monitors cache status, exchanges SAND signaling, requests pre-fetching of anticipat-
ing segments from the original server, and redirects the client’s request to the optimal
edge sever dynamically.

Liu et al. [10] investigated, using the CCNx test-bed, the performance of caching of
Content Centric Networking (CCN), one form of ICNs, in the context of DASH.
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Their observation was that the clients can retrieve the video with a higher bit rates than
actual bandwidth between the origin server and the client, when the number of client
requesting the video is high enough. However, they didn’t investigate the DASH rate
adaptation logic. Li et al. [11] proposed distributed in-network video caching policy for
dynamic adaptive steaming to facilitate video delivery over ICN. The proposed video
caching policy is a popularity-based decision on what video content should be cached
based on minimal coordination of aggregate video statistics dispersively.

Liu et al. [12] proposed hop-by-hop adaptive video streaming scheme instead of
end-to-end adaptive video streaming of original DASH, to enhance the performance of
adaptive video streaming of Scalable Video Coding (SVC) encoded video content in
CCN. Wei et al. [13] proposed dynamic adaptive streaming solution, employing a
self-learning based rate determination strategy and an interest flooding control mech-
anism, in Content Centric Mobile Network. They defined the load degree of each
content carrier and the interest satisfied potential (ISP), reflecting node’s capability to
handle another node’s interest request, which leverages potential field theory and
considers load degree and hop count.

Rainer et al. [14] derived the upper bounds for performance of Dynamic Adaptive
Streaming with idealized caching in Named Data Networking that is taking multi-path
transport into account by modeling video streaming as fractional multi-commodity flow
problem. They used also SVC encoded video content for their experiments. Their
findings show that the buffer-based adaptation logic obtains a higher average video bit
rate compared to the rate-based adaptation logic and the rate-based adaptation logic
causes the clients to get more bit rates oscillations.

3 Cache Assisted Dynamic Rate Control

In this section, we describe our approach to create a cache assisted dynamic rate
adaptation to avoid premature bit rate oscillations.

3.1 System Model

We illustrate the system model considered in our work. We consider a video content is
encoded by n different bit rates. So we define a set of representations R = {R1, .., Ri, ..,
Rn}. We denote the average bit rate of representation Ri as ri, so we define a set of bit
rates of representations r = {r1, .., ri, .., rn}. Each representation consists of m seg-
ments. We consider a set of segments of ith representation Si ¼ fS1i ; ::; S j

i ; ::; S
m
i g

(i = 1, .., n). Consequently, a video content for dynamic adaptive streaming consists of
m � n segments. From the content playback perspective, every client requires only
m segments among m � n segments for the content. We also define an adaptation set
A to depict a set of segments used for content playback and it forms a sequence of
determined segments. Each client can construct its own adaptation set while it play-
backs the content according to the environment. In order for each client to construct the
best adaptation set, it should make a decision at least m times.
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For dynamic rate adaptation, we define available bandwidth, buffer status, and the
segment table of neighbors similar to the chunk table in Peer-to-Peer (P2P) system as
the environment parameters. When we decide the representation level, we refer these
environment parameters. We use an exponential moving average to estimate the
available bandwidth b(k) at the representation decision time slot k. In addition, the
client measures instantaneous rate bi to the check the network status, whenever it
receives packets. The available bandwidth b(k), with the initial value of b(k) set to zero,
is calculated in Eq. (1). We set a to 0.2 to compute the weight average to reduce the
impact of temporary fluctuations.

bðkÞ ¼ ð1� aÞ � bðk � 1Þþ a � bi ð1Þ

The client stores the received segments in the playback buffer, when it receives
segments. We denote the playback buffer size in seconds as b and the current buffer
level as bc. After the client starts the playback of video content, playback buffer is
drained periodically with a drain rate rout(2r), and the client continuously fills up the
buffer by downloading subsequent segment with rate rin. In the QoE perspective, when
the buffer is empty or does not have enough data, the playback of video content can be
paused and it causes the QoE degradation.

The goal of this paper is to reduce frequent representation switching, that is to
increase the correlation of bit rate of segments in the adaptation set, and to maximize
the average bit rate of representations for higher video quality. The basic mechanism of
representation decision based on the buffer level is depicted in Fig. 1.

When the buffer level decreases to the low level (<blow), we can infer that the
network congestion or cache miss may happen. So, in order to avoid buffer starvation
which causes the playback disrupt, adaptation logic decreases representation level

Fig. 1. The conceptual relationship between representation level and buffer level.
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rapidly. When the buffer level increases to the high level (>bhigh), we can infer that the
available network throughput without congestion may be high or cache hit may happen.

In Table 1, we show the general dynamics of the playback buffer. The buffer drain
rate rout and the buffer fill rate rin may be an instantaneous bit rate bi.

In this paper, we assume that in-network caches are in the network. Therefore, a
video segment requests from the clients will be broadcasted to the routers. This
interested request includes the representation, which is predicated at the client using
DASH technology. Each time before request a segment, DASH would do the rate
adaption logic to decide the representation for that segment. The rate adaptation logic
periodically monitors the buffer level bcur, available bandwidth b(k), instantaneous
bandwidth bi, and neighbors’ segment tables. Basically, the client changes the repre-
sentation, when the buffer level is change very quickly.

At first, the client refers the neighbors’ segment tables to check if which segments
are in the in-network caches. If required segment is in neighbors’ segment table, the
client do not overestimate the available bandwidth. When the client requires the

Table 1. General dynamics of playback buffer.

Buffer in/out relation Buffer status

rout > rin(bi) Buffer level will be decreasing
rout < rin(bi) Buffer level will be increasing
rout == rin(bi) Buffer level will be stable

Fig. 2. Representation bitrate for proposed and basic algorithm
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segment that the client doesn’t know if it is in the cache, the client sends interest
messages for subsequent segments in parallel to pre-fetch the segment to the
in-network cache and to check if the segment is in the cache.

3.2 Performance Evaluation

In this paper, we perform simple simulation to verify our proposed algorithm using
ns-3. For our simulation, we used five representation bitrate: 512 Kbps, 1.4 Mbps,
1.7 Mbps, 2.8 Mbps, 3.5 Mbps. The simulation topology consists of an origin server, a
cache and three clients. We set the bandwidth between the origin server and the cache
to 2 Mbps and the bandwidth between cache and the client to 5 Mbps. In this
experiment, we evaluate the performance proposed algorithm and basic cache under
varying bandwidth. The simulation result shows in Fig. 2.

4 Conclusion

This paper aims to reduce the bit rate oscillation and to improve the performance of
DASH over ICN. This paper proposes a client assisted dynamic rate adaptation
mechanism that could invoke pre-fetching anticipating representations to in-network
cache. Simulation result shows our solution reduces the bit rate oscillations.

As the future work, we will derive the optimal solution for increasing the perfor-
mance of DASH over ICN, carry out QoE subjective experiments, and extend the
solution in the large scale simulation.

Acknowledgments. This work was supported by Dong-Eui University Foundation Grant (2014).
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Abstract. The latest developments in artificial intelligence and sensors have
been stimulating research on intelligent service robots and self-driving car
technology. Such service robots and self-driving cars must take actions
according to the situation by detecting human beings or dynamic environments.
This paper proposes a framework that eliminates the background area to facil-
itate detection of moving robots or vehicles in a dynamic environment. The
approach proposed in this paper can eliminate the background at high speed by
analyzing an accumulation of 3D data through parallel processing using the
voxel data.

Keywords: Background subtraction � Mobile sensor platform � 3D LIDAR

1 Introduction

Along with the recent development of 3D sensors and standardized communication,
developments for future industry have been accelerated by the application of these
technologies to self-driving cars and cloud robotics to facilitate recognition of the
surrounding environment [1]. Methods using 3D sensors can help identify situations in
remote areas more accurately and intuitively than existing methods that identify the
remote environment using only 2D cameras.

Technologies for detecting changes in a dynamic environment can generate data to
enable robots to quickly cope with changes in the environment surrounding disaster
areas or with movements of humans or motor vehicles. Such technologies generally use
background subtraction. However, it is difficult to eliminate the background because
the zero point of a moving sensor varies with the point of view.

This paper proposes a framework that eliminates the background using 3D LIDAR
data acquired from moving sensor platforms. To eliminate the background, the pro-
posed approach uses voxel data. The processing time is reduced by reducing the total
quantity of 3D data to be processed. Furthermore, the proposed framework design has a
structure that can process 3D data in parallel.

© Springer Nature Singapore Pte Ltd. 2017
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2 Related Work

Existing methods for eliminating the background from 3D data generally use sensor
data. Shackleton [2] generates cells by segmenting the 3D spatial data acquired by
sensors. A specific area consecutively scanned by LIDAR in a relevant cell is deter-
mined to be the background. However, 3D LIDAR has low vertical resolution, so it is
difficult to scan fixed objects in a remote area in a sequence. Because of this feature, it
is difficult to apply it to a broad area.

Kalyan [3] generates a depth map using 3D LIDAR data. Then, the background is
separated from the changing whole view in the depth map using a mean-shift filter.
However, the mean-shift filter can be applied only to data having zero points that match
those of the sensors.

Ortega [4] finds dynamic area from 2D camera images by Gaussian mixture-based
background segmentation. Then 3D points from 3D LIDAR are projected to 2D camera
image to acquire 3D points corresponding to dynamic area. Ortega minimizes dynamic
object detection by using 2D image-based segmentation. However this method works
when positions of 2D and 3D sensors are static.

3 LIDAR Simulation System Structure

First, the 3D primitive points acquired by the proposed framework for a frame are built
up in the whole area. The whole area is segmented into a grid of spaces of a specific
size called “cells.” A cell comprises several voxel areas. Figure 1 illustrates the rela-
tionships among the whole area, cells, and voxel areas.

Next, the primitive point in each cell processes the scanned voxel data and deter-
mines whether the corresponding cell is part of the background or the whole area. As
shown in Fig. 1, the algorithm for determining the background can be executed in
parallel as each cell is segmented as an independent space. This process helps improve
the performance in proportion to the maximum number of cores when using a multi-
core CPU or a general-purpose graphics processing unit (GPGPU).

Fig. 1. Hierarchical data structure in the framework.
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4 Background Subtraction Approach

For determining whether each cell is part of the background or the whole area, the
approach proposed in this paper considers two kinds of features observed in the
background in the 3D space that has been built. First, the distribution of primitive
points that make up a cell is checked for changes. When an object moves dynamically
in a cell, the distribution of the scanned voxels comprising the cell is significantly
changed (Fig. 2). To detect such events, the unique value and vector of each voxel in
the cell are examined, making use of the change in their distribution caused by the fact
that the moving object significantly changes their unique value and vector.

Next, the change in the height of the scanned voxels in a cell is checked. As shown
in Fig. 3, the movement of an object in a cell significantly changes the height of the
scanned voxels in the cell. Since voxels are a quantified unit, the difference in the
height of the voxels between the previous frame and the present frame in a space of the
same size can be quickly estimated.

Fig. 2. Change in voxel distribution caused by movement of object.

Fig. 3. Change in voxel height caused by movement of object.
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5 Implementation and Results

The computer used in this experiment was an Intel i7 4790 processor with 16 GB
RAM. The processing rate per frame was 9–23 ms based on a single thread. The voxel
visualization program, including the configuration of the proposed framework, was
produced using Direct3D. The voxels were visualized by classifying those voxels that
were part of background cells, excluding the cells with moving objects by using the
relevant program. The dataset used as input to the program was the virtual data gen-
erated using the sensor simulator.

Figure 4 presents the implementation results. The picture on the left shows the
environment logged on the simulator, and that on the right presents the voxel visual-
ization. The blue area represents the whole area of the corresponding picture, and the
black area represents the background. The program did not visualize the voxels above a
certain height in identifying the results.

6 Conclusion

This paper has proposed an approach for classifying the whole area and the background
area of 3D data acquired from moving sensors. The proposed approach builds up 3D
points in whole voxel areas, several of which make up a cell, and distinguishes the
background from the whole area by processing the voxel data with the primitive points
in each cell. To verify the proposed approach, a voxel visualization program was
produced, and the whole area and the background area were visualized. The imple-
mentation results verified that the whole area and the background area could be clas-
sified with sufficient speed.

Acknowledgements. This research was supported by Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT and
future Planning (NRF-2015R1A2A2A01003779) and the National Program for Excellence in
SW (R7116-16-1014) supervised by the IITP(Institute for Information & Communications
Technology Promotion).

Fig. 4. Implementation results.
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Abstract. Natural user interfaces (NUIs) are commonly employed to allow
multiple users to interact with each other in a defined space when implementing
invoked reality. This has led to the investigation of user identification approa-
ches as the basic technology enabling this interaction. However, the use of a
single sensor complicates the accurate extraction of user-specific data because of
the limited sensing scope and the occurrence of overlap among users. This paper
proposes an approach based on the use of multiple sensors to re-identify users
when multiple users repeatedly exit and re-enter the sensing scope.

Keywords: Multi-user Re-identification � Human-computer interface �
Invoked reality

1 Introduction

Invoked reality is the technology that enables a user to load virtual content into
real-world spaces by using a natural user interface (NUI). Users can employ NUI
technology to implement invoked reality space for interaction by applying invoked
reality technology to an indoor space. When building the invoked reality space, it is
easier to identify a single user and recognize the gesture than to identify and recognize
multiple users. However, when multiple users interact in the same invoked reality
space, overlapping among users may occur. Then, it becomes difficult to accurately
recognize events executed by individual users. Furthermore, the invoked reality space
cannot continue maintaining the same indoor environment, because the brightness of
indoor lighting may change or the amount of sunlight entering through windows may
vary. In consideration of the conditions described above, we applied an approach
whereby the features of colors and patterns that are able to expand the sensing scope of
sensors are extracted by using multiple sensors in the invoked reality space to minimize
the impact of lighting.

This paper describes an approach based on the use of multiple sensors in the
invoked reality space to re-identify multiple users. The multi-user identification method
could be applied as an invoked reality-based conference system and military drill
system based on body gesture recognition in combination with a variety of NUIs.
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2 Related Work

NUIs have been developed with the aim of allowing users to transform space into
interactive space. Approaches to distinguish among users when multiple users are
active in the same space have been actively investigated to ensure that the appropriate
service is provided depending on users’ locations in the interactive space [1–6]. In this
regard, the use of sensors for identifying multiple users is inevitable. In practice, the
approach relies on far-infrared sensors, a web cam, and Kinect sensors. Han [1]
classified the head, top, and bottom of a user’s body by entering their silhouette into the
sensing scope using one Kinect sensor. The features of garments were adopted on the
assumption that it is highly unlikely that multiple users wearing the same garments
would enter the sensing scope. Color and pattern data were extracted using the RGB
data of the classified area. A color histogram of extracted data was produced and the
difference in the angle between all histograms and the user’s final histogram was
determined. If the angle difference between both histograms is determined to be smaller
than a specified threshold, multiple users are identified.

However, the use of a single Kinect sensor to identify multiple users has limited
sensing scope. Thus, an approach involving the use of more than two Kinect sensors to
identify users was investigated.

JO [5] configured the interactive space by arranging four Kinect sensors in a space.
Users’ locations were identified using data of the dimensions of their skeleton. The
acquired tracking data and the saved video data were then compared in real time. When
the change in the skeleton length was the same, the user was identified as being the
same person. Accordingly, multiple users can be identified by mapping each user’s ID
as 3D data and integrating the data of each user’s skeleton.

The following problems were identified in existing research relating to multi-user
identification. First, other researchers found it difficult to identify multiple overlapping
users [4–6]. Next, it was found to be impossible or difficult to identify users due to
changes in illumination [1, 3, 5, 6]. Finally, it was considered difficult to re-identify
users who exited and then re-entered the sensing scope of the sensors [4].

In this work we used the following approaches to overcome the above-mentioned
problems in existing research. First, the field of view was expanded by using multiple
sensors to obtain accurate data even when multiple users obscure each other or overlap
with each other. Next, a technology capable of extracting strong color and pattern
features was adopted to address changes in illumination to prevent data errors even
when the illumination changes. In summary, this paper proposes an approach to
identify users who move outside the sensing scope of multiple sensors and re-enter at a
later stage as being the same users.

3 User Identification Approach

Our approach to re-identify multiple users is based on the use of multiple Kinect
sensors. The re-identification system for multiple users has two kinds of roles: that of
server and client. When the user enters the sensing scope, the client extracts the color
and pattern features as well as the height of a user according to the position of their
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head and the distance between their top and bottom extremities. Several features are
extracted because it is difficult to accurately identify users if a single feature is used,
particularly when more than two users have very similar features.

The color features of users are extracted such that the impact of changes in illu-
mination is minimized by applying the CIELAB color space. The histogram using the
color data of A and B, except for the brightness (L), in CIELAB is used to represent the
features. The extraction of pattern features also adopts LBP for minimizing the impact
of lighting. LBP indicates ‘1’ when the pixels surrounding the center pixel are brighter
and ‘0’ when they are darker than the index value. After applying LBP, the histogram is
used as representing the pattern features. In some cases, more than two users may have
similarity in terms of both colors and patterns in the invoked reality space. In these
cases, trigonometric function features using the distance between a sensor and the user
are applied in addition to the user’s height. The client transfers all extracted features to
the server.

The server integrates the feature data, which it then uses to identify multiple users.
The Bhattacharyya distance formula for measuring the similarity in the continuous
probability distribution was applied to estimate the similarity of the a and b histograms
of CIELAB and the histogram of LBP extracted as above. The closer the estimated
value is to ‘0’, the higher the correlation is, whereas an estimated value closer to 1
means lower correlation. A user’s height feature is determined by estimating the tan-
gent value by comparing the previous frame with the present frame. The estimation
result is used as the user’s height feature. The user ID with the highest similarity value
and the final similarity value (estimated using (Formula 1)) are transferred to the client.
This process enables the re-identification of a user who exits and then re-enters the
sensing scope.

f að Þ ¼ x1 1� y1ð Þþ x2 1� y2ð Þþ x3 1� y3ð Þþ x4 1� y4ð Þ; ð
Xn
n¼1

xn ¼ 1Þ ð1Þ

Where n is the number of features, x1 is the weighed value of CIELAB a, and y1 is
the similarity value of the CIELAB a histogram. Further, x2 is the weighed value of
CIELAB b, y2 is the similarity value of the CIELAB b histogram, x3 is the weighed
value of LBP, y3 is the similarity value of the LBP histogram, x4 is the weighed value
of the user’s height feature, and y4 represents the user’s height feature value.

4 Experiment

The application was implemented and an experiment was conducted to identify mul-
tiple users in the invoked reality space, as proposed in this paper. The experiment
involved the use of one server PC and two client PCs. Two ‘Kinect for Windows v1’
units were connected for extracting and identifying the features of users. The experi-
ment verified that more than two multiple users could be re-identified when re-entering
the experimental space. Table 1 presents the identification accuracy that was obtained
when multiple users exited and re-entered the invoked reality space.
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Table 1. Identification accuracy of users re-entering the space.

User 

ID
Client

Identification 

Accuracy of 

Client

No. of 

Tests

Total 

Identification 

Accuracy

User Image

Test 

1
1 Client1 98% 50 94%

Test 

1
1 Client2 94% 50 94%

Test 

1
4 Client1 74% 50 73%

Test 

1
4 Client2 72% 50 73%

Test 

2
1 Client1 98% 50 97%

Test 

2
1 Client2 96% 50 97%

Test 

2
3 Client1 98% 50 95%

Test 

2
3 Client2 92% 50 95%
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5 Conclusions

This work presented in this paper involved expanding the field of view of sensors by
applying multiple sensors to identify multiple users re-entering the sensing scope.
Furthermore, feature data was synchronized to enable other sensors to identify users
even when one sensor failed to identify a user due to overlapping or users obscuring
each other. Moreover, this paper proposed an approach to minimize the impact of
changes in the illumination by using the CIELAB color model and local binary patterns
as the features. It was verified that multiple users could be re-identified simultaneously
by implementing a server-client structure for real-time interaction.
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Future Planning), Korea, under the ITRC (Information Technology Research Center) support
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Abstract. Hunminjeongeum can produce about 39.9 billion syllables formed
from the combination of relevant fonts are needed in order to represent texts on
the computer system. Due to the astronomical number of syllables, the design
way is proper for the use of combined-style syllable fonts although fonts are
represented in a somewhat less elegant way. In this paper, we analyze the
structures of all syllables and propose a font design way that guarantees its
completeness by identifying the number of basic glyphs of design target gra-
phemes. And also we will show their efficiency through reduction rate.

Keywords: Hunminjeongeum � Jeongeum � Haerye � Combined syllable font �
Hangul jamo � Unicode � KS X 1001 � Grapheme � Design target glyph

1 Introduction

Hunminjeongeum (correct sounds that teach people, called Jeongeum) [1] was created
in 1443 and now it is a Korean national treasure and UNESCO Memory of World
Register. Hunminjeongeum Haerye(explanations and examples, called Haerye) [1] can
produce 39.9 billion syllables [2] by the following fives explanations; the designs of
letters, initial sounds, middle sounds, final sounds, and combining letters. The current
rules of Korean (Hangul) orthography made in 1933 can generate 11172 modern
Hangul syllables. Since Korean Standard Hangul code for information interchange
KS X 1001 [3] is able to express no more than 2350 syllables (21 % of modern Hangul
syllables), it is a very serious problem. MicroSoft additionally made Unified Hangul
code (CP949) to supplement 79 % syllables absent in KS X 1001. Hangul Jamo
(alphabet) code in Unicode partially supports about 39.9 billion syllables [3, 4]. KS X
1001 and Hangul Jamo code in Unicode neither follow scientific rules of Jeongeum nor
support the full set fonts. Thus we cannot fully express the 39.9 billion syllables in the
computer system.

This paper aims at supporting the complete set of fonts that Jeongeum can produce.
However, due to the astronomical number of syllables, the design way is proper to use
combined-style syllable fonts although elegancy of fonts is a little poor. Then we
deduce their formats then produce the number of glyphs as design target and grantee
the completeness of combining syllable fonts. We finally show economic benefits and
design efficiency of the design method by evaluating reduction rates of each grapheme
of syllable characters with both numbers of the graphemes and the glyphs.
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2 Related Work

Many of the previous studies on how to implement Jeongeum on the computer can be
divided into three phases. Phase 1 studies [1, 7, 8] is related to scientific research of
Jeongeum in which Haerye consists of five explanations and one example. They
develop Jeongeum code which is a coding scheme for 17 initial letters, 11 middle
letters, and 17 final letters and it becomes the Hangul Jamo code in Unicode with a little
modification. The studies related to phase 1 identify that the four rules extracted from
Jeongeum would generate 39.9 billion syllables.

The second phase [2, 5] is mainly concerned with investigating some ways to
implement the scientific principles of Jeongeum identified in the first phase. For
instance, it is intended to develop Jeongeum code system by deciding the object with a
relevant coding scheme so as to apply the scientific fundamentals of Jeongeum. This
kind of research actually followed the Hangul Jamo code including the properties of
Jeongeum that were proposed as a national position to Unicode or ISO 10646BMP [5]
in Seoul meeting of ISO/JTC1/SC2 in 1992 and has been finally adopted as one of
three kinds of Hangul codes.

The third phase [3, 4, 6] is related to method research of representing all syllables
defined in Jeongeum with Hangul Jamo code of Unicode. An optimized font devel-
opment research [4] is a partial attempt for a combined-style syllable font. This is a
desirable idea and an economical strategy. Here the number of glyphs is 1651 using a
reduction plan, but it is not clearly proved for full combination of vertical and hori-
zontal middle letters, and the light labial sound characters can be completely repre-
sented. It seems that the web input method study [8] is a good practice. The
completeness of design target glyph set is not clear in this study.

3 Syllable Structure Analysis

In order to support the full set of fonts for Jeongeum code, we derive basic formats by
analyzing syllable structures depending on the shape of middle letters.

3.1 Syllable Structure Formats

Hunmin-Jeongeum created in the 15C is one of phonetic scripts which have an explicit
definition of Eumjeol that means a voice unit called syllable. A syllable consists of
initial sound(I), middle sound(M), and final sound(F). All Chinese syllables should be
composed of the three but the final sound can be empty in Korean.

The initial sound consonants are 17 letters {ㄱㅋㄴㄷㅌㅁㅂㅍㅅㅈㅊㅇᅙ
ㅎㆁ}. The middle sound vowels are 11 letters {ㆍ ㅡ ㅣ ㅏ ㅓ ㅗ ㅜ ㅑ ㅕ ㅛ ㅠ}.
Here the vertical shapes are 5 letters and the horizontal is 6 letters. Since a syllable is
composed of vowel at the center and each consonant at the front and the back. The
shape of consonant letters can be differently changed by the shapes of the middle
vowels and the number of combined characters. Haerye defines the position of the
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middle vowel letter that horizontal shape puts below initial letters and vertical shape
places at right side of initial letters.

We can classify syllables into 13 formats according to the shape of middle letters to
guarantee the least elegancy of syllable fonts. Formats in Fig. 1 have In, Mn or Fn for
n = 1,2,3 which means combining characters, in which all glyphs are spacing character
type in vector font. We call IMv format 2, IMvF format 3, IMh format 4, IMhF format
5, IMhMv format 6, and IMhMvF format 7.

Since the middle letters in Jeongeum can be completely composed of two or three
characters there are many combinations that modern Hangul doesn’t have. For instance,
the combination of two middle characters is hh (horizontal-horizontal), hv
(horizontal-vertical), vv(vertical-vertical), vh (vertical-horizontal). Here vv belongs to
format 2 or 3, hh to format 4 or 5 and hv to format 6 or 7 but vh does not exist in
modern Hangul, and hence, we newly call IMvMh format 8 and IMvMhF format 9. In
case of combining three characters, eight combinations occur such that hhh to format 4
or 5, hhv and hvv to format 6 or 7, vhh and format 8 or 9, vh v to format 10 or 11, and
lastly hvh to format 12 or 13.

3.2 Combination Types of Grapheme

Combination type depends on the initial, middle and final sound letters in combining
characters of Hunmin-Jeongeum are able to combine two or three characters. Like the
above 13 structural formats, the reason that each font shape is changed should dif-
ferently design individual character size within the same space. They are classified into
three types. Type 1 stands for Fn, Mvn, andMhn n = 1 and combination type 2 is n = 2
for them, and Type 3 becomes n = 3. The previous studies [6–8] suggest that type 2
and type 3 need to develop one glyph set for each position.

Fig. 1. Formats of syllable structure
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4 Basic Glyphs of Design Target

In this section, we will evaluate the number of design target glyphs based on the three
combination types and the 13 formats of syllable structures as you see in Fig. 1.

Format 1. The initial, middle, and final sound letters are spacing characters but do not
have syllable structures. The elements of format 1 are extracted from 2 to 13 in Fig. 1
and changed to spacing characters. The initial shapes come from format 2 and the final
shapes from format 4. Four mixture types of the middle come from format 6, 8, 10, and
12. The numbers can be gained from the formats. The number of the initials and finals
is 204 and that of the middle is 187, and the total comes out to 391 glyphs.

Format 2. The middle sound letters have six horizontal shapes without the finals. The
number of middles is 30 glyphs including type 2 and 3. The initials are 102 glyphs. The
total comes up to132 glyphs.

Format 3. The middle sound letters have six horizontal shapes together with the finals.
The initial shapes are different from those of format 2. There exist 102 final glyphs. The
total comes out to 234 glyphs.

Format 4. The middles have five vertical shapes without the finals. The number of
middle is 36 glyphs including type two and three. The initials are 102 glyphs. The total
comes out to138 glyphs.

Format 5. The middles have six horizontal shapes together with the finals. The initial
shapes are different from those of format 3. There exist 102 final glyphs. The total
comes to 240 glyphs.

The shape of the initial or final is changed according to the two kinds of mixture
combinations of middle sound letters such as horizontal-vertical(hv) of format 6 and
format 7 and vertical-horizontal(vh) of format 8 and format 9. The shape of the only
middles is also changed but others are not changed from format 8 to format 13.

Format 6. The middle sound letters are hv mixture combination without the finals.
Here are two kinds of mixture combinations. One is mixture combination Mv1Mh2
(one horizontal and two vertical vowel) and it gains 27 glyphs. The other stands for
Mh2Mv1 and it is 17 glyphs and then subtotal is 44 glyphs. The initials are 102 glyphs.
The total comes out to146 glyphs.

Format 7. The middles are hv mixture combination with the final. Here the number of
initial and middle glyphs is equal to that of format 6. The size and shape are different
from format 6 and it is 44 glyphs. The number of final is 102 glyphs. The total comes
up to 248 glyphs.

Format 8. The middle sound letters are vh mixture combination without the final. This
kind of combination does not exist in modern Hangul and combination type 3 has vhh
and vvh. The initial is equal to that of format 6. The total comes to 44 glyphs.

Format 9. This is format 8 with the final and the initial and final are equal to format 7.
The total comes out to 44 glyphs.
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Format 10. The middle sound letters are vhv mixture combination without the final.
This does not exist in modern Hangul and the number of glyphs is 16. The initial is
equal to format 6. The total comes out to 16 glyphs.

Format 11. This is format 10 with the final and the initial and final are equal to format
7. The total comes to 16 glyphs.

Format 12. The middle sound letters are hvh mixture combination without the final.
The number of the middle is 17. The initial is equal to format 6. The total comes out to
17 glyphs.

Format 13. This is Format 12 with the final and the initial and final are equal to format
7. The total comes up to17 glyphs.

5 Mixture Combination of Middle Letters

In this research, we extracted 13 formats and 3 combination types. The research focuses
on vh or hv mixture combination of the middle with or without the final in the syllable,
because the shape of middle letters makes that of the initial or the final change. Format
1 shows every case of combining the middles. The same kind middles come from
format 2 or 4 different kinds comes from the others. Even numbers of format stand for
syllables without the final and odd numbers are syllables with the final.

There are two types of mixture combination. One is a hv type which includes hvv,
and hhv, hvh in both modern Hangul and Jeongeum. The other is a vh type including
vh, vhh, vvh, and vhv which only belonged to Jeongeum. Examples of vh type are
presented in Fig. 2-(a)(b)(c) for format 8, Fig. 2-(d)(e)(f) for format 9, vhv type as
Fig. 2-(g)(h) for format 10–11, and hvh type in Fig. 2-(i)(j) for format 12–13.

6 Evaluation

In this research, we evaluate the number of graphemes depending on Jeongeum
principle of Haerye. RIn for n = 1,2,3 means combining two or three initial consonants
and then it results in 5219 characters. The number of the middle from RMn is 1413
characters and RFn becomes 5220 characters including the empty final consonant cases
and the total of three graphemes come out to 11,902. The total syllables H from Eq. (1)
result in 39,856,772,340, that is, about 39.9 billion.

H =
X

In �
X

Mn �
X

Fn for n ¼ 1; 2; 3 ð1Þ

Fig. 2. Examples of mixture middles: (a–f) vh-types, (g, h) hvh & (i, j) vhv
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The total of design target glyphs, which are shown as in Table 1, comes out to 1683
glyphs evaluated from Sect. 4. In the below Eq. in (2), g stands for the number of
design target glyphs and h means that of graphemes from Eq. (1). While evaluating the
expression to get reduction rate, we can confirm that the reduction rate for the initial,
the middle, and the final turn out to be 86 %, 62 %, and 92 %, respectively. Total
reduction rate is 85.9 %.

R = 100� (g/h)*100 ð2Þ

7 Conclusions

In the present study, we propose a way of developing economical fonts which can
represent about 39.9 billion syllables depending on Haerye. As the number of Jeongeum
syllables is astronomical, we selected the method of designing a combined-style syllable
fonts which is not somewhat elegant. We identified 3 combining types and 13 formats
from syllable structures defined in Haerye and evaluated the number of design target
glyphs to develop the combined-style syllable fonts. We also showed that the proposed
method guarantees the representation of all syllables of Jeongeum.

In comparing the number of graphemes of Haerye to that of design target glyphs for
combined syllable fonts, we can conclude that each reduction rate has been improved
significantly, and specifically, that of final consonant set reaches up to 92 % and the
total reduction rate comes to 89.5 %. This indicates that the proposed method is greatly
effective.

In the future research, we will closely examine Jeongeum characteristics and
requirements of designing elegant fonts to reduce the number of design target glyphs as
well as some related elements. Based on this, we will make an attempt to achieve a
maximum efficiency at a minimum.

Acknowledgments. This work was supported by the National Research Foundation in Korea
(NRF-2015R1D1A1A01060408).

Table 1. Reduction rate

Graphemes Haerye Glyphs Rate (%)

Initial 5,219 714 86.3
Middle 1,463 561 61.7
Final 5,220 408 92.2
Total 11,902 1,683 85.9
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Abstract. Cloud computing uses virtualization technology to segment mass
computing resources into various service types, such as Infrastructure as a
Service, Platform as a Service, and Software as a Service. The system manager
does not need to manage hardware, resource expansion and reduction are
convenient, and management is not restricted by time or space. The initial cost
for installing mass servers and establishing service infrastructure can be effec-
tively reduced. Amazon, IBM, and Microsoft are the main global vendors that
provide the cloud computing service. They globally distribute and manage
high-availability cloud service resources. However, when resources generated
by users are in different management regions, they cannot be integrated and
monitored in the management page provided by the service vendor. In this
study, a resource-monitoring service using an API provided by the Amazon
Web Service (AWS) was implemented; however, the reception latency time
occurred continuously because information is received through the API every
time the page changes from the actual service step. To solve these problems, the
current condition collector that collects resource information was linked with
database management system to enhance the performance by reducing unnec-
essary requests of calling the AWS API.

Keywords: Cloud computing � System monitoring

1 Introduction

Cloud computing uses virtualization technology to segment mass computing resources
into various service types, such as Infrastructure as a Service Infrastructure as a Ser-
vice, Platform as a Service, and Software as a Service. Thus, the user can use resources
such as server, storage, and software anywhere and anytime. Server managers can
reduce the initial cost for establishing servers by using cloud computing services;
maintenance management due to failure and aging of server equipment has become
unnecessary. In addition, server managers can flexibly expand/reduce resources

© Springer Nature Singapore Pte Ltd. 2017
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necessary for service operation so that the rapid increase in resource usage in each
server can be flexibly managed [1, 2].

Moreover, the prestigious US information technology research and consulting
company Gartner announces 10 strategic technologies to lead the future every year.
Figure 1 shows the 10 strategic technologies announced by Gartner in 2015, in which
cloud computing, which started in 2009, was selected as a strategic technology and
positioned as a core IT technology [3].

Global firms such as Amazon, IBM, and Microsoft provide cloud computing
resources that can be used globally, and services to manage these resources are
operated by each vendor. Users can use various solutions provided by vendors by using
management services, and resources of each solution can be added/eliminated to check
the status and properties. Moreover, each vendor has distributed data centers in places
worldwide for offering cloud computing services, and users can generate resources
according to each distributed region.

However, when the resources generated by users are in different management
regions, they cannot be integrated and monitored in the management page provided by
the service vendor. If resources not used by the service manager using the cloud
computing service are not removed, unnecessary costs are charged in which a list of all
used resources must be quickly grasped. Therefore, we have implemented a monitoring
system that can check the current condition and status of resources used in the cloud
computing environment. However, the created system uses an API in which a cloud
computing service vendor calls to acquire information every time a request occurs. This
increases the latency time for reception of all requested results, and the API has the
feature of requesting resource information output again within a short time.

To improve the problems that occur in the existing system that directly uses API
provided by the Amazon Web Service (AWS), a structure that interconnects a database
management system (DBMS) and a current condition collector, which collects resource
information using this API, are proposed in this paper. The performance of the pro-
posed system is improved by shortening the reception time for resource-list requests in
the monitoring system.

Fig. 1. Top 10 Strategic Technology Trends for 2015.
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2 Related Work

2.1 Amazon Web Service

The AWS started in 2006, presenting cloud computing as a web service form to
provide IT infrastructures to firms. The current AWS provides expandable and stable
infrastructure cloud platforms and its data centers are located in USA, Europe, Brazil,
Singapore, Republic of Korea, Japan, and Australia. Amazon Elastic Compute Cloud
(EC2), Amazon Relational Database Service (RDS), and Amazon Simple Storage
Service are representative services. Various services are provided to establish data
centers and new services are continuously added [4].

2.2 Datadog

Datadog is a SaaS-based software and IT system monitoring solution that provides
performance monitoring and analysis tools on products such as Docker, MySQL, and
AWS [5]. A separate AWS API is not used to call information from Web Application
Server (WAS) because information related to monitoring the Datadog server is col-
lected by installing the agent in the device in which the software is installed. When the
user logs into the management console, the collected data is analyzed and information
is provided.

2.3 New Relic

A SaaS-based monitoring solution systematically manages software and monitors
various products such as applications, synthetic browsers, servers, and mobiles [6].

3 System Design and Experimental Results

3.1 System Design

We implemented a structure to obtain resource information from the system before
AWS SDK API is directly called from WAS. However, loads attempting direct calls of
AWS SDK API from the WAS server increased as AWS users increased. This directly
influenced service quality. Figure 2(a) shows the structure of the existing system.

To increase service quality by reducing WAS load and providing most of the
current data in the monitoring system, we implemented a collector that periodically
collects and saves AWS resource information. The recency of resource information can
be maintained when the collection period of the collector is shorter. However, change
of meta-related information in resources in a short period is rare; thus, the information
collection time of the collector was defined as 2 h in this study. Figure 2(b) show the
structure of the proposed system. In the existing structure, the API and WAS directly
communicate, and WAS uses collected information. In contrast, the proposed structure
calls the API and collects information.
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3.2 Experimental Environment

Regarding the experimental environment, EC2 and RDS services provided by AWS
were used in WAS and DBMS, and the Chrome browser was used with a Window
environment for the client to connect to the server. Table 1 shows the environmental
specifications of the experiment.

3.3 Experimental Results

We measured the time used in the current information page with the most resource
information calls in the earlier implemented monitoring system to compare the
improvement level. Twenty-five AWS accounts were used in the experiment, and the
information was acquired for each account. The experiment was repeated five times
with each method to measure the time used and calculate the mean value. Figure 3
shows the change in the time used in the results of the information-acquisition
experiment.

(a) Previouus Structure (b) Proposeed Structure 

Fig. 2. System designs.

Table 1. Experimental environment

Specifications

AWS/EC2 Instance Type M4.large
OS Ubuntu 14.01
JAVA Java 1.7.0_91
WEB/WAS Tomcat 7.0.52

AWS/RDS Instance Type M3.large
DBMS MySQL 5.6.27

Test Device CPU Intel i7 @2.4 Ghz
Memory Samsung 8 GB
Storage Samsung SSD 128 GB
OS Windows 10 x64
Browser Chrome (Ver. 51.0)
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Figure 3 shows that for acquiring information from all 25 accounts, the existing
method in which AWS API is directly called used 58.69 s and the proposed system
structure uses 1.87 s, with approximately 57 s improvement.

4 Conclusion

With the increase in cloud computing and usage of cloud services, the necessity of
monitoring systems for cloud resources has increased. We used AWS API of a large
cloud computing service vendor to implement a monitoring system that can integrate
and show information of accounts and managed regions. However, we identified a
limitation in gaining resource information of many accounts in the Web-based man-
agement page through the API, and proposed a collector to collect the current condition
of resources and improve the system. The experimental results show that the perfor-
mance was improved by approximately 57 s compared to the existing method in the
equivalent condition by using 25 AWS accounts. The time of information acquisition
was maintained even when the number of accounts changed during the inquiry.

In the proposed information collector of the current condition of resources, infor-
mation is collected every 2 h, and information gaps can occur. Therefore, in our future
research, we will attempt to solve this problem by using a method that can maintain the
recency of information by separately updating resources by interconnecting the event
log that is provided by AWS.
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