


Living in a Material World



Inside Technology

edited by Wiebe E. Bijker, W. Bernard Carlson, and Trevor Pinch

For a list of the series, see pp. 401–403.



Living in a Material World

Economic Sociology Meets Science and Technology Studies

edited by Trevor Pinch and Richard Swedberg

The MIT Press

Cambridge, Massachusetts

London, England



( 2008 Massachusetts Institute of Technology

All rights reserved. No part of this book may be reproduced in any form by any elec-

tronic or mechanical means (including photocopying, recording, or information

storage and retrieval) without permission in writing from the publisher.

For information on quantity discounts, email special_sales@mitpress.mit.edu.

Set in Stone Serif and Stone Sans on 3B2 by Asco Typesetters, Hong Kong. Printed

and bound in the United States of America.

Library of Congress Cataloging-in-Publication Data

Living in a material world: economic sociology meets science and technology

studies / edited by Trevor Pinch and Richard Swedberg.

p. cm.—(Inside technology)

Includes bibliographical references and index.

ISBN 978-0-262-16252-4 (hbk. : alk. paper) — ISBN 978-0-262-66207-9 (pbk. : alk.

paper)

1. Economics—Sociological aspects. 2. Technology—Economic aspects. I. Pinch,

Trevor. II. Swedberg, Richard.

HM548.L59 2008

306.301—dc22 2008018948

10 9 8 7 6 5 4 3 2 1

mailto:sales@mitpress.mit.edu


Contents

Introduction 1

I General Concerns: Economy, Materiality, Power

1 Economic Markets and the Rise of Interactive Agencements: From

Prosthetic Agencies to Habilitated Agencies 29

Michel Callon

2 The Centrality of Materiality: Economic Theorizing from Xenophon to

Home Economics and Beyond 57

Richard Swedberg

3 Command Performance: Exploring What STS Thinks It Takes to Build a

Market 89

Philip Mirowski and Edward Nik-Khah

II Infrastructure

4 The Finitist Accountant 131

David Hatherly, David Leung, and Donald MacKenzie

5 Global Financial Technologies: Scoping Systems That Raise the

World 161

Karin Knorr Cetina and Barbara Grimpe

6 The Politics of Patent Law and Its Material Effects: The Changing

Relationship between Universities and the Marketplace 191

Elizabeth Popp Berman



III Technology and the Material Arrangements of the Market

7 Technology, Agency, and Financial Price Data 217

Alex Preda

8 Tools of the Trade: The Socio-Technology of Arbitrage in a Wall Street

Trading Room 253

Daniel Beunza and David Stark

9 Trading-Room Telephones and the Identification of Counterparts 291

Fabian Muniesa

IV Technology, Economy, Use

10 Understanding and Reframing the Electronic Consumption

Experience: The Interactional Ambiguities of Mediated Coordination 317

Christian Licoppe

11 Six Degrees of Reputation: The Use and Abuse of Online Review and

Recommendation Systems 341

Shay David and Trevor Pinch

12 Transfer Troubles: Outsourcing Information Technology in Higher

Education 375

Nicholas J. Rowland and Thomas F. Gieryn

About the Authors 393

Index 395

vi Contents



Living in a Material World





Introduction

Although it is generally agreed in the social sciences that technology plays

an important role in the economy, it is also recognized that it is difficult

to understand what this role is and how to conceptualize it. Economists

have traditionally treated technology as an exogenous factor and a black

box. So-called growth theory has succeeded in endogenizing technology

but has made little progress in developing a concrete and empirical type

of analysis. Though economists inspired by Joseph Schumpeter have, in

recent decades, developed the influential ‘‘economics of innovation’’

(Rosenberg 1994; Dosi 2000; Freeman 1982; Nelson and Winter 1982;

McKelvey 2000), this approach does not, by and large, open the black box

of technology, and it fails to engage with the increasingly sophisticated

analyses of technology coming from history and sociology of technology.

Bringing economy and technology together in one coherent analysis that

is both analytically interesting and empirically oriented is, therefore, still

very much on the agenda of the social sciences.

In this book, an attempt is made to reconceptualize the meeting between

the economy and technology with the help of Science and Technology

Studies (STS) and economic sociology.1 Both of these approaches are rela-

tively young and have developed new sets of ideas and concepts that have

not yet been assimilated into mainstream social science.2 The theoretical

point at which we suggest that economic and technological analysis may

come together is in the idea of materiality, or the notion that social exis-

tence involves not only actors and social relations but also objects. This is

an approach that has been developed in STS and which we think consti-

tutes a useful point of departure.3 We have titled the volume Living in a

Material World because the word ‘material’ also has another meaning than

objects and materia, as the 1984 song by Madonna reminds us: it can also

refer to something economic.4



A number of disciplines have recently embraced the ‘‘material turn.’’ For

instance, in communications in the 1980s there were calls to analyze the

material dimension, led by the German scholars Hans Ulrich Gumbrecht

and Karl Ludwig Pfeiffer.5 But it is within anthropology and archeology,

with the revival of the notion of ‘‘material culture,’’ that one finds sus-

tained attempts to develop a notion of materiality. Arjun Appadurai’s 1986

collection The Social Life of Things marked a renewed anthropological inter-

est in things and in particular commodities, and in how these might be tied

to concerns with culture. Things and how they circulate and are exchanged

in different historical and social milieus can be thought of as the low-

hanging fruit of materiality. Ever since Georg Simmel’s investigations into

the role of money, conducted around the turn of the twentieth century (see

Simmel 1978), it has been clear that objects can take on value in exchange,

and, as Appadurai argues, this insight can usefully be extended to different

regimes of value in space and time. That material forms matter to social

science was increasingly recognized in the 1980s and the 1990s. It is now

obvious that the social world is partly constituted by things, including the

built environment of the cities we inhabit, the clothes we wear, the restau-

rant menus we peruse, and the food we eat.6

This new interest in material forms and in what they mean for humans

has been marked by the emerging subdiscipline of Material Culture Studies

along with a new Journal of Material Culture. The notion of ‘‘material cul-

tures’’ has been of particular significance to the group of anthropologists

around Daniel Miller at University College London, and Miller has edited

two collections (1998, 2005) on materiality and material cultures.7 Miller

and his collaborators share with us a desire to theorize materiality without

falling into the usual dichotomies raised by treating signification as sepa-

rate from materiality per se, as in familiar tropes of subject versus object.

This means moving beyond treating materiality and the world of things as

passive objects that gain meaning only in symbolic terms in regard to the

signification work that humans alone do. Most of the work on material cul-

ture, however, does not yet examine the technical working of technologies

(as is done in STS) or explore the workings of the economy (as is done in

economic sociology).

If things and commodities are the low-hanging fruit for social scientists,

things that ‘‘bite back,’’ or things that themselves have emergent powers or

to which some form of agency may be ascribed, are much trickier to deal

with. The classic example is, of course, technology. The pitfalls of examin-

ing technology from the perspective of hermeneutic social science were

noted by Michael Mulkay (1979) at the dawn of the emergence of the field
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of Science and Technology Studies. Mulkay argued that there is a world of

difference between the sociological analysis of a television that is working

and one that is sitting in a room broken. At stake is what it is materially

that such an object comprises. The non-working television can certainly

be invested with human meaning; it can mark boundaries in a house, it

can even serve as an object for exchange, and in the spirit of the literature

on cargo cults it might take on all sorts of properties assigned to supernatu-

ral beings. But a functioning television is a very different sort of object be-

cause materially it has different capabilities. For one thing, a functioning

television is embedded within a complex socio-legal-technical network—

what sociologists of technology call a sociotechnical ensemble. Just try to

write down the list of things (and actors) that are involved with a working

television in the United States—obvious items might include electricity,

cables, plugs, television studios, advertisements, actors and presenters, Holly-

wood, Fox, Rupert Murdoch, and the Federal Communications Com-

mission, but this is only a start. As soon as one thinks about particular

television programs, such as the popular American Idol, the list becomes

even larger and would include other socio-technical ensembles, such as

the telephones whereby watchers send in their votes for contestants. The

signification of the different genres of programs for the viewers is itself a

whole field of cultural analysis.8 But the analysis of a technology such as

television becomes even more complex if one takes up Mulkay’s chal-

lenge and examines the material technology that enables a television to

work at all. This means delving into the different ways televisions work—

cathode-ray tubes versus flat screens, LEDs versus plasma. It also means

delving into the struggles of engineers and television manufacturers as

they develop the new standards, and into the visual and sonic technologies

that are hidden within the box we users operate. The rallying cry within

the sociology of technology and STS in general is to ‘‘open the black box’’

of technology; to see that the social does not start or stop with processes of

signification produced by programs but that televisions are social all the

way down (Bijker, Hughes, and Pinch 1987; Latour 1987; MacKenzie 1991;

Bijker 1995a; Pinch and Trocco 2002). This richer notion of materiality,

which encompasses technology, the social practices that constitute it, and

the myriad ways we interact with it, is at the heart of STS.

STS offers a series of concepts that, we suggest, may be of help in devel-

oping a better understanding of technology and economy. The terms ‘actor

network’ (Latour 1999) and ‘sociotechnical ensemble’ (Bijker 1995b) are

used in STS to suggest that objects and humans should be understood to al-

ways exist together. Material objects and humans mutually constitute each
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other and should not be separated for analytical purposes. Analysis must

start from the fact that people and objects always come together and that

it would be artificial to draw a sharp line between the two. Objects and peo-

ple are always entangled to various degrees. One may even argue that, as

technology develops, this quality of entanglement—which is material as

well as symbolic—becomes increasingly complex and important.

As one would expect of a lively new field, STS has not reached unanimity

on how to analyze technical objects. Where there is unanimity, it is on the

requirement that the analysis of materiality should not shy away from

treating the same technical entities that engineers deal with. For example,

Diane Vaughan’s 1996 sociological analysis of why the Space Shuttle Chal-

lenger crashed (see also Collins and Pinch 1998) involves looking at how

the testing of the O-rings of the solid-fuel booster rockets was carried out,

because the social analysis of the accident rests in part on understanding

how technical uncertainty was dealt with by different groups of engineers

working within different organizational contexts. Where analysts part com-

pany is on how to treat the powers, emergent properties, or affordances

that make technology so interesting to examine. It is obvious that technol-

ogies can do new things and that technologies are better than humans at

doing some things. An electronic synthesizer can make a range of sounds

of which no human is capable, an airplane can fly in a way no human has

ever mastered, and a tractor can quickly beat the strongest ‘‘tug of war’’

team. But this way of phrasing the issue is not quite correct. In setting up

some sort of opposition between technologies and humans, we tend to

play down or forget that technologies gain their powers through the often

hidden work of humans. Airplanes may fly, but they cannot fly without

flight controllers and pilots. Indeed, it is in looking at the detailed embed-

ding of humans with machines, as Edwin Hutchins (1995) does in examin-

ing the ‘‘distributed cognition’’ required to land a modern airplane, that

one see the complexity involved in the coordination of humans and

machines and the embedding of each with the other. A pilot may be talk-

ing to the flight controller one moment, manually adjusting a dial in the

cockpit (a routine skill) the next moment, and assigning control of the air-

foils to a computer the next. Much of today’s STS research is concerned

with the ‘‘plans and situated actions’’ (Suchman 1987) and ‘‘communities

of practice’’ (Lave and Wenger 1991) that exist in the liminal space be-

tween machines and humans. Here one finds that materiality means exam-

ining not only the affordances enabled by machines (see chapter 11 of this

volume) but also the material social and cognitive practices whereby

humans interact with technology.
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No easy separation between human and technological agency is possible

when the thick description of technologies is concerned (Alder 2007; Bijker

2007). Furthermore, we fully agree with Bruno Latour (2007) that an ideal-

istic notion of materialism, where some geometrized property of machines,

as is found in engineering diagrams that delineate technologies in terms of

their functions, must be resisted. Nevertheless, legitimate differences exist

in the field of STS as to how best to treat the agency given to technology.

Some analysts try, with ever-increasing complexity (Collins and Kusch

1998), to keep ledgers of the kinds of actions that can properly be assigned

to humans and to non-humans. Others (e.g., Latour and Callon in their

development of Actor Network Theory9) level the playing field, refuse to

make any analytical distinction between human and non-humans, and

talk in general about ‘‘actants.’’ Some of these debates over humans versus

non-humans surface in the present volume, most obviously in Mirowski

and Nik-Khah’s chapter on the allocation of the FCC spectra, which is in

part a polemic against Latour and Callon’s actor-network approach and

against what Mirowski and Nik-Khah interpret as neglect of some good

old-fashioned human political influences in the Federal Communications

Commission’s allocation of spectra.

Two other concepts from STS can usefully be employed to relate econ-

omy and technology to one another: interpretive flexibility and closure (Bijker

1995; Pinch 2006a). The former refers to the fact that actors are capable of

interpreting a technology differently or investing it with different mean-

ings. For example, a bicycle that old people consider dangerously unsafe

may be perfectly acceptable to sporty young men (Bijker and Pinch 1987).

These meanings of a technology are highly consequential for agency be-

cause they lead to different uses and different design trajectories. For exam-

ple, some early bicycle companies, in responding to the meaning of the

‘‘ordinary’’ or ‘‘penny farthing’’ bicycle as ‘‘macho,’’ built bicycles with

larger and larger front wheels to make them even faster and more thrilling

to ride.10 Closure means that a novel technology will eventually stabilize,

at which point it acquires a generally accepted meaning. Thus, the signif-

icantly named ‘‘safety bicycle,’’ which emerged from a variety of design

possibilities in the period 1880–1890, remained a remarkably stable tech-

nology until the appearance of the ‘‘mountain bike’’ in the early 1970s

(Bijker 1995a; Rosen 2002). The links between objects and actors, in short,

can be drawn differently depending on the meaning structure involved—

but there is also a tendency for the meaning to stabilize in the sense of

becoming general and accepted by large numbers of social groups.11 The

roles of users and intermediaries in how these meanings are generated and
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stabilized are also important in the STS account of technology (Oudshoorn

and Pinch 2003).

Economic sociology, in its turn, has also developed concepts and ideas

that can be useful in the attempt to relate the economy and technology

to each other.12 The term ‘embeddedness’, introduced by Karl Polanyi, is

often used in sociological circles in connection with networks. (See e.g.

Granovetter 1985.) Whereas most sociologists (including economic sociolo-

gists) look only at social relations and ignore the role of objects, here we

suggest that the term ‘embeddedness’ should be used together with ‘mate-

riality’, in the sense that objects and people are indissolubly embedded in

each other. This new type of material embeddedness has its own distinct

structure, which it is up to the analyst to try to outline. This structure can

be described as a configuration of objects and social relations. Using ‘em-

beddedness’ in this sense is close to Actor-Network Theory in STS (Latour

2005). Actor-network approaches, however, have not been used to analyze

economic topics until recently (Callon 1998; Latour forthcoming).

Economic sociologists have used networks to describe and explain a huge

number of economic phenomena, often with a high degree of technical

skill. Among the topics that have yielded quite nicely to this approach are

markets, industries, consumption, entrepreneurship, business groups, and

relationships inside as well as between firms (Baker 1984; Powell 1990;

Burt 1992; DiMaggio and Louch 1998; McGuire and Granovetter 1998;

Granovetter 2005). Insights from studies of this type would benefit STS—

which, in turn, would add its insights about technology and materiality,

with new and interesting insights as a result.

The concept of field, as used in economic sociology, may also be of assis-

tance in further developing the idea of materiality in dealing with technol-

ogy and economy. A field is usually understood as a type of social space or

social structure that assigns a place to each actor (Powell and DiMaggio

1991: 64–65; Wacquant and Bourdieu 1992: 94–115). Power is part of a

field; the actors may also constitute the field either through interaction or

through orientation to other actors. These actors can be individuals as well

as organizations; and both of these are typically perceived by sociologists as

purely social entities, devoid of any materiality. But even if the concept of

field does not take materiality into account, it nonetheless complements

the idea of collectivity in a useful manner, not least in drawing attention

to the structures of inequality and hierarchy that tend to develop between

individuals as well as organizations. Fligstein’s 1990 study of the evolution

of the huge firm in the United States since the late 1800s is an example of

this.
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If a field is thought of as constituted by both social and material entities,

hierarchies and inequalities can be conceived of in a new way. Material

technologies allow old hierarchies to be reconfigured. Think, for instance,

how the hierarchy in the nuclear family can be subverted by the introduc-

tion of the cell phone. Teenagers can now arrange meetings with their

friends without parental control. The introduction of the telephone itself

played a dramatic role in reconfiguring social relationships, particularly be-

tween women in rural communities (Martin 1991; Fischer 1994).

The concern with materiality in STS has an old ancestry in the philo-

sophical school of materialism. This deserves to be highlighted, not least

because this older type of materialism influenced Karl Marx, who is consid-

ered one of the founding fathers of economic sociology. Marx reacted as

strongly against the abstract nature of Hegel’s philosophy as Latour and

others are reacting today against a generation of social scientists who see

only social relations when they look at reality. Marx rejected the mechani-

cal and old-fashioned type of materialism and strongly advocated the intro-

duction of history and social relations into material analysis. Proceeding in

a similar way may be useful for advocates of the modern approach to mate-

riality too, not least since Marx’s view of materiality is wedded to a sharp

insight into the nature of capitalism and the centrality in modern life of

economic power.

In Capital, Marx’s version of materiality comes out most clearly in two

ways. First, according to Marx, workers have to be reproduced if surplus

value is to be produced, and Marx carefully describes the costs for reproduc-

ing the body of a worker and how these costs differ between countries. Here

‘materiality’ refers primarily to the body and its needs. Marx’s concern with

materiality in Capital is also evident from the attention he pays to the ev-

eryday life of the workers, such as the physical constitution of the factories

in which they spend most of the day and the machines with which they

work. Drawing on factory reports, Marx pointed to a number of material

circumstances that wore down and tormented English workers as they car-

ried out their tasks.

Marx also initiated the tradition in economic sociology of trying to ana-

lyze the systemic dimension of capitalism and connect it to what happens

at the micro level in the factory. What drives this type of economic system,

according to Marx, is the need for accumulation. ‘‘Accumulate! Accumulate!

That is the Moses and the Prophets [of the modern economy],’’ we read

in Capital (Marx 1976: 742). Similarly, Max Weber analyzed capitalism

at a later stage of its development and emphasized its ‘‘pursuit of profit,

and forever renewed profit, by means of continuous, rational, capitalistic
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enterprise’’ (1988: 17). Profit’s role in driving the modern economy forward

is central to Marx and Weber, and it must be taken into account in modern

analyses of materiality (including technology).

The mentions of Marx and Weber remind us that modern economic soci-

ology has a long classical tradition to draw on—a tradition that is centered

around a strongly realistic and social structural approach. Issues such as the

relationship between the economy and (say) religion, law, or politics were

worked out more than a century ago (Swedberg 1998; Wright 2005).

To the Marxian-Weberian model of capitalism, Schumpeter added atten-

tion to the role of the entrepreneur, and Polanyi added the notion of mod-

ern capitalism as a radical utopian project. Schumpeter’s (1934) idea that

entrepreneurship can be conceptualized as a new combination of already

existing elements is easily wedded to the idea that materiality is important

and to changing relations between people and objects. Similarly, Polanyi’s

(1944) notion of modern capitalism as a peculiarly utopian project that is

against nature through its peculiarly abstract and radical quality can be re-

cast in material terms.

Contemporary economic sociology has continued the tradition from

Marx onwards of trying to theorize the capitalist machine, and it has done

so in a way that can be linked to the insights of STS. In theories of contem-

porary capitalism, the point of departure for economic sociology is in the

conventional definition of the economy as consisting of production, distri-

bution, and consumption (Swedberg 2005). It is usually also assumed in

mainstream economics that what is being produced is distributed via the

market, and then consumed. It is, however, clear that the assumption that

distribution takes the form of exchange in the market is by no means obvi-

ous, even in a society with a market or capitalist economy. Different forms

of distribution besides that of exchange exist, such as distribution via the

state (what Polanyi termed ‘redistribution’) and distribution according to

certain norms of reciprocity (Polanyi 1957).

The link between production and consumption may, by way of summing

up the argument so far, be constituted in different ways—via exchange,

redistribution, or reciprocity, to use Polanyi’s terminology. Early pre-

industrial societies organized their economies with the help of redistribu-

tion and reciprocity, according to Polanyi, while capitalist society relies

mainly on exchange. It is also clear that the capitalist type of society

uses not only exchange but also redistribution and reciprocity. In today’s

OECD countries, for example, the state channels some 30–50 percent of

GNP. And reciprocity (in other words, exchanges based on preexisting

social roles, such as between family members, with no attempt to gain
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a direct advantage) remains the main principle governing individual

households.

Finally, there exists an interesting difference between economies in

which distribution mainly takes place via the market (exchange), on the

one hand, and those where it mainly takes place via the state (redistribu-

tion) or the household (reciprocity). While the former tends to be dynamic,

economies organized on the basis of redistribution and reciprocity do not.

The reason for this has to do with the fact that exchange is entered into

not only because of a desire to consume, but also to make a profit. This

is not the case with redistribution and reciprocity; both of which are

modeled on the idea of a household and the desirability of being able to

satisfy the needs of its members rather than to make a profit (as in the indi-

vidual household, the medieval manor, or the socialist state). This means

that, although there definitely exists a necessity for reproduction in redis-

tributive systems and systems based on reciprocity, there is usually not a

push to constantly expand. Exchange is also a form of distribution that

tends to mobilize both parties to a transaction, while redistribution and

reciprocity typically only mobilize the actor who initiates the distributive

process, not the one who receives the service or the good. In the former

case, both parties have to go to the market, whereas in the latter case one

party assumes a passive role. (See figure I.1.)

What roles do technology and materiality play in these different types

of the economic process? It is clear that materiality is absolutely central to

all of them, for the simple reason that all individuals have to reproduce

themselves, and this is also a need that each of our three processes can

accommodate. Also, in each of the three systems of distribution material-

ity is present at each of the three stages (production, distribution, and

exchange).

The last statement deserves to be explicated, since we have now reached

the point in our account of economic sociology where it is appropriate to

bring STS and its concern with materiality back into the discussion. The ap-

parently stable boxes in figure I.1 are perhaps better understood as net-

works making up the collectivities of individuals and objects to which we

referred earlier. These networks exist not only in production (the part of

the economic process to which technology is usually assigned) but also in

distribution and consumption. The market, for example, is not just some

abstract structure of social relations or an institution consisting of rules

and regulations; it also involves material objects, be it in the form of bal-

ances, coins, tickers, telephones, or computers. Similarly, consumption

involves objects, and not only objects to be consumed, but also other
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Figure I.1

The economic process and how it can be organized. (A) The economic process in

general. (B) The economic process when ‘‘redistribution’’ (Polanyi) is predominant.

(C) The economic process when ‘‘reciprocity’’ (Polanyi) is predominant. (D) The eco-

nomic process when ‘‘exchange’’ (Polanyi) is predominant. The economic process in

any society can be defined as consisting of production, distribution, and consump-

tion. Exchange characterizes the capitalist organization of the economy; this type of

economy derives its dynamic from the fact that the end goal of the economic process

is not exclusively consumption, but also profit. The more this profit is reinvested

into production, the more dynamic the economy will be. The two main mechanisms

in capitalism, in other words, are organized exchange (the market) and the feedback

loop of profit into production. It is the use of these two that makes the organization

of economic interests in the form of capitalism an effective machine for transforming

economic reality.
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objects—including such ‘‘means of consumption’’ as advertisement, pack-

aging, stores, malls, and parking lots (Ritzer 1999). Consider frozen orange

juice. The widespread consumption of orange juice, and indeed much of

the food-distribution system in the United States, depends crucially on the

development of the technology of mobile refrigeration units on trucks, the

existence of interstate highways, and the establishment since World War II

of an independent trucking industry (Hamilton 2003).

There is also, again, the fact that consumers often use the objects they

buy in ways that are unforeseen by the producers, and in this sense become

‘‘co-constructors’’ of many new objects (Oudshoorn and Pinch 2003). Even

if it can be analytically instructive in some cases to assume that there are

distinct boundaries between production, distribution, and consumption,

these boundaries are often ambiguous in reality and shot through with

links to objects and people (in the other boxes in figure I.1, so to speak).

If technology and materiality have been neglected thus far, how come

economics is such a successful science without them? One way to answer

this question is to simply point out that, although neoclassical economics

no doubt is a great academic success and has its very own Nobel Prize,

it has also shown itself to be singularly unable to produce the kind of

knowledge that translates into predictions of what will happen in reality

(McCloskey 1985, 1990). Macroeconomic forecasting, as Evans (1997)

points out, has a particularly dismal record. Nevertheless, economists still

offer a veneer of understanding, some nuggets of real wisdom, and legiti-

mation for policies. Economic techniques such as cost-benefit analysis, as

Porter (1995) has shown, originated in the world of politics as a numerical

way of displacing and resolving political disputes. The application of such

techniques involves a constant set of translations back and forth between

calculative practices and politics (Ashmore, Mulkay, and Pinch 1989).

‘‘Trust in numbers’’ enables the state to use suites of calculative tools, prac-

tices, and techniques to help maintain political and social order and stabil-

ity (Porter 1995). These calculative practices are, as Mirowski (2002) has

shown, increasingly part and parcel of the technologies (e.g., computers)

that are indispensable to forecasting. Economic assumptions are them-

selves sometimes built into the ‘‘laws of the market,’’ as Callon has persua-

sively demonstrated, thereby providing a reflexive circle of verification that

enables the market to be understood as an economic phenomenon. (For

Callon, economic activity is not strictly that of economists but would in-

clude auditors, accountants, and policy makers.) Materiality and technol-

ogy are everywhere, and once technologies move from interpretative

flexibility to stability they enable assemblages of humans and non-humans

to work together in the choreography of any modern economy. It is this
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‘‘glue,’’ this stability in the entanglements, that provides the illusion of the

iron hand of the market.

A classical question is whether technology drives economic development

or whether the profit motive is the driving force. In capitalism it is clearly

the latter, even if technology is an integral part of all three ways in which

an economy can be organized. But this does not mean that the technology

that exists in a capitalist society is directly shaped by the profit motive

alone. All that can be said at this general level is that technology can be

used to accelerate profit. This is a very broad formulation that allows for a

multitude of ways of conceptualizing how technology develops.

One may, however, also ask whether the materiality perspective that we

are advocating does not invite a new and different conceptualization of the

problem of how profit and economic development are related. At some

level it makes sense to conceptualize technology in terms of the entangle-

ment of objects and people, and this is true for all three forms of organizing

the economy (reciprocity, redistribution, and exchange). The more tech-

nology there is, it would appear, the more entanglement; and as objects

are shaped by people, these are transformed in their turn. A dynamic capi-

talist system could, from this perspective, be understood as a system that

has the capacity to speed up this interaction considerably, and with this

comes an increased capacity for the reproduction of people. Entanglement

of this type would seem to be related to the concept of productivity in eco-

nomics, even if it is broader in nature and even if it also takes human

meanings and social relations into account.

These ideas also bear on how we understand the specific role of infor-

mation technologies in the economy. Though information may seem

‘‘non-material,’’ in reality this type of technology permits new forms of

entanglements between people and objects and can crucially change the

material circumstances whereby exchange of goods and knowledge occurs

and where things and ideas circulate. The changing material arrangements

and social organization of exchange are highlighted in chapters 5, 7, and 8

of this book. Similarly, several chapters deal with the material and social

changes brought about by computer software in the arena of consumption

(chapter 10), in new ‘‘open-source’’ systems for allocating value to items

during exchange (chapter 11), and in new online systems for managing

human resources (chapter 12). In all these chapters we see that the details

of changing material arrangements underpin the social and economic

understanding of the new information economy.

This book is a first exploration of how the idea of materiality may be used

as a bridge between STS and economic sociology for two-way traffic be-

12 Introduction



tween these two fields. The individual chapters can be grouped according

to whether they raise general questions in this respect (part I), questions

relating to infrastructure (part II), questions about the material arrange-

ments of the market (part III), or questions about the use of technology

(part IV).

In chapter 1, Michel Callon ponders one of the fundamental issues in

economics: the role of the individual and the reality of the famed homo

economicus. Many commentators agree that the actor assumed in homo eco-

nomicus is a pale shadow of real human actors, but Callon accepts neither

of the standard responses to this recognition. Whereas economic sociology

argues that the way forward is to embed the too thinly endowed actor with

human characteristics (in short, to embed the actor in a real social and cul-

tural context), neoclassical economists try to free homo economicus from the

institutional ties and make the actor even more rational. Callon’s position

is to reject the debate and to instead focus on how and under what circum-

stances individuals can have agency. Drawing on the notion of agency ear-

lier developed by Callon and Latour within the well-known Actor-Network

Theory, Callon argues that agency is configured within a network of both

human and non-human actors. Drawing on examples such as buying deci-

sions by consumers at supermarkets and studies of people with disabilities,

Callon investigates what social policy options there are for dealing with in-

dividual actors in the changed world of network economies. He argues that

with ‘‘prosthetic’’ policies the individual is endowed with new competen-

cies to deal with the network, in the same way that disabled people are

equipped with prosthetic devices to help them manage their handicap.

‘‘Habilitation’’ policies, on the other hand, construct new socio-technical

arrangements, such that that they facilitate new forms of individual agency

within networks, rather in the way that the world can be restructured bet-

ter to suit the needs of a handicapped person by allowing handicapped ac-

cess to all buildings. In terms of economic networks, by changing labor

regulations firms can tailor training directly to their employees’ career

plans and thus enable employees to engage in the running of organizations

in new ways. It is clear that Callon favors the latter sorts of policies and

thus offers a normative prescription for dealing with some of the socio-

economic issues raised by the new economy.

In chapter 2, Richard Swedberg brings the discussion firmly back to the

material realm—from homo economicus to home economics. He notes that,

although people live in houses, eat food, interact with machines, and pro-

duce and use objects, economics at best acknowledges this materiality in an

indirect way. He argues that the ambitious goal the authors in this volume
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have set themselves—the goal of building a new form of economic analysis

that attempts to theorize the economy in terms of entanglement and inter-

penetration of things and people—will also require us to mine the history

of economic thought for leads. Swedberg makes a start as to how to do this

by recovering the concern of early economics with the material theory of

the household. He locates the origins of this approach in ancient Greece

in the often-neglected economic writings of Aristotle and Xenophon. He

then shows how in the classical period of political economy (1600s–late

1800s) the material realm of the household began to vanish in the writings

of Adam Smith and Karl Marx, who, although paying attention to the

body and technology, focused more on production and exchange outside

the household. For example, women’s work, emphasized by the ancient

Greeks, is almost completely absent from the accounts of Smith and Marx,

where women (and children) are mentioned only when they enter the

labor market. Swedberg concludes his survey by looking at one modern

institutional context for economics: Cornell University in the early twenti-

eth century, where in 1916 Frank Knight famously gave the theory of homo

economicus a classical formulation. Interestingly, the discipline of ‘‘home

economics,’’ with its material vision of the household, emerged at Cornell

at the same time—a development largely ignored by and outside the main-

stream of economic thought.

In chapter 3, Phillip Mirowski and Edward Nik-Khah use the case of the

1994 public auction by the Federal Communications Commission of spec-

trum licenses to the highest bidder as a way of examining Callon’s ideas

about the performativity of the economy. Callon (1998: 30) argues in his

well-known book The Laws of the Market that ‘‘the economy is embedded

not in society but in economics.’’ By this Callon means that economists

and economic thinking and methods have played a role in the way that

markets are built. This shifts the traditional economic sociology problem

of studying the embedding of economy in society or the social explana-

tion of economics to studying how the economy in a sense must work

according to economic laws because economists have built an ‘‘economic

machine’’ that made it that way. Prima facie, the case of FCC spectrum auc-

tions seems to fit Callon’s performativity argument, because many leading

game theorists were involved in the design of the auction and have claimed

credit for it. Mirowski and Nik-Khah provide a much more detailed account

of the different groups of game-theory and experimental economists in-

volved in the auctions. They show a diversity of aims and understandings

amongst the different players in the auction and the power played by the

telecom corporations in redefining the government’s goals for the auction.
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In the end they claim that a more traditional science studies analysis which

includes power among social groups better explains the outcome—an

outcome that was deliberately masked such that one influential group of

economists—game theorists—could ‘‘bask in the limelight and take the

credit.’’ Mirowski and Nik-Khah offer a different view of how STS analysis

can be taken into the realm of economics. Their view is ‘‘not at all isomor-

phic to the performativity thesis,’’ but it does grant more rigid and hence

constraining roles to nature and society than Callon and Latour are pre-

pared to grant.

Part II of the volume is titled Infrastructure, a term that is sometimes

used in STS and by which is meant not only the traditional types of infra-

structure (such as electrical networks and railroad systems; see Chandler

1977) but also laws, organizational forms, systems of filing, administration

classification, and the like (Star 1999; Star and Bowker 1999; Yates 2005).

This part opens with a chapter on one particular form of infrastructure

that is very important in the modern economy, namely accounting. David

Hatherly, David Leung, and Donald MacKenzie argue that some areas of

‘‘economic reality’’ are constituted via the classification of economic trans-

actions in the form of accounting. This is especially the case with profit and

loss, which are both of utmost importance to investors, governments

(e.g. for taxation purposes), and employees (e.g. for the determination of

bonuses). Accounting is often manipulated, as evidenced by recent corpo-

rate scandals in the United States involving Enron and WorldCom. New

financial instruments, such as derivatives, also present special problems

when it comes to accounting, sometimes because of their complexity.

Hatherly, Leung, and MacKenzie argue that accounting rules can be inter-

preted and used in a potentially unlimited number of ways. The reason for

this is that rules of any kind cannot be locked into place once and for all.

According to finitism (a Wittgensteinian approach developed within the

sociology of scientific knowledge), rules can always be interpreted in new

and unpredictable ways, even if they cannot be used in just any way.

According to Hatherly et al., this quality makes the approach of finitism

well suited to deal with the many complexities that an empirical study of

accounting entails.

The next chapter moves on to the topic of global configurations of trad-

ing and information technologies. Karin Knorr Cetina and Barbara Grimpe

focus their attention on two such systems: FOREX (used in the foreign

exchange market) and DMFAS (a debt management and financial analysis

system) first developed in 1979 after a United Nations Conference on Trade

and Development and now used internationally to monitor and control
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countries’ debt levels and debt repayments. Knorr Cetina and Grimpe argue

that these technologies not only network the world together, as Manuel

Castells and others have argued, but introduce a specific ‘‘scopic mecha-

nism’’ of coordination. By this they mean a mechanism that collects and

focuses activities, interests, and events on one surface (in the case of for-

eign exchange markets, a computer screen), from whence the results may

then be projected again in different directions. They identify what they

call a Global Scoping System (GSS) as the configuration of screens, capabil-

ities, and contents that traders in financial markets confront all over the

world. The goal of the chapter is to examine how the material architecture

of global financial markets leads to this new form of ‘‘scoping’’ coordina-

tion. They trace the origins and development of FOREX and DMFAS and

show that, although both infrastructures provide scoping, FOREX provides

a continual instantaneous scoping of the market whereas DMFAS depends

on International Monetary Fund and World Bank schedules for producing

reports and inputs on fixed time scales. Despite these temporal differences,

both technological systems provide for reflexive scoping in that traders (in

the case of FOREX) and national debt officers (in the case of DMFAS) partic-

ipate reflexively in creating and participating in a standard global represen-

tation to which they and other actors in turn respond. Knorr Cetina and

Grimpe conclude that FOREX and DMFAS embody different strategies of

globalization. FOREX follows the strategy of global exclusivity and main-

tains a separate province of the global world, co-existing with the rest of

the planet rather than integrating it. DMFAS, on the other hand, is tied in

with the nation state and thus helps sustain the global character of world

economic institutions and an emerging global governance.

In chapter 6, Elizabeth Popp Berman analyzes a different type of infra-

structure: that of law and the various institutions in which legal rules are

embedded—courts, police, lawyers, and so on. Patent law, Popp Berman

argues, is an institution that mediates between technology and economic

forces in modern society, and it can do so in a number of ways. One alter-

native would be for the state to pay for the research and make it available

for free; another would be to assign to the inventor the exclusive right to

an invention for a specified period of time. Which way is preferable is

largely unknown, according to Popp Berman, and some of the confusion

involved is mirrored in the largely accidental passage of the Bayh-Dole Act

of 1980, which opened up the rapid commercialization of academic inven-

tions in the United States. While economists have very firm opinions about

what type of patent law is needed and why, Popp Berman suggests that

economic sociologists as well as people working in the STS tradition are
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needed to disentangle the complex social, technological, and economic

issues involved. Economic sociologists may, for example, explore the differ-

ent ways in which scientists and investors react to different types of patent

law. The issues may also differ depending on what scientific field and what

industry are involved. Input from STS scholars is also needed in this effort,

since their expertise is in scientific and technical issues. The fact that STS

scholars have a very broad and social approach to science and technology

is a particularly important asset in this regard.

The chapters in part III (Technology and the Material Arrangements of

the Market) examine particular technologies and their roles in financial

markets. Alex Preda examines the history of the first technology specifically

designed to be used in financial markets: the stock ticker. This device,

invented in 1867, was initially a printing telegraph that printed out a secu-

rity’s name, price quote, and traded volume. It soon became ubiquitous

on stock markets, and it remained so until it was replaced in 1960 with

an electronic ticker. Preda examines the context from which the ticker

emerged, how it was first used, and how it affected stock markets. He shows

that the stock ticker was adopted because it enabled official stockbrokers to

maintain their monopoly over credible, authoritative price data.

There is much concern in economic sociology with how prices in mar-

kets are determined not only by economic efficiency and computational

rules but also by social networks, interests, and status. Preda shows that

what must be added to the economic sociology account is the part played

by technological systems in how price data are generated and observed. In

capturing the new forms of agency which the stock ticker enables in finan-

cial markets, Preda introduces the notion of a ‘‘generator’’—a concept that

captures temporal structures, representational languages, and cognitive

tools. The price ticker made market exchanges visible as they happened,

transforming them into more abstract and visible forms available to every-

body at once. The paper strips of the stock ticker were a forerunner of

financial charts that today make market exchanges visible in real time. In

short, the stock ticker enabled the transformation of multiple, unsystem-

atic, discontinuous, and unrecorded heterogeneous price information into

the single, continuous, homogeneous nearly real-time price variations on

which traders have come to rely.

In chapter 8, Daniel Beunza and David Stark take us into the heart of the

modern trading room. They present the results of an extensive ethnogra-

phy of a Wall Street trading room in a major international investment

bank. The traders they examine are concerned with arbitrage, which in-

volves essentially the construction of comparability across different assets.
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In arbitrage small differences in these comparative valuations are exploited

to make a profit on the deal. In the process of calculating these values

equivalencies are established and the process of recognizing these equiva-

lencies and how they offer opportunities depends crucially on the ‘‘tools

of the trade.’’ Like Preda, Beunza and Stark demonstrate the importance

of instrumentation (in this case, assemblages of instrumentation) in under-

standing how the socio-technical, the socio-cognitive, and the socio-

economic are intertwined. Just as Latour and others have argued that the

scientific laboratory gains its strength as a place where diverse instruments

are gathered together, Beunza and Stark argue that traders turn their trad-

ing rooms into laboratories in which they experiment and deploy an array

of instruments, including networked computers, mathematical formulas,

and ‘‘robots’’ capable of automated trading. Their ethnography shows also

the importance of spatial layout and physical proximity—in terms of our

earlier discussion, the materiality of local arrangements really counts.

They succeed in showing that in order to understand the sophisticated

instruments of quantitative finance we need to analyze the entanglements

of actors and instruments in the ‘‘sociotechnology of the trading room

laboratory.’’

In chapter 9, Fabian Muniesa focuses on the role of a rather old tech-

nology—the telephone—in the trading room. Although computers and

electronic networks were expected to make the telephone redundant in

financial markets, Muniesa shows that this is far from the case. Rather as

Beunza and Stark found that face-to-face communication between prox-

imal actors in a trading room was crucial, so too it turns out to be the case

that telephone communications can still facilitate trading operations. Just

as the stock ticker has been updated, the technology of the telephone has

changed such that current market operators obtain greater diversity and

flexibility than ever before with the use of a special box that permits as

many as 24 telephone conversations to be accessed in a variety of ways at

the touch of a button. A microphone even permits some conversations to

be relayed on and over heard by a variety of other listeners. All conversa-

tions are recorded ‘‘back room’’ and if need be can serve as a legal record

of transactions. Muniesa’s research, rather than treating the telephone as a

passive device, an instrument serving human interaction, shows how the

materiality of the device (its technical features) shapes action and enables

its users to perform functions crucial to the operation of markets. He exam-

ines the use of the telephone in three different empirical locations: in mar-

ket making, in a stockbroking environment where orders are largely being

filled, and in a sales environment where the particular needs of clients must

be met. He shows how the telephone serves a crucial function in all these
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environments, enabling counterparts (defined by Muniesa as a ‘‘client,’’ a

‘‘trader,’’ and a ‘‘broker’’) for trades to be identified and providing a means

of negotiating and trust building amongst actors in social networks—

aspects not available with anonymous electronic trades. He shows how in

some circumstances telephony practices are transformed by the other new

market technologies (such as computer screens) and how these enable

reconfigurations of social networks. The overall goal is to explore the corre-

spondence between ‘‘social networks’’ in the traditional economic sociol-

ogy sense and material networks of communication that allows for ‘‘ties’’

to be articulated and expressed in a particular code and manner.

In the first chapter in part IV (Technology, Economy, Use), Christian

Licoppe addresses how e-commerce is changing modern life. Licoppe

argues that before e-commerce existed, consumers were used to viewing

shopping as either a kind of planned activity (as when one brings a list to

a shop) or as a form of impulsive buying. E-commerce lends itself much

more easily to planned shopping, according to Licoppe, while browsing

and spontaneous purchases are harder. One type of purchasing behavior,

in brief, is typical for stores and supermarkets, and another for the consum-

er sitting in front of his or her computer.

Electronic shopping also differs from traditional shopping in the way its

sequences are timed. When you buy on the Internet there is especially a

significant time gap that does not exist when you shop in a store or a super-

market, namely between the expressed intention to buy and the actual de-

livery of the goods. From an economic viewpoint, e-commerce adds little to

the traditional view of exchange, since you still have to first hand over the

money before you get what you want. From the perspective of buying as

a social type of activity, in contrast, buying on the Internet represents a

novel experience; and the customer often reacts with anxiety to the time

gap between the display of intention to buy and the delivery of the goods.

How the technology that is used in e-commerce has led to many changes

in the ways that people interact with one another is also at the center of

the second chapter in part IV. What interests Shay David and Trevor Pinch

is that, whereas a few years ago it was common for books and other cultural

goods to be reviewed only by expert reviewers, the new technology has led

to the emergence of a new type of reviewers, who may be called amateur

reviewers or user reviewers. Their activities, according to David and Pinch,

are reshaping the operation of ‘‘the reputation economy.’’ Taking as their

point of departure the fact that some amateur or user reviewers duplicate

the product reviews that they post on websites such as Amazon.com, David

and Pinch raise a series of general issues concerning new technology and

how it is used in predictable and unpredictable ways. ‘‘Interpretive flexi-
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bility’’ and ‘‘technological affordance’’ are seen as particularly helpful in

explaining why electronic product reviews have come to serve a number

of purposes besides providing information about the item that is being

sold, such as the construction of identity and the promotion of one’s own

books and CDs. They do so, according to David and Pinch, by emphasizing

that the use of an item is not somehow inherent in its essence but instead

is decided by the social, historical, and economic context of the item.

That mainstream economic analysis is not particularly well suited to ex-

plain what happens when technology is transferred, and that alternative

types of explanations from the STS literature are better at this, is the main

theme of chapter 12. By ‘transfer’ Nicholas Rowland and Tom Gieryn do

not mean the process of moving some piece of technology from one place

to another, but something that involves the social setting—more precisely,

the organizational processes that accompany the transfer of some technol-

ogy from one organizational setting to another. The example Rowland and

Gieryn use to make their point is the trouble that has resulted from the

recent decision by the Indiana University Business School to switch to a

standardized IT system produced by PeopleSoft. If one analyzes this situa-

tion with the transaction-cost approach that is associated with the work of

Oliver Williamson, Rowland and Gieryn argue, it is very difficult to make

sense of the difficulties that ensued at the Indiana University Business

School. If instead one uses the STS idea that it is not possible simply to rep-

licate an experiment, since this does not take tacit knowledge into account,

one is in a much better position to address ‘‘transfer problems.’’

Notes

1. We are not the first to suggest this linkage. Michel Callon’s 1998 book The Laws of

the Market has been highly influential. Callon’s approach has also been taken forward

(and critiqued) in a special issue of Economy and Society edited by Andrew Barry and

Don Slater (2002). Important studies also have been conducted by Knorr Cetina

and Bruegger (2002), MacKenzie and Millo (2003), and Callon and Muniesa (2003).

See also MacKenzie, Muniesa, and Siu 2007.

2. Both fields have produced handbooks of their main themes and approaches.

For STS, see Jasanoff, Markel, Petersen, and Pinch 1996 and Hackett, Amsterdamska,

Lynch, and Wajcman 2007; for economic sociology, see Smelser and Swedberg 1994,

2005.

3. There are other ways of bringing STS and economics together. For example, the

role of numbers, figures and calculative practices and their use in economics has

been investigated from an STS perspective (Ashmore, Mulkay, and Pinch 1989; Porter

1995; Kalthoff, Rottenburg, and Wagener 2000). Calculative practices are at the heart
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of Callon’s (1998) approach, which we discuss in more detail in the text and which

Callon elaborates upon in his own contribution. A related body of work draws paral-

lels between accountancy practices and the increasing prevalence of what might be

called an ‘‘audit society’’ (Miller 2001; Power 1990; Strathern 2000). McCloskey’s

(1985) influential work on the rhetoric of economics offers another approach to the

practice of economics as an academic discipline (see also McCloskey 1990). The his-

tory and philosophy of economics is also a rapidly developing area; see, e.g., Morgan

1990; Mirowski 1998; Weintraub 2002.

4. ‘‘[T]he boy with the cold hard cash / is always mister right / ’cause we are living

in a material world / and I am a material girl’’—Madonna, ‘‘Material Girl’’ (1984).

Andrew Pickering (1989) deserves credit for being the first person to use Madonna’s

catchy song title in an academic context.

5. Their German reader was eventually published in English as Materialities of Com-

munication (Gumbrecht and Pfeiffer 1994).

6. For another attempt to take materiality seriously within science studies, see

Mukerji 1997.

7. For another such collection, see Buchli 2002.

8. The cultural analysis of television was famously discussed by the cultural critic

Raymond Williams in Television, Technology and Cultural Forms (1974).

9. See also Akrich 1992.

10. The feminist approach to technology has also been extremely influential in STS.

The focus upon bodies and the gendered meanings and practices built around tech-

nologies provides another important route into the issue of materiality. See, e.g.,

Cockburn and Ormrod 1993; Oudshoorn 1994; Wajcman 1991; Haraway 1991; Old-

enzeil 1999. For a very recent bringing together of feminism with materiality, see

Alaimo and Hekman, 2008.

11. ‘‘Closure’’ and ‘‘stabilization’’ are given slightly different meanings in Bijker

1995a.

12. For overviews of economic sociology, see Smelser and Swedberg 2005; for some

often used anthologies Granovetter and Swedberg 2001; Biggart 2002; Dobbin 2004.

Michel Callon, Karin Knorr Cetina, Donald MacKenzie, Alex Preda, David Stark, and

a few other scholars span the two areas of STS and economic sociology.
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I General Concerns: Economy, Materiality, Power





1 Economic Markets and the Rise of Interactive Agencements:

From Prosthetic Agencies to Habilitated Agencies

Michel Callon

Many analysts contend that the continuous extension of the market sphere

contributes powerfully to the lasting process of individualization character-

izing Western societies (Beck and Beck-Gernsheim 2002). The new forms of

organization of markets and the importance of innovation in their structur-

ing strengthen this movement by combining two trends. The first of these

trends is associated with the growing importance of networks (of coalition

and cooperation between heterogeneous actors and organizations) as a new

form of coordination of economic activities. This networking of markets

stems primarily from the centrality of innovation and, consequently, the

increasing singularization of goods and services (Powell and Smith-Doerr

1994). The second trend corresponds to the upsurge of individual autono-

mous actors (in design, production, or distribution, as well as in consump-

tion), sometimes compared to self-entrepreneurs capable of developing

their own projects and therefore responsible for the consequences of their

acts.1 Networks and individual agents can be seen as two complementary

realities. The former mobilize individuals capable of ensuring their devel-

opment and functioning; the latter opt for those networks that allow

them to realize their projects. Even though these two transformations

are complementary and difficult to disentangle, in this chapter I would

like to focus on the second one and, more particularly, on the modalities

and effects of the contribution of markets as networks2 to the process of

individualization.

The scope and reality of this overall process of individualization to which

economic activities contribute, as much as the consequences it generates,

are a subject of debate. There is nothing new about this controversial situa-

tion; it was born with the appearance of homo economicus on the intellec-

tual scene. Critics, mainly but not only from sociology and anthropology,

have applied themselves—with some degree of success—to challenging the

very existence of this original being. For some he is a caricature of reality.



Nowhere does this type of human being—capable of defining objectives

and calculating the appropriate means to achieve them, sometimes to max-

imize or optimize his own interests—exist. To make him resemble beings in

the real world, critics say, he needs to be enriched with the emotions, pas-

sions, and values without which his behaviors and choices are meaningless,

or to be put back into his institutional and social context. It was Durkheim

who expressed such criticism most forcefully. ‘‘The human being that we

know, real man,’’ he wrote, ‘‘is far more complex; he belongs to a period

and a country, he lives somewhere, has a family, religious beliefs and polit-

ical ideas.’’ (Durkheim 1970). This critique shows that homo economicus is

not self-sufficient. It is the anthropological monster—to use Pierre Bour-

dieu’s striking term—that is denounced. Homo economicus, irrespective of

his material richness, cannot exhaust the richness of what constitutes our

common humanity; he is a fiction that should not cause us to forget that

only homo sociologicus exists in reality. The opposite position, found mostly

among economists, holds that the capacity of homo economicus to calculate

his interests and optimize his actions corresponds to an anthropological

reality that appears as soon as the conditions favorable to its expression

are met.

This opposition between disciplines has been and still is intense. It is

more than a family quarrel between homo economicus and homo sociologicus,

for it concerns the interpretation of the individualization process itself. It

seems, however, that it should not be overemphasized. Since Durkheim,

points of view have evolved and moved closer together. The idea is gaining

currency that, under certain institutional conditions, individual agents

who behave willy-nilly as homo economicus can exist. Of course this does

not prevent some from thinking that this configuration is the best and

most efficient one possible, whereas others consider that there is no one

best way and that homo economicus is simply one possible form of

existence—and not necessarily the most prevalent one at that. Yet in both

cases there is recognition that, to exist, homo economicus needs a favorable

environment and institutional affiliations.3

There are several reasons for this convergence, including, above all, inter-

action between disciplines that have given up their trench warfare and be-

come more attentive toward one another. But from my point of view, the

appearance of a new species of homo economicus is the main reason for the

convergence and for the resulting relative pacification. Until recently, homo

economicus, which I will now qualify as version 1.0, was the only known

species. Homo economicus 1.0 was highly introverted and relied only on

himself and his own resources. He had to be able to unambiguously deter-
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mine his interests, have preferences and classify them, and then choose

the most economic means to concretize them. He was miles away from

homo sociologicus, with whom there was no way of cohabiting. By contrast,

when it comes to homo economicus 2.0, the individual agent who arrives

with markets as networks, sociologists, anthropologists, and economists

tend to have similar points of view. This is a considerably upgraded and

enhanced version. Homo economicus 2.0 engages in strategic activities and

interacts with other agents. To survive and prosper as an individual, he

draws on diverse material and emotional resources and relies on interper-

sonal networks. As he is fleshed out and gains substance, he starts resem-

bling homo sociologicus. Sociologists are prepared to accept him, while

economists readily recognize that to live and survive he needs the assis-

tance and institutional support that provide him with critical mental and

cognitive resources. In short, when he exists, homo economicus 2.0 is caught

up in the institutional devices constituting the ecological niche on which

he depends. He is assisted, helped, surrounded, relayed. No one would

dream of denying that he is ‘‘embedded’’ in assemblages endowing him

with the resources, competencies, and assistance (financial, social, cultural,

emotional) needed for his existence. It becomes clear that, without these

assemblages, he is destined to extinction or, worse, to a very poor existence.

This new approach alters our view of the process of individualization and

its different stages. The question is no longer so much one of the anthropo-

logical realism of this evolution and especially of the change to homo eco-

nomicus 2.0; it now concerns the conditions allowing for the evolution,

the difficulties it encounters and its consequences. From a normative per-

spective, we might even wonder whether it is good to encourage it and, if

so, how and on what terms. We might also reflect on conceivable alterna-

tives. This inquiry leads to a revival of the social question or, more pre-

cisely, the question raised since the middle of the nineteenth century by

the identification and political management of what is seen as the (poten-

tially) negative effects of the irresistible expansion of economic markets. In

this case, the issue is the capacity that some people have (or do not have) to

turn into homo economicus 2.0, that is, to participate in their own right in

economic life and the welfare that it can create. Through the arrangements

that they imply and impose, do markets not produce new forms of exclu-

sion by brutally eliminating all those who cannot adjust to their conditions

of functioning?

Existing approaches contain partial answers to this question since they

emphasize the importance of institutional ‘‘niches,’’ without which homo

economicus 2.0 collapses. But one of their limits stems from the fact that
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they tend to overlook materialities and technologies in the description and

analysis of these ‘‘niches.’’ Economists, anthropologists, jurists, and sociol-

ogists all recognize that, as Beck and Beck-Gernsheim put it, the individual

exists only when he is institutionalized and therefore tied up, entangled,

caught in mechanisms of coordination. However, they take into account

only regular social institutions. Some recent studies on the sociology of

markets, inspired by STS, have shown the crucial importance of technolo-

gies and materialities for understanding not only the functioning of mar-

kets but also the shaping of agencies and their competencies. Market

arrangements are, of course, made up of rules, routines, incorporated skills,

incentives, norms, interpersonal relations, access to resources, and so on,

but also of heterogeneous material devices (Callon, Muniesa, and Millo

2007). In this chapter I wish to show the advantage of analyzing these

materialities, mainly by highlighting the concept of socio-technical agence-

ment for understanding the emergence of homo economicus 2.0. This ap-

proach enables us to address the social question and policies concerning it

in new terms.

In the first section, based on studies of distributed action, I introduce

the notion of individual agency, which leads me, in the second section,

to the notion of socio-technical agencement. These two concepts enrich the

notion of the institutionalized individual and consequently enable us to

consider the diversity of forms of individual agency. In the third section I

rely on this analytical frame, and I relate it to the interesting but hitherto

largely unexploited sociological literature on disabilities in order to exam-

ine the conditions enabling homo economicus 2.0 to emerge and thrive.

This leads me to distinguish two strategic configurations: one that enacts

homo economicus 2.0 by an arrangement of prostheses, and one that enacts

him by habilitation. I then show, in the fourth section, how these two con-

figurations pave the way for a distinction between two types of policy. In

the conclusion I briefly discuss this approach. I highlight the fact that the

question of the viability and the conditions of dissemination of homo eco-

nomicus 2.0 concern only certain (social) problems raised by the develop-

ment of markets as networks of innovation. I also emphasize the fact that

this approach includes material elements in social policies and conse-

quently provides a more realistic view of the latter. As the reader will

gather, this is a tentative study, one of the aims of which is to suggest the

interest of this general analytical frame for understanding markets and

their effects. A considerable amount of work is still required to adapt it to

markets.
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Distributed Action: From Individual (Institutionalized) Agents to

Individual Agencies

To study the variety of conditions in which homo economicus exists, sur-

vives and thrives, I propose that we give up the idea of implicitely or explic-

itely comparing his poor equipment (in terms of relations, rules to follow,

cognitive and bodily competencies, values, motivations, and will) to the in-

finitely richer equipment of homo sociologicus. As I aim to show, it seems

more appropriate to take into consideration the modes of distribution of

individual action (especially if we want to integrate the role of material-

ities into the analysis) and give up the study of individual agents. My as-

sumption is that we should replace the notion of an individual by that of

individual agencies, and to add that the latter are as diverse as the configu-

rations shaping them. To analyze this diversity we have to start with the

concept of a distributed agency which can in no way be reduced to that of

a ‘‘dressed’’ (or embedded) agency.4

The reason I introduce the notion of agency rather than social science’s

more traditional concepts of actors or agents is because the analysis of

action poses two distinct problems. The first concerns the effects it pro-

duces, which make it possible to affirm that an action did actually take

place. The action, and this is its minimal definition, is what produces an

observable effect. The second problem concerns its origins: Who or what

caused the action?

By employing the now well-established concepts of actors or agents, the

social sciences tend to dangerously limit the range of possible answers and

to underestimate the uncertainties surrounding action, its content, its

effects, and its origins. They generally grant more importance to the role

of humans and thus impose a very narrow definition of action. Their ap-

proach causes them to contrast actions which are determined entirely by

causal chains (behaviors) with those which introduce a solution of conti-

nuity between cause and effect (that can be described as autonomous, stra-

tegic, intentional, etc.). A course of action will thus alternate between

behavioral episodes, based on a mechanical type of rationale, and episodes

in which the human agent takes over to steer the course of events in new

directions (Collins 1995). Explaining these changes is one of the most diffi-

cult tasks the social sciences have to deal with. It generally revolves around

the opposition between forces said to be external to actors (or agents) but

running through them (structures, interests, the subconscious, technologi-

cal development, etc.) and internal forces that explain why the course of
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action changes suddenly (intentionality, cognitive skills, strategic calcula-

tion, etc.). With this distinction, action is contrasted with its context and,

in its most extreme forms, the individual agent with the social structures in

which he is plunged (sometimes drowned). Hence, the social sciences are

confronted with the interminable task of explaining relations between

these two orders of reality. The most common solution consists in evoking

the existence of dialectical relations between the two (Giddens 1991; Bour-

dieu 2000).

The notion of agency is a way out of this dialectic and offers a glimpse of

a solution. First, it leaves the uncertainties concerning sources of action

open. Who is acting? Is it an individual? A collective? Are things (or non-

humans) involved in the action, and, if so, in what forms? There is no gen-

eral answer to these questions; only the particular circumstances of the

action count. Agency—and this is the first advantage of the concept—can

be attributed to heterogeneous and unexpected entities which are not nec-

essarily human beings (‘‘the French economy’’ that creates unemployment;

‘‘biotechnology’’ which generates ethical problems; ‘‘genes’’ which are said

to cause severe diseases and/or impairments). Second, the content, nature,

and effects of the actions that the agency triggers off are also widely diverse.

What differences are produced? How can they be characterized? What evi-

dence is there of the existence of these differences? The answers are open,

since with this perspective the electron acts as much as the engineer inter-

acting with it, albeit differently. Third, by restoring the richness and diver-

sity of action and leaving its characterization open, the notion of agency

modifies the respective contributions that social scientists and participants

in action make towards the analysis of that action. The origins, effects, and

modalities of action are of interest to all those participating in it, and their

points of view, conceptions, and theoretical elaborations influence the

course of action (Beck et al. 1994).5

Thus defined, the notion of agency substantially enhances the descrip-

tions of action that the social sciences can give. In particular, it enables us

to grant the place it deserves to the concept of distributed action which

leads us to talk no longer of individual action but of individual agency.

To clarify what we mean by distributed action, the following two exam-

ples seem to be relevant illustrations of situations in which economic

agents find themselves. The first is piloting (in this case an airplane, but

the action applies equally to a firm or to a project); the second is the mak-

ing of a choice.6

Take, first, the simple case of an airline pilot, a good example of individ-

ual agency.7 Depending on the situation, and especially in cases of serious
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crisis, she can play on and adjust to the circumstances with the aim of safe-

guarding her passengers’ lives (or, on the contrary, with the deliberate in-

tention of dying with the passengers, as was recently the case). This ability

to set (arbitrary) goals and to develop a course of action that may make

it possible to achieve them, while remaining responsible for her acts, is pos-

sible (a) because the pilot is not acting alone and (b) because collective

action is configured in such a way as to make her play an important role.

She is caught in a socio-technical agencement that performs and organizes

the actions of a large number of entities. These are called on as needed,

and they ‘‘propose’’ solutions to which the pilot would not otherwise

have access and of which she would not even have thought had she been

isolated. The action denoted by the verb ‘‘to pilot’’ is a collective action in

which a host of heterogeneous entities (or actants) participate (air-traffic

controllers, radars, gyroscopes, control levers, pilots and co-pilots, landing

strips, international regulations, etc.), all cooperating to enable the Air-

bus 420 to travel from Paris to Marseilles. In fact, ‘cooperating’ is not the

most appropriate word. Saying that the action is distributed is more ac-

curate, first because the action (of piloting) is spread among several actants

(human and non-human, individual and collective), second because that

collective action consists of sequences whose order can vary depending on

the events (distributed action is organized but cannot be reduced to a pre-

established plan), and third because none of the participants in the action

can be considered independently of the others (a pilot without dials and

screens to read, suggesting what ought to be done, is not a pilot, and vice

versa). Specialists of distributed action say that each of the actors makes

proposals to the other actors in the course of the action, and that it is these

proposals that act as affordances or what I propose to call promissions.8

We could go further in the description and contend that not only action

but also cognition is distributed. The pilot could be taken again to illustrate

this point,9 but in order to show the generality of the phenomenon we will

consider an ordinary economic agent: a customer in a supermarket. How

can a customer choose between two packets of sliced ham which seem

identical? Franck Cochoy (2002) has shown that in order to make this

choice the supermarket customer is helped by a host of ‘‘assistants’’: quality

labels, appellations contrôlées, data on the composition and origin of the

ham, advice from other consumers, consumer magazines, advertising, and,

obviously, the price. The work of Kjellberg (2001), Barrey (2001), and

Grandclément (2006) has enabled us to pursue this exploration and to

highlight the involvement of a heterogeneous population of market profes-

sionals who belong to either the world of production or that of distribution.
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These professionals design software, tools for making comparisons, and

presentation devices that preformat the space of consumers’ choices in

close interaction with them. This space of distributed calculation (Callon

and Muniesa 2005) encompasses not only human beings but also a set of

material devices in which the shopping cart plays an essential part (Grand-

clément and Cochoy 2006).

This example calls for two observations. First, all this equipment does

not belong to the consumer; it comes from the outside, so to speak, and

constitutes her calculation and decision-making competencies. Second,

talking of equipment can be misleading because in reality these are entities

participating in the calculation, not suppliers of information that the con-

sumer is content simply to take into account. The data at her disposal are

the result of prior calculations by those who transmit them. The customer’s

ability to calculate is therefore distributed among (human and non human)

assisting entities, in the same way that the pilot’s action was distributed

(we could, moreover, show that piloting or steering is also calculating,

and that any distributed action is also distributed cognition) (Callon 1998;

Callon and Muniesa 2005; Beunza and Stark, this volume; Beunza et al.

2006).

The two examples of the pilot and the supermarket customer show us

what a distributed agency is. In both cases an action is underway, with

observable effects (the choice of the airplane’s trajectory; the decision to

purchase); in both cases the action is collective, in the precise sense of

mobilizing a large number of (human and non-human) entities taking

part in the action; in both cases the participants in the action (pilot, navi-

gation instruments, radars, quality labels, friends’ advice, consumer organi-

zation, shelves, shopping carts, packaging, etc.) take turns to further the

action, with each entity acting in its own particular way; in both cases the

origins of the action thus conceived are not easily assignable or are at least

subject to debate: is it the pilot or the designer of the radar, the joystick

or the Airbus, the air-traffic controller or the builder of the runway that

constitutes the main source of the action? Each of these participants con-

tributes toward the action, and there is no reason a priori to give any one

of them special treatment. Yet in both cases, due to the very configuration

of the agencement, in which formal procedures, practical and technical

knowledge, software, skills, and rules of action must be included, we im-

pute responsibility for the action to the pilot, in the first case, and to the

customer, in the second. This responsibility, enacted by law, can be re-

opened at any time, especially during a crisis or a catastrophe resulting in

legal proceedings.10
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We see the advantage of the concept of agency. In no way does it impede

interpretation. In both examples it makes a description possible in which

the capacity to act is granted to all the participants of the action. That is

what the term ‘distributed agency’ means. At the same time, this (distrib-

uted) agency can be assigned to a particular figure or form which, in the

examples proposed, is that of individual agency. It is to the pilot that the

action of piloting is ascribed because it is on her that the sequences of

action undertaken by the participating entities converge. It is to the cus-

tomer that the action of buying is imputed because she is the destination

of all the calculations constituting the framework of her own calculation.

In both cases the law confirms and legitimates this imputation.11 We could

thus agree that the notion of individual agency denotes a course of action

(engaging a large number of heterogeneous entities participating in the

action) which is imputable to an individual since the actors themselves are

led (or channelled by the arrangement) to consider the individual to be the

source of the action. To the question ‘‘Who pilots the airplane?’’ the pas-

sengers, the pilot herself, and her crew all answer ‘‘The pilot!’’ To the ques-

tion ‘‘Who chooses the sliced ham?’’ the consumer herself, her friends and

family, and the manager of the supermarket all answer ‘‘The consumer!’’

Individual agency is simply one possible form of agency, one that

encompasses a wide variety of possible forms. Individual agencies can in-

deed be altruistic and non-calculating or selfish and calculating (Callon

and Law 2005). But we could mention others: collective agency (‘‘the

company’s employees’’ decided to reject the proposed retirement plan),

anonymous agency (‘‘market forces’’ ended up causing prices to drop sub-

stantially). Irrespective of the form, recognizing that an agency (whether it

is related to economic activities or not) is distributed and simultaneously

that it is embodied in a variety of possible forms leads to the notion of

socio-technical agencement.

Socio-Technical Agencement

Any action is distributed. Through it, humans as well as procedures, calcu-

lation tools, instruments, and technical devices collaborate and participate

in a coordinated manner. All these entities contribute in their own way to

the collective action that consequently consists of a series of ordered acts.

The analysis of this collective action (Who participates? With what effects?)

is not only in the hands of the observer, for the participants have their say

in characterizing the motivating forces of the action and the identities of

those involved.
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To describe the action, one has to be able to describe the strange assem-

blages that we could agree to call socio-technical agencements. The word

agencement has the advantage of being close to the notion of agency: an

agencement acts, that is, it transforms a situation by producing differences.

The modifier ‘socio-technical’ underscores the fact that the entities which

are included in the agencement and participate in the actions undertaken

are both humans and non-humans. The set pilotþ air-traffic-controllers

þ instruments-of-flight þ radars þ runways þ airplane-manufacturers þ
communication-protocols þ jurisprudence-concerning-the-responsibility-

of-navigation-staff etc. is just such a socio-technical agencement.

As Callon, Muniesa, and Millo (2007) emphasize, the notion of agence-

ment is close to notions of ordinary language that foster a similar intuition

(display, assemblage, arrangement),. But it is also a philosophical concept

whose proponents, Gilles Deleuze and Félix Guattari, can be considered

representatives of a French pragmatist tradition. (See Deleuze and Guattari

1980.) In his discussion of Foucault’s notion of ‘device’ (dispositif in

French), Deleuze (1989) develops an account that is closer to the idea of

agencement. For Deleuze, the subject is not external to the device. In other

words, subjectivity is enacted in a device—an aspect, I think, that is better

rendered through the notion of agencement. In Deleuze’s phrasing, a device

‘‘is a tangle, a multi-linear ensemble. It is composed of different sorts of

lines. And these lines do not frame systems that are homogeneous as such

(e.g. the object, the subject, the language). Instead, they follow directions,

they trace processes that are always at disequilibrium, sometimes getting

close to one another and sometimes becoming distant from one another.

Each line is broken, is subjected to variations in direction, diverging and

splitting, subjected to derivations.’’ (Deleuze 1989: 185, Muniesa and Callon

translation) In actor-network theory, a perspective always attentive to the

distributed character of action, the notion of ‘socio-technical device’ (dispo-

sitif socio-technique in French) is also close to this idea of agencement—an

idea which emphasizes the distribution of agency and with which mate-

riality comes to the forefront. An agencement is constituted by fixtures and

furnishings, by elements that allow lines to be drawn and territories to be

constituted. It is only when devices are understood as agencements that

the evolving intricacies of agency can be tackled by the sociologist or the

anthropologist (otherwise she may need to conform to the great agency

divides that so often characterize the sociological tradition).

Why introduce this notion of agencement rather than being content to

talk of singular distributed agencies whose functioning would have to be

described case by case, depending on the particular socio-technical config-
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urations shaping them? The answer to this question relates to the formula-

tion of a hypothesis that seems to be supported by empirical observations.

These suggest that the arrangements organizing action and deciding on

prevailing forms of agency can be grouped together in a limited number of

families. Each of these families ought to be able to be associated with a par-

ticular form of distributed agency.12 In the following I describe one of these

configurations corresponding to what Andrew Barry, himself inspired by

Foucault and Deleuze, calls the interactive diagram (Barry 2001).13 The

agency associated with this agencement is what I suggest calling an interac-

tive individual agency. My thesis is that, because of the important part that

it gets homo economicus 2.0 to play, the network economy tends to mobilize

the interactive diagram on a massive scale.

The interactive diagram is a socio-technical agencement configured in

such a way that at the center of the collective action we find an individual

who is capable of developing projects and is endowed with a will to accom-

plish them, and who holds herself (because she is held) responsible for her

acts and their effects. This diagram constitutes a particular answer to ques-

tions concerning the modalities of action. To the question ‘‘Who is at the

source of the action?’’ the diagram answers ‘‘The individual and her proj-

ects.’’ To the question ‘‘What is the status of the different participants in

the action?’’ it answers ‘‘On the one hand the individual defining and un-

dertaking projects, whose identity changes and adjusts in relation to feed-

back and results, and on the other hand the technical devices with which

she interacts and which constantly suggest original courses of action.’’ To

the question ‘‘What does the action produce?’’ it answers ‘‘The discovery

of possible new worlds, the unexpected, constant experimentation.’’

How is the interactive diagram able to produce this responsible individ-

ual, capable of projects and innovations and at the same time condemned

to govern her own affairs? The answer to this question warrants subtle anal-

ysis and needs further investigation. I will settle here for a brief character-

ization of these agencements, based on the discursive elements, procedures,

and technical devices that constitute them.14

n Discursive elements produce indisputably real effects. They may be very

general discourses, such as those which praise the market economy, the

new economy, or the service economy, or, more directly, all the discourses

that argue for individuals’ responsibility and/or that see the ability to de-

fine and realize projects as essential for any human being in his own right.

Luc Boltanski and Eve Chiapello (2006) thus highlight the significance of

managerial discourses in the creation of a spirit that serves as a reference
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for action: employees must be capable of defining projects, bearing respon-

sibility for them, and agreeing to be judged on their results. Jean Gadrey

(2002) shows that the ‘‘new economy’’ consists more in a discourse aimed

at enacting and supporting a certain form of network economy than in an

‘‘objective’’ description of reality. These discursive elements contribute to

describing, shaping, and supporting the autonomous and responsible indi-

vidual. They also include references to teamwork, pluri-disciplinarity, hy-

bridization, and cross-fertilization that emphasize the need to be open,

mobile, and interactive in order to generate opportunities and be able to

grasp them (Barry 2001).
n Procedures, forms of organization, and incentives are also a powerful

motivating force in the configuration of the interactive diagram. The

quasi-contractual practices developed in the corporate world produce

employees who have to define objectives and engage in their realization.

The same applies to employee incentives, competency reviews (in French,

bilan de competences), and recruitment techniques (Eymard-Duvernay and

Marchal 1997). These management techniques and the heterarchical

organization they imply give substance to the responsible and innovative

individual (Stark 1999). The law furthermore endorses this procedural con-

struction every time it decides in favor of individual responsibilities. Pre-

ferred forms of organization (project groups, task forces) also encourage

employees to embark on collaborative projects in which roles are poorly

defined and mutually influenced. More generally, what Nigel Thrift (2005)

calls the knowing capitalism, or what Michael Power (1997) and Marylin

Strathern (2000) call the audit society, contributes to enacting this singular

form of agency.
n The technologies that facilitate the creation of individual agency are usu-

ally termed ‘information technologies’ and ‘communication technologies’.

They are interactive, they generate connections and networks, and they fa-

cilitate unplanned encountering (Thrift 2004). Interactivity forces the user

to be reactive, to use initiative, to be imaginative, and constantly to boost

the action in order to test new possibilities and take observable results into

account. The creation of connections makes it possible to mobilize, at the

same place, the different instruments, equipment, data, and information

constituting and multiplying the individual’s cognitive capacities.15 New

possibilities of encounters constantly emerge and facilitate an uninter-

rupted process of exploration and investigation. The individual is thus

endowed with intentions, calculation, reflection, projects, and imagina-

tion. Because they facilitate the traceability of actions, these technologies

reinforce the demand for coherence and along with it rational action.
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They likewise facilitate imputation of actions. Note that these technical

devices include all software used for project management, monitoring

actions, compiling customer files, tracking and tracing goods and people,

and individualizing supply and demand, as well as all tools used for calcu-

lation and evaluation which provide algorithms for ranking decisions.16

Socio-technical agencements corresponding to the configuration of the

interactive diagram construct a form of agency that implies an informed in-

dividual capable of intention, anticipation, reactivity, calculation, and con-

trol of her own actions. But the above discussion shows that we must avoid

confusing the individual (a pilot, a customer of a supermarket, or an indus-

trial manager) with (interactive) individual agency, since:

n Alone the individual cannot be an individual agency. She is a stakeholder

in an agencement which (like any socio-technical agencement) configures dis-

tributed actions involving a large number of humans and non-humans.

The figure of interactive individual agency associated with it is inseparable

from the (interactive) socio-technical agencements that make it exist.
n Through the extension of network economies it is not individualism that

is spreading but interactive agencements which multiply to become a domi-

nant form of organization of collective action. Barry suggests that this con-

figuration, fairly close to the post-Fordian model (to use the terminology

proposed by the École de la regulation), is found in the worlds of services

and industry but also in that of culture. The reasons for this diffusion are

multiple and are obviously not directly relevant here. They end up mutu-

ally reinforcing one another to produce a society which seems to be inhab-

ited by active and enterprising individuals but which, in reality, consists of

a multitude of closely connected interactive socio-technical agencements.
n With the generalization of these agencements and the responsible and

proactive individuals that go along with them, a new form of subjectivity

is spreading as well. Not only does the individual (autonomous, strong-

willed, responsible, and creative) impose herself as the dominant figure of

agency; her experience of herself also coincides with that view: she senses

that she is required to be autonomous, responsible, and interactive (Rose

1999). In short, the individual experiences and accepts herself as an active

and interactive individual.
n This subjectivity leads to the construction of plastic, open identities that

are shaped, circulated, and exchanged along with the interactions and

experiments in which individual agency is engaged.

The two notions of distributed agency and socio-technical agencement en-

able us to grasp the diversity of forms of agency without being hampered
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by the hypothesis of a common anthropological base. They also allow us to

identify and characterize a particular form: interactive individual agency.

Other forms of individual agency are possible, such as the disciplined indi-

vidual agency described by Barry. I will now use the latter to contrast two

forms of social policy: prosthetic policies and habilitation policies.

From Prosthesis and Discipline to Habilitation and Interaction

The notion of socio-technical agencement enables us to build a complete

picture of the elements that need to be present and mutually adjusted if

interactive individual agency is to appear. It is therefore crucial for an un-

derstanding of the conditions of existence and development of network

economies, whose functioning implies the mobilization and coordination

of such agencies. It is also essential for explaining the shortcomings of

these agencies and describing the policies designed to prevent them. This

is the issue to which I will now turn. To describe these shortcomings and

their effects, I propose to use the repertoire of handicaps and the political

elaborations it has spawned. I will draw on the highly innovative work of

Ingunn Moser (2003) and Myriam Winance (2007).

The notion of ‘handicap’ has a long history. It has generated and contin-

ues to generate rich debate, some of which, particularly interesting from a

political point of view, concerns the terminology to use.17

The forms and nature of handicaps are multiple. Some are qualified as

mental and others as physical; some are accidental and others congenital;

some are evolving and others stable. Agreement has gradually been reached

on the idea that handicaps are not (only) linked to individual themselves:

they also stem from the relationship between individuals and society. A

handicap is not located exclusively in the handicapped person, even if the

two cannot be entirely dissociated; it is synonymous with maladjustment.

The point of introducing the idea of a handicapped person into the anal-

ysis of effects produced by network economies relates above all to the fact

that one of the models shared by a vast majority of those striving to define

what a social handicap policy could be is precisely that of the individual

agent. Using my terminology, I would say that in the field of handicap a

very common challenge is the transformation of people living with handi-

caps into individual agencies, that is, autonomous and responsible indi-

viduals, in some cases capable of developing projects and implementing

them.18

Strategies that have been imagined and enforced for achieving this

transformation are multiple. We could say, very briefly, that the history of
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the handicap field is that of the gradual shift from an individual-focused

model to a society-focused model, with the two models not mutually exclu-

sive and frequently overlapping. Each of the models has a different distri-

bution of the sources of the handicap and hence of the origins of the

weakness it causes. In the individual model, society is seen as constitut-

ing a normative frame, so that the adjustment primarily concerns the

person who must be either repaired or re-equipped in order to be inte-

grated into the collective. In the social model, the environment is con-

sidered as the essential source of the maladjustment. In the latter case,

the recommended strategy is either to make the environment accessible or

to transform it in such a way as to overcome the observed maladjustments.

These two strategies choose the same starting point: the individual/society

couple (with the word ‘society’ signifying the social, cultural, or technical

environment). They have the same objective: performing a readjustment

so that the handicapped individual becomes an autonomous individual.

But in order to do so they choose different means, for they pose the ques-

tion of relations between the members of this twosome in different terms.

As a result, the individual agency models that they implicitly have in

view are also different. To describe these two strategies I suggest using the

two concepts of prosthesis and what I propose to call habilitation, which

will enable me to define the modalities of political interventions and to

identify the one that leads to the production of interactive individual

agencies.19

In the individual model, the option is taken either to repair the individ-

ual concerned or to equip her so that she (again) becomes an autonomous

agency in her own right. She is given (human or technical) prostheses to

restore the lacking competencies, thus making her capable of the same

actions as any non-handicapped (disciplined) person, defined by the ‘‘nor-

mal’’ performance of which that person is capable. This prosthetic concep-

tion aims to equip the person with tools, competencies, and resources that

will enable her to overcome some of her limits. The prostheses, as exten-

sions equipping the individual, are the way in which her capacities are

restored and her disabilities compensated for. They are designed to com-

plete and prolong the person’s body: relations between the individual and

her prostheses are at the same time relations of intimacy, proximity, and

familiarity that rely on fine adjustments and tinkering of the different ele-

ments (Winance 1996). Identities are transformed, but with the aim of sta-

bilizing them. The wheelchair that ends up being part of the handicapped

person’s body is an emblematic prosthesis. The animal (monkey or dog) or

human being mobilized to assist a handicapped person can also act as
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a prosthesis, that is, an instrument or tool that is attached or articulated

rigidly with the individual in order to extend her, to be incorporated into

her. Prostheses, irrespective of what they are, equip individuals in such a

way as to give them a capacity to act and move in society. This capacity

for action (which is, as any action, distributed) imposes a very specific

model in which the individual is autonomous to the precise extent that,

in a disciplined way, she follows the course of action allowed by the pros-

theses and inscribed in them (Akrich 1992).

Habilitation is a quite different approach. It is based on the idea that

there is no reason to act exclusively on handicapped persons to reduce the

maladjustments they are suffering from. Instead of focusing on the exten-

sion of the individual by successive articulations and integrations of pros-

theses, as in the case of prosthetic adjustment, habilitation is also directed

at the individual, but starting from the outside environment. As it goes

along, it shapes devices, procedures, and forms of organization, aiming for

the inclusion of the handicapped person in an interactive diagram. Here

we are moving away from ‘‘disciplinarization’’ and toward the interaction,

encounters, and initiatives that transformation of the environment is

bound to allow. The word ‘habilitation’ aptly describes this sought-after

configuration, for the aim is to put the handicapped person in a position

to define her own projects by constructing the agencements enabling her

both to conceive them and to accomplish them.20 Here again a very simple

example demonstrates the rationale of the approach. In the mid 1980s, the

AFM (Association Française contre les Myopathies, the French muscular

dystrophy association) set up regional services (SRAI) for providing daily as-

sistance to people with serious neuromuscular diseases. Generally these are

evolving diseases which in some cases result in situations of extensive dis-

ability. The AFM decided to consider these people as capable of having

projects (called ‘‘life projects’’) whose definition and elaboration ought to

be in the hands of the person concerned (Callon and Rabeharisoa 2007). It

was with the aim of stimulating the development of projects and allowing

their realization that the SRAI were created. These services consist of pluri-

disciplinary teams whose mission is not to adapt the patients but to set up

interactions enabling them gradually to discover what they want and to try

out solutions. They help also to organize the technical, economic, and ad-

ministrative environment (or niches) in such a way that these projects can

evolve in relation to the evolution of the disease and the feedback from ex-

perience. In its most extreme form this approach consists in leaving aside

the specific characteristics of the flesh-and-blood individual and working

only on the agencement in which she is a stakeholder, thus making her an
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individual agency capable of having projects and being responsible for her

acts.

Prosthesis and habilitation are two symmetrical approaches. Both aim to

compose an individual agent: the former by acting primarily on the person,

the latter by striving to transform the environment. If we agree to use the

proposed terminology, we can say that both compose individual agencies,

but according to radically different models. Habilitation shapes an interac-

tive agency and at the same time endows the individual with the capacity

to define projects and realize them. By contrast, the addition of prostheses

extends the individual to enable her to conform to common norms. The

aim is to grant the individual an individual agency, but one that is dis-

ciplined. Habilitation constantly allows for the appearance of new possi-

bilities, whereas the prosthesis limits the possible fields of action. The

distinction proposed by Barry (2001) between a disciplinary diagram and

an interactive diagram perfectly describes these two options.21

Prostheses and habilitation are not mutually exclusive. In the above ex-

ample, the muscular dystrophy patient interacting with the SRAI does not

envisage being deprived of her wheelchair. On the contrary, she needs one,

even several, and configured in a certain way, personalized, in order to be

able to pursue the projects she has been encouraged to propose.22

The notions of distribution and socio-technical agencement are crucial in

distinguishing these two approaches. The handicapped person’s agency is

constructed differently, depending on the option chosen. In the prosthetic

conception, individual agency is embedded in devices which define possi-

ble scenarios of action in a fairly rigid and restrictive way. In the habilitat-

ing conception, the entities involved (be they humans or non-humans) are

more numerous, more diversified, more autonomous, and less disciplined,

while the individual is put in a position to be able to interact with them

in order to define projects. In one case, the injunction is ‘‘Be like the

others!’’ In the other, it is ‘‘Be what you are!’’ On the one hand the identity

is given; on the other it is a result of an open range of associations, ties, and

bonds, defined along with interactions and experimentations. We would be

wrong to say that in one case the individual is dependent and in the other

free. Such notions are irrelevant. What changes is the content of the

injunctions and the conditions of their felicity.

Prosthetic Policies and Habilitation Policies

My argument is that the figure of the handicapped person is crucial for un-

derstanding the difficulties encountered by the individual who is unable to
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fit into the mold of the Western neo-liberal subject (capable of defining and

undertaking projects) and, more particularly, of adjusting to the habits and

habitus of homo economicus 2.0. Such an individual is comparable to the

handicapped person faced with situations that impede the will and auton-

omy with which she is credited and which she is told to exercise. This the-

sis leads me to distinguish two different approaches to social policy aimed

at compensating for maladjustments encountered by individuals in their

professional and private lives.

The first approach, as we have seen, consists in considering that malad-

justment is related to the person and her shortcomings, without the envi-

ronment itself being responsible. In this case we can talk of a prosthetic

policy aimed at ‘‘repairing’’ the person concerned and/or at restoring the

functionalities of which she is deprived. Interventions are primarily fo-

cused on the person, not her environment. Whether one looks at the world

of work or that of consumption, it could be said, for instance, that some

individuals have neither the material resources nor the symbolic or social

resources (i.e. membership of networks) that might enable them to exercise

their individual agency. The resulting prosthetic policies aim at restoring

access to all these resources. They translate into upgrading which is basi-

cally integration (or readjustment), for the implicit assumption is that the

individual suffers from a lack of resources which can (and must) be rem-

edied. The existence of an unquestionable model with a quasi-universal

definition of what a human being in society is is implied. This model serves

as a reference in designing the necessary equipment for readjustment.

The second approach is diametrically opposed to the first. It rejects the

assumption of a common anthropological base, and it (more or less)

implicitly recognizes the constructed and contingent nature of forms of

agency. Instead of positing the existence of concrete individuals who want

the competencies they lack in order to cope with the resulting maladjust-

ments, it takes these maladjustments as the starting point to argue for an

adaptation of the world and particular situations to these individuals—

and not vice versa. The slogan is no longer ‘‘Adjust, with the help of pros-

theses, to finally be self-entrepreneurial individual agents’’; it becomes

‘‘Let us produce socio-technical agencements that are flexible, adjustable,

and robust and that allow different individuals to fit into the interactive ra-

tionale characterizing neo-liberal individual agency, irrespective of where

they are and the period of their lives.’’23 This policy can be qualified as a

habilitation policy.

My assumption is that, when applied to a network economy, prosthetic

policies may produce strong maladjustments because they overlook the
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role of interactive socio-technical agencements in the emergence of individ-

uals able to define projects and undertake them. Instead of promoting the

development and diffusion of interactive niches, these prosthetic policies

assume that appropriately equipped individuals can survive in any situa-

tion: homo economicus 2.0 is seen as an upgrading of homo economicus 1.0

rather than being considered as the emergent outcome of specific agence-

ments. In contrast, I suggest that a habilitation policy is more in phase

with network economies. In my view this distinction (prosthesis vs. habil-

itation policy), although borrowed from the handicap world, nevertheless

has a general value because it is based (albeit implicitly) on the two general

notions of socio-technical agencements and individual agencies; this distinc-

tion makes clearer and more manageable the (also general) distinction be-

tween disciplined and interactive diagrams. Finally, this distinction could

be used to characterize (and possibly design) the different social policies

devised to deal with the effects produced on individuals by the network

economy (including for example employment, educational or ‘‘family’’

policies). Simply to suggest the operational nature of this analysis, here are

two brief illustrations.

n Let us revert to the supermarket customer studied by Cochoy, Barrey, and

Grandclément, and to his ability to make calculated choices. The above de-

scription shows the distributed nature of his agency: the consumer’s calcu-

lative capacities are mostly delegated to a set of devices that were designed

and arranged in the supermarket, by professionals of distribution. He

behaves like those consumers who are just strolling about, letting them-

selves be lost in the maze of alleys, pushing their carts, without any partic-

ular idea in mind.24 The socio-technical agencements in which the customer

is plunged are for the most part defined, constructed, and evaluated by

marketers, packagers, and other professionals of distribution. The individ-

ual agency thus formatted is obviously a disciplined agency. The customer

calculates, but according to a program designed in relation to the distribu-

tor’s clearly understood (and calculated) interests. This is reflected in the

existence of a deep asymmetry between consumer and seller.

This asymmetry is not too problematic in the area of mass consumption,

where consumers’ calculative capacities can fairly easily become routine. It

becomes problematic when, as in the case of the network economy, the in-

novation regime is a singularization of the available services and of their

co-design. This asymmetry can be remedied (first strategy) by retaining the

assumption of a detached consumer whom the seller must constantly sup-

ply with more information: the latter continues to design and organize
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distributed calculation in a way that reproduces the disciplined configura-

tion. Such a prosthetic policy does not consider consumers as proactive

agents struggling to define what they want. They are seen as processors of

information.

But a balance can also be obtained (second strategy) by rearranging the

socio-technical agencement itself. The consumer is no longer put in an envi-

ronment fitted out with prostheses transformed into black boxes, which

calculate for her and with which it is out of the question for her to interact

and dialogue, in case non-programmed scripts emerged. In and around the

supermarket a rearrangement aimed at promoting interactivity would re-

vive the possibility of changing modes of calculation, of exploring other

options. The consumer, instead of seeing a disciplined individual agency

imposed on her (especially by market professionals), could ‘‘slide’’ into an

interactive agency. Considering the importance and strength of the disci-

plinary model, prevailing almost everywhere, a fictive scene might be help-

ful to give an idea of what this type of consumer might be like.25 Imagine

that the customer is put into a position of directly resorting to the services

of a consumer union, that access to websites is possible in the supermarket

itself, or that the spokespersons of small traders can be consulted on the

spot. Imagine that she has with her a list discussed and negotiated with

her companion, that she promised to call friends she has invited for a

week to know how they could react to the choices she is ready to make,

that she is invited to taste different sorts of cheese on the spot, etc. The cus-

tomer, instead of acting as a simple part of a script that makes her hesitate

between a slice of ham and . . . another slice of ham, starts to act as an indi-

vidual agency engaged in a series of interactions which from the beginning

invite her to set up plans (think of the list) and to revise her plan, and

finally pushes her to go elsewhere and buy something different.26 Such

habilitation practices could, can, be completed by legal mechanisms which

grant time for reflection and consultation before execution of a contract

and/or which involve the supplier’s responsibility far beyond the transac-

tion per se (guarantees and insurance). The world in which the consumer

lived and moved about would then be larger and inhabited by new

agencies cooperating more willingly with her, proposing new options to

her, and putting her in charge of steering the device. The most elaborate

form of this interactive (consumptive) agency is found not in mass con-

sumption, which was designed essentially for homo economicus 1.0 and is

difficult to upgrade so as to welcome homo economicus 2.0, but in sectors

where consumers are actively called upon to participate in the design of

goods or services intended for them. (See Von Hippel 2004.) These very ru-

48 Callon



dimentary indications are intended simply to suggest the relevance of the

proposed distinction with regard to evaluating consumption policies or de-

signing new ones.
n As has often been pointed out, an employee in the network economy is

required to be mobile and flexible, to be capable of cooperating and then

disengaging himself, and to take the initiative to move dfrom one position

in the network to another. As many observers have noted, maladjustments

abound and create obvious social injustices (Boltanski and Chiapello 1999).

When this question of maladjustment is seen as a social issue, calling for

political treatment, the two approaches distinguished above could be con-

sidered as constituting two contrasting political strategies.

A prosthetic policy would consist in providing the employee with the

resources he needs to meet the demands of mobility and flexibility, with-

out considering the socio-technical agencements in which he acts, that is to

say, without taking into account the socio-technical organization of work

settings (in French: postes de travail). The employee is seen as an individual

in his own right with deficiencies which are compensated for as necessary.

For example, additional training will be proposed to help him in his mobil-

ity and allow any required reskilling; financial compensation will be given

to facilitate readjustments and cover the costs involved in his projects; in

some cases psychological assistances will be provided, tranquilizers will be

refunded by social security and access to networks of social relations (career

guidance, psychological advice, etc.) will be facilitated to enable him to

find a new position.

A habilitation policy would aim more to arrange the world, that is, to

construct socio-technical agencements which allow the deployment of in-

dividual agencies, i.e. the transformation of (more or less well-adjusted)

individuals into interactive individual agencies. In his book on the new

economy, Gadrey clearly illustrates the realism of this habilitation strategy.

First, he emphasizes the fact that a way of adjusting the world better to the

worker (handicapped person) who has difficulty moving is to reduce the

need for mobility.27 He shows that if labor regulations are amended, a

firm, without compromising its efficiency, can nurture employees’ loyalty,

involve them in training directly related to the elaboration of their career

plans, and organize their participation in the running of the organization

in such a way that they are involved in a wide range of interactions, and

therefore of suggested actions to take. This type of policy, which relies

on adjustments outside of employees (instead of searching for solutions

on their side, by transforming them or, worse, by firing them), produces

socio-technical environments which locally can facilitate the emergence of
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interactive individual agencies. Gadrey’s second suggestion is complemen-

tary to the first. Attaching an employee to the firm by changing it in such a

way that ties and relations proliferate within it, and thus opening up the

field of possibilities, is one thing. But as employees’ movements are inevita-

ble, he emphasizes that such agencements need to be generalized rather

than being noteworthy exceptions. This implies, in particular, new forms

of professional trajectories and careers. For example, it has been proposed

to organize tirages sociaux (social drawing rights) which give employees

the right (and the resources) guaranteed by law to take leave for training

courses of their own choice, in relation to their professional and existential

project (which can be discussed with counsellors and advisers). As we can

see, these different measures are not intended to equip the individual with

ever more prostheses so that he can adjust better to a non-adjustable envi-

ronment. On the contrary, it is the agencements in which the individual

acts that are considered to be transformed and widely diffused.28 Such

policies do not abolish networks. They take their existence seriously, but

instead of considering them as superficial devices, without substance

binding individuals to one another, they recognize the existence of socio-

technical agencements which have to be established, configured, main-

tained and linked to one another.29 As Gadrey shows, a supermarket

designed to promote the emergence and action of individual (interactive)

agencies, implies different forms of socio-technical organization to those

chosen by supermarkets which consider that they employ individual

agents capable of individual actions (even if this means equipping them,

when necessary, with compensatory prostheses).30

These brief illustrations show that social policies formulated in response

to the failings of individuals who have difficulty fitting into economic net-

works can (and must?) be designed not only as prosthetic policies (aimed

at producing disciplined individual agencies) but also (and above all?) as

habilitation policies (production of interactive individual agencies). This

proposition does not exhaust all the (social) issues raised by the new econ-

omy. As stated in the introduction, network economies trigger collective

agencies which require other types of social policies.

Concluding Remarks

The analytical framework proposed in this chapter should serve to enhance

and complete studies of the process of individualization, and to better de-

fine the contribution of economic markets to that process. It departs from
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denunciatory positions (homo economicus 2.0 is a manipulated being) with-

out taking us into the camp of the unconditional supporters of the network

economy (homo economicus 2.0 represents decisive progress in the history of

human beings’ emancipation). By relativizing the question of the realism

or non-realism of homo economicus 2.0, and putting aside the idea of a

human nature that is just waiting to be revealed, it concentrates, more

modestly and pragmatically, on the conditions needed for homo economicus

2.0’s appearance and possibly the pursuit of a pleasant existence.

To understand how homo economicus 2.0 can exist, I have introduced the

notion of socio-technical agencement, which adds the materialities and par-

ticularly technical elements to those usually taken into account by the

social sciences. This opens onto a more flexible and richer interpretation

of individual agency, as well as a more precise analysis of the conditions

under which different types of individual agency can appear and prosper.

In this approach the notion of distributed agency and certain studies de-

voted to disabilities have been a major resource. They have the advantage

of helping us to break out of the traditional and paralyzing opposition be-

tween homo sociologicus and homo economicus. Socio-technical agencements

and the abilities they enact change the definition of the word ‘social’ and

result, for example, in a distinction between prosthetic social policies and

habilitation social policies.

In this chapter I set out to propose ways for studying the transforma-

tion of markets and some of its effects on the constitution of individual

agencies. We now need to go further and to characterize more precisely

the functioning and constitution of the socio-technical agencements that

shape homo economicus 2.0, whether in the field of design, production, dis-

tribution, or consumption. It should thus be possible to compare the differ-

ent conceivable social policies better. This reflection would, moreover, have

to be accompanied by research on the different matters of concern pro-

duced by markets as networks of innovation. As we have seen, some affect

individual agency but others are at the origin of movements that lead to

the discussion of new collective identities (Callon and Rabeharisoa 2007;

Callon 2007).

Notes

1. For a synthesis of this literature, see Boltanski and Chiapello 2006.

2. I will use ‘‘markets as networks of innovation,’’ ‘‘markets as networks,’’ or ‘‘net-

work economies’’ to denote this new form of economic organization. As many

authors (including White, Granovetter, and Burt) claim, economic markets might
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be described as (social) networks I refer here to another (common) meaning of the

notion of network defined as a modality of economic co-ordination characterized by

the importance of flexible alliances between heterogeneous actors and organizations

(firms, laboratories, users etc.) and project forms of innovation management.

3. On this convergence between sociological and economic neo-institutionalism, see

Callon and Caliskan forthcoming.

4. Saying of these individuals that they are equipped, dressed up or embedded is, in

my view, equivalent. It asserts both the existence of individuals as such, and the ne-

cessity of their (variable) upgrading.

5. Should eternal France be granted a capacity for action? The question does not call

for a univocal answer. What is a gene or electron capable of? The different points of

view developed at different times by scientists are obviously crucial in determining

possible answers.

6. On distributed action, see Hutchins 1995.

7. I could have chosen surgeons instead of pilots as an example of how ‘‘individual

decisions’’ are made. For a striking analysis based on distributed agency, see Moreira

2004. By focusing on socio-technical agencies we highlight categories of action cut-

ting across different fields of activity: one pilots a plane just as one pilots a business;

one performs surgical operations on a human body or on an organization, for in-

stance to amputate an unprofitable subsidiary. It would be interesting to compare

the agencements performed by the same actions, to determine what they have in

common.

8. ‘Promission’ is a concatenation of two words: permission and promise. An afford-

ance allows (permission) and suggests (promise) some courses of action.

9. Hutchins’s (1995) example of the large naval vessel is even more convincing, be-

cause it shows that faced with an unexpected event, a collective action emerges and

is deployed, so that an emergency solution can be found.

10. For an analysis of this process, see Law and Mol 2002.

11. Attribution or imputation are not arbitrary or, as phrased by some sociologists,

socially constructed: the material configuration and distribution of the action power-

fully contributes to shape them.

12. Deleuze (1987) calls the different observable forms of agencement diagrams.

13. That is why I will also talk of interactive individual agencies.

14. To characterize socio-technical agencements and distinguish between them, I sug-

gest positing that they are a combination of these three components.

15. The individual strategist, consistent with Burt’s intuition, is an individual whose

profile of connections is ‘‘star’’-shaped.
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16. Professional of the markets play an important role in the design and implemen-

tation of these devices (Barrey, Cochoy, and Dubuisson 2000).

17. See Winance 2001. I nevertheless keep on using ‘handicap’ or ‘handicapped’ as

pointing out social issues that are pretty well structured.

18. This statement obviously should be qualified. Some handicapped people de-

mand the right to remain as they are, in their being and identity, as attested by the

existence of organizations of deaf persons who refuse cochlear implants (Blume

1997).

19. Winance gives another meaning to the notion of habilitation. She uses it to des-

ignate the general process whereby persons are endowed with abilities.

20. In French the word ‘habilitation’ refers in particular to the recognized capacity of

an academic to undertake research projects and to run them.

21. Suchman’s analyses are also illuminating since they contrast forms of agency in

which non-humans are instrumentalized and made docile, with those in which they

are endowed with autonomy and initiative. In the latter case, the environment

which is, we dare say, intelligent, is nevertheless profiled to participate in a distrib-

uted action imputable to individuals (Suchman 1987).

22. The notion of accessibility is halfway between prosthesis and habilitation. By

lowering a pavement, equipping a bus, adapting an apartment, or making autistic

children’s access to ordinary schools mandatory, both repertoires of prosthesis

and habilitation are played on. Agencements are created which give handicapped

persons the means to formulate projects without entirely predetermined content.

At the same time, they are equipped with prostheses giving them access to those

agencements.

23. One can understand why information and communication technologies are at

the heart of these agencements.

24. Following Benveniste, we proposed to define calculation as a three-step process:

a) sorting out entities, detaching them, putting them in a single space/time; b) relat-

ing them to one another; c) summa(rizing) them. This definition which has the ad-

vantage of creating a continuum between mere calculation and mere judgement,

allowed us to describe a supermarket as a particular form of calculation device (Cal-

lon and Muniesa 2005). This device can welcome consumers strolling about as a

complementary element of the calculative action. In addition, it is possible to relate

this configuration to the discipline diagram, as presented by Barry, in which bodies

are central actants: they are used as a calculation tool which is rigidly articulated to

the calculation device proposed by the supermarket arrangement.

25. For realistic and detailed analyses of consumers as interactive individual

agencies, in particular in e-commerce or exchanges, see Licoppe 2001.
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26. Market professionals are aware of this danger and accordingly display such possi-

bilities of interactivity in supermarkets, but ones that are closely controlled and dis-

ciplined: ‘‘Taste X and Y salami and if you prefer, just try this ham!,’’ ‘‘Talk to our

wine specialist, he’ll help you to choose the vintage you need!’’ For a detailed analy-

sis of these interactive devices see Clark and Pinch (1995).

27. As for handicapped persons who have difficulty moving, a convenient solution is

to transform their environment so as to decrease the need to move.

28. It is interesting to note, in the case of handicapped persons—at least in France—

that habilitation policies consist in setting up what the new legislation has called

Dispositifs pour une vie autonome (devices for an autonomous life), and that one of

the associations’ demands is for the generalization and diffusion of these ‘‘disposi-

tifs.’’ They are a kind of French counterpart of ‘‘center for independent life’’ (US) or

‘‘centre for integrated living’’ (UK).

29. We could show that, in order to transform and adapt these agencements, it is nec-

essary to play on their different legal, discursive, and technical components.

30. It would be interesting to apply the distinction between prosthetic and habil-

itation policies in order to classify the different modes of intervention regarding

unemployment.
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2 The Centrality of Materiality: Economic Theorizing from

Xenophon to Home Economics and Beyond

Richard Swedberg

During the last few years an attempt has been made to look at economic

theory from the perspective of performativity. (For an overview as well as

an introduction, see MacKenzie et al. 2007.) The basic idea is that, rather

than assuming that economists do a fine job in analyzing reality with their

sophisticated models and categories, the economic world has been con-

structed on the basis of economic theory—and it is this that explains why

economists are so successful in their analyses. The most important theore-

tician in performativity theory is Michel Callon, but the two most famous

applications have been made by two other social scientists. One is Marie-

France Garcia-Parpet, who has shown how a local marketplace for straw-

berries was physically changed in order to better accommodate the

neo-classical theory with its vision of the market as an auction in which

a group of buyers meets a group of sellers (Garcia-Parpet [1986] 2007). The

second empirical example comes from the work of Donald MacKenzie, and

here (MacKenzie 2006) the case consists of a market in options constructed

on the basis of the theory for the pricing of options as elaborated by Black,

Scholes, and Merton.

At the heart of performativity theory is the notion that economic ideas

can materialize, be it into a building (Garcia-Parpet) or into specific forms

of behavior of market actors (MacKenzie). While much remains to be done

in performativity theory, I will take a different approach to materiality and

economic theory in this chapter. My point of departure will be that the

natural focus of any economic theory is in many ways materiality, and

that this is something that economic theory must take into account if it

wants to be able to explain what is going on in the economic realm.

When I say that materiality constitutes the natural focus of economics, I

mean that economic life is anchored in materiality: people live in houses,

they eat food, they interact with machines, they produce objects, and they

use objects. Modern economic analysis, on the other hand, distances itself



from objects and at best acknowledges them in an indirect way, say in

the form of measures for poverty, consumption, or economic growth. The

modern science of economics is typically presented as a perspective or as an

abstract way of looking at reality, rather than as a type of analysis that is

concerned with objects or people anchored in material life. Take, for exam-

ple, Gary Becker’s famous definition of economic theory (1976: 5): ‘‘The

combined assumptions of maximizing behaviour, market equilibrium, and

stable preferences, used relentlessly and unflinchingly, form the heart of

the economic approach as I see it.’’1 Material objects are conspicuously

absent from this definition, and in referring to the early definition of eco-

nomics as a science concerned with wealth Becker writes that ‘‘the defini-

tion of economics in terms of material goods is the narrowest and the least

satisfactory’’ (ibid.: 4).

From a social science perspective that takes materiality seriously, it is

clear that this abstract type of economic analysis is not very satisfying.

What is needed is a type of analysis that attempts to theorize the economy

in terms of relations, objects, and the interpenetration of objects and

human meanings. To construct a novel type of economics along these lines

represents a daunting task, and it will not be undertaken here. It is also

a task that would have to entail a recasting of the history of economic

theory, including an attempt to see what can be salvaged from the past

and what cannot.

What I shall try to do in this chapter is instead to make a modest contri-

bution to the task of reinterpreting the history of economic thought, in an

effort to better understand what an economics that takes materiality into

account might look like. I will mainly be concerned with the way that

Western economics started out as a material theory of the household, and

with how it then gradually eliminated this focus from its concerns and

replaced it with an abstract, non-materialistic theory of the economy cen-

tered around a very abstract notion of what constitutes market activities.

Eventually, an abstract and non-materialistic theory of the household also

emerged. It was known as ‘‘new household economics.’’

In the rest of this chapter I try to capture the main features of this devel-

opment rather than follow its evolution over the centuries. The chapter is

divided into three sections.

In the first section, I present the beginnings of Western economics in

ancient Greece. At this stage of history, economic life was firmly centered

around the household. Economic theory also began as a theory of the

household which was material in nature.
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I then move on to the time when economics termed itself political econ-

omy (1600s to late 1800s). The two examples I discuss are the works of

Adam Smith and Karl Marx. During this period of economic life, an increas-

ing amount of economic activities had begun to take place outside of the

household and this was reflected in economic thought. During this stage

of economic theory, a concern with the individual household began to dis-

appear, and the element of materiality started to vanish.

In the third section the emphasis is moved to the United States and in

particular to Cornell University in the early twentieth century. The reason

for singling out Cornell University is that it was there that the fully abstract

theory of economics emerged—the theory of homo economicus, in the work

of Frank Knight. At the same time at Cornell University, interestingly

enough, a new type of economics of the household also emerged. This

was home economics, which was centered around a material vision of the

modern household. It has largely been ignored in histories of economic

thought.

A note on terminology is in order. Following Max Weber in Economy and

Society, I will argue that, from a theoretical viewpoint, all economic activ-

ities are centered either around households or around profit-making enter-

prises (Weber 1978: 86–100). Households are essentially oriented toward

the needs of their members, while profit-making enterprises attempt to

exploit opportunities of gain in order to make a profit. While increasing

consumption and wealth represent the goals of households, seizing op-

portunities and increasing capital represent the goals of profit-making

enterprises. Historical examples of households include the individual

household of a family, the medieval manor, and the socialist state. Profit-

making enterprises include the commenda, the modern firm, and the capi-

talist economy. Economic reality typically contains a mix of households

and profit-making enterprises. (See figure 2.1.)

The Economy as a Material Household in Antiquity

Western economic theory was born in ancient Greece; and the two most

important texts on were written by Aristotle (384–322 B.C.) and Xenophon

(c. 430–c. 356 B.C.).2 Aristotle’s analysis of the economy is concentrated

in Book I of Politics, while Xenophon’s text is a full work in its own right,

called Oeconomicus. As opposed to the works of such people as Adam Smith,

John Stuart Mill, and Alfred Marshall, these two texts are rarely read today

and have a low status in the history of economics. In this part of his work,
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Aristotle is typically only remembered for his attack on money-making,

and Xenophon for having written a pedestrian treatise on agriculture.

This view of Aristotle and Xenophon misses most of what they actually

say on the economy. If one follows their arguments closely instead of try-

ing to cast these two thinkers as predecessors to modern economics, a very

different picture emerges. From the perspective of materiality à la Latour,

Callon, and Pinch, for example, Aristotle and Xenophon become very in-

teresting since they both explicitly introduce objects into their analyses

and discuss how people use them in order to prosper. Xenophon was espe-

cially concerned with agriculture: the nature of the soil, how to sow, how

to harvest, and so on. Some of the existing technology in ancient Greece,

such as tools, are also discussed in the analysis that one can find in Aris-

totle and Xenophon, as is a deep concern with the human body, including

sexuality. The family is of central importance as well, both the relationship

between husband and wife and that between parents and children. Knowl-

edge of how to prepare food and of various ways of keeping the house in

order were also considered crucial to a good economy. Trade and commerce

were held in less high regard.

That the opening chapter of Politics is devoted to the economy has to do

with the fact that Aristotle viewed economic life as part of the life of the

polis. The economy was ‘‘embedded’’ in the rest of society (Polanyi 1971:

81). The goal of the polis was autarchy, or self-sufficiency, which ruled out

Figure 2.1

Max Weber’s distinction between householding and profit making. According to

Weber, economic actions and orders fall either into the category of householding

(Haushalt), the category of profit making (Erwerben), or a mixture of both. Source:

Weber, Economy and Society, pp. 86–100.
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extensive commercial contacts with merchants outside the polis. While

Xenophon does not say much on the issue of the role of the polis in the

economy, it would seem that he agrees with Aristotle on this point. Both

had as their ideal a polis that was self-sufficient and in which the citizens

were good warriors as well as prosperous in their peacetime activities.

Aristotle’s analysis of economic life contains praise for what he terms the

art of household management (oeconomic), on the one hand, and a sharp

condemnation of what he terms the art of acquisition (chrematistic), on

the other.3 While the former is natural, he says, the latter is unnatural.

The reason for this is that the resources of the household come from

‘‘plants and animals,’’ while the latter is ‘‘made at the expense of man’’

(Aristotle 1946: 28). Aristotle’s famous distinction between use value and

exchange value is also related to his argument about what is natural and

unnatural in the economy:

All articles of property have two possible uses. Both of these uses belong to the article

as such, but they do not belong to it in the same manner, or to the same extent. The

one use is proper and peculiar to the article concerned; the other is not. We may take

a shoe as an example. It can both be used for wearing and for exchange. Both of

these uses are uses of the shoe as such. (Aristotle 1946: 23)

The art of acquisition, the reader is told, comes from the act of exchange,

and its goal is to make money. What is further characteristic of this type of

economic activity is that it is infinite in nature; one can never get enough

money. What drives economic behavior of this type is ‘‘anxiety about live-

lihood, rather than about well-being,’’ and this anxiety can never be fully

satisfied (Aristotle 1946: 26). The desire to make money also has a tendency

to overtake areas of human life that have nothing to do with the economy.

One’s concern with courage, for example, should be directed at warfare,

and not at making money; one’s concern with medical knowledge should

be used to create health; and so on. ‘‘But those of whom we are speaking

turn all such capacities into forms of art of acquisition, as though to make

money were the one aim and everything else must contribute to that aim.’’

(ibid.: 27)

The art of the household, as opposed to the art of acquisition, is primar-

ily concerned with the direct use of resources and not with exchange. It has

to do with the use of what has been produced; and its importance derives

from the fact that ‘‘it is impossible to live without means of subsistence’’

(ibid.: 19). Reproduction is also essential, and it takes place within the

household. Ultimately, according to Aristotle, ‘‘true wealth’’ has more to

do with ‘‘human beings than with inanimate property’’ (ibid.: 21, 33).
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True wealth means a concern with the full and moral development of the

citizens of the polis or with ‘‘the good conditions of human beings’’ (ibid.:

34). ‘‘The art of household management is a moral art, aiming at the moral

goodness of the members of the household,’’ to cite one of Ernest Barker’s

comments on Politics (ibid.: 33).

At the core of the art of the household, according to Aristotle, are three

relationships of authority: between the free man and his slaves, between

the free man and his wife, and between parents and children. The art of

command is crucial to the operations of the household and differs among

these three cases. While authority over slaves means command over non-

free subjects, this is not the case with command over one’s children or

wife. Slaves also lack the capacity of deliberation, while women have this

faculty to some extent.

The slave is a natural part of the free man’s household; ‘‘a complete

household consists of slaves and freemen’’ (ibid.: 8). Slaves constitute ani-

mate objects, just as oxen and various tame animals. Aristotle infamously

states that ‘‘just as some are by nature free, so others are by nature slaves

and for these latter the condition of slavery is both beneficial and just’’

(ibid.: 14).

If we now leave Aristotle and turn to Xenophon, it should first of all

be noted that Oeconomicus is cast in the form of a Socratic dialogue. The

knowledge about the economy that one can find in Xenophon’s work is,

in other words, generated through the questions of Socrates, and we may

see this work as an account of Socrates’ view of the economy. Most of the

volume deals with the household; only a few lines are devoted to the mar-

ket and the art of acquisition. As opposed to Politics, Oeconomicus provides a

wealth of details, both when it comes to the running a household and

when it comes to attending to land. Of great importance to Xenophon’s ac-

count is further the division of labor between men and women. His fascina-

tion with leadership and its role in directing the work of others must also

be mentioned. The ethical dimension of economic life is much more com-

plex and fully developed in Oeconomicus than in Politics. Since Socrates

lived before Aristotle, one may well argue that it was Socrates, and not Aris-

totle, who discovered the economy (Polanyi 1971). As I shall try to show,

Socrates’ view of the economy is also considerably more interesting than

Aristotle’s.

The first part of Oeconomicus takes the form of a dialogue between Socra-

tes and a wealthy young Athenian named Critobulus. Socrates argues that

economics is an art, just as medicine or carpentry, and thus can be taught.

What Socrates has in mind is not so much economics as we today under-
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stand this topic, but a practical type of knowledge that can be of use in eco-

nomic life. To Socrates, economics is both a noble and a necessary type of

knowledge. The economy, we read in Oeconomicus, is as important as war,

and is also a useful complement to warfare. The art of war and the art of

economics constitute ‘‘the noblest and most necessary pursuits’’ (Xeno-

phon 1923: 399).

The heart of the economy is agriculture, and Socrates sings the praise of

husbandry:

The land also stimulates armed protection of the country on the part of the husband-

men, by nourishing her crops in the open for the strongest to take. And what art pro-

duces better runners, throwers and jumpers than husbandry? What art rewards the

labourer more generously? What art welcomes her follower more gladly, inviting

him to come and take whatever he wants? What art entertains strangers more gener-

ously? . . . What other art yields more seemly first-fruits for the gods, or gives occa-

sion for more crowded festivals? What art is dearer to servants, or pleasanter to a

wife, or more delightful to children, or more agreeable to friends? To me indeed it

seems strange, if any free man has come by a possession pleasanter than this, or

found out an occupation pleasanter than this or more useful for winning a liveli-

hood? (Xenophon 1923: 400)

In economic affairs one aims to produce a surplus or a balance, and this

will come about when what goes out is less than what comes in. Women

are typically in charge of what goes out and men of what comes in. ‘‘If

both do their part well, the estate is increased,’’ and the art of economics

teaches how to accomplish precisely this (Xenophon 1923: 389). What

often prevents a positive balance from developing are laziness, gluttony,

lechery, and the like. Xenophon calls these the ‘‘unseen rulers’’ of men

and says that they often destroy their wealth (ibid.: 371).

Wealth, Socrates makes Critobulus realize, does not so much consist of

objects as of the way in which these are used. The category of objects is

used in a very broad sense by Socrates. One can, for example, increase one’s

wealth through the use of one’s friends as well as through the use of one’s

enemies. Socrates also argues that although Critobulus owns a hundred

times more than Socrates, Critobulus is not as rich. The reasons for this

are that many of Critobulus’ resources are committed to various obligations

and that his overall balance is low. Socrates adds that if Critobulus would

ever be in need of money, his friends would not help him out. If Socrates,

on the other hand, was in trouble, he would get assistance from his friends.

Socrates states at one point in his dialogue with Critobulus that since he

himself has never been rich, he lacks important knowledge in this matter.

And when one lacks knowledge, he says, one should consult someone who
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has it. It is also important to ‘‘watch people’’ and to carry out ‘‘investiga-

tions’’ (Xenophon 1923: 385, 389). While Aristotle seems happy to argue

from principles, when it comes to economic matters Socrates is much

more open to fresh experience and willing to learn from others.

The rest of Oeconomicus contains a dialogue between Socrates and Ischo-

machus (one of the wealthiest citizens in Athens). This dialogue is the heart

of the work. Socrates is first told how Ischomachus has educated and

instructed his wife about her tasks inside the house and how these are re-

lated to his own tasks, which are located outside the house. The goal of

the relationship between husband and wife, Ischomachus says, is to create

‘‘a perfect partnership in mutual service’’ (Xenophon 1923: 419). Ischoma-

chus informs his wife that she was chosen by him and her parents in the

hope that she would become ‘‘the best partner of [his] home and children’’

(ibid.: 419).

If the husband or the wife fails in his or her duties, Ischomachus

explains, the household will be like a ‘‘leaky jar’’ (ibid.: 427). The long-

time goal of both of them is ‘‘that their possessions shall be in the best con-

ditions possible, and that as much as possible shall be added to them by fair

and honourable means’’ (ibid.: 419). Children are important, and they will

provide for the parents when they are old.

Ischomachus explains in great detail which duties belong to the husband

and which belong to the wife. Most of what the husband does takes place

on the outside: sowing, plowing, harvesting, and so on. The husband is in

charge of production and of the defense of the estate. The wife is responsi-

ble for what takes place on the inside; this includes tasks such as storing

what has been produced, caring for the children, and being in charge of

food and clothing. According to Oeconomicus, the minds and the bodies of

men and women suit their respective tasks very well. Men are stronger and

more courageous than women, who are weaker and more fearful. Both,

however, have the same capacity for memory, attention, self-control, and

authority.

Another important task of women inside the house is to train and over-

see the domestic servants. The emphasis on the importance of the wife’s

duties led a latter-day commentator on Oeconomicus to note that Xeno-

phon is ‘‘the first Greek author to give full recognition to the use-value

of women’s work, and to understand that domestic labour has economic

value even if it lacks exchange-value. This idea was radical in the formal lit-

erature of classical Greece, and has yet to gain acceptance in modern

times.’’ (Pomeroy 1994: 59; see also cf. 36, 87ff.)
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Ischomachus also emphasizes the importance of order in the household.

It is absolutely crucial, he says, that everything is in its place, so that one

can easily find it and so that it does not get wasted. A household, just as

an army, must be in order:

How good it is to keep one’s stock of utensils in order, and how easy to find a suitable

place in a house to put each set in, I have already said. And what a beautiful sight is

afforded by boots of all sorts and conditions ranged in rows! How beautiful it is to see

cloaks of all sorts and conditions kept separate, or blankets, or brazen vessels, or table

furniture! Yes, no serious man will smile when I claim that there is beauty in the

order even of pots and pans set out in neat array, however much it may move

the laughter of a wit. There is nothing, in short, that does not gain in beauty when

set out in order. (Xenophon 1923: 437)

Order also means that the right object is placed in the right room. The

most valuable blankets and utensils, for example, belong in the store-

room, and the corn in the dry covered rooms. Wine should be placed in

the cool room, and art and vessels that need light in the well-lit rooms. If

the house has been properly built, the decorated living rooms will be cool

in the summer and warm in the winter. The rooms in which male and fe-

male slaves sleep should be separated by ‘‘a bolted door’’ so that they can-

not breed without permission (Xenophon 1923: 441).

The successful art of the household also includes wise management of

the emotional and sexual relationship of husband and wife. As Michel Fou-

cault has argued (1985, 1986), Oeconomicus and similar texts exemplify a

trend in Greek ethics toward ‘‘care of the self,’’ according to which hus-

band and wife have a moral (but unequal) obligation to one another. If

the wife carries out her duties well, according to this ethic, the husband

should repay this with respect, including sexual respect when she grows

old and becomes physically less attractive. The husband should also con-

sider that, while a slave does not have intercourse of free will, a wife may

do so if the husband acts well toward her. As the Athenians in his days,

Ischomachus was also against the idea that the wife should use makeup.

Husband and wife know each other’s bodies in great physical detail, so it

would be false to present an exterior that does not answer to reality. By per-

forming her household duties, the wife will keep her figure beautiful.

Socrates is very curious in Oeconomicus to find out how Ischomachus has

become so successful in economic affairs, and he asks him a number of

questions on this theme. Ischomachus answers by first describing how he

keeps himself in good physical form in order to manage his household

and his military duties. He also explains in great detail how an agricultural
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estate should be run: how and when to plant, how and when to sow, and so

on. An important part of managing an agricultural estate, he emphasizes,

has to do with training some slaves to oversee the other slaves. This should

be done, according to Ischomachus, by developing virtue and loyalty

through rewards. Bailiffs may also get part of the gain. ‘‘The power to win

willing obedience’’ is of great importance to Ischomachus, who says that

the gift of leadership is ‘‘divine’’ (Xenophon 1923: 525).

While Socrates challenged Critobulus’ claim that he was richer than

Socrates, it is different with Ischomachus. When the latter is asked ‘‘do

you really want to be rich and have much, along with much trouble,’’

Socrates receives an answer that he had not expected:

Yes, I do indeed. For I would fain honour the gods without counting the cost, Socra-

tes, help friends in need, and look to it that the city lacks no adornment that my

means can supply. (Xenophon 1923: 455)

It is clear that Socrates not only respects Ischomachus’ answer, but also that

he wants to know how Ischomachus has been able to gather his wealth.

Ischomachus continues:

I will tell you what principles I try my best to follow consistently in life. For I seem to

realise that, while the gods have made it impossible for men to prosper without

knowing and attending to the things they ought to do, to some of the wise and care-

ful they grant prosperity, and to some deny it; and therefore I begin by worship-

ping the gods, and try to conduct myself in such a way that I may have health and

strength in answer to my prayers, the respect of my fellow-citizens, the affection of

my friends, safety with honour in war, and wealth increased by honest means.

(ibid.: 455)

The only point at which Socrates takes Ischomachus to task and directly

challenges his ideas about the successful art of household management is

when Ischomachus explains how his father has taught him how to buy,

fix up, and sell landed properties. One way to create wealth, Ischomachus

explains to Socrates, is to locate good landed properties that are misman-

aged, develop them, sell them, and then start the whole process over again.

Socrates rejects this way of acting. While he approved of Ischomachus’ way

of managing his estates, Socrates does not accept the idea of trading estates

for profit.

It can be said that the material dimension of economic life was well un-

derstood in Antiquity. The body (including sexuality), physical objects, and

the soil itself were all included in the art of the household. There is also an

emphasis on the interaction of people and objects; and that only by taking

this into account can wealth be produced and ensured. This is particularly
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the case with the analysis of Socrates, as portrayed in Oeconomicus by Xen-

ophon. The famous analysis of the economy that can be found in Politics

by Aristotle is, in contrast, much more concerned with abstract conceptual-

izations, not only of agriculture and the domestic economy but also of the

market. (See figure 2.2.)

Political Economy and Materiality (Adam Smith and Karl Marx)

The two works by Adam Smith and Karl Marx that will be discussed in this

section—The Wealth of Nations (1776) and Capital (1867)—were produced

more than 2,000 years after Politics by Aristotle and Oeconomicus by Xeno-

phon. They were also published during a particularly dramatic and dy-

namic period in England’s economic history, namely the hundred or so

years during which the Industrial Revolution took place and England

became the world’s first truly capitalist nation. The Wealth of Nations

appeared at the beginning of this period and Capital toward its end, but

both represent attempts to conceptualize the new economic reality that

Figure 2.2

The art of the management of the household versus the art of acquisition in ancient

Greek thought. In ancient Greece, economic activities were seen as either part of

the art of householding or as part of the art of acquisition. Use value was associated

with the former and exchange value with the latter. Since Xenophon is the foremost

source for the art of householding, his work has been used to present oeconomic. Aris-

totle has similarly been used to portray chrematistic, or the art of acquisition. Sources:

Aristotle, Politics (1948), pp. 1–38, 324–31; Xenophon, Oeconomicus (1923).
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confronted their authors. Smith as well as Marx essentially tried to argue

that the emphasis in economic analysis had to be shifted away from the

household to production and exchange outside the household. Indeed,

both Smith and Marx attributed so little importance to the household in

the working of the modern economy that for all practical purposes it dis-

appeared from their analyses.

It is clear that one can find much less of a concern with materiality in the

works of Smith and Marx than in the Greek classics. The turn toward non-

materiality that is characteristic of modern university economics had now

begun, even if it is clear that Smith and Marx still tried to anchor their

analysis in the human body and also to incorporate material objects and

technology into their analyses. To account for the forces that create com-

plex intellectual works such as The Wealth of Nations and Capital is of

course impossible, but it does seem possible to at least single out some

of the factors that were involved in this evolution away from the house-

hold and materiality. The development in England during 1770–1870

away from an economy centered around the household and use value and

toward an economy centered around exchange value and the market was

one of the factors that operated against an emphasis on materiality. The

reason for this is made clear by Smith as well as by Marx: use value is con-

crete, while exchange value, which is the only way to coordinate buyer and

seller in the market, is abstract (Smith 2000: 31; Marx 1976: 125–26). On

the other hand, the fact that both Smith and Marx saw economics in a

very practical way—as a guide for the statesman (Smith) and as a tool for

the proletariat (Marx)—may have operated against this loss of materiality.

Today The Wealth of Nations is often read as an homage to the liberal

market economy. The metaphor of the market operating as an invisible

hand is typically cited, as well as the fact that the butcher, the brewer, and

the baker all do their work because of individual interest and not because

they have any particular desire to serve the public interest. It is the mecha-

nism of competition, we are told, that makes the meat of the butcher, the

beer of the brewer, and the bread of the baker to be of such high quality.

Smith’s skepticism against government intervention is also singled out

from today’s perspective, and so is his argument for free trade.

One may, however, attempt a different reading of Adam Smith, not least

if one is interested in the issue of materiality. While it, for example, is clear

that the concept of wealth is central to the work of Smith since it appears

in its title, it also seems clear that Smith had some difficulty in handling it,

and that these difficulties were to have important consequences for the role

of materiality in his analysis. On the one hand, as Max Weber reminds us
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of, the concept of wealth belongs to the vocabulary of householding

(Haushalt), as opposed to that of profit-making (Erwerben), where the equiv-

alent term is ‘capital’. The Wealth of Nations does, for example, contain an

effort to spell out in physical detail exactly what wealth consists of. On the

other hand, Smith was primarily trying to understand and conceptualize

the new reality of markets, and this pushed him in a different and much

more abstract direction than the one associated with the traditional con-

cept of wealth.

In the spirit of householding, Adam Smith often refers to the fact that

the aim of the economy is to produce ‘‘the necessaries and conveniences

of life.’’ We find, for example, this expression already in the opening sen-

tence of The Wealth of Nations (Smith 2000: xxii). At one point Smith also

spells out in detail what he means by it. There is first of all different types of

food, such as grain, turnips, carrots, cabbages, potatoes, onions, and apples

(Smith 2000: 89). There is also the material for clothes, such as linen and

woollen cloth, as well as (unspecified) furniture and tools. Finally, what is

today considered a necessity, Smith notes, may not always have been one;

and this can be exemplified by what is seen as necessary in two different

countries (ibid.: 938–39). In England, for example, everybody has to have

a linen shirt, while this was not the case in ancient Greece and Rome. Sim-

ilarly, each and every person in England has to have leather shoes, while

this is not true in France.

At another point in The Wealth of Nations, an attempt is made, again in

the spirit of householding, to establish ‘‘the stock’’ of a country (Smith

2000: 302ff.). According to Smith, the stock of a country falls into two cat-

egories: what is available for immediate consumption and ‘‘capital.’’ The

former consists of the necessary conveniences just mentioned, plus houses

and other places to live in. The latter consists of two types of capital: fixed

and circulating. Fixed capital means machines and buildings to be used for

business; circulating capital covers raw material, items that have been pro-

duced but not yet sold, and whatever else is in stock.

Everything related to householding, in brief, tends to be concrete and

easily specified. What relates to profit-making in the Weberian sense, pulls,

however, in the other direction. At one point in The Wealth of Nations one

can read that ‘‘wealth is the power of purchasing’’ (Smith 2000: 34). Power

of purchase, of course, is of interest only if there is something to buy or if

what is being produced passes through the market. To this should be added

that while labor is what creates wealth, according to Smith, there is produc-

tive as well as unproductive labor. Productive labor, we are told, results in a

commodity, which is not the case with unproductive labor, as exemplified
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by the activities of servants, soldiers, and lawyers. The effect of using labor

as a unit of measure therefore means two things, both of which detract

from materiality: a homogenization of different types of labor, and that

certain types of labor are eliminated from the concept of wealth, namely

those that do not result in commodities.

The consequences for economic analysis of equating wealth with com-

modities that go on the market are very important, especially when it

comes to the household. The reason for this is that all that is done inside

the home is now eliminated from the analysis, including such activities as

ordering things, cleaning the house, making food, budgeting, and caring

for the children. While women’s work was central to Xenophon’s analysis

of the aristocratic and slave-owning economy, it has disappeared from the

democratic economy of Adam Smith. When women’s work is mentioned at

all, it is only in connection with manufacturing—that is, with paid work or

market work. The Wealth of Nations is more than a thousand pages long;

the space devoted to the economic role of women takes up only about

half a page. If one adds what Smith has to say about the economic role of

the home and the family, including children, the half page becomes only a

few lines longer.

What is said in The Wealth of Nations about agriculture is also of interest

in this context since this is the type of economic activity that comes closest

to the ancient concept of householding, apart from what goes on inside the

house. According to The Wealth of Nations, there exist ‘‘two different sys-

tems of political economy’’: ‘‘the system of agriculture’’ and ‘‘the system

of commerce’’ or ‘‘the modern system’’ (Smith 2000: 455). Only the latter

can bring about true growth in wealth. While Oeconomicus by Xenophon

contains detailed instructions for how to plant, how to harvest, and so on,

in The Wealth of Nations one only finds the repeated cliché that ‘‘soil and

climate’’ are of much importance (ibid.: 7, 109). As one would expect,

Smith also rejects the physiocrats’ argument that agriculture is the one

and only source of wealth.

While it is often said that The Wealth of Nations contains a confrontation

between two radically different economic systems (the modern market

economy and the mercantilist system), a closer reading shows that Adam

Smith confronts what he terms the system of commerce with different

types of householding. One of these types of householding, we read in

The Wealth of Nations, can be found in Antiquity, a period when agriculture

was ‘‘honored’’ while commerce and foreign trade were discouraged (Smith

2000: 741ff.). Smith also mentions that according to the Greeks, engaging

in manufacturing and crafts would make the male body less suitable for
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warfare. The system of slave labor, he notes, was unproductive. Slaves, for

example, were discouraged from working hard and never took any initia-

tives since this was punished.

Not only life in Antiquity, but also in feudalism, as Adam Smith saw it,

was based primarily on agriculture and the logic of householding in a way

that prevented wealth from growing. As long as the feudal estates did not

engage in commerce, everything that was produced had to be consumed

on the spot, something that resulted in ‘‘servile dependency’’ among the

local population (Smith 2000: 440). Once commerce came into the picture,

on the other hand, the feudal lords could sell their surplus, with the result

that their subjects grew less dependent on their masters and eventually be-

came free and secure in their own property.

In mercantilism—a version of ‘‘the modern system’’ that Adam Smith

criticized with great energy—the nation was cast as a household and the

state as the main administrator of this household (e.g. Smith 2000: 273).

The central idea was that the nation should increase its wealth, understood

as its holdings of precious metals. A series of measures to increase these

holdings were typically introduced and policed by the state. Imports of

whatever could be produced at home should be discouraged, while domes-

tic manufacturers and exports from these should be encouraged. Colonies

were useful, according to the same logic of householding, since one could

extract raw materials from these and also use them as markets for manu-

factured goods.

Adam Smith says over and over again that it makes no sense from the

perspective of profit-making to have a mercantilist policy. A country is

much better off, for example, if it buys from abroad what it can only be

produced at a higher price at home. Money is not the same as wealth; it is

a measure of wealth. It is also at this point of his argument that Smith gets

to introduce what he himself sees as the main force that creates wealth,

namely labor under the condition of an advanced division of labor. Being

the practical man that he was, Smith becomes quite materialistic when he

sings the praise of the division of labor. A few pages into The Wealth of

Nations, he uses the democratic example of the woollen coat of a worker

to show how important the division of labor is:

The woollen coat, for example, which covers the day-labourer, as coarse and rough

as it may appear, is the produce of the joint labour of a great multitude of work-

men. The shepherd, the sorter of the wool, the wool-comber or carder, the dyer, the

scribbler, the spinner, the weaver, the fuller, the dresser, with many others, must all

join their different arts in order to complete even this homely production. How

many merchants and carriers, besides, must have been employed in transporting
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the materials from some of those workmen to others who often live in a very distant

part of the country! How much commerce and navigation in particular, how many

ship-builders, sailors, sail-makers, rope-makers, must have been employed in order

to bring together the different drugs made use of by the dyer, which often come

from the remotest corners of the world! (Smith 2000: 12)

In discussing the link between wealth and the division of labor, we also

come to the topic of Adam Smith and technology. When he discusses what

makes the division of labor so important, Smith sometimes points to its

relationship to technology (‘‘machines’’); at other times, technology seems

to be more of an independent factor (e.g. Smith 2000: 7, 279). Regardless

of this, technology, according to Smith, is what allows a person to produce

more than he or she otherwise could. That this, however, is not always pos-

itive, is also clear from Smith’s famous remarks about the pin-making in-

dustry. Workers in this type of enterprise soon get in bad physical shape

and become, thanks to the division of labor, ‘‘as stupid and ignorant as it

is possible for a human creature to become’’ (ibid.: 4–5, 840).

In discussions of Adam Smith and technology (e.g. Koebner 1959) it is

often mentioned that there is no awareness whatsoever in The Wealth of

Nations that England was undergoing the Industrial Revolution at the time

the work was written. This is true, and also that references in this work are

more to manufactures than to factories. But even if Smith did not under-

stand the importance that modern machinery, such as the Spinning Jenny

and the steam engine, would have for the English economy, he nonethe-

less had a good material sense for technology. This comes out in the follow-

ing passage, in which Smith discusses division of labor and technology:

What a variety of labour too is necessary in order to produce the tools of the meanest

of . . . workmen! To say nothing of such complicated machines as the ship of the

sailor, the mill of the fuller, or even the loom of the weaver, let us consider only

what a variety of labour is requisite in order to form that very simple machine, the

shears with which the shepherd clips the wool. The miner, the builder of the furnace

for smelting the ore, the feller of the timber, the burner of the charcoal to be made

use of in the smelting-house, the brick-maker, the brick-layer, the workmen who at-

tend the furnace, the mill-wright, the forger, the smith, must all of them join their

different arts to produce them. (Smith 2000: 12)

How machines, raw material, and labor meld into each other and be-

come a product also comes out very nicely in some passages in The Wealth

of Nations, such as the following:

A piece of fine cloth, for example, which weighs only eighty pounds, contains in it,

the price, not only of eighty pounds weight of wool, but sometimes of several thou-
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sand weight of corn, the maintenance of the different working people, and of their

immediate employers. (ibid.: 437)

When one moves from the analysis in The Wealth of Nations to that

of Capital, a different picture of the economy emerges. This is not surpris-

ing: Smith, in the terminology of Marx, was addressing issues relating to

the manufacturing period (c. 1550–c. 1775), while Marx was concerned

with the period of large-scale industry. And while Smith battled the semi-

capitalist, semi-feudal economic system that he famously termed ‘mercan-

tilism’, Marx had a different target. From the very first lines of Capital, it is

clear that Marx analyzed a world where production for the market had

replaced production in the household:

The wealth of societies in which the capitalist mode of production prevails appears as

an ‘‘immense collection of commodities’’; the individual commodity appears as its

elementary form. Our investigation therefore starts with the analysis of the commod-

ity. (Marx 1974: 125)

Everything in capitalism, according to Marx, is drawn into the need for

ever more profit: ‘‘Accumulate! Accumulate!’’ (Marx 1974: 742) This em-

phasis on accumulation also tends to shift the focus of the analysis away

from materiality since what constitutes exchange value, for Marx as well

as for Smith, is ‘‘abstract human labor’’ (e.g. ibid.: 142). Prices are based on

labor, something that becomes possible only if all types of labor are seen as

fundamentally alike in some respect. While this is true, Marx’s analysis

nonetheless succeeds in avoiding the worst dangers of being too abstract

and non-materialistic. One reason for this is that Marx sees production as

much more important than the market, something which has to do with

the role that he assigns to surplus value in his analysis. What capitalists

fight about is not profit generated in the market through the act of ex-

change, say by buying cheaply and selling expensively, but surplus value

generated through production by the workers in the factory. To look only

at the prices of commodities and compare these to one another, Marx says,

is to mystify what goes on in the economy. Prices express relations between

people and not between objects (‘‘fetishism of commodities’’; Marx 1974:

164–165).

That Marx’s analysis of capitalism pulls in a materialist direction has also

another and very obvious explanation, namely that Marx had been a mate-

rialist since early on. As a young and radical Hegelian, it was precisely the

abstract and non-materialistic quality of Hegel’s thought that he rebelled

against. The well-known expression ‘‘der Mensch ist was er isst’’ (‘‘you are

what you eat’’) had been coined by another Hegelian, Ludwig Feuerbach.
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And in Marx’s attempt to go beyond Feuerbach’s type of materialism in his

‘‘Theses on Feuerbach’’ we find an argument for a ‘‘new materialism’’

(Marx 1978: 145). The new materialism, as opposed to ‘‘the old material-

ism,’’ understands for example that there also exist material reasons why

people think in non-material or religious terms. People suffer for a number

of very material reasons—and having a God alleviates their suffering.

Attention to the physical world, including the human body, is character-

istic of all of Marx’s writings. In Capital, the human body is discussed in

primarily two contexts. There is first of all a need in capitalism to reproduce

the body of the worker. Secondly, the body of the worker is severely abused

in this type of economic system. The need to reproduce the body of the

worker comes from the fact that labor is the only commodity that can pro-

duce surplus value, and to pay for this commodity means to pay for its

physical reproduction. Or, to cite Capital:

If the owner of labour-power works today, tomorrow he must again be able to repeat

the same process in the same conditions as regards health and strength. His means of

subsistence must therefore be sufficient to maintain him in his normal state as a

working individual. His natural needs, such as food, clothing, fuel and housing vary

according to the climatic and other physical peculiarities of his country. (Marx 1974:

275)

Marx’s concern with the body of the workers can also be seen in his at-

tempt to assess how many calories a worker needs per day, as measured in

the terminology of the time: ‘‘nutrive elements,’’ consisting of ‘‘carbon’’

and ‘‘nitrogen’’ (Marx 1974: 808 ff.). He notes in addition that since work-

ers one day will die and have to be replaced, the price of labor (¼ the price

for the reproduction of a worker) must also include the cost of his children.

‘‘The labour-power withdrawn from the market by wear and tear, and by

death, must be continually replaced by, at the very least, an equal amount

of fresh labour-power.’’ (ibid.)

In their eagerness to make a profit, Marx argues, the capitalists typically

exploit the workers and hurt them physically and psychologically:

In its blind and measureless drive, its insatiable appetite for surplus labour, capital

oversteps not only the moral but even the merely physical limits of the working

day. It usurps the time for growth, development and healthy maintenance of the

body. It steals the time required for the consumption of fresh air and sunlight. It hag-

gles over the meal-times, where possible incorporating them into the production

process, so that food is added to the worker as a mere means of production, as coal

is supplied to the boiler, and grease and oil to the machinery. It reduces the sound

sleep needed for the restoration, renewal and refreshment of the vital forces to the
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exact amount of torpor essential to the revival of an absolutely exhausted organism.

(Marx 1974: 375–376)

Despite his sensitivity to the material dimension of labor, Marx—just as

Adam Smith—eliminated everything that happens in the home or the

household from his analysis of the economy, including the domestic work

of women. The importance of this last type of work at the time of Marx has

been well established in scholarship (e.g. Tilly and Scott 1978; see Folbre

1991 for a discussion of the absence of domestic work from economic

thought in the 1800s). Women (and children) are mentioned in Capital

only when they enter the labor market, something which they did when

large-scale industry was introduced in England. In brief, Marx ignored the

household.

One can on the other hand find a significant attempt in Capital to intro-

duce science and technology into the analysis of the economy (cf. Mac-

Kenzie 1996). Technology is conceptualized as the practical application of

science (e.g. Marx 1974: 775, 929). Science and technology, the reader is

told, also set man apart from animals since human beings can think about

the different ways in which they interact with nature before they do so.

They also use instruments that they have constructed, when doing so.

While human beings have made instruments throughout history, in order

to accomplish various tasks, the role of these instruments changes dramati-

cally with capitalism. From now on, human beings have to adjust to their

instruments rather than the other way around. Man becomes, as Marx puts

it, a ‘‘living appendage to the machine’’ (ibid.: 548). The workers also need

little skill to run the machines that are now being used; they become

de-skilled.

The main reason for this situation is not so much technology or science

per se, according to Marx, but capitalism and the fact that the workers have

nothing to do with the decision of what is to be produced. The person who

does the conceptualization is the capitalist, and the reason for his interest

in science and technology and to decide on what is being produced, has

primarily to do with the profit motive. The way to beat your competitors

is by being able to lower the price, and this can be accomplished through

the introduction of new machines. ‘‘The battle of competition is fought by

the cheapening of commodities’’ (Marx 1974: 777). This is why science has

to be ‘‘pressed . . . into the service of capital’’ (ibid.: 482). And the introduc-

tion of science and technology into a type of economic system that has

ever more profit as its goal, means that the technology—and people work-

ing with this technology—will always be in a process of change:
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Modern industry never views or treats the existing form of a production process as

the definitive one. Its technical basis is therefore revolutionary, whereas all earlier

modes of production were essentially conservative. By means of machinery, chemical

processes and other methods, it is continually transforming not only the technical

basis of production but also the functions of the worker and the social combinations

of the labour process. At the same time, it thereby also revolutionizes the division of

labour within society, and incessantly throws masses of capital and of workers from

one branch of production to another. (ibid.: 617)

To summarize my section on political economy: It is clear that compared

to Xenophon and Aristotle, the household has disappeared and so has

some of the materiality of early economic analysis. There is, for example,

no concern in the works of Smith and Marx with women’s work in the

household, the task of bringing up children, and the sexual relationship

between husband and wife. Materiality is still present in both Smith and

Marx, but there are also clear signs that it is on its way out. This is espe-

cially clear when it comes to the discussion of the market, exchange value

(price) and labor (abstract labor).

There is also the fact that, while the actors in the works of Smith and

Marx still live in a material world, the material dimension is little theorized

and mainly taken for granted. While this may be a weakness from the per-

spective of the new materiality of Science and Technology Studies, it is

nonetheless easy to feel nostalgia for the high days of political economy.

Why this is the case should become obvious in the next section of this

chapter which is devoted to the phase of economics in which it cut its

very last links to materiality and became a highly abstract science.

The Immateriality of Homo economicus and the Materiality of Home

Economics

In presenting the art of household management I have looked at ancient

Greece, and in presenting political economy, nineteenth century England.

In now turning to homo economicus, the main focus will shift to the United

States in the twentieth century. This change of scenery to the United States

also reflects the fact that mainstream economics has developed the most

forcefully in this country since the early twentieth century, just as political

economy came to its classical expression in England during the 1800s. I

shall in particular turn the spotlight on Cornell University around 1900,

because of two very interesting developments that took place there. First,

this is where the theory of homo economicus came to its classical expression,

in the doctoral dissertation of Frank Knight. And second, around the same
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time Cornell University also helped to create a type of economics that is

usually ignored in the histories of economic thought, but which is very

important for the concerns of this chapter, namely a material theory of

the household that went under the name of home economics.

Let us start out by taking a look at what according to Kenneth Arrow con-

stitutes the pioneer formulation of homo economicus, namely the section de-

voted to this topic in Risk, Uncertainty and Profit by Frank Knight (Arrow

1987: 203; Knight 1979: 76–81). Knight’s book was published in New

York in 1921 and is based on his dissertation in the Department of Eco-

nomics at Cornell University (Knight 1916). According to Knight and

Arrow, the discussion of the theory of homo economicus in Risk, Uncertainty

and Profit only makes explicit what is already present in ‘‘a large part of

the economic literature’’ (Knight 1971: 81). It is usually agreed that it was

John Stuart Mill who make the first attempt to introduce the idea of homo

economicus in the mid-nineteenth century, so one can perhaps phrase it so

that Knight in his dissertation gave voice to ideas on this theme that had

developed in mainstream economics over something like half a century

(e.g. Persky 1995).

Knight prefaces his presentation of the nine central assumptions of homo

economicus with a statement which can also be found in John Stuart Mill

and several other economists, namely that assumptions of this type are

made exclusively for methodological reasons. They are ‘‘ ‘heroic abstrac-

tions’ ’’ and they refer to an ‘‘imaginary society,’’ but they are also essential

since they make it possible to solve certain problems (Knight 1971: 76).

The nine assumptions that Knight discusses in Risk, Uncertainty and Profit

are the following (ibid.: 76–81). Economic actors are ‘‘normal human

beings’’ of the type found in ‘‘a modern Western nation’’ (#1). They act

‘‘with ‘complete rationality’,’’ something which means that they know

what they want, how to get what they want, and also what consequences

their acts will have (#2). Economic actors decide themselves what they

want, and there are no constraints on their actions in this regard (#3).

Nothing can stop the economic actors from carrying out their economic

plans, be it physical obstacles or anything else (#4). Perfect competition

means, among other things, ‘‘perfect . . . intercommunication’’ and that all

goods can be divided indefinitely (#5). Economic actors have no social rela-

tions with other economic actors, except in the act of exchange (#6). Eco-

nomic actors only acquire goods through the market and production (#7).

Division of labor presupposes a diversification of wants and a specialization

of the productive capacity of the individual; resources are unevenly distrib-

uted in the world and there is a limit to human mobility (#8). And finally,
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conditions have to be static, something which means that economic actors

can now understand everything about their conduct that they have not al-

ready understood (#9).

While Knight does not explicitly state that homo economicus can be found

only in the market, this is nonetheless the case. The household, in other

words, has totally disappeared; and so has all materiality. As to the human

body of his economic actors, Knight only makes a few cryptic remarks.

People, he says, have ‘‘inherited and acquired dispositions’’; they also have

‘‘wants’’ (e.g. Knight 1971: 76, 79). But no references beyond this are made

to emotions and sexuality, and we do not know if the actors are male or

female, old or young, have legs and arms, and so on. Since communication

between the actors is assumed to be perfect, language is also eliminated

from the analysis.

Knight has even less to say about technology than about the body in his

attempt to present the main assumptions of economic analysis. At one

point he notes that ‘‘material implements of production may be used pro-

vided they are either superabundant, and consequently free goods, or else

are absolutely joined to their owners (not subject to lease or sale)’’ (Knight

1971: 80). Knight also refers to the assumption that material implements

have to be stable (cf. #9). A very abstract type of technology, in brief, is

assumed to be present and it cannot change.

Also the physical and geographic environment leads at best a ghostlike

existence in Knight’s account of homo economicus. The only explicit refer-

ence to the environment is to be found in his discussion of assumption

#8, where Knight speaks of ‘‘the space distribution of the different resources

of the earth and the limitations on human mobility’’ (Knight 1971: 79).

The reason for mentioning these two factors is probably related to the state

of foreign trade theory at the time when Knight wrote his book.

Finally, material objects are strangely missing from Knight’s analysis, de-

spite occasional references to ‘‘goods.’’ To some extent this may be related

to the disappearance of the term use-value from the vocabulary of modern

economics, and the related attempt to replace it with a more subjective

terminology, such as ‘‘utility’’ and ‘‘preferences.’’ What also makes objects

disappear from the analysis is Knight’s steady focus on the market at the

expense of everything else in economic life, something which means that

even though he is aware of the importance of production, whatever hap-

pens when goods come into being is ultimately less important than how

they are priced—and this takes place in the market. A related example of

Knight’s attitude to objects is his statement that ‘‘we also must assume

complete absence of physical obstacles’’ when it comes to the actor making

78 Swedberg



a decision, and that we have to assume ‘‘ ‘perfect mobility’ ’’ and ‘‘no cost

involved in movements or changes’’ (Knight 1971: 77). When Marx fa-

mously said that ‘‘all that is solid melts into air,’’ he was thinking of the

corrosive impact of bourgeois conditions on feudal values, but his state-

ment also fits the transition from political economy to modern economic

theory when it comes to materiality (Marx 1978: 476).

After this discussion of homo economicus in its Knightian formulation, I

shall proceed to a type of economics that was very strong at Cornell Uni-

versity at the time when Knight presented his dissertation. This is home eco-

nomics, which can be described as the exact opposite in many respects of

the theory of homo economicus. Where one is abstract and non-materialistic,

the other is concrete and materialistic. And while the theory of homo eco-

nomicus has usually been taken very seriously and discussed at great length,

home economics has typically been ridiculed and ignored. When male stu-

dents at Cornell and other universities were gently steered in the direction

of economics, the female students were just as gently steered—in the direc-

tion of home economics.

The origin of home economics is usually traced to the early 1800s, with

Catherine Beecher’s Treatise on Domestic Economy (1842) as an important

landmark. The focus in this type of economics was primarily on the home

and skills such as cooking, cleaning and sewing. A few decades later efforts

were made to turn home economics into a university subject, something

that succeeded in the United States but in no other country, to the best of

my knowledge. The reason for home economics being so successful in the

United States probably has to do with the fact that this country had a rela-

tively young and flexible university system. Not all the universities, how-

ever, accepted the new subject. While the prestigious private universities

for women, for example, rejected it, many land-grant universities accepted

it. Universities such as Cornell and Wisconsin, where home economics

prospered, also had close ties to the government and to the local commu-

nity. They were also more open to political reforms.

In 1909 the American Home Economics Association was created and a

decision made to settle on the term ‘‘home economics,’’ as opposed to

‘‘household arts,’’ ‘‘domestic science,’’ ‘‘oecology,’’ and similar terms (e.g.

Stage and Vincenti 1997). Home economics received considerable support

from the federal government, especially through the Smith-Lever Act of

1914, which allotted funds to improve US agriculture. After a shaky and

difficult beginning, the home economics movement reached its peak in

the 1910s and the 1920s. Decline began to set in after World War II, and it

died a slow death a few decades later. It is often noted that an important
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reason for its disappearance was that home economics was out of touch

with the times by the 1960s and the 1970s, in the sense that gender roles

were now very different from what they had been around 1900. Women

had in particular begun to move into the labor market, something that

made many of the basic assumptions and concerns of home economics

less relevant. Home economics was also severely criticized during the

1960s and the 1970s by major figures in the feminist movement.

The development at Cornell, where home economics was a great success,

can be used to illustrate the rise and decline of home economics (e.g. Rose

1969; Berlage 1998). In 1907 a Department of Home Economics was cre-

ated at Cornell that was part of the College of Agriculture, and a very suc-

cessful degree program for female students was instituted. The Department

was popular even if its faculty members were ridiculed and called ‘‘cooks’’

by their male colleagues. In 1925 the Department of Home Economics

became its own College with a number of departments, such as the Depart-

ment of Food and Nutrition, the Department of Economics of the House-

hold and Household Management, the Department of Family Life, the

Department of Textiles and Clothing, the Department of Household Art,

the Department of Hotel Administration, and the Department of Institu-

tion Management. The next few decades were very successful, and more

than a hundred doctorates in home economics awarded. By the 1960s,

however, times were different, and in 1969 the College of Home Econom-

ics was reorganized and had its name changed to the College of Human

Ecology.

Home economics has primarily been studied from the perspectives of

gender and profession, and it is clear that quite a bit can be said about it

from these perspectives. Home economics failed as a profession, and this

had much to do with gender relations at the time. But home economics

can also be seen as a part of the history of economics and as part of a tradi-

tion that goes all the way back to the science of household management in

ancient Greece (oeconomic). It can be argued that it is precisely from this

perspective that home economics makes most sense: as a return of a part

of the science of economics that had been rejected and ignored at least

since the days of Adam Smith. That home economics also fits nicely into

the history of economics as a science about people and their materiality is

similarly clear.

That this view is not so dissimilar from the way that the leaders of the

home economics movement themselves saw what they were doing, can be

illustrated by the following quote from an article in the Journal of Home Eco-

nomics from 1911 by Ellen Richards:
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Home Economics means . . . economics in its original significance, household admin-

istration, domestic management. Political economists have usurped the word to

mean production of wealth. In early times this was largely done within the domain

of the household, but with the taking away of the producing interest through the

rise of factory products, a gap was left in the carrying out of this theory, only now

beginning to be filled by the new science, the economics of consumption. More

than this, the civilization of the past has been developed, we believe, through the

family home, the bond of mutual interest between parent and child, grandparent

and grandchild, brother and sister, which makes cooperation under one roof possi-

ble. (Richards 1911: 117)

The type of home economics that existed in the 1800s can be described

as practical knowledge about various tasks in and around the home, espe-

cially skills in cooking and sewing. Around the turn of the twentieth cen-

tury, when women in the United States were for the first time being

admitted into the university, an attempt was made to set home economics

on a scientific footing and thereby make it stronger as well as legitimate.

This was especially the case with the topics of food and cleaning. Chemis-

try was used to bolster the former, and the science of sanitation the latter.

The results were impressive: advancement toward a scientific understand-

ing of nutrition as well as a considerably better understanding of some

issues related to hygiene and public health. In their work on public health

and sanitation the home economists sometimes took the model of the

household and extended it to the level of the community, going well be-

yond a concern with the individual home.

The 1920s and the 1930s added the family as a central topic, including

the development of children and parental education. An effort was now

made, for example, to show that boys and girls were not inherently dif-

ferent and made for different tasks in society. The interest among home

economists for technology was also intensified during the course of the

twentieth century, both at the level of the home and at the level of the

community. The introduction of science and technology into the kitchen

constituted an important item on the agenda of home economics, and the

bringing of electricity to the countryside and the family farm another. In

all of these efforts, the practitioners of home economics displayed a deep

and sincere interest for the practical and material aspects of people’s every-

day life that is unique in economics.

When one looks at the role that the theories of homo economicus and

home economics played in university education in the early 1900s, it be-

comes clear that the young male students were trained in an abstract, im-

practical and very prestigious type of knowledge, while the young female
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students were trained in a concrete, practical and often ridiculed type of

knowledge. The end of the story adds a further twist: home economics

with its interest for the household was by the 1960s seen as outmoded

and made to disappear, while mainstream economics, as a sign of its con-

tinued vitality, now took on the study of the household. ‘‘The new house-

hold economics,’’ as it became called, developed precisely around this time,

and it extended abstraction, impracticality, and non-materiality to the last

stronghold of what had once been called oeconomic.

Concluding Remarks

By now it should be clear from what has been said in this chapter that

there is more to the texts from ancient Greece on economics and the liter-

ature that makes up home economics than has generally been realized.

Both of these sources allow us to follow an important theme in the history

of economics, namely the evolution of the analysis of the household. What

originally constituted the core of economic analysis, later disappeared from

mainstream economics—and today lives on under the name of new house-

hold economics.

Xenophon, Aristotle, and the authors of home economics also allow us

to get a glimpse of what a truly material analysis of economics might look

like. The estate of ancient Greece encompassed many activities that cannot

be found in the individual household in the United States in the late 1800s

and the early 1900s and vice versa, so together these two sources span a

broad range of economic activities. A comparison of this type of analysis

with that of new household economics could also be interesting in that it

could show us the advantages and disadvantages with a material analysis of

economic phenomena.

Many economic activities in the modern world clearly take place outside

the household, and for a full theory of material economics one would like

to see also these analyzed from the perspective of Latour et al. (See figure

2.3.) Advocates of the new materiality have developed a series of concepts

and ideas that may come in handy in an enterprise of this kind; some of

their analyses also touch on economic phenomena. One can, for example,

reread Bijkjer and Pinch’s 1987 article on the evolution of the bicycle and

Callon’s 1987 essay on the attempt to develop an electrically driven auto-

mobile in France in the 1970s from this perspective. Concepts such as

‘‘actant’’ and ‘‘collective’’ and the idea that networks involve not only

human actors but also objects have as well to be applied to economic phe-

nomena in order to test their analytical strength. And so should Trevor
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Pinch’s notion that institutions have a material dimension (Pinch 2008).

Bruno Latour’s forthcoming exploration of Gabriel Tarde’s work on the

economy will probably provide some answers that are relevant in this con-

text as well (Latour 2008).

Some attempts to use the materialistic approach to analyze economic

phenomena, looking especially at the role of technology, already exist.

This is especially true for analyses that focus on the market mechanism,

which by economic sociologists is usually seen exclusively in social terms

(‘‘markets as social structures’’) and by economists in terms of demand

and supply (‘‘the market as a price mechanism’’). The way a market oper-

ates, however, is also dependent on the role of technology. The ticker, as

Alex Preda shows in this volume, will deliver information that is crucial

for the formation of market prices that differs from, say, the modern com-

puter. The same is true for the use of telephones in a market, as we know

from the work of Fabian Muniesa (this volume). Social technologies, say in

the form of the pricing of options, may operate in a similar way (Mac-

Kenzie and Milo 2003; MacKenzie 2006).

While a material approach has been developed to analyze the market

mechanism, very little has been done in the areas of production and con-

sumption. Both of these are organized somewhat differently in economies

where much of the production goes through the market (capitalism), and

in economies that primarily draw on the state or some other social agency

for distribution (socialism, early economies). Competition and private

property clearly lead to certain forms of organization and interactions that

differ from, say, socialist, mercantilist, or pre-industrial economies. One

would therefore expect that capitalism also has its very own form of mate-

riality. But this may be true only to a certain extent, and it is important to

point out that today’s emphasis on the role of the market tends to overplay

the differences between capitalist and non-capitalist type of economies. To

Figure 2.3

Market and non-market activities.
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this should also be added the fact that any type of capitalist economy will

have pockets of household economies and that these are imperative to its

general functioning. The more general point that I am leading up to, and

on which I would like to end, takes us back to the main theme of this chap-

ter, namely that a better understanding of materiality is essential in order

to properly understand economic life.
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Notes

1. While the tendency of producing a highly abstract type of economics has its roots

in the second half of the nineteenth century, abstract definitions of economic theory

are usually dated the 1930s and especially to Lord Robbins’s Essay on the Nature and

Significance of Economic Science (1932; see e.g. Kirzner 1976: 108–45).

2. Other writers on the economy include Protagoras, Antistehenes, and the real

authors of Oeconomia, which is conventionally ascribed to Aristotle (see e.g. Pomeroy

1994: 7–8, Aristotle 1935). For an introduction to Greek economic thought, see

Trever 1916.

3. According to M. I. Finley (1973: 17), ‘‘the word ‘economics’, Greek in origin, is

compounded from oikos, a household, and the semantically complex root, nem-,

here in its sense of ‘regulate, administer, organize.’ ’’ There is no single word in En-

glish that can adequately capture oikos, according to Pomeroy (1994: 41), who also

notes that the oikos constituted the foundation of the Greek economy.

References

Aristotle. 1935. Metaphysics, Oeconomica, Magna Moralia. Harvard University Press.

Aristotle. 1948. The Politics of Aristotle. Clarendon.

Arrow, K. 1987. Rationality of self and others in an economic system. In Rational

Choice, ed. R. Hogarth and M. Richter. University of Chicago Press.

Bahnisch, M. 2000. Embodied work, divided labour: Subjectivity and the scientific

management of the body in Frederick W. Taylor’s 1907 ‘‘Lecture on Management.’’

Body & Society 6: 51–68.

Becker, G. 1976. The Economic Approach to Human Behavior. University of Chicago

Press.

84 Swedberg



Berlage, N. 1998. The establishment of an applied Social Science: Home economics,

science, and reform at Cornell University, 1870–1930. In Gender and American Social

Science, ed. H. Silverberg. Princeton University Press.

Bijker, W., and T. Pinch. 1998. The social construction of facts and artifacts. In The

Social Construction of Technological Systems, ed. W. Bijker et al. MIT Press.

Brunner, O. 1956. Das ganze Haus und die alteuropäische Ökonomik. In Brunner,
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3 Command Performance: Exploring What STS Thinks It

Takes to Build a Market

Philip Mirowski and Edward Nik-Khah

There are two positions we have to abandon. The first is the idea of critique of hard

economists, which is intended to show them that they are wrong. And the second

position is to describe markets just to say that they are more complicated than econ-

omists or political decision makers believe. . . . Let us stop criticizing the economists.

We recognize the right of economists to contribute to performing markets, but at the

same time we claim our own right to do the same but from a different perspective.

—Michel Callon, in Barry and Slater 2003 (p. 301)

Once upon a time, many people believed that ‘‘The Market’’ was some-

thing that has always existed in a quasi-Natural state, much like gravity or

language. It seemed to enjoy a material presence, sharing many of the char-

acteristics of the forces of nature, and as such was deemed a coherent uni-

fied phenomenon which warranted a science of its own; and that science

was first called ‘‘political economy’’ and then, after roughly 1870, ‘‘eco-

nomics.’’ The modern orthodoxy of that science, the neoclassical tradition,

has always taken the nature of this Market as the central province of eco-

nomics, has it not? Curiously enough, that notion would be premature, as

some high-profile modern economists have noted: ‘‘It is a peculiar fact that

the literature on economics . . . contains so little discussion of the central

institution that underlies neoclassical economics—the market.’’ (North

1977: 710) ‘‘Although economists claim to study the market, in modern

economic theory the market itself has even a more shadowy role than

the firm.’’ (Coase 1988: 7) Arrow and Hahn’s General Competitive Analysis

asserts in passing that it takes the ‘‘existence of markets . . . for granted’’

(1971: 348). In fact, a judicious and unbiased overview of the history of

the first century of neoclassical economics would confirm that its adherents

had been much more fascinated with the status and nature of agents than

with the structure and composition of markets. Most of the time, the con-

cept of the market was treated as a general synonym for the phenomenon



of exchange itself, and hence rendered effectively redundant (Rosenbaum

2000). Even in the few instances when influential thinkers in the tradition

felt they should discuss the actual sequence of bids and asks in their models

of trade—say, for instance, Leon Walras with his tâtonnement and his bons,

or Francis Ysidro Edgeworth with his recontracting process—what jumps

out at the economic historian is the extent to which the sequence of activ-

ities posited therein had little or no relationship to the operation of any

actual contemporary market.1 Mid-twentieth-century attempts to develop

accounts of price dynamics were, if anything, even further removed from

the increasingly sophisticated diversity of market formats and structures

and the actual sequence of what markets accomplish. While there would

be many ways to account for this incongruous turn of events, the condi-

tion we shall opt to stress here was the strong dependence of the neo-

classical tradition on physics to provide the respected paradigm of scientific

explanation. Not only had energy physics provided the original agent for-

malism of optimization over a utility field in commodity space (Mirowski

1989); it also supplied the background orientation to which law-governed

explanations were presumed to conform. The strong reductionism inherent

in modern physics suggested that all agents would of necessity exhibit

some fundamental shared characteristics (viz., ‘‘rationality’’) and therefore,

for modeling purposes, should be treated as all alike. Furthermore, any

differences in market structures where the agents congregated would be

treated as second-order complications (viz., perfect competition vs. monop-

oly) or else collapsible to commodity definitions (‘‘the’’ labor market; ‘‘the’’

fish market), and therefore ‘‘The Market’’ came to be modeled as a relatively

homogeneous and undifferentiated entity. Whether justified as mere prag-

matic modeling tactic (for reasons of mathematical tractability) or a deeper

symmetry bound up with the very notion of the possibility of existence

of ‘‘laws of economics,’’ market diversity was effectively suppressed, as one

can still observe from modern microeconomics textbooks.

However, since roughly 1980 things have been changing within eco-

nomics (Mirowski 2007) and also within economic sociology. Various

developments in neoclassical economics have fostered a more ‘‘constructi-

vist’’ approach to markets, in the sense that it has become possible for the

first time to acknowledge that market formats do indeed differ in significant

ways, and furthermore, that it might be possible for economists to inter-

vene in the setup and maintenance of these diverse structures. In part, this

was related to the displacement of physics by biology and computer science

as the premier exemplary sciences of our postmodern era.2 But it also has

quite a bit to do with the post-1980 progressive commercialization of the
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sciences in their academic and industrial contexts, as we shall explain

below. Where economists once placidly contemplated markets from with-

out, situated in a space detached from their subject matter, so to speak, in-

stead now they are much less disciplined about their doctrines concerning

the nature of economic agency, and much more inclined to be found down

in the trenches with other participants, engaged in making markets.

It should not be surprising that at least one subset of economic sociolo-

gists have noticed that economists have adopted a more hands-on ap-

proach, and sought to interpret this as leaving an opening for their own

theoretical predilections and potential interventions. The version of eco-

nomic sociology we shall examine here will be variously referred to as the

Paris School, ‘‘actor-network theory’’ (ANT), and ANT 6.5 (to be defined

later). It seems that these sociologists believe that their discovery of the

active intervention of economists into (some) markets, a phenomenon

which they wish to characterize as economists ‘‘performing’’ the economy,

is a major validation of the ontological theses for which they have become

famous.

We shall seek to argue that what initially has debuted as a local contro-

versy over what has come to be called the ‘‘performativity’’ of the economy

by economists, first broached by Michel Callon (1998), endorsed by Latour

in his most recent books (2004a: 272, note 11; 2005) and of late given qual-

ified endorsement by MacKenzie (MacKenzie and Millo 2003; MacKenzie

et al. 2007), in fact signals the outlines of one practical future envisioned

by these authors for the role of science studies in the ecology of the post-

Cold War regime of scientific research. In short, after a long period of

silence, this version of STS finds it now wants to say something about eco-

nomics. We believe that the implications of this nascent tendency have

not been sufficiently understood. The stumbling block derives from a sys-

temic intellectual problem STS has had with the social sciences almost

since its inception, exacerbated by modern structural changes occurring in

the social organization of scientific research in the direction conventionally

called ‘‘commercialization.’’ These two phenomena have become juxta-

posed in a rather curious way to produce Callon’s version of ‘‘performativ-

ity,’’ which turns out to be an overture to a prospective alliance to be struck

up with neoclassical economists, as directly illustrated by the quotation we

used as this chapter’s epigraph.

We fear that this proposed pact would be a prescription for disaster

for economic sociology. However, in this chapter we elect not to argue

against the pact on pragmatic grounds, especially since we have been told

we are rather unlikely defenders of the virtues of economic sociology3;
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rather, we propose to first explore what sorts of considerations might

have led such prominent spokesmen for the version of STS (sometimes)

known as ‘‘actor-network theory’’ to such a precipitous pass, and then to

subject what seems to be one of their exemplary empirical instances of

‘‘performativity’’—which just happens to be the American construction

of a certain specific type of auction to allocate communications spectrum

under the auspices of the Federal Communications Commission (Callon

2007; Muniesa and Callon 2007; MacKenzie 2002)—to a skeptical audit.

The net result of this exercise is to begin to reveal just how little solid in

the way of usable analysis for economic sociology can be expected to be

derived from the performativity thesis, and therefore what a slender thread

it is upon which to hang the argument for a rapprochement with neoclas-

sical economics.

On Feeling ‘‘Out of It’’ in ‘‘Social’’ Situations

Science studies as an academic formation has long harbored a number of

reasons to be uncomfortable with the social sciences, and around econom-

ics in particular.4 Right off the bat, there are its largely unacknowledged

roots in the Marxist ‘‘Social Relations of Science’’ movement of the 1930s

(McGuckin 1984). And then, there is the under-appreciated fact that the

British branch of the movement tended to be constituted in opposition to

most of what passed for the ‘‘sociology of knowledge’’ in the immediate

postwar period, be it Mannheim or Merton or Zilsel. But also significant is

the fact that many of its earliest protagonists were recruits from the natural

sciences, with little or no formal background in the social sciences. This

had the salutary effect of warding off the attacks of the most virulent of ini-

tial opponents to science studies, who were adamant that absent formal

training in the natural sciences, outsiders had no business saying anything

whatsoever about content, much less the operation, of the modern Natur-

wissenschaften. But it also had the unintended consequence that it left the

leaders of the nascent field of research with more than a little ambivalence

about the intellectual and professional commitments of the social science

disciplines, even those to which they sometimes became formally attached

within the hierarchical postwar university, since it was rare that STS

achieved the status of a free-standing academic department.

There has persisted a Groucho-Marxist quality that has pervaded the

postwar history of STS: it was never quite content to join any academic

club that would have it as a member. This neurosis goes some distance to

explain some of the more curious episodes in the history of STS, such as
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the intense but short-lived fascination with the problem of reflexivity

(Woolgar 1988; Ashmore 1989): Why should we believe in the ‘‘Social

Construction of X’’ when you won’t apply it to STS? Yet, more to the point,

we are convinced that the reception of Bruno Latour’s Science in Action

(1987) by science studies and the subsequent fame of the Paris School

have been very much predicated upon the hostility expressed within their

precincts to the very idea of a ‘‘social explanation’’ of science, and indeed,

to social theory tout court. Latour, in his own jocular style, now pleads

guilty to removing the word ‘social’ from the title of the second edition of

Laboratory Life, ‘‘like faces of Trotsky deleted from pictures of Red Square

parades’’ (in Ihde and Selinger 2003: 27); yet the insistence upon the essen-

tial illegitimacy of social science explanation has made its appearance in

various ANT manifestos for something approaching two decades now.

Some of his texts are more disparaging than others: our own personal fa-

vorite source is ‘‘A Prologue in the Form of a Dialogue between a Student

and His (Somewhat) Socratic Professor.’’5 A menu degustation: ‘‘I have no pa-

tience for context’’; ‘‘I have no patience for interpretative sociologies’’;

‘‘[W]e are in the business of descriptions. Everyone else is trading on cli-

chés’’; ‘‘Organization Studies, Science and Technology Studies, Business

Studies, Information studies, Sociology, Geography, Anthropology what-

ever the field, they cannot rely, by definition [of ANT], on any structuralist

explanation’’; ‘‘So an actor for you is some fully determined agent, plus a

place-holder for a function, plus a bit of perturbation, plus some conscious-

ness provided to them by enlightened social scientists? Horrible, simply

horrible. . . .’’ The following quotation reiterates a position that has now be-

come hardened into boilerplate:

The word ‘social’ . . . does not designate a ‘kind of stuff’ by comparison with other

types of materials. . . . Are the facts discovered by sociologists and economists so

much stronger than the ones constructed by chemists, physicists and geologists?

How unlikely. The explanandum does not match the explananda. More importantly,

how could the homogeneous stuff of almighty ‘society’ account for the bewilder-

ing variety of science and technology? Constructivism, at least in our little field of

science and technology, led to a completely different program than the one repeated

ad nauseam by critical sociology. Far from trying to explain the hard facts of science

with the soft facts of social science, the goal became to understand how science and

technology were providing some of the ingredients necessary to account for the very

making and the very stability of society. (in Ihde and Selinger 2003: 28–30)

It may prove helpful to understand the ambitions of the research program

formerly known as ‘‘actor-network theory’’6 in order to grasp the signifi-

cance of the recent initiative byMichel Callon concerning ‘‘performativity.’’
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Most would agree that ANT, since its inception in the Callon-Latour paper

of 1981, has sought to transcend what it has regarded as a raft of problem-

atic dichotomies: Nature/Society, agency/structure, normative/descriptive,

doing/knowing, and so forth. We tend to agree with Zammito (2004: 184)

that Latour aspires to a ‘‘first philosophy’’ which will resolve some basic

problems in science through the promotion of a novel metaphysics; ANT

was his attempt to insist ‘‘the social possesses the bizarre property of not

being made of agency and structure at all, but rather of being a circulating

entity’’ (Latour 1999: 17). It is of course incongruous in the extreme that

someone would even attempt such a quest from a position outside of phi-

losophy proper, but further comprehension of that is a ‘‘social’’ question

which we leave for another time and place.7 What is relevant to our current

argument is that ANT has been promoted as a Theory of Everything (in the

way that physicists commonly use the term) that would permit a view from

nowhere, validated, it would seem, entirely on ontological grounds. Some-

how explanation would proceed from neither Nature nor Society, and

would originate neither with agents nor with structure; instead it would

emanate from that vast blank no-man’s land situated between those por-

tentous dichotomies. ‘‘What makes ANT difficult to grasp is that it fills in

precisely the space that is emptied by critical sociologists with the damning

words of ‘objectification’ and ‘reification’.’’ (Latour 2005: 77) The ANT an-

alyst would therefore be doing social theory without being a social scien-

tist; she would discuss a generic ‘‘Science’’ without becoming committed

to a generic ‘‘scientific method’’; she would ‘‘follow scientists around’’

without ever becoming subject to the disciplinary codes (and pecuniary

accounts) regimenting the scientists. And most paradoxically, although

there appear to be no ‘‘protagonists’’ in ANT in the conventional sense

(here we nod towards the notorious attribution of symmetry between

agents and things, given its strongest statement by Callon), we find our-

selves enmeshed in a situation of unmitigated and incessant aggression

and war. ‘‘The similarity between the proof race and the arms race is not a

metaphor. It is literally the mutual problem of winning. . . . It is only now

that the reader can understand why I have been using so many expressions

that have military connotations. . . . I have used these terms because, by and

large, technoscience is part of a war machine and should be studied as

such.’’ (Latour 1987: 172)8

It would take us too far afield to document that there is very little new

under the sun, particularly when it comes to social sciences that seek to

deny their own status as social sciences in the post-World War II era.9 In

particular, we should like to suggest that many of the trademark philosoph-

94 Mirowski and Nik-Khah



ical moves of ANT were in fact pioneered in an entirely unexpected loca-

tion, part academic discipline and part professional intervention, forged in

the battles of World War II, which later became the source and inspiration

of many of the academic postwar social sciences, from decision theory to

artificial intelligence, from management science to computational theory,

from logical positivism to American neoclassical economics. That ur-

discipline was dubbed ‘‘Operations Research’’ or OR.10 One of us has writ-

ten extensively on the history of OR elsewhere, but all we wish to suggest

here is that many of the ambitions and attributes of ANT can be found in

relatively developed form in OR, which preceded ANT by four decades. This

turns out to be an important input for a better understanding the modern

appeal of doctrines of ‘‘performativity.’’

The hallmark of OR is that it rapidly became promoted as a Theory of Ev-

erything which evinced a distinct interest in blurring most conventional

ontological boundaries between the Natural and the Social, between

agency and structure. It accomplished this in the first instance by project-

ing physical models onto agglomerations of men and machines, or as pro-

ponents of ANT prefer to call them, technoscience, in order to develop a

science of war. It parlayed an expertise in the manipulation of material

things like radar sets and gunsights into a supposedly equivalent expertise

in the manipulation of men. Crucially, the first operations researchers bore

their own contempt for the social sciences, feeling that their training in a

natural science endowed them with a portable competence in the ‘‘scien-

tific method,’’ which would sanction their pronouncements on any and

all mobilizations of men and materiel to achieve specific ends. Further-

more, OR officers managed to ‘‘consult’’ on the conduct of war without

having to be responsible for the commands given or even having to be-

come subordinate to the military command structure themselves. They

were notoriously given special dispensations to ‘‘follow the colonels

around.’’ Some of the earliest use of formal network theory was conducted

under the rubric of OR; but more to the point, OR modeled all interactions

as trials of strength in the face of duplicitous, propagandistic, and un-

scrupulous opponents. OR served as the main incubator for game theory,

which has become the mathematical model of choice in many of the con-

temporary social and biological sciences—especially within American neo-

classical economics.

It does not take much imagination to detect the family resemblances

of OR and ANT. ‘‘Actor network theory, and for that matter almost every

other approach in ST&S, portrays science as rational in a means-ends

sense.’’ (Sismondo 2004: 70) In this, it merely conforms to the median
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format of discourse in much of postwar Western social theory. But one

of Latour’s interlocutors has insisted: ‘‘Your theory defines the types of

actants who define their own worlds in specific ways. You focus on antago-

nisms and goal-oriented rationality metaphorics.’’ (in Ihde and Selinger

2003: 23) Another has complained: ‘‘ANT has a tendency to reproduce, in

different words, the standard essentialist understanding of what science is.’’

(Erickson 2005: 85) This description fits OR at least as well as it captures

ANT. As John Law, one of the major ANT authors, has admitted, the expe-

rience of working on military aircraft research and development jolted him

into realizing that ‘‘the terms used by those working on, in and around the

project, were more or less the same that I was using to analyze it. . . . [It

tended] to make similar analytical and lived assumptions about the proper

and perhaps the necessary ways of practicing technology.’’ (2003: 6) It was

the operations researchers who pioneered the practice of agnosticism about

‘‘defining the actors of the world in advance,’’ as well as intervening to

bring about the realities their theories describe, not Monsieur Latour &

Cie. Indeed, as one modern game theorist has testified,

Cyborgs use an individualistic methodology, because we can thereby construct co-

herent models that are reasonably tractable. We don’t care at what level of organiza-

tion an individual is defined, provided that its actions are sufficiently consistent that

they can be described in terms of maximizing the expected value of a utility func-

tion. We know that individual human beings are sometimes irrational, and so don’t

always behave with the consistency that our theories require of a player. But experi-

ments in the field and in the laboratory confirm that human beings are sufficiently

consistent in some contexts that our theories work like clockwork. How else would

it be possible for us to use game theory to design the big telecom auctions that

recently amazed the world by generating billions of dollars in revenue apparently

from nowhere? (Binmore 2004: 481)

So perhaps ANT and its proponents Latour and Callon have not been so

wickedly radical or as ‘‘amodern’’ as they first appear to those innocent of

the proliferation of science/society hybrids incubated within the military in

our recent past. Moreover, this brief glimpse of history suggests that there

might be closer consanguinal relationships with certain social sciences—

and here, we deliberately point the finger at economics—than might have

been suspected, given the self-denying ordinance that ANT has promul-

gated with regard to the social sciences. Indeed, we think ANT has tended

to walk and talk more and more like the very model of a modern neoclassi-

cal economist for quite some time now. (We are nowhere near the first to

broach this suggestion: see McClellan 1996 and Hands 2001.) Latour has

96 Mirowski and Nik-Khah



more recently admitted that his replacement program for ANT, which has

been promoted under the banner of ‘‘political ecology,’’ might appear to

outsiders to resemble economics (although not in all respects).11 Latour

has also echoed Callon’s plea, quoted in our epigraph, to just stop sniping

at the economists:

There has surely been enough complaining about the economizers’ hardness of

heart. . . . Dangerous as infrastructure, economics becomes indispensable as docu-

mentation and calculation, as secretion of a paper trail, as modelization. (Latour

2004a: 152–153)

Thus the exhortation to ‘‘stop worrying and learn to love the Nash equilib-

rium’’ turns out to have been percolating deep within the ANThill for some

time now. The ‘‘performativity thesis’’ merely brings it more explicitly out

into the open. But, most convenient for our present argument, we note

that both the advocates of performativity in economic sociology and the

modern economists point to the very same set of events—the FCC spec-

trum auctions in the United States and their European imitators—as pro-

viding what they consider to be some of the best evidence supporting

their ontological claims. Game theory, writes MacKenzie, ‘‘was no longer

an external description of the auction, but had become—as Callon would

have predicted—a constitutive, performative part of the process’’ (2002:

22).

Could this shared fascination provide important clues to the real signifi-

cance of the doctrine of ‘‘performativity’’?

Callon on Performativity and Economics

Callon’s performativity thesis has been called ‘‘the most challenging recent

theoretical contribution to economic sociology’’ (MacKenzie and Millo

2003: 107), yet there persists a fair amount of dissention and confusion as

to its provenance and significance.12 In The Laws of the Markets, Callon

asserts that ‘‘the economy is embedded not in society but in economics’’

(1998: 30), rejecting the assertion that ‘‘the market is socially constructed.’’

Later in the same work, Callon proposes the following:

By ridding ourselves of the cumbersome distinction between economics (as a disci-

pline) and the economy (as a thing) and showing the role of the former in the

formatting of markets, we find ourselves free from a positivist, or worse still, a con-

structivist conception of law. Market laws are neither in the nature of humans and

societies . . . nor are they the constructions or artifacts invented by social sciences.

(ibid.: 46)
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From our previous section, we can appreciate that any doctrine which so

insistently eschews the very existence of a category called ‘society’ can

readily emit such denials. Our critique begins with what Callon and the

most current version of ANT understand as constituting ‘‘economics.’’ We

believe the reader of The Laws of the Markets cannot come away from the

experience without the conviction that the authors persistently confuse

and conflate ‘‘economics’’ with the activities of accounting and marketing.

Indeed, one of our complaints below will be that Callon does not attend

closely enough to what does and what does not count as legitimate ‘‘eco-

nomics’’ among the agents.

We would hope that the current version of ANT (henceforth, to avoid

repeating this phrase, and to focus on a precisely defined subset of eco-

nomic sociology, we replace it with ANT 6.513) would not want to be

caught trafficking in bootless tautologies, and therefore it becomes impera-

tive to try and understand just what is being asserted about ‘‘economics’’

by ANT 6.5. We think we can discern four related though distinct proposi-

tions in the writings of Callon:

(A) Markets are a set of diverse imperfectly linked calculative entities, some-

times conceived of using computer metaphors, and sometimes Darwinian

metaphors. Callon (1998: 32) insists upon ‘‘the prime importance of the

existence and hence the formatting of calculative agencies. . . . Several types

of organized market exist, depending in particular on the nature of the

calculations of the calculative agencies . . . the market is a process in which

the calculative agencies compete and/or co-operate with one another.’’ And

Callon et al. (2002: 194) write: ‘‘Markets evolve and, like species, become

differentiated and diversified. But this evolution is grounded in no pre-

established logic.’’

(B) Once proposition A is acknowledged, there is nothing standing in the

way of treating actual existing markets as technoscientific phenomena,

much as ANT has been treating speed bumps, scallops, and microbes for

years. ‘‘Instead of considering ‘laboratory’ markets, like those studied in ex-

perimental economics, as caricatures of real markets, we can explore how a

particular calculative element is simulated in a particular way, and how the

relationship between a market simulation in a laboratory and the actual

‘scale one’ market is constructed.’’ (Callon and Muniesa 2003: 197–198)

‘‘The natural and life sciences, along with the social sciences, contribute to-

ward enacting the realities that they describe. The concept of performativ-

ity affords a way out of the apparent paradox of this statement.’’ (Callon

2007)
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(C) Once proposition B is acknowledged, the ‘‘scientists’’ whom science

studies should be ‘‘following around’’ are the certified economists, who in

turn have been known to claim that they pursue their prognostications in a

space outside the ‘‘economy’’ but who in fact by their activities help to pro-

duce it. (Professionals who do openly profess to construct economic life,

including accountants, lawyers, marketers, government regulators, and cor-

porate managers, would appear not to be suitable targets for this activity:

they are treated as secondary.) This, it seems, is the effective content of the

‘‘performativity’’ thesis. ‘‘Homo economicus really does exist. . . . He is for-

matted, framed and equipped with the prostheses which help him in his

calculations and which are, for the most part, produced by economics.’’

(Callon 1998: 51) ‘‘Without economics the market would not exist. . . . Eco-

nomics in the wild is not pure economics; it is mixed with engineering, life

sciences and management science.’’ (Callon 2007)

(D) Once proposition C is acknowledged, it follows that ANT 6.5 can’t go

around challenging the legitimacy and efficacy of the economists, any

more than they should challenge the legitimacy and efficacy of the natural

scientists they formerly shadowed. This means that economic models are to

be approached as ‘‘true,’’ although with the caveat that it is the economists

and their allied actants who make it so. Conveniently, this implies that

adherents of ANT 6.5 can go wherever the economists go, forge many of

the same alliances, and be engaged by the same client groups that support

the economists. ‘‘Professional economists no longer have the direct or indi-

rect monopoly (assuming they did ever have it) on authorized and legiti-

mate discourse.’’ (Callon et al. 2002: 195) ‘‘Economists have succeeded in

creating alliances with technocrats. . . . We can imagine economic sociolo-

gists co-operating with actors who are interested in thinking about ways of

organizing markets in order to counter the role of the mainstream econo-

mists. What is very important is to abandon the critical position, and to

stop denouncing economists and capitalists and so on.’’ (Callon in Barry

and Slater 2003: 301) ‘‘I would be reluctant to use this programme to co-

operate with governments for the purposes of public administration.’’

(ibid.: 306)

Rather than discussing performativity in a vague way, we believe our

restatement sharpens the issue and renders the production of case studies

themselves more pointed and apt. In the rest of the chapter, we shall settle

on the case identified by Callon and MacKenzie as one illustration of the

program of performativity: the FCC spectrum auctions. Contrary to their

intuitions, we shall interpret the case as supporting proposition A but
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calling propositions B, C, and D into question. Foreshadowing our conclu-

sion, study of the events reveals that the evidence does not support the

widespread impression, apparently shared by the economics community

and the science studies community (Guala 2001; MacKenzie 2002; Parkin

1998), that economists’ game-theoretic accounts of auction theory dictated

the format of the auctions adopted and therefore rendered the economists’

theories ‘‘true’’ by construction. The confrontation of the material world

and the social theorists was a much more complicated phenomenon. The

auctions as they finally materialized were a curious amalgam of technical

achievement and crude politics, but that does not imply that a flat ontol-

ogy of ‘‘actants’’ and networks would help us understand how they came

about. Indeed, in our opinion, so far taking this approach has only served

to obscure the actual causes of events—indeed, in precisely the same man-

ner as the economists themselves have misrepresented the causes.

The FCC Auctions

In 1994 the Federal Communications Commission commenced the prac-

tice of auctioning communications spectrum licenses to the highest

bidder.14 The process of determining the best method of auctioning

rights to control certain frequencies of the electromagnetic spectrum was

marked by another innovation: the heavy involvement of academic game

theorists—practitioners of one of the most abstract mathematical fields of

economics, and a field often thought to exist at a remove from practical

problems. Once the first set of auctions was complete, and the dollar tally

came in, those economists gleefully took credit for what was initially per-

ceived as a highly successful performance.15 Within economics the epi-

sode has become the textbook example of the practical relevance of game

theory, and it was directly responsible for at least one Nobel Prize. One of

the most interesting uses of the FCC auction results has been to bolster

claims concerning successes ensured by the participation of economists in

producing the outcome.

In depicting the FCC auctions as the outcome of an instance of perform-

ativity, Callon and MacKenzie follow the work of Francesco Guala, who

developed an account of the FCC auctions as ‘‘a tour de force from [the]

preliminary identification of the target to the final product’’ (Guala 2001:

455). Congress established as a ‘‘target’’ an auction that would meet several

organizational, distributional, and macroeconomic goals. The ‘‘final prod-

uct’’ was, in Guala’s terminology, an ‘‘economic machine’’ representative

of ‘‘our best science and technology,’’ and it was ultimately judged by
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Guala to have been a ‘‘success’’ (ibid.: 473–474). This ‘‘economic machine’’

account works by focusing on a stylized notion of techniques used in prod-

uct research and development16 and derives its evidence almost exclusively

from a few published accounts of the major game-theory participants. From

this vantage point, an R&D process takes place not only in the ‘‘abstract

realm of theory’’ but also in the ‘‘university lab’’ (ibid.: 475), the different

locations corresponding to different stages in the systematic process of

developing a fully functioning ‘‘machine.’’ Similarly, the ANT 6.5 narrative

is concerned with the construction of ‘‘calculative collective devices,’’ and

with the methods economists use to construct a ‘‘relationship between a

market simulation in a laboratory and the actual ‘scale one’ market’’ (Cal-

lon and Muniesa 2003: 198). The R&D narrative regards itself as following

the economists around as they overcome difficulties and obstacles in the

development process, some involving the ‘‘multiple constraints imposed

by the FCC’’ and others arising from the ‘‘nature of the goods’’ (Callon

2007). We do not think it out of place to point out that neither Guala nor

Callon actually followed any economists around in this instance; what

they followed was a subset of the economists’ own self-serving accounts,

published after the fact or related in interviews.17

Whereas Callon (2007) emphasizes the inability of economic theorists to

provide a ‘‘turnkey solution,’’ ‘‘the increasing role of experimentation in

market engineering,’’ and the need for participants to ‘‘adopt a logic of

compromise,’’ the economists who participated in the FCC auctions were

quite prepared to admit that ‘‘the theory does not specify an unambiguous

best form for the spectrum auction’’ (McMillan 1994: 151), that experi-

mental economists participated in the construction of an operational

auction (Kwerel 2004; McMillan 1994), and that the final outcome rep-

resented successful collaboration by several participant groups (Kwerel

and Rosston 2000: 261). Furthermore, those economists—like Callon—

identified the characteristics of the spectrum commodity and the estab-

lishment by the government of ‘‘multiple aims’’ for the auctions as the

primary reasons for abandoning their use of formal methods (McMillan

1994; also see McMillan et al. 1997). Therefore, the most striking aspect of

the ANT 6.5 account is how little it adds to the firsthand accounts given by

participating economists. The precept of uncritically accepting the account

of the firsthand participants is actually granted the status of a virtue by

Latour (2005: 36).

This ANT 6.5 account tends to obscure the process of determination of

the goals, the methods by which the economists were recruited by inter-

ested parties, and the social maneuvers used to deal with the presence of
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incompatible aims. As Callon (2007) puts it: ‘‘It is not the environment

that decides and selects the statements that will survive; it is the statements

that determine the environments required for survival.’’ In good ANT fash-

ion, the economic setting deliquesces into a gauzy web of networks, hazy

and indistinct. ANT 6.5 accounts tend to foster the impression that they

situate conflict over goals, trials of strength over the creation of concepts,

and struggles over the recalcitrance of phenomena at the very center of

the analysis; as Latour has asserted, these accounts open up the ‘‘black

box’’ shut by the victors. We think that the track record of ANT 6.5

does not come anywhere near supporting this belief: if everything is an

‘‘actant,’’ it is hard to fill in the dance card with identifiable protagonists.

In this particular instance, an awareness of the different objectives pursued

by the distinct participants is indispensable to understanding the FCC auc-

tions. In our suggested counter-narrative, we identify four relatively dis-

tinct and salient participant groups: the government (represented by the

FCC), a handful of large ‘‘telecoms’’ (telecommunications firms), and two

groups of economists (game theorists and experimentalists), each pos-

sessed of a distinct set of objectives. A blend of theoretical, pecuniary, and

political motivations resulted in an auction that did not meet any of the

originally stipulated objectives yet eventually managed to create the im-

pression that it was, nevertheless, a ‘‘success.’’ While we might agree with

Latour that ‘‘power and domination have to be produced, made up, com-

posed’’ (2005: 64), we would add that his ontological strictures only serve

to obscure and suppress that process, in exactly the same way that the

economists themselves have done.

It is commonplace for accounts of the FCC auctions to begin with a dis-

cussion of the stipulation of several goals for the auctions by Congress. This

is a particularly important feature of the ANT 6.5 narrative, because it gives

the impression that the goals for the auctions were propounded indepen-

dent of the process, before it began. In fact, Congress charged the FCC

with the following (U.S. Congress 1993, Title VI):

[T]he development and rapid deployment of new technologies, products, and ser-

vices for the benefit of the public, including those residing in rural areas, without

administrative or judicial delays;

Promoting economic opportunity and competition and ensuring that new and inno-

vative technologies are readily accessible to the American people by avoiding exces-

sive concentration of licenses and by disseminating licenses among a wide variety of

applicants, including small businesses, rural telephone companies, and businesses

owned by members of minority groups and women;
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Recovery for the public of a portion of the value of the public spectrum made avail-

able for commercial use and avoidance of unjust enrichment through the methods

employed to award uses of that resource; and

Efficient and intensive use of the electromagnetic spectrum.

This list was the outcome of a prolonged debate over the aims of telecom-

munications policy and the role of the government in promoting access,

innovation, and competition. The FCC, however, would eventually take

the position that all these complicated considerations involving industrial

organization, macroeconomics, and distributional equity should ultimately

be reduced to the narrower ‘‘economic efficiency,’’ and that the most ap-

propriate goal to pursue should be to award licenses to the highest valued

users (FCC 1993: {34; 1994: {70). One participating economist noted that,

while there was some controversy over the drastic collapse of multiform

intentions to drab uniformity, the decision represented the adoption of an

economist’s criterion (Milgrom 2004: 4). Our first observation is that the

criterion adopted was certainly not universally respected by economists

across the board but was broadly consistent with the preferred understand-

ing of game theorists.

By replacing the goals of Congress with their preferred ‘‘efficiency’’ crite-

rion, the FCC’s staff economists were able to ground their policy analysis

in game theory. What was significant about this was not, as has been

commonly asserted, the substitution of political with ‘‘scientific’’ consider-

ations (McMillan 1994; Milgrom 2004), but rather the enrollment of a

specific group of academic game theorists into the FCC’s policymaking pro-

cess. Academic game theorists were first invited to participate after the FCC

released a Notice of Proposed Rulemaking (NPRM) for the licensing of Per-

sonal Communications Services. In every rulemaking process, the FCC is

required to ask for comments from ‘‘interested parties’’—broadcasters, tele-

phone companies, equipment manufacturers, industry groups, government

agencies, and to a far less extent consumer groups—that would be affected

by changes in administrative rules. This particular set of rule changes met

with heated debate, as Congress punted the most contentious political

issues to the FCC (Galambos and Abrahamson 2002: 163–164). In re-

sponse, FCC Chairman Reed Hundt hit upon the idea of calling for the

involvement of game theorists. The appearance in the NPRM of a call for

game-theoretic analysis of auction policy was unprecedented, and it gave

certain interested parties the idea of hiring academic game theorists to fur-

ther their objectives.

Those hoping to ground controversial public policy in uncontentious

science would soon be disappointed, as the enlistment of an increasing
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number of game theorists would result in a remarkably diverse array of

inconsistent recommendations, and ultimately a failure to produce any

clear-cut recommendation. One plan for the auction of licenses called for

a sequence of English auctions (Weber 1993a,b); a second called for a se-

quence of Japanese auctions (Nalebuff and Bulow 1993a,b); a third called

for simultaneous sales of all licenses (McAfee 1993a,b; Milgrom and Wilson

1993a,b).18 Some proposals insisted on admitting bids for bundles of geo-

graphically linked licenses (also known as ‘‘package bidding’’ or a ‘‘combi-

natorial auction’’); others favored restricting bids to individual licenses

only.

The sticking point was that game theory supplied no global discipline

with regard to the type of recommendations tendered: a game theorist

could legitimately support any of an array of auction forms by stressing

one set of information properties over others. Game theory is not and has

never been a unified theoretical tradition (Mirowski 2002). Game theorists

recruited by the FCC did display a penchant to conceptualize an auction as

a Bayesian learning game; this tended to focus attention on the release of

information during the auction that would better promote knowledge

of the licenses’ true value, hence promoting efficiency. Generally, the ver-

sion of game theory favored by the economics orthodoxy dealt with a

single good, and assumed knowledge of the ‘‘true value’’ of this good to be

distributed stochastically among participants; the state of play was concep-

tualized as information being released during the conduct of an auction,

which will promote the participants learning the true value of the good.

There was, however, no conventionally accepted standard for determining

the precise value of the information provided by a given auction, much less

the ‘‘true’’ value of any good, and this constituted a problem for attempts

to generalize existing results to an environment with multiple heteroge-

neous goods. Game theorists therefore supported their recommendations

not with their own conventionally accepted standards of mathematical

proof, but with loose analogy and piecemeal analysis, mooted in seemingly

clear but frequently contradictory catchphrases as ‘‘the more open, the

better,’’ ‘‘make sure participants get quality information,’’ and ‘‘avoid free

rider problems.’’

Some who participated in the runup to the spectrum auctions have

acknowledged that game theory was unable to provide a knock-down argu-

ment for the optimality of a specific form of auction (McAfee and Mc-

Millan 1996: 171; McMillan et al. 1997: 429). An ANT 6.5 account might

attribute the lack of a determinate recommendation to the essential inade-

quacy of ‘‘abstract theoretical reflection’’ for the development of a working
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product, but faulting arid abstraction does not begin to get to the heart of

the matter. The lack of a determinate recommendation was less a disagree-

ment over the significance of various learning effects than a disagreement

over the aims for the auction. Although there was ample room for disagree-

ment over the efficiency properties of the auction proposals, firms’ nar-

rowly constituted interests clearly played a major role in the policymaking

process:

. . . the business world was fully aware of [the strategic significance of] the rulemaking

process and had engaged many groups of consultants to position themselves. Busi-

nesses understood that the rules and form of the auction could influence who

acquired what and how much was paid. The rules of the auction could be used to

provide advantages to themselves or to their competitors. Thus, a mixture of self-

interest and fear motivated many different and competing architectures for the auc-

tions as different businesses promoted different rules. (Plott 1997: 606)

The most prominent ‘‘consultants’’ used by businesses to ‘‘position

themselves’’ were academic game theorists. Several firms responded to the

FCC’s NPRM by lobbying for preferred sets of auction rules, and some

(mostly Baby Bells19 and their progeny) enlisted academic economists to

draft supporting comments. The telecoms went on a hiring spree. Nynex

hired Robert Harris and Michael Katz of the University of California at

Berkeley; Telephone and Data Systems (TDS)20 hired Robert Weber of

Northwestern University; Bell Atlantic hired Barry Nalebuff of Yale and

Jeremy Bulow of Stanford; Airtouch21 hired R. Preston McAfee of the Uni-

versity of Texas; Pacific Bell hired Paul Milgrom and Robert Wilson of Stan-

ford.22 In accepting their role as consultants, they participated at the

pleasure of their clients:

[Pacific Bell Attorney James] Tuthill, who organized Pac[ific] Bell’s lobbying before

the FCC, knew it would be crucial to hire an expert who could figure out where,

amid the highly technical details of the auction proposal, PacBell’s interests lay. . . .

He wanted someone who could speak plain English and come across to the FCC as

more than just an opinion-for-hire. ‘‘If it’s just another party coming up and telling

our line, that isn’t going to be effective.’’ . . . During the summer before the FCC

released its auction plan, Tuthill’s staff drew up a list of games [sic] theorists. . . . By

the time the FCC’s plan was in the hands of Pac Bell’s competitors, the company

had signed a contract with Milgrom and Wilson. Although Wilson was a more senior

professor, Milgrom was assigned the lead role because he was willing to lobby.

(Thelen 1995)

The requirements that economists figure out where their clients’ ‘‘interests

lay’’ and be ‘‘willing to lobby’’ deepened the controversy over auction form
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while decoupling proposals from the pursuit of anything resembling the

public interest. The absence of a global theory of auctions and the internal

difficulties of the game theorists’ approach provided opportunities for dis-

agreement, but the high-stakes setting of the design process—along with

the establishment of consultant relationships with most of the theorists—

virtually ensured it.

The clearest example of businesses’ using economists to promote differ-

ent auction architectures is provided by the assortment of comments per-

taining to the use of a combinatorial auction. While all participants were

in agreement that a combinatorial auction would ease the aggregation of

licenses, detractors characterized this easing as ‘‘biased,’’ whereas support-

ers characterized it as ‘‘efficient.’’ One economist—a consultant for Pacific

Bell—was remarkably candid about the relationship between corporate

strategies and the proposals made:

In the US telecommunications spectrum auctions, sophisticated bidders anticipated

the effects of packaging on the auction and lobbied the spectrum regulator [the

FCC] for packages that served their individual interests. For example, the long dis-

tance company MCI lobbied for a nationwide license which, it claimed, would en-

able cell phone companies to offer seamless coverage across the entire country. MCI

knew that if such a nationwide license plan were adopted, it would exclude existing

mobile telephone service providers from bidding, because those providers were in-

eligible to acquire new licenses covering areas that they already served. In the same

proceeding, regional telephone companies such as Pacific Bell lobbied for licenses

covering regional areas that fit well with their own business plans but poorly with

the plans of MCI. (Ausubel and Milgrom 2005: 2)

Firms seeking nationwide coverage—including MCI,23 Bell Atlantic, and

Nynex (Andrews 1994; Galambos and Abrahamson 2002; Skrzycki 1993)—

supported nationwide package bidding. Firms pursuing regional strat-

egies—Pacific Bell and Airtouch (Galambos and Abrahamson 2002; Kwerel

and Rosston 2000; Thelen 1995)—supported licenses covering regional

areas, and opposed package bidding. In between these two groups stood

TDS, which favored package bidding, but only for regional groupings across

license bands and not for a nationwide license. TDS was pursuing a re-

gional strategy and had no intention to seek a nationwide collection of

licenses (Murray 2002: 270; Weber 1997: 534). TDS believed that a ‘‘hub

and spoke’’ strategy of securing licenses surrounding major metropolitan

areas would best serve its interests, and that sequencing the auctions from

highest to lowest population would best facilitate its strategy. The TDS/

Weber proposal sparked a debate among the economists over the appropri-

ate method of sequencing auctions:
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The primary advantages of this order of sequencing are that it facilitates regional

‘‘hubbing,’’ and that it brings substantial valuable information (concerning both

pricing and licensee identity) into the public domain quickly. The information will

help applicants bidding for [smaller] licenses . . . to refine their acquisition strategies,

and hence will enhance the efficiency of the final allocation of licenses. (Weber

1993b: 6)

. . . suppose that the Commission chose to auction spectrum for the New York City

area first due to its population size, with other areas following. As auctions progress,

participants will learn more about what is going on. Hence, participation in early

rounds may be riskier. But a firm like NYNEX might have no choice but to bid in its

home region. Therefore, if the Commission does adopt sequential auctions for differ-

ent geographic areas, it should proceed in random order across trading areas within

each block. (Harris and Katz 1993: 17)

The debate over sequencing auctions renders the considerations informing

the proposals obvious. Weber argued his sequencing proposal would facili-

tate the strategy of ‘‘hubbing,’’ which was unique to his client (TDS), while

Harris and Katz argued it would disadvantage their client (Nynex). Such

arguments abandoned any distinction between social welfare and the wel-

fare of their clients.

In an ironic twist, the task of determining the public version of what aca-

demic game theory ultimately dictated fell to the FCC. The multiplicity of

aims and proposals forced the FCC to display some creativity in conjuring

a ‘‘consensus’’ recommendation for the ‘‘simultaneous-multiple round-

independent’’ (SMRI) auction—the form of auction that most of the econ-

omists opposed.24 Experimental economists appeared to demonstrate that

the combinatorial auction was more effective. But the SMRI auction did

possess the virtue of being broadly consistent with the concerns of a dis-

tinct group of large telecoms that were united by their fear of being

leapfrogged by MCI, which would assume a commanding position if it

acquired a nationwide license.25

Working out the details of the never-before-implemented SMRI turned

out to require far more elaborate competencies and redoubled efforts be-

yond those deployed in the initial rounds of the public policymaking pro-

cess. Consequently, experimental economists were recruited to participate

in the design of the auction. Though the ANT 6.5 account fosters the im-

pression that it was the pesky abstractness of theory that prompted the

inclusion of experimental economists, it was actually the adoption of a

seemingly innocuous proposal of some game theorists to computerize the

auction that unwittingly endowed experimentalists with their most im-

portant role, and put the process on track to build some real machines.
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Attempts to produce a prototype auction failed.26 The FCC was thereby

induced to seek help from the only economists who had actually pro-

duced a computerized auction, and it devolved to the experimentalists

to accept major responsibility for coding the auction. It was therefore

computerization—and not the abstractness of the theory—that prompted

the inclusion of experimental economists. What had begun as a mere side-

show rapidly became the main arena of the contest. The decision to com-

puterize the auction would have several unintended consequences, one of

which was to effect a change in the criteria pursued. This point requires

careful development, because the adherents of ANT 6.5 have failed to take

note of it. Experimentalists did not view themselves primarily as soft-

ware engineers or troubleshooters or bricoleurs, but rather as a distinct

professional group in possession of their own ideas about how to design

markets.27 For our present (severely telegraphed) purposes, it is possible

to reduce the differences between game theorists and experimentalists to

three primary areas of disagreement.28

First, whereas game theorists tended to represent markets as Bayes-Nash

games, experimentalists represent them as combinatorial optimization pro-

cedures. Experimentalist market theory has roots in general-equilibrium

theory, and particularly in efforts searching for determinate price-

adjustment processes. They were therefore concerned with the existence of

a competitive equilibrium (Banks et al. 1989: 2–3). In the absence of a com-

petitive equilibrium, prices no longer suffice to coordinate agents to opti-

mal allocations (Ledyard et al. 1997: 656). The attainment of competitive

equilibrium is generally not a concern for game theorists.29 What absorbs

their attention, rather, is the putative mendacity of participants, who are

the ultimate sources of information about the economy. For game theo-

rists, all the action happens in the mind of the participant, modeled as

an inductive machine assumed to ‘‘learn’’ through Bayesian inference; for

experimentalists, most of the action happens in the price-adjustment pro-

cess, conceived as a price-discovery device.

Second, game theorists want to improve the ‘‘price system’’ by increasing

the amount of information it provides, whereas experimentalists seek

improvements in its capacity for information processing. Game theorists

focus on methods for discovering and publicizing the information that

they assume to be already dispersed in the minds of participants. While

experimentalists are undeniably interested in the same information, they

focus their efforts mostly on finding procedures—or ‘‘smart markets’’—

that will make the best use of this increased access to information. This

focus on construction of a tractable optimization program (problematic
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for integer programming problems because they are computationally bur-

densome) encourages experimentalists to treat the market rules as an algo-

rithm. There is no such equivalent imperative for game theorists, who

provide only the most stylized descriptions of markets; they conceive of

their machines abiding inside peoples’ heads. While these experimentalists

‘‘black box’’ cognitive processes to study features of the exchange process,

game theorists ‘‘black box’’ the exchange process to focus on treating the

mind as an inference engine.30 As a consequence, it has been the experi-

mentalists and not the game theorists who have tended to foster apprecia-

tion of the importance of the sheer diversity of market forms.31

Third, whereas game theorists generally judge the success of a market on

how it assists learning, experimentalists tend to judge it by the reliability of

the successful execution of trades. This is reflected in the different criteria

used by the two groups. (See figure 3.1.) Game theorists pursue the criterion

of ex post Pareto optimality (the bidder who would create the most value

from owning the license wins it); experimentalists pursue ex ante Pareto

optimality (the bidder who values the license highest at the outset acquires

it). These differences in criteria are responsible for different styles of arriving

at a ‘‘solution’’: The experimentalists’ prescription is frequently described

as the product of a balancing act between ‘‘full central processing’’ of infor-

mation, which relies on the processing algorithm to use the information,

and ‘‘decentralization,’’ which relies more on participants to use informa-

tion. Because game theorists are concerned only with the ‘‘processing’’

that takes place in the heads of the participants, they are concerned only

with producing a form that maximizes the amount of information given

to the participants.

The controversy that erupted over the combinatorial auction during the

intermediate phase provides a perspective from which to observe the rival

approaches at work. Both game theorists and experimentalists were con-

cerned with the presence of interdependent values of different geographic

Figure 3.1

Rival approaches to market design.
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spectrum allocations, but they understood the problem this valuation

structure posed in a radically different way. Experimentalists argued that

the only sort of market algorithm that could be counted on to produce a

dependably ‘‘optimal’’ allocation of licenses (by arriving at a competitive

equilibrium) required a method for collecting information on the value of

packages, or combinations of licenses, in addition to the value of individual

licenses. They recommended package bidding, and devoted much of their

efforts to finding a smart market that would best process the information.

By contrast, the game theorists who opposed the combinatorial auction

argued that merely asking for information on package values would reduce

the amount of information collected.32 While citing what they believed

were the informational advantages of their preferred auctions (in the sense

of reducing probabilistic uncertainty), the game theorists did not feel com-

pelled to discuss what would be done with this increased information, pre-

ferring instead to leave it up to participants to decide how to benefit from

this information.

The experimentalists failed to convince the FCC to resort to the com-

binatorial auction, but when charged with the computerization of the

auction they took over responsibility for determining the criteria the algo-

rithms would meet. Concerns with issues of learning were banished, and

the criterion of ex post Pareto optimality came to be trumped by ‘‘techni-

cal’’ issues of computation and practical imposition of coordination and

the criterion of ex ante Pareto optimality. But although the participation

of experimentalists would significantly diminish game theorists’ effective

participation in the process of ‘‘putting flesh on the markets,’’ the experi-

mentalists promoted the success claims of game theorists. In coding and

testing the market, experimentalists encountered and resolved nagging

inconsistencies and ambiguities of the SMRI. In their capacity as coders

and software testers, experimentalists would initiate a methodical search

for code inconsistencies by employing the ‘‘user bounty’’ method (Plott

1997: 631–632), which paid ‘‘sizable bounties of one hundred dollars or

more’’ to find errors and to crash the software (ibid.: 631). One can get a

sense of the results of using these methods from an unpublished report

generated for the FCC by the Caltech team of John Ledyard, Charles Plott,

and David Porter. When they tested the prototype auction, they encoun-

tered problems severe enough to ‘‘render the technology unusable unless

properly fixed,’’ making it ‘‘impossible . . . to certify that the auction pro-

grams and supporting software will function properly when in use’’ (Led-

yard et al. 1994: 1). Many of the patchwork policy fixes offered by game

theorists were so ill-conceived as to be useless from an operational stand-
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point. While the game theorists thought the SMRI to be a simple auction,

to the experimentalists the market required the design of ‘‘complex soft-

ware to track, among other things, bidding and bidder eligibility,’’ ulti-

mately rendering it ‘‘a very ‘complex’ simple auction’’ (Bykowsky et al.

2000: 226). At least one participant credited the experimentalists with

implementing the FCC auctions, observing that without their participation

‘‘the FCC’s first auction might not have succeeded in translating the FCC

auction rules into software code’’ (Kwerel 2004: xxi–xxii).

It is imperative for our narrative that the role of the experimentalists

would not be confined to mere software engineers. The inclusion of the

experimentalists in the design process confirmed the displacement of the

goals attributable to imperatives associated with game theory. Figure 3.2,

which is reproduced from the experimentalists’ report to the FCC, follows

the behavior of revenues (the sum of standing bids) as the auction passes

through several rounds, through two ‘‘phase changes’’ (in rounds 8 and

12), and finally to the auction’s termination in round 15 near a revenue

level marked ‘‘CE Revenue.’’ There are three remarkable features of this dia-

gram. The first is its focus on the revenue path. While it is difficult to know

what to make of a revenue path from the standpoint of game theory, the

trajectory assumes the very precise meaning of an empirical demonstra-

tion of the convergence of an optimization program within the idiom

Figure 3.2

FCC Auction Test, September 29, 1994.
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of computational mathematics. Second, its designation of the desirable

level of revenue as a ‘‘competitive equilibrium’’ (CE) provides an economic

interpretation of the convergence of the optimization program. Third, the

attention paid to the impact of bid withdrawals and stage changes demon-

strates the wish to evaluate the impact of introducing ‘‘plug compatible’’

options to an existing auction platform. The diagram represents, in sum,

the competence of the experimentalist program to produce fully functional

decision technologies, and displays the range of criteria experimentalists

use to evaluate them.

It is easy to become mesmerized by the trees and thus to lose the forest,

as often happens to adherents of ANT 6.5 (e.g., Callon 2007). Lest the les-

sons of this handoff of the auction design to the experimentalists be lost

amidst details pertaining to their unique expertise in software engineering,

along with their employment of new performance criteria, it is important

to make clear at this point that the shift in the criteria cited by the experi-

mentalists does not so much indicate a shift in the overall goals selected for

the spectrum auctions as it offers further evidence of the extent to which

the dictates of the game-theoretic program in market design ultimately

did not matter to the overall auction-design process. Corporate imperatives

demonstrably played the decisive role in determining the auction. As with the

game-theoretic program, the imperatives of the experimentalist program

would matter only to the extent that they could be made to seem compati-

ble with corporate strategies. Experimentalists would be allowed to address

communication within markets so long as such communication was con-

sistent with strategies common to the Baby Bells; they would not be

permitted to implement a smart market. They wanted to deploy their pre-

ferred ex ante efficiency welfare criterion to decisively determine the best

auction form, but found severely limited opportunities to do so: Plott

was permitted to present experimental evidence that was perceived to be

supportive of the Pacific Bell/Milgrom-Wilson proposal, while Porter and

Ledyard’s experimental evidence was ignored.33 It should be apparent that

none of the economists was in any position to make the world fit his pre-

ferred model.

A proposal sponsored by the National Telecommunications and Informa-

tion Administration (the federal agency responsible for managing govern-

ment spectrum usage) and authored by Mark Bykowsky and Robert Cull

with the help of the Caltech experimentalist John Ledyard provides a van-

tage point from which to view the possible alternatives for market design

that would have been attainable if other entities had funded the research.

Their smart market offered the possible benefits of increased auction reve-
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nues and improved allocative efficiency over the alternatives by increasing

bidding competition, and perhaps assigning a nationwide license along the

way. As a government agency, the NTIA had no strategic acquisition con-

cerns, and did not care whether the Baby Bells, MCI, or some other entity

emerged victorious. Rather, the NTIA was most concerned with gaining

credit for helping implement a successful auction, which it tended to un-

derstand in terms of maximizing auction revenues (Irving 1995: 44). The

smart market was therefore a good fit for the NTIA (proponents had repeat-

edly cited its revenue-maximizing potential), but not for the telecoms who

would bid in the auction.34

To review, the ANT 6.5 narrative informs us that the FCC set the goals for

the economists to attempt to achieve, subject to congressional constraints.

The economists proceeded to imagine a world, then set about to make their

words and equations flesh. ‘‘To make a formula or auction system work,

one has to have tools, equipment, metrological systems, procedures, and

so on. . . . A host of professions competencies and nonhumans are necessary

for academic economics to be successful. . . . They are engaged in the con-

struction of a world described and performed by statements and models

we readily agree belong to the world of economics, in the strict sense of

the word.’’ (Callon 2007) Well, no: we don’t all agree. Our narrative finds

fault with such an account for its portrayal of the economists, telecoms,

and government officials as a largely undifferentiated swarm of actants

united in pursuit of the pragmatic operability of a ‘‘machine.’’ Adherents

of ANT 6.5 missed most of what went on in the FCC auctions; they mis-

understood what got to count as ‘‘good’’ economics, as well as how soci-

eties do and do not work. The FCC thought the economists might help

them exert some control over the process of the allocation of spectra, but

they may have been a bit naive. Game theorists and experimentalists were

not necessarily ‘‘on the same page,’’ seeking to bridge the inevitable gap

between pure science and its applied contexts. Until very late in the game,

nobody was really sure about where the machine would even be situated

(between the ears? on the silicon chip? in the patented algorithm? at the

corporate merger specialist’s office?), much less about what it accom-

plished. Everyone was busily trying to recruit everyone else, although

some ‘‘actants’’—viz., the telecoms—were unequivocally ‘‘more equal’’

than everyone else. Once the diversity of aims and understandings has

been accounted for, we are left with a story in which some economists

managed to redefine the goals for the government to achieve, subject to

the telecoms’ veto, while letting a different set of economists bask in the

limelight and take the credit. Is this an instance of ‘‘performativity,’’ or is
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it yet another instance of bigger forces’ determining the economic out-

comes while masking their activities with a fog of learned disputation and

superfluous mathematics, a hoary old chestnut that Latour professes to de-

spise? More disturbingly, do advocates of ANT 6.5 feel more compelled to

find constituencies than to find causes?

Game theorists have been loudly trumpeting the success of the FCC auc-

tions for more than a decade, and this has led to the explosion of the sub-

field of ‘‘auction theory.’’ And advocates of ANT 6.5 have endorsed these

claims despite considerable contrary evidence built up in the interim. The

original congressional mandates have, of course, been conveniently for-

gotten.35 Many businesses buying licenses defaulted on their down pay-

ments (Murray 2002: 274–275), which led to considerable ‘‘administrative

delay’’ in re-awarding licenses.36 The lion’s share of licenses won by

‘‘small’’ and ‘‘entrepreneurial’’ businesses went to entities bankrolled by

large telecoms—a failure to get licenses into the hands of a ‘‘wide variety

of applicants.’’37 The auctions have not lived up to their promise to pro-

mote ‘‘rapid deployment [in] rural areas,’’ as both large telecoms and

smaller firms have tended to concentrate their effort on large metropolitan

areas (Copps 2004; Meister 1999: 76–77). Overall, the allocation of licenses

produced by the auctions proved unstable, as the industry has gone

through a spate of merger and acquisitions and telecom failures, ultimately

leading to a high degree of license concentration (Murray 2002: 289–291).

True, the auctions did capture a tidy sum for the government coffers, but

perhaps they did so at the expense of any solid foundations for the eco-

nomic health of the industry over the medium term. Yet despite the failure

to implement public policy, the FCC auctions were, as one participant

noted, ‘‘a huge success for the auction theorists involved’’ (Cramton 2002:

3). One of the most interesting upshots of the auctions was the develop-

ment of companies—with many of the key participant game theorists

taken on as partners—devoted to the construction of markets. As Alvin

Roth (2002) has noted, the FCC auctions opened up ‘‘a new way for game

theorists to earn their livings, as consulting engineers for the market

economy.’’

Perhaps by focusing so insistently on the narrative structure of the ANT

6.5 account, we have missed out on its advocates’ true aims. Callon points

out ‘‘the increasing role of R&D and experiments in the conception of mar-

kets or in the regulation of interventions on their modes of functioning,’’

and suggests it is part and parcel of economics becoming a ‘‘truly experi-

mental science’’ (Callon and Muniesa 2003: 33). But this message was sure-

ly not intended purely as a contribution to the methodology of the social
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sciences. Experimental economics has already found a secure niche within

the economics profession, not to mention the world of corporate research,

and certainly has no need of science studies to provide it with some con-

venient rationale. (No one harps on ‘‘good science’’ more than Vernon

Smith.) Rather, Callon is actually more interested in engaging in ‘‘R&D,’’

largely because he wants to argue that ‘‘the role of the sociology and an-

thropology of economies is precisely to design tools and to provide actors

with such tools’’ in order to ‘‘influence or structure institutions’’ (Callon

in Barry and Slater 2002: 300). What Callon seems to be doing is arguing

for creation of a space for his preferred disciplinary reference groups to par-

ticipate in ‘‘social engineering.’’ But why should we expect that science

studies scholars would prove any more nimble than the game theorists, or

any less naive than the FCC?

It should be clear from our account that much redirection of goals takes

place in the process of social engineering, but only by those who have

something to offer in the way of vision and resources to powerful interested

parties. Who will sponsor ANT 6.5’s performance? And what exactly do its

exponents bring to the table? Game theorists have had to engage in a great

deal of self-promotion to clinch the deal. Regarding his appearance on the

television show CNN Business Morning, Paul Milgrom reports:

On the eve of the FCC PCS spectrum auction #4, the author made a television ap-

pearance on behalf of Pacific Bell telephone, announcing a commitment to win the

Los Angeles telephone license, and successfully discouraging most potential compet-

itors from even trying to bid for that license. (Milgrom 2004: 23)

Because Milgrom argues that ‘‘marketing a sale is often the biggest factor

in its success,’’ and because he acknowledges that attempts to ‘‘discourage

others from bidding, hoping to get a better price’’ (ibid.: 23) undermines

efforts to market a sale, it is impossible to understand his television appear-

ance as anything but an acknowledgment of his willingness to place the

interests of his client first. The lesson has sunk in: game theorists have glee-

fully noted The Economist ’s conclusion that ‘‘for the firms that want to get

their hands on a sliver of the airwaves, their best bet is to go out first and

hire themselves a good game theorist’’ (1994: 70, quoted in McAfee and

McMillan 1996: 159).

Is it possible to salvage anything for understanding markets from the per-

formativity thesis, for example by augmenting the ANT 6.5 account with a

better description of the various ‘‘actants’’ involved? If the analysis of ANT

6.5 is deficient, is it possible to imagine a ‘‘good’’ use of performativity?

One candidate is provided by the legal scholar Lawrence Lessig, whose
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work on issues of regulating intellectual property, the Internet, and com-

munications has attracted some recent attention from STS (e.g., Pinch

2007: 274). Lessig’s (1999) call for an analytical treatment of how things

(for example, ‘‘architectures’’ constructed out of software code) regulate

behavior would seem to resonate with ‘‘materiality,’’ while his advocacy

(1998: 674–675) for reengineering markets to promote certain desirable

ends is similar to the position of ANT 6.5. More pertinent to the present

case, Lessig’s willingness (2001: 233) to credit ‘‘an idea about property

[with] doing all the work’’ in supporting the current regime of licensing

spectrum resembles the performativity thesis: here economics shapes the

world in a process that ‘‘enrolls’’ both living things (such as government

agencies, courts, and congress) and nonliving things. Though not uninter-

ested in technical features, this account avoids getting mired in the R&D

process, and instead stresses that the various methods of changing human

behavior all amount to ‘‘regulation’’ that, at this point in time, is being

used by ‘‘existing and powerful interests’’ for the purpose of engineering

the economy to suit their own business models (2001: 223). From this

vantage point, the decisions to continue licensing spectrum and to auction

the licenses cannot be appreciated without accounting for the strategies of

the telecoms and making a judgment about the significance of their imple-

mentation for society. We do not deny the great potential for generating

accounts like Lessig’s that use concepts related to materiality to discuss

regulation. But in light of the track record, we do not look to ANT 6.5 to

provide them. Having already found the black box of technology empty

(Winner 1993), adherents of ANT 6.5 have opened up the black box of

‘‘the market’’ and found it empty as well.

Bringing ‘‘Society’’ Back In

The time has come to try and make sense of all the talk about construction

and performativity, specifically with regard to the relationship of science

studies to economics. It should be obvious by now that we find ourselves

unable to agree with Latour that ‘‘political ecology [his neologism for ANT]

alone is finally bringing the intrinsically political quality of the natural or-

der into the foreground’’ (2004a: 27–28). That Natural Order is dragooned

to political purposes is old news, at least as old as Leviticus (Douglas 1984,

1986). The fact that order (natural or otherwise) is made, not found, is

equally unprepossessing. What bothers us is that advocates of ANT 6.5

seem uninterested in the details of how order is actually wrought.

116 Mirowski and Nik-Khah



Latour has written: ‘‘If the social remains stable and is used to explain a

state of affairs, it’s not ANT.’’ (2005: 10) We agree, but we draw a different

conclusion. Our account of the FCC auctions cannot be ‘‘incorporated’’ or

otherwise co-opted to the ANT project. It seems to us that for the bulk of

the history of the neoclassical orthodoxy in economics, the comparison of

the price system to a natural mechanism existed precisely in order to re-

press how nature was being used to stabilize one version of the social (Mi-

rowski 1989). In the neoclassical tradition, Markets were Natural, pitched

somewhere out beyond the bounds of the social. The sea change, if indeed

one can speak in such terms, has come about only recently, when neoclas-

sical economists have conceived of the ambition to fabricate markets and

not simply treat them as States of Nature. This has created all sorts of ten-

sions and barely acknowledged contradictions in their current projects

and self-image (Mirowski 2007). It appears that advocates of ANT 6.5, and

Callon in particular, view this as a golden opportunity to bring the econo-

mists around to their own research program by getting them to see the

attractions of a ‘‘constructivist’’ approach. ‘‘The natural and life sciences,

along with the social sciences, contribute toward the production of the

realities they describe. The concept of performativity affords a way out of

the apparent paradox of that statement.’’ (Callon 2007) The alliance is

made all the more plausible by the very real family resemblances between

ANT 6.5 and modern neoclassicism, which share a consanguinal ancestry

with Operations Research and which both nurture a jaundiced opinion of

Society, as was noted above. But Operations Researchers knew how to at-

tach their program to the strongest actor in the 1940s and the 1950s: the

military. By contrast, Callon proposes that once economists are brought to

a more refined level of appreciation for the nature of science, and once they

acknowledge that their theories are powerful because they make them so,

they will graciously make room for science studies and economic sociology

to have their say.

There are two or three things that are wrong with this glorious vision of

the radiant future. First, the neoclassical story is so utterly flawed that it

cannot be made to ‘‘work’’ for much longer than it takes to come up with

another (possibly contradictory) story to take its place. Over the course of

the twentieth century the neoclassical orthodoxy with regard to its core

price theory has ‘‘flipped’’ at least three times (Marshallian supply and

demand / Walrasian general equilibrium / Nash non-cooperative equilib-

rium), not to mention a host of further slapdash alternate variants (Mirow-

ski and Hands 2006). The spectacle has been far less dignified than the
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furious activity in Neurath’s Boat. Second, the neoclassical school has

nonetheless maintained its appearance of monolithic continuity and placid

confidence. This is not due to anything particularly conceptual that the

economists have said or done, but is rather directly attributable to durable

structures disparaged by Latour: the nation-state, the corporation, and the

military. As we have seen from our retelling of the saga of the FCC spec-

trum auctions, only when you leave out the government, the telecoms,

and that notorious quasi-material shape-shifter the computer can you

make it appear that the auctions were the result of the free play and cre-

ative tinkering on the part of the economists, even folding into the account

a little help from their friends. It is that despised entity Society and its dop-

pelganger Nature that lends rigidity and structure to what otherwise might

seem a fluid and circulating aether. This is not at all isomorphic to the per-

formativity thesis, at least as we have attempted here to render it precise.

But if Society may not so easily be banished, then perhaps it follows that

the adherents of ANT 6.5 are not quite so free themselves to forge alliances

and pursue their constructivist programs as they wish. For instance, the

very idea that neoclassical economists would consort openly with them,

much less deign to share their sources of support with them, appears to

us risible. American-trained economists are notoriously allergic to self-

reflection, and they stoop to learn anything about the other social sciences

only as a prelude to moving in as an occupying power. Scholars of science

studies are kidding themselves if they ever think that the present ortho-

doxy in economics would ever consent to treat them as equals, much less

permit adherents of ANT 6.5 to horn in on their livelihoods.

Therefore, returning to our quadrapart characterization of ANT 6.5, we

agree with proposition A that much of economic theory is predicated on

computer metaphors, and we tend to approach markets as calculative de-

vices (Mirowski 2007). However, recourse to scientific metaphors does not

dictate that (proposition B) economic theory can be approached in the

same way that other technoscientific phenomena have been framed within

science studies. Too much concentration on machinic metaphors and live-

ly things tends to distract critical attention from some of the most impor-

tant social processes going on underneath, as we have tried to argue above.

Furthermore, isolating the economists as the appropriate protagonists to

‘‘follow around’’ (proposition C) again tends to distract attention from

those who may be the major players involved in the construction and shor-

ing up of the ‘‘economy.’’ In the case of the FCC auctions, it led both Cal-

lon and Guala to ignore the pivotal role of the telecoms in orchestrating

the outcome, not to mention slighting the actual intellectual history of
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game theory and the sad saga of the co-optation of the FCC. Finally, it

seems that prescription D, namely that science studies make pact with the

neoclassical economists, is at least as potentially disastrous as the alliance

that the FCC thought it was forging with the game theorists. Helping pro-

mote the fiction of homo economicus might have all sorts of blowback for

science studies, which should be thought through much more carefully.
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Notes

1. A symptom of the general oblivion to market structures is the urban myth about

the early neoclassical theory of Walras being inspired by the Paris Bourse. A good his-

torian such as Walker (2001) makes short work of this fairy tale.

2. This is an important issue we must regrettably bypass in the present paper. See,

however, Mirowski 2002, 2004, 2007.

3. Although one of us has done something similar for the modern predicament of

the philosophy of science: see Mirowski 2004. To prosecute the argument on a purely

philosophical level, as has been the wont of Latour for more than a decade now,

would actually clash with one of our reasons for rejecting ANT in the first place, as

we argue below in the conclusion.

4. Here we wish to register our gratitude to Steve Fuller, who has been one of the few

science studies scholars to insist that this stands as one of the endemic problems

within STS. See Fuller 2000a; Fuller 2000b; Barron 2003.

5. The selections are taken from Latour 2002 and from a slightly altered published

version (2004b).

6. Latour notoriously repudiated the ANT designation, only to reverse himself once

again to embrace it (2005: 9). We suspect this tergiversation is itself a symptom of a

deeper indeterminacy of the attempt at a theory.

7. Latour, as usual, is candid on this issue: ‘‘. . . although I teach sociology, I have al-

ways considered myself as a philosopher at heart’’ (in Ihde and Selinger 2003: 15).

8. The current attempt to unilaterally ‘‘declare peace’’ by peremptorily swapping

‘‘democratic’’ for military metaphors (Latour 2004a) deserves its own consideration

but would take us too far afield.

9. For some examples, see Mirowski 2002 and Ross 2005.
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10. The argument linking the history of OR to the above social sciences can be

found in the following: Mirowski 1999, 2002, 2004; Collins 2002; Kirby 2003.

11. ‘‘To all appearances, however, [economics] deals with all the topics we have

evoked up to now under the name of political ecology. It bears on groupings of

humans and nonhumans . . . it too seeks to take into account the elements that it

has to internalize in its calculations; it too wants to establish a hierarchy of solutions,

in order to discover the optimum in the allocation of resources; it too speaks of au-

tonomy and freedom. . . . Apparently, then, the collective that we have deployed does

no more than rediscover the good sense of political economics.’’ (Latour 2004a: 132)

Latour then goes on to denounce aspects of what he understands as modern eco-

nomics because of its naturalism, which he believes he has escaped.

12. See, e.g., Slater 2002; Miller 2002; Fine 2003.

13. We take the name from Latour (2005: 207): ‘‘I often find that my reader would

complain a lot less about my writings if they could download ANT version 6.5 in-

stead of sticking with the beta.’’

14. Prior to the auctions, the FCC relied on comparative hearings and lotteries to as-

sign spectrum licenses.

15. Many aspects of this sequence of events will be related in only the most cursory

manner in this chapter. However, they are covered in the detail one has come to ex-

pect from science studies in Nik-Khah 2005.

16. For instance, Guala conflates the way a general equilibrium economist uses the

terminology of ‘mechanisms’ with the way it is used by philosophers of science

such as Nancy Cartwright and John Dupré. The terminological conflation is not

harmless, we might suggest. For a better history of postwar mechanism design in eco-

nomics, see Lee 2004 and Nik-Khah 2005.

17. Guala appears to have different aims than the ANT 6.5. Guala believes that

‘‘interpretations of a scientific theory (in the natural and the social sciences) should

take applied science as their point of departure’’ (2001: 453), and there uses that

method to provide a philosophically motivated intervention to the debate over

rational choice theory. His argument is that rational choice theory can be made to

work with an understanding of its ‘‘real capacities.’’

18. An English auction is one in which prices increase, the bidder placing the high-

est bid winning the item. A Japanese auction is similar to an English auction, but all

participants are considered active bidders until they drop out. Studies of the formal

properties of ascending auctions often substitute the Japanese auction for the English

auction.

19. The Baby Bells were (monopolistic) regional wireline telephone service providers

created from the 1982 breakup of AT&T. As a condition of the breakup, the Baby
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Bells had also received licenses to operate the previous generation of mobile tele-

phones in their own geographical area, and therefore held a commanding position

in wireless telephony as well. The Bells tended to view the acquisition of additional

licenses as a way of increasing the wireless side of their businesses while at the same

time keeping out potential entrants.

20. TDS is a member of the American Personal Telecommunications family of cellu-

lar providers that today goes by US Cellular.

21. At the time of the proposal, Airtouch was a wholly owned subsidiary of Pacific

Bell with plans to spin off prior to the auctions.

22. Charles Plott was hired by Pacific Bell to run a few experiments to corroborate

some theoretical conjectures of Milgrom and Wilson. Plott’s experiments, first

reported in the conference proceedings contained within NTIA 1994, were later pub-

lished as Plott 1997.

23. MCI was not a Baby Bell but rather a long-distance service provider, and was

therefore a newcomer to mobile telephony. MCI was almost universally regarded as

the most formidable of the potential entrants.

24. For a detailed discussion of the FCC’s decision-making process, see Nik-Khah

2005.

25. MCI’s decision not to participate in the auction was the direct result of the suc-

cessful persuasion by game theorists of the FCC to reject nationwide combinatorial

bidding (Thelen 1995).

26. The extent of this failure is on vivid display in the experimentalists’ report to the

FCC of their tests of the auction software (Ledyard et al. 1994).

27. There is a relationship between this observation and Galison’s (1997) point that

experimentalists as a group have conceptual traditions themselves not determined by

the beliefs of theorists. The route of the experimentalists to market design through

Walrasian mechanism design (and not game theory) is discussed in Lee 2004.

28. On the full contrast, see Nik-Khah 2005.

29. There has been considerable misunderstanding of this point. For example, Guala

tends to conflate Nash game theory with Walrasian general equilibrium theory:

‘‘Complementarities are one of economists’ nightmares, because models of competi-

tive markets with goods of this kind in general do not have a unique equilibrium and

are unstable. No theorem in auction theory tells you what kind of institution will

achieve an efficient outcome.’’ (2001: 458) The ramifications of complementarity for

uniqueness and stability have no place in auction theory, only in general equilib-

rium theory. However, one should admit that textbooks often elide this distinction

to foster the impression of the unity of microeconomics.
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30. Game theorists displayed no appreciation of the computational features of the

market. On how experimentalists tend to neutralize the vagaries of the minds of

their subjects, see Mirowski and Lee 2003.

31. This case is made with greater specificity in Mirowski 2007. This also is signifi-

cant for the claims broached at the beginning of the paper, since it was not the

game theorists who have promoted many of the constructivist themes found in con-

temporary economics.

32. The argument propounded by game theorists is in the form of an analogy with

the well known ‘‘free rider’’ problem. There was considerable dispute among econo-

mists whether this was a general problem of combinatorial auctions (McMillan 1994:

156), or the artifact of a particular representation (Chakravorti et al. 1995: 364). The

reader should bear in mind, however, that some game theorists supported package

bidding.

33. Charles Plott’s experiments actually compared a Japanese auction with a simulta-

neous auction prototype. Plott’s results were deemed by Pacific Bell to be supportive

of its preferred auction form, and were then presented to the FCC (Milgrom 1995).

34. Experimentalists were cognizant of the conflict of interests, and offered a not-so-

veiled accusation that corporate imperatives quashed ‘‘package bidding’’ (Ledyard

et al. 1997: 656–660). We have arrived at this interpretation of events as a result of

a conversation between John Ledyard and one of the authors at Notre Dame.

35. This case is made in much greater detail in Nik-Khah 2005.

36. The original plan called for allocating licenses in three auctions, to be conducted

over a two-year period. The FCC was eventually forced to conduct eleven auctions

over a ten-year period. The process of re-auctioning finally concluded in February

2005.

37. The success of the large telecoms in co-opting small and entrepreneurial tele-

coms is on vivid display in the sudden emergence of nationwide entrepreneurial

telecoms based in, of all places, Alaska. Cook Inlet, Salmon PCS, and Alaska Native

Wireless emerged as major bidders in the FCC auctions (Cramton et al. 2002; Laba-

ton and Romero 2001; Lee and Martin 2001). The popularity of Alaska as a wireless

entrepreneurial hotbed becomes less mysterious once one realizes that firms desig-

nated ‘‘Native Alaskan corporations’’ are not liable for any penalties that arise from

selling licenses obtained with the FCC’s bidding credits for designated entities (FCC

2000: {13). These Alaskan telecoms all ‘‘partnered’’ with large telecoms: Cook Inlet

with VoiceStream, Salmon PCS with Cingular, and Alaska Native Wireless with

AT&T Wireless. In a breathtakingly audacious statement, an executive at Cingular

acknowledged ‘‘We are going to be doing all our bidding through our designated en-

tity, Salmon PCS. That will allow us to bid on all eligible licenses, including a num-

ber of those set aside just for small businesses’’ (Anonymous 2000). Commenting on

the success of large companies in displacing and co-opting small and entrepreneurial
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firms, one anonymous FCC official candidly observed, ‘‘this certainly does make us

look like a bunch of idiots’’ (Labaton and Romero 2001).
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4 The Finitist Accountant

David Hatherly, David Leung, and Donald MacKenzie

Sociology, suggests Peter Miller (2001), has forgotten accounting. It played

a significant role in the classic analyses of the development of capitalism by

Weber and Sombart (see Carruthers and Espeland 1991), but in modern so-

ciology departments accounting is a research topic that is encountered only

rarely. A sizeable body of accounting scholarship—represented above all in

articles such as Burchell et al. 1980—has sought to build a bridge to sociol-

ogy, but this enthusiasm has not been reciprocated widely.1 Thus, Vollmer

(2003: 353) notes, there is ‘‘not a single entry on accounting’’ in the index

of the first edition of The Handbook of Economic Sociology (Smelser and Swed-

berg 1994). Collaboration between accountants and sociologists in sociol-

ogy departments remains unusual: the joint work best known to a wider

sociological audience is probably Miller’s with Nikolas Rose (e.g., Rose and

Miller 1992).

Among the theoretical resources from sociology drawn on by scholars

in accounting is the work of Foucault, and the resource is certainly appro-

priate: accounting is indeed a ‘‘technology of government,’’ a way of con-

structing the ‘‘accountable’’ and ‘‘calculable’’ person (Miller and O’Leary

1994: 99). In this chapter, however, we argue for the relevance of another

resource: finitist sociology of knowledge. (‘‘Finitism’’ is explained below.)

We do so by examining a topic central to accounting, both as practice and

as scholarship, that is of great interest from the viewpoint of economic so-

ciology: financial reporting, in particular the ‘‘ethnoaccountancy’’ of profit

(MacKenzie 1996, 2003a)—in other words, the processes of the construc-

tion of corporate earnings figures.

Among the antecedents to our argument in the literature of accounting

are the delightful parable by Hines (1988) and the Baudrillard-inspired

analysis by Macintosh, Shearer, Thornton, and Welker (2000).2 Valuable

though these studies are, they have not been followed on any large scale

by ethnographic research on how financial reporting is conducted in



practice. (There has been important work on, for example, the setting of ac-

counting standards, but much less on how those standards bear upon prac-

tice, as the 2006 review by Cooper and Robson reveals.) The work of more

‘‘positivist,’’ quantitative accounting researchers is also useful; we will draw

on it below, but we will also argue that it can usefully be supplemented by

investigations focused on issues suggested by finitism.

Scandals such as the bankruptcies of Enron and WorldCom help to show

why financial reporting is of interest. The scandals can, however, be inter-

preted simply as examples of how companies lie (Elliott and Schroth 2002),

an interpretation that leaves the normal, non-scandalous practice of finan-

cial reporting unexamined. Is there a clear-cut truth that corporations

could tell if they chose, or if legal penalties were severe enough and en-

forcement strict enough? We argue that there is not. Although ‘‘profit’’

and ‘‘loss’’ are the central categories of a capitalist economy, they are not

self-evident facts. ‘‘Profits’’ are, quite literally, constructed by accoun-

tants and by others, and discretion in the way they are constructed is

ineliminable.

Financial reporting is at the heart of economic governance in what Gid-

dens (1990) called ‘‘high modernity.’’ Resources flow toward ‘‘profitable’’

activities and away from ‘‘loss-making’’ ones, with profound consequences

for the behavior and the lives of those involved. An appealing analysis of

the societies of high modernity, expressed most sharply by Porter (1995)

but echoed also in the works of Giddens and others, is that in such societies

quantification has replaced absent relations of interpersonal trust. Unable

to trust people, we place our trust in numbers. A finitist perspective, how-

ever, suggests that beneath the phenomena rightly pointed to by this anal-

ysis is a profound difficulty. Quantification displaces, rather than solves,

modernity’s problem of distrust.

Finitism

Finitism is an account of meaning, which it views above all through the

prism of classification. Finitism has philosophical roots—in particular

in the work of Wittgenstein (see below) and of Hesse (especially Hesse

1974)—but the version of finitism drawn on here has been developed

most fully by the sociologists of science Barry Barnes (1982) and David

Bloor (1997).

At the root of finitism is an analysis of how people classify activities,

items, and states of all kinds: objects, living beings, processes, circum-

stances, situations, and so on. Finitists argue that the terms used in such
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classifications do not have inherent meanings: there is no fixed division of

the infinite universe of activities, items, and states of affairs into instances

of X and instances of not-X. ‘‘Meaning is use,’’ as the Wittgensteinian slo-

gan reminds us,3 and any term has been used only a finite number of times

in the past (by an individual, or even by an entire culture). The finite set of

past usages does not determine future usages: ‘‘We decide how to develop

the analogy between the finite number of our existing examples of things

and the indefinite number of things we shall encounter in the future.’’

(Barnes, Bloor, and Henry 1996: 54)

Finitism goes beyond the assertion that meanings are conventions, be-

cause that assertion (a truism of social science) can be interpreted as

compatible with the view that once conventions are ‘‘chosen’’ they ‘‘deter-

mine our subsequent taxonomic activity’’ (ibid.: 55). If this view were cor-

rect, financial reporting would be an unproblematic matter, but the view is

not correct and accounting is not simple. In contrast to the view that con-

ventions determine classifications, finitists argue that ‘‘the future applica-

tions of terms are open-ended.’’ There is ‘‘no specification or template or

algorithm fully formed in the present, capable of fixing the future correct

use of [a] term, of distinguishing in advance all the things to which it will

eventually be correctly applicable’’ (ibid.: 55).

All acts of classification are thus in principle defeasible. ‘‘[A] classification

is applied to the next case by analogy with existing ones’’ (ibid.: 56), but

analogies can always be contested, and we can always decide that past clas-

sifications have been wrong. Classificatory acts are interconnected. ‘‘In a

collective, terms are applied by different individuals at different times in

different contexts: the exemplary instances of proper applications of a

term are collectively established.’’ Acts of applying a term affect applica-

tions of other terms: ‘‘No system of classification is so many separate, inde-

pendent pieces’’ (ibid.: 57–59).

Consider, for example, the term ‘murder’. No matter how much effort we

might devote to seeking to define ‘murder’, such effort would not on its

own unequivocally ‘‘cut’’ the universe of all past and future killing into dis-

joint sets of ‘‘murders’’ and ‘‘non-murders.’’ The finite number of killings

that have so far been classified as ‘‘murders’’ (or as ‘‘non-murders’’) do not

suffice to determine future acts of classification. Classifications of a killing

as murder are defeasible and revisable, and such classifications intertwine

with the applications of other terms: ‘dead’ (consider the breathing but

‘‘brain-dead’’), ‘person’ (consider debates over abortion), ‘responsible’ (the

‘‘insanity’’ defense, for example), ‘self-defense’, ‘mercy killing’, ‘man-

slaughter’, and so on.
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‘Murder’ is an instance in which the finitist case is intuitively plausible,

but finitists argue that finitism holds for all terms: from everyday observa-

tional terms such as ‘red’ to mathematical terms such as ‘polyhedron’,

‘edge’, ‘vertex’, and ‘face’. (For a classic, implicitly finitist analysis of math-

ematics, see Lakatos 1976.) Finitism applies not only to classification in the

sense of the sorting of particulars into discrete categories—important

though that always is—but also to measurement. As Lakatos shows, what

can be at issue is not just whether a given three-dimensional structure is

‘‘really’’ a polyhedron, but also how many edges, vertices, and faces it has.

The quantitative as well as the qualitative aspects of science and technol-

ogy can be analyzed finitistically (MacKenzie 1981, 1990).

Barnes’s and Bloor’s finitism was an outgrowth of earlier work on the so-

ciology of scientific knowledge such as Bloor’s (1973, 1976) ‘‘strong pro-

gram.’’ Three issues about the sociology of scientific knowledge therefore

must be addressed.

The first is a misconception that can easily be amplified by the finitist

emphasis on classification: that ‘‘strong program’’ sociology of knowledge

involves a view of knowing as a process separate from action, in other

words a view that ignores ‘‘practice’’ (Pickering 1992, 1995). The accusation

strikes us as false, but here is not the place to debate it at a general level. Let

us emphasize simply that when we discuss the classification of economic

transactions we do not have in mind transactions first taking place and

then, later and separately, being classified. That can happen, but in large

corporations accounting classification is normally part of economic action,

not separate from it.

A second issue is whether finitist sociology of knowledge focuses too

exclusively on human beings, giving insufficient weight to the interweav-

ing of the human and the non-human. (See, for example, Bloor 1999 and

Latour 1999.) Certainly, to ignore that interweaving in the case of account-

ing would be absurd. The inscriptions of accounting need to be durable and

often portable too, which requires recording in materials more lasting and

more easily transported than human bodies and brains: clay tablets, papyri,

ledgers, and their modern electronic equivalents. Like all economic action,

accounting is distributed cognition in the sense of Hutchins (1995a,b).

Unaided human beings could not possibly do the accounts of a complex

modern corporation, and the process would be hopelessly inefficient if con-

ducted only with the pens and ledgers of the nineteenth century. However,

that corporate accounting is now a highly automated, computerized pro-

cess does not eliminate the need for classification. Accounting software

can process transactions only if they are coded to indicate what kind of
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transaction they are. As a factual matter, coding is still a human province

(though the use of artificial neural networks or similar systems is conceiv-

able). Furthermore, no corporation simply presents its investors with a pile

of print-outs from its accounting software: additional, highly consequen-

tial, human-initiated processing takes place.

The third issue concerning the sociology of knowledge is by far the most

widespread misconception about it. Pervasive in the ‘‘science wars’’ initi-

ated by critiques such as Gross and Levitt 1994, it is that strong-program

and finitist sociology of knowledge views knowledge as a ‘‘mere’’ social

construction unaffected by ‘‘reality.’’ In fact, causal input from the material

world has always played a part in strong-program sociology of knowledge

(Bloor 1976: 31 and passim). Knowledge is shaped by the material world

and by the biological characteristics of human beings, as well as by psycho-

logical and sociological processes: it is in this sense a co-construction, not

reducible to social processes alone. As we shall see, finitism is wholly con-

sistent with the view that there is an ‘‘economic reality’’ to corporations

that is affected by accounting classifications but not constituted in its en-

tirety by those classifications.

The most relevant connection between finitism and the philosophy of

Wittgenstein is the latter’s famous discussion of following a rule. If we

think of a rule as a set of words—consider for example, the sixth com-

mandment, ‘‘Thou shalt not kill’’—then following a rule seems to involve

an act of interpretation of what the words refer to or ‘‘mean.’’ Does ‘kill’ in-

clude the killing of enemy soldiers, of non-combatants, of human fetuses,

of terminally ill people who have expressed a wish to be helped to die,

of animals (for purposes of experimentation), of animals (for food), and

so on? Of course, one can write rules for interpretation, but if finitism

is correct these rules themselves must be interpreted, and we are at the

start of a potentially endless regress. If rules are simply verbal formulas,

then, because the flexibility of interpretation can never be eliminated en-

tirely, ‘‘no course of action could be determined by a rule, because every

course of action can be made out to accord with the rule’’ (Wittgenstein

1967: 81e).

We all know, however, that invoking interpretative flexibility might

not allow us in practice to ‘‘get away with murder.’’ A crucial point of

theoretical contestation arises here, separating the finitism of Barnes and

Bloor from ethnomethodology, which is also an inheritor of Wittgenstein’s

finitism but which interprets its bearing on sociological inquiry quite differ-

ently. Space constraints prohibit anything approaching a full account,4 but

at issue is what to make of the way in which, as a finitist in the tradition of
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Barnes and Bloor would put it, the logical open-endedness of the applica-

tion of terms to particulars and the logical under-determination of behavior

by rules are foreclosed in practice.

Wittgenstein writes: ‘‘To obey a rule, to make a report, to give an order,

to play a game of chess, are customs (uses, institutions) . . . there is a way of

grasping a rule which is not an interpretation, but which is exhibited in what

we call ‘obeying the rule’ and ‘going against it’ in actual cases. . . . When I

obey a rule, I do not choose. I obey the rule blindly.’’ (1967: 81e, 85e) The

central difference between Barnes’s and Bloor’s finitism and ethnomethod-

ology is Barnes’s and Bloor’s preparedness to invoke psychological and so-

ciological processes to explain the foreclosure in practice of interpretive

flexibility. Ethnomethodology, in contrast, does not see it as a foreclosure,

and does not invoke social processes in an explanatory way (Lynch 1992;

Sharrock 2004).5 In this respect, the analysis below follows not ethnome-

thodology but Bloor:

According to meaning finitism, we create meaning as we move from case to case. We

could take our concepts or rules anywhere, in any direction. . . . We are not prevented

by ‘‘logic’’ or by ‘‘meanings’’ from doing this. . . . The real sources of constraint [are]

our instincts, our biological nature, our sense experience, our interactions with other

people, our immediate purposes, our training, our anticipation of and response to

sanctions, and so on through the gamut of causes starting with the psychological

and ending with the sociological. (Bloor 1997: 19–20)

Financial Reporting in Finitist Perspective

Such issues may seem far removed from the apparently mundane practice

of accounting, but that is not so, as can be seen by considering financial

reporting. Publicly held companies are obliged periodically to prepare fi-

nancial statements and to have at least some of those statements certified

by auditors: in the United States, for example, public companies have to re-

port quarterly and must have their annual reports audited. Such financial

statements now typically include (a) an ‘‘income statement’’ (in the United

Kingdom, a ‘‘profit and loss account’’), which records, for the time period

in question, the corporation’s revenues and the expenses incurred in gener-

ating those revenues; (b) a ‘‘statement of financial position’’ (in the United

Kingdom, a ‘‘balance sheet’’), which records the corporation’s assets and

liabilities at the end of the time period in question; and (c) a ‘‘cash flow

statement,’’ which records cash paid and received by the corporation over

the time period in question. From the viewpoint of many analysts and

investors, the key is the first of these, the income statement, because it
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defines ‘‘profit’’ or ‘‘earnings’’ (in other words the difference between reve-

nues and expenses). The income statement has, however, to be reconciled

with the balance sheet and cash flow statement, so these are important too.

Furthermore, companies also have to report earnings to tax authorities, and

in some jurisdictions (such as the United States and the United Kingdom)

earnings as reported for tax purposes can, perfectly legally, differ consider-

ably from earnings as reported to investors.

Producing income statements and other corporate accounts involves,

above all, the classification of transactions, and this is the viewpoint from

which the relevance of finitism is most clearly seen. Suppose a corporation

buys something (an object, a building, a service, an employee’s time, and

so on). The resultant payment needs to be classified. Is it an expense (which

must enter into the corporation’s income statement and thus directly

reduces its earnings or profits), or is it the purchase of an asset (to be

recorded on its balance sheet and to affect income statements only in the

form of changes in value or of depreciation: see below)? Buying a building,

for example, might seem clearly the purchase of an asset, but what about

renovating the building? What about painting it? What about the interest

paid on money borrowed to buy it? Paying staff salaries may seem clearly to

be an expense, but what if the staff involved are researchers? Is expenditure

on research and development an expense or purchase of an asset, albeit

perhaps an intangible one? To take a classificatory issue of another kind,

suppose a corporation grants its managers options entitling them to pur-

chase its stock at a set price in a given future time period. It is giving them

a right that may be valuable, yet it has spent nothing. There has been fierce

controversy in the United States over whether the value of the options

should be calculated (for example using an option-pricing model) and

classed as an expense, thus reducing corporate earnings.

To identify ‘‘assets’’ and ‘‘liabilities’’ involves classifying entities accord-

ing to whether they are inside or outside an organization’s boundaries. If

a corporation’s subsidiaries and ‘‘related entities’’ can be seen as separate

from it, their liabilities are not its own (as Enron’s accountants were aware).

More generally, as Hines (1988: 258) points out, ‘‘financial accounting con-

troversies are controversies about how to define the organization. For ex-

ample what should ‘assets’ and ‘liabilities’ include/exclude; at what point

does an asset/liability become so intangible/uncertain/unenforceable/

unidentifiable/non-severable, etc. that it ceases to be considered to be a

‘part’ of an organization? The answers to questions such as these, define

the ‘size,’ ‘health,’ ‘structure’ and ‘performance,’ in other words the reality

of an organization.’’
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Current financial reporting is ‘‘accruals-based,’’ which means that there

is no necessary correspondence between a corporation’s cash flow in a

given time period and its revenues and expenses in that period. As one

textbook puts it, a ‘‘naive, non-accountant’’ would imagine that Profit ¼
Receipts of cash� Payments of cash (Perks 2004: 173–174). Instead, in cur-

rent financial reporting, Profit ¼ Revenues earned� Costs incurred in earn-

ing those revenues. But when is revenue earned? As Hines points out (1988:

253),

Sometimes we recognize revenue when the goods are completed; sometimes when

they are partly completed; sometimes when the customer is invoiced; or even when

he telephones and places an order; or sometimes when he is billed; or when he pays.

And even these are not clear-cut. When is a building ‘‘finished,’’ for example? What

percentage of a building . . . is ‘‘completed’’? When does a customer ‘‘pay’’: when his

cheque is received; when it is honoured?

There may be a risk that goods will be returned after the corresponding

revenue has been ‘‘recognized,’’ or that payment for them may not be

received; in complex transactions (for example, involving financial deriva-

tives6) the stream of payments may be contingent on the movement of as-

set prices or interest rates. So questions arise as to the provisions to be made

for bad debts and other contingencies, and perhaps also how large a reve-

nue to ‘‘book’’ (to enter into the income statement) in respect to a sale.

The need in modern financial reporting to match costs to the corre-

sponding revenues makes the classification of costs by time period also an

important matter. Suppose a corporation sells an item from its inventory of

similar items. What is the corresponding cost? Is it the cost of the most

recently produced such item (‘‘last in, first out’’) or of the oldest such item

(‘‘first in, first out’’), or a weighted average of costs? If prices are changing,

the difference between the answers may be consequential. Advertising,

to take another example, is often a major expenditure. Modern financial

reporting requires the judgment whether advertising is generating sales in

the current period (in which case it should be recorded as an expense in

that period), or whether it will lead to sales in future time periods (in which

case its recognition as an expense should be deferred to those time periods).

A further crucial issue is the valuation of a company’s assets: should they

be included at cost or at current ‘‘fair value’’?7 This can affect not only a

company’s balance sheet but also its income statement (and thus its earn-

ings or profits). If ‘‘fair value’’ is chosen, the question obviously arises as to

how value is to be determined. If, alternatively, assets are to be included at

their cost (the traditional treatment), then that cost needs to be allocated
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across time periods in the form of a depreciation charge: it would not be

regarded as reasonable to allocate the entire cost of an asset to the first

year of its lifetime if it will remain useful for many years. How should de-

preciation be calculated if, for example, an airline buys a new aircraft? Will

the aircraft have a useful life of 20, 30, or 40 years? Should it be regarded as

depreciating by the same amount in each year, or by larger amounts in its

early years?8

Accounting for Economic Reality

Many further contingencies affecting accounting classifications could be

listed, but let us move on to what might structure such classifications. The

purpose of financial reporting, it would widely be agreed, is to represent

the economic situation of a corporation, for example so that its existing

investors, its creditors, and other stakeholders can assess matters such as

whether their money is being well used or whether they will be paid, and

potential investors can decide whether or not to entrust the corporation

with their capital. In other words, just as the physicist reports on physical

reality, so the accountant reports on economic reality.

As emphasized above, the variety of finitism we advocate accepts both

that ‘‘material reality’’ exists and that it affects our beliefs about it. Can

the same be said of ‘‘economic reality’’? Certainly, we must bear in mind

the strong feedback from ‘‘report’’ to ‘‘reality.’’ Financial reporting directly

affects the economic health of corporations (a corporation that appears

sound and profitable is attractive to investors and to lenders, but a bank

that appears unsound is vulnerable to a bank run),9 while astrophysicists’

models of the nuclear reactions in stars do not seem to affect those reac-

tions. Indeed, the basic category of all financial reporting—money—is the

prototypical example of a ‘‘social-kind’’ term (Barnes 1983). A metal disk, a

piece of paper, or an electronic record counts as money because we treat it

as money and believe that it will continue to be treated as money.

Nevertheless, for all that economic reality is constitutively social, it is still

reality—for example, a powerful constraint—from the viewpoint of the

individual person or individual corporation. All readers will be aware that

there are some purchases they cannot make, and some patterns of expendi-

ture they could not sustain without increasing their income; and some-

thing similar holds for corporations. A corporation can become unable

to meet its financial obligations just as an individual can, and financial

reporting—however optimistic—may not prevent this happening. (Ac-

counting scandals often take the form of the sudden bankruptcy of an
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apparently profitable corporation. The possibility of ‘‘apparent’’ profitabil-

ity indicates the flexibility of financial reporting, but the possibility of

bankruptcy suggests that economic reality is not shaped by accountants’

reports alone.) It is not our task to attempt to define what ‘‘economic real-

ity’’ means for a corporation—to do that is to do accounting, not to ana-

lyze it sociologically—but we entirely accept that there is a reality to the

financial situation of corporations that is constituted only partially by

accountants’ reports on it.

That physicists report on a reality that is constituted only partially by

their activities does not render a sociology of physics impossible (Collins

2004). One way of developing the sociology of scientific or technological

knowledge is to identify local cultures and local traditions of the practice

of science and technology (Barnes, Bloor, and Henry 1996: 26–31). Partici-

pants in each local culture may well believe—sometimes fervently—that it

captures ‘‘reality’’ (or, in technology, the best way of doing something), but

the sociologist often finds that local cultures differ in their practices, some-

times radically.

Accounting, too, has its local cultures and local traditions: the shared

goal of capturing economic reality is insufficient on its own to determine

the practice of accounting. The most obvious such traditions are national.

Formal rules and standards are increasingly being harmonized across coun-

tries, but the process is still incomplete, and practice can still vary consider-

ably even when rules are similar or identical. Thus the rules governing the

depreciation of fixed assets were similar in the United Kingdom and France,

but the typical implementation of the rules was quite different (Walton,

Haller, and Raffournier 2003: 23). The adoption in 2005 by the European

Union, and increasingly by other countries as well, of common rules and

principles—the ‘‘International Financial Reporting Standards’’ laid down

by the International Accounting Standards Board (2004)—has not elimi-

nated variation. One survey found that ‘‘a company’s country of domicile,

and its previous national accounting standards appear to have the greatest

influence on the choices it makes’’ (KPMG 2006: foreword).

As a result of national differences, when the assets and profits of a corpo-

ration are calculated according to the practices of more than one country,

the resultant figures can differ considerably. In 1993, for example, Daimler-

Benz AG was listed on the New York Stock Exchange, and until 1996 (when

it began to use exclusively US rules) it prepared two sets of accounts, US

and German. The value of its shareholders’ equity (the difference between

the valuations of Daimler-Benz’s assets and its liabilities) was 40–45 percent

higher in its US accounts. Its earnings also differed, and the most dramatic
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difference (in 1993, Daimler-Benz’s German accounts showed profits of 615

million DM, while its US accounts recorded a loss equivalent to 1,839 mil-

lion DM) seems to have been caused mainly by revaluations designed to re-

duce discrepancies in asset values (Bay and Bruns 2003: 397–399).

Sometimes national differences in accounting practices arise for relatively

clear reasons. In Germany, Austria, and Italy, for example, the earnings

figures that determine corporate taxes must closely follow earnings as

reported to investors. In the United Kingdom and the United States, in con-

trast, tax accounting and financial reporting are, as noted above, largely

divorced. This is one reason for financial reporting typically having been

more conservative in jurisdictions such as Germany and Austria than in

the United States and the United Kingdom: an optimistic presentation

would attract higher taxes. Assets may, for example, be assumed to depreci-

ate more rapidly, and provisions for bad debts and other contingencies may

be larger (Walton, Haller, and Raffournier 2003).

Members of different local cultures of financial reporting may indeed be-

lieve strongly that their practices best capture reality. For example, a Conti-

nental European corporation’s accountants may have felt they were taking

proper account of a rapidly changing and uncertain world, when to their

British and American counterparts they seemed to be salting away large

undeclared profits. That such convictions can be passionate means that

the recent harmonization of international accounting standards across the

European Union and the ongoing harmonization between Europe and the

United States have been fraught. Such harmonization is intended to make

it easier for global investors to compare corporations that report in different

jurisdictions, but the person most central to these efforts forecast ‘‘blood all

over the streets’’ as they came to fruition (Sir David Tweedie, quoted by

Tricks and Hargreaves 2004).

Particularly controversial was International Accounting Standard 39 (IAS

39), which governs the valuation of financial instruments such as deriva-

tives.10 The most salient issue was the bearing of the standard on situations

in which derivatives are used to hedge a risk, for example when a bank

offers its customers fixed-rate mortgages or guaranteed interest rates on

their deposits, and uses derivatives to offset its consequent exposure to

changes in interest rates. Banks typically take the view that in such situa-

tions the economically realistic accounting treatment is ‘‘hedge account-

ing,’’ in which fluctuations in the market value of hedging instruments

are not recognized in their balance sheets and income statements, on the

grounds that those gains and losses are offset by fluctuations in the value

of the items being hedged.11 Opponents of IAS 39 argue that its rules
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governing the permissibility of hedge accounting are too restrictive, for ex-

ample in failing adequately to take into account the way in which banks

hedge risks such as interest-rate exposure in aggregate, not item by item.

The danger, they argue, is that what in economic reality are risk-reducing

hedging transactions will be made to appear risky by injecting spurious, ar-

tificial volatility into their earnings. In 2004, concerted lobbying by banks

led the European Commission to endorse the standard only in part, a deci-

sion condemned sharply by the UK Accounting Standards Board, which

was reported as suggesting that UK companies ‘‘should ignore it’’ (Tricks

and Buck 2004).

It might be imagined that disputes over whether accounting rules reflect

‘‘economic reality’’ could be settled by turning to the acknowledged

experts on the latter, economists. In fact, the small minority of economists

who have taken research in accounting seriously have rarely been able deci-

sively to settle the issues at stake. Perhaps the single most important ques-

tion in financial reporting is the definition and measurement of ‘‘income’’

(or ‘‘earnings’’ or ‘‘profits’’). The great British economist John Hicks pro-

vided what has become perhaps the canonical definition of ‘‘income,’’12

but he admitted it was not precise. Making it precise—in particular, sepa-

rating income unequivocally from capital—might be ‘‘chasing a will-o’-the

wisp,’’ said Hicks. Economists, he wrote, ‘‘shall be well advised to eschew

income.’’ The concept was a ‘‘bad tool . . . which break[s] in our hands’’

(Hicks 1946: 176–177). Accountants, however, were in no position to

duck one of their central classificatory responsibilities. As Dennis Robertson

put it, ‘‘the jails and workhouses of the world are filled with those who

gave up as a bad job the admittedly difficult task of distinguishing between

capital and income’’ (quoted in Kay 2004).

Rule-Governed Accounting?

If ‘‘economic reality,’’ important though it is, does not suffice to determine

how accountants should classify it, perhaps convention does? In other

words, perhaps the rules of accounting can be made tight enough to elimi-

nate local variation and discretion. It might not be possible to prove that

those rules capture economic reality optimally, but consistency might be

achieved. For example, investors would know that all corporations in a

given country—and perhaps eventually all corporations in the world—

were doing their accounting in an identical, comparable way.

The extent of formal, written rules of accounting varies with time and

place, and there has sometimes been strong opposition among accountants
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to such rules. In Britain (and perhaps especially in Scotland, the original

home of an organized profession of accounting) there has often been a

conviction that the requirement to capture economic reality—to give ‘‘a

true and fair view’’ of the financial situation of companies, as the United

Kingdom’s Companies Acts require13—necessitates ‘‘a custom-built docu-

ment’’ requiring ‘‘the exercise of an informed judgment’’ with which

others, even accountants’ own organizations, should not ‘‘interfere’’ (Slim-

mings 1981: 14). Such a perspective emphasizes professional status: one

of the hallmarks of a ‘‘professional’’—as distinct, say, from a ‘‘clerk’’—has

been taken to be the exercise of ‘‘judgment’’ (Porter 1995: 91).

Nevertheless, until very recently the direction of change, driven above all

by accounting scandals, has been toward rules. After the Great Crash of

1929, the economic reality of many US corporations was seen to have

been at variance with their financial reporting. In part to ward off govern-

ment intervention (possibly even compulsory government auditing of cor-

porate accounts), the American Institute of Accountants made at least a

symbolic sacrifice of some of the accountant’s individual discretion, and

began to promulgate formal accounting standards (Zeff 1984). The effort

did indeed help to keep accountants in charge of formulating standards—

in 1938, the Securities and Exchange Commission delegated its standard-

setting powers to the Institute’s Committee on Accounting Procedure—

but it marked the beginning of a proliferation of formal standards. The

episode serves as one of Porter’s prime examples of the rise of the ‘‘ideal of

mechanical objectivity, knowledge based completely on explicit rules’’

(Porter 1995: 7), and rightly so. The six brief ‘‘rules or principles’’ formu-

lated by the American Institute of Accountants in 1934 have by 2007 be-

come the Financial Accounting Standards Board’s 159 standards, some of

which exceed 100 pages.14

To what extent, though, do these extensive, detailed formal rules govern

the practice of financial reporting in the United States? It would be pleas-

ing at this point to be able to cite an extensive corpus of ethnographic

literature on the processes of financial reporting—in the United States or

elsewhere—but no such corpus exists. An extensive literature search by the

second author revealed only a very limited number of such studies.15 Fortu-

nately, however, there is a considerable body of quantitative research that

enables the question to be addressed indirectly. This research concerns

the practice of ‘‘earnings management,’’ influentially defined by Schipper

(1989: 92) as ‘‘purposeful intervention in the external financial reporting

process, with the intent of obtaining some private gain (as opposed to,

say, merely facilitating the neutral operation of the process).’’ Schipper’s
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definition does not say so explicitly, but earnings management is normally

taken to be permissible, legal forms of this intervention. ‘‘Fabricating in-

voices to create fictitious sales revenue’’ (ibid.: 93) is seen as fraud, not as

earnings management.

The relevance of earnings management is thus that it is behavior ‘‘within

the rules’’: its prevalence is an indicator of the extent to which discretion

can still be exercised even when, as in the United States, the financial

reporting process is governed by extensive, formal rules. What ‘‘private

gain’’ might induce managements to engage in earnings management?

Probably most important is what appears to be a widespread belief among

corporate managers that stock analysts and investors prefer corporations

whose earnings rise predictably to corporations whose earnings fluctuate

substantially (even if around the same underlying trend). If the rewards

enjoyed by corporate senior managers reflect stock prices, as in recent de-

cades they increasingly have, there is an incentive for ‘‘income smooth-

ing,’’ in other words for exploiting permissible discretion to reduce the

volatility of earnings. Clearly, too, there is usually, though not always (see

below re ‘‘Big baths’’) an incentive to avoid reporting losses, and it is often

very important to meet or to surpass stock analysts’ predictions of corpo-

rate earnings.

It is not productive to try to detect income smoothing or other forms of

earnings management by comparing reported earnings with ‘‘true,’’ un-

smoothed income or unmanaged earnings: even if the necessary detailed

data were available, which they are not, the measurement of ‘‘true’’ income

by an accounting researcher would be no less contestable than manage-

ment’s original figures. Instead, research on earnings management employs

a variety of less direct methodologies. None are beyond criticism, but their

results suggest that, despite attempts to make US financial reporting rule-

bound, significant discretion remains.

One approach is to identify situations in which there is a clear but tem-

porary incentive to manage earnings; to scrutinize corporate accounts for

patterns consistent with earnings management; and to examine whether

those patterns correlate with situations in which the incentive is present.

A pioneering study of this kind was Jennifer Jones’s (1991) examination of

the financial reporting of firms in industries that were petitioning the US

International Trade Commission to recommend tariffs and import restric-

tions. Such petitions stood a chance of being granted only if there was evi-

dence that domestic industry was being ‘‘hurt’’ by overseas competition.

Jones focused on accruals: balance-sheet changes for which there is no im-

mediate cash-flow counterpart such as depreciation, changes in the valua-
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tion of property, plant, and inventory, and estimates of accounts payable

and receivable. She estimated the discretionary component of such accruals

by subtracting from total accruals a regression-based estimate of ‘‘normal,’’

‘‘non-discretionary’’ accruals. Aggregating results for five industries (auto-

mobiles, carbon steel, stainless and alloy tool steel, copper, footwear), she

showed statistically significant negative discretionary accruals in the years

of International Trade Commission investigations.

Initial public offerings (IPOs) of stock are another case in which there are

temporarily strong incentives to ‘‘window-dress’’ accounts (in this case to

portray financial strength). A comparison of the ‘‘unexpected’’ accruals of

companies engaged in IPOs with a matched control group of similar com-

panies found that 62 percent of the IPO firms had higher accruals than

the corresponding control (Teoh, Wong, and Rao 1998: 187, table 3). Since

chance processes would suggest 50 percent, ‘‘this implies that roughly 12

percent of the issuing firms manage earnings’’ (Healy and Wahlen 1999:

373).

A different approach to the detection of earnings management is to ex-

amine the statistical distribution of earnings, looking for discontinuities

or ‘‘kinks’’ at earnings levels that correspond to particularly strong incen-

tives to earnings management: zero earnings (and thus the divide between

making a profit and registering a loss), earnings in the previous year or cor-

responding previous quarter, and corporations’ or analysts’ earnings pre-

dictions. Such kinks turn out to be substantial (figure 4.1). For instance,

analysis of US corporate earnings for 1976–1994 suggests that ‘‘30% to

44% of the firms with slightly negative pre-managed earnings exercise dis-

cretion to report positive earnings’’ (Burgstahler and Dichev 1997: 124).

The detection of earnings management abounds with conceptual and

methodological difficulties (McNichols 2000). Analyses based on ‘‘discre-

tionary’’ or ‘‘unexpected’’ accruals are extremely sensitive to the model

of ‘‘normal,’’ non-discretionary accruals that is employed (if, for example,

earnings management is widespread, ‘‘normal’’ levels of accruals may al-

ready reflect such management) and they cannot detect techniques of earn-

ings management that do not involve accruals. Nor are distributional

analyses unequivocal. A distributional ‘‘kink’’ is not in itself evidence of

earnings management. It may be, for example, that anticipated small losses

are turned into small profits not by changes in accounting classifications

but by ‘‘real’’ interventions (sales drives, cuts in expenditure on mainte-

nance or on research and development, and so on). Burgstahler and Dichev

(1997) attempt to overcome the problem by investigating cash flow from

operations and levels of accruals around reference points such as zero
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earnings, but this kind of analysis may not be entirely robust (Dechow,

Richardson, and Tuna 2003). There are even potential issues of reflexivity.

Some sophisticated investors are already employing academic earnings-

management detection models (Henry 2004), and it would be surprising if

regulators were not doing so too, so there is now an incentive to manage

earnings in ways that the models cannot detect.

Nevertheless, the overall thrust of the literature on earnings management

is consistent with pervasive anecdotal evidence (most authoritative is Levitt

1998) of widespread earnings management by US corporations, at least in

the 1980s and the 1990s. (Empirical study of periods prior to the 1980s is

too sparse to allow any definitive conclusions. Because there is a lag in the

availability of the necessary data—especially the ‘‘Compustat’’ corporate fi-

nancial reporting databases—and in analysis, one also cannot be sure of

the situation in very recent years. Henry (2004) suggests that earnings man-

agement is still widespread, but his conclusion has yet to be tested by

extensive published quantitative work.) The scandals of the early 2000s

Figure 4.1

Frequency distribution of reports of net annual income by U.S. corporations, 1976–

1994. Reprinted from David Burgstahler and Ilia Dichev, ‘‘Earnings management to

avoid earnings decreases and losses,’’ Journal of Accounting and Economics 24: 99–

126, copyright 1997, with permission from Elsevier. Burgstahler and Dichev draw

their data from Computstat, and the population of corporations excludes the finan-

cial sector and regulated industries. Income is scaled by division by the corporation’s

market value at the start of the year; interval width is 0.005. The dashed line is the

zero-earnings point.
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appear not to be isolated instances of rule-breaking, but (extreme) manifes-

tations of the widespread exercise of deliberate discretion. As a finitist anal-

ysis would predict, the construction of the world’s most rule-intensive

system of financial reporting did not eliminate discretion from corporate

accounting.

Conclusion

Corporate financial reporting is a major gap in sociological understandings

of contemporary economic processes. It is a crucial aspect of those pro-

cesses, but is almost terra incognita from the viewpoint of research by sociol-

ogists in sociology departments. Even the sociologically oriented literature

in accounting, which is rich on topics such as professionalization, manage-

ment accounting, and the regulation of accounting, is sparser in regard to

the practices underpinning financial reporting: ‘‘One of the disappointing

characteristics of field studies in organizations is how few have examined

how accounting and audit decisions are made.’’ (Cooper and Robson

2006: 435)

How might the gap be filled? As Cooper and Robson imply, the most at-

tractive form of research is (for reasons we outline below) ethnographies of

corporate financial reporting. By this we mean observational studies of the

material processes (human and technological) of classification and mea-

surement by which economic transactions are constructed and processed

into audited corporate accounts, and of the ways these procedures and

their outcomes are shaped by the contingencies that finitism points to:

‘‘our interactions with other people, our immediate purposes, our training,

our anticipation of and response to sanctions,’’ and so on (Bloor, as quoted

above).

Among the reasons ethnography is likely to be necessary is the probable

central role of ‘‘interactions with other people’’: for example, interactions

among and between bookkeepers and accountants, between finance-

department staff and other employees (including senior managers), and be-

tween a firm’s accountants and its auditors. It is hard to envisage gaining

access to such interactions in any detail other than ethnographically. Al-

most certainly, though, the reason ethnographic studies are sparse is diffi-

culty of access and the sensitivity of the data that would be collected: the

ethnographer could, for instance, easily become privy to information rele-

vant to a corporation’s stock price that is not publicly known. Nevertheless,

under some circumstances (for example, with a legally binding agreement

governing disclosure) access can be negotiated. Thus the third author has
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completed a small-scale pilot study (MacKenzie 2008), although it was not

fully ethnographic: it was conducted in situ, but was interview-based.

Leung (forthcoming) has been able to conduct a full-scale, fully ethno-

graphic study, involving seven months of participant observation. Of

course, it is likely that the findings of any particular ethnographic study

will be to a degree specific to the site being studied, so many more such

studies are needed before any more general picture can be painted with

confidence.

We conjecture that in at least one respect the findings of such work

will have an emphasis that differs from those of the classic formulations

of finitism, highlighting a factor that is not explicit in Bloor’s list of

‘‘sources of constraint,’’ quoted above: technology. The technical systems

of accounting—which can be stand-alone systems, but which increasingly,

at least for larger firms, are aspects of continuously evolving Enterprise

Resource Planning systems such as Oracle or SAP (Quattrone and Hopper

2006)—are neither merely neutral media nor simply means of increasing

the efficiency of what unaided human beings might do. Multiple people

are needed to do the accounts of any large entity, and technical systems

link their work in structured ways. In part to reduce opportunities for fraud,

accounting systems are, for example, normally designed to constrain the

ways in which any given person can alter the results of the work of another

(or indeed to prevent any other than a limited set of people making such

alterations), and to leave an ineliminable trace when an alteration is

made.

Such deliberate ‘‘technical’’ barriers then become ‘‘social’’ constraints.

The vast bulk of accounting classifications are made not by senior manag-

ers or professional accountants, but by staff lower in corporate hierarchies

such as bookkeepers. Technical systems then ‘‘solidify’’ those classifications

by restricting what more senior staff can then do to alter them. This mat-

ters, we hypothesize, because it is normally senior staff (not those lower in

the hierarchy) whose remuneration is most affected by stock prices and

whose interests might thus be served by earnings management. Is a senior

manager going to attempt to influence in advance thousands or millions

of ‘‘primary’’ classifications made by dozens or hundreds of bookkeepers,

or subsequently to attempt to alter those classifications (especially if he or

she does not have the access permissions to do so and if the alterations

leave a visible audit trail)? The record of cases such as Enron or WorldCom

suggests that these are not the most attractive paths. Earnings management

seems more often to be accomplished by leaving the primary classifications

mostly or entirely intact, and performing higher-level reclassifications.
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Of course, technical constraint is never absolute. Any system’s controls

can be subverted if the technical staff in charge of a system’s access-control

matrix can be persuaded to alter it, or if others can be persuaded to disclose

their passwords. Furthermore, the creation of an audit trail is a deterrent

only if an auditor is likely to scrutinize it and to contest the reclassifications

it reveals, which returns us to the sphere of human constraints, of Bloor’s

‘‘interactions with other people’’ and ‘‘anticipation of and response to

sanctions.’’

Nevertheless, such considerations do suggest that ethnographies of fi-

nancial reporting will need to pay close attention to its technological bases.

They also point to the importance of studying the work of bookkeepers

as well as of professional accountants. If our conjectures are correct, it

is bookkeepers—not accountants—who produce much of accounting’s

equivalent of science’s observational base. Bookkeepers’ classifications are

just as open to finitist analysis as those of accountants (and there is no

‘‘theory-independent observation language’’ in accounting or in science),

but their classificatory work has almost never been examined in observa-

tional detail.16

Another issue worth attention is present explicitly on Bloor’s list:

training. Finitism suggests that classification and concept-application are

based on relations of similarity and difference that, ultimately, are learned

ostensively—that is, by exposure to authoritative examples of ‘‘correct’’

classification and ‘‘appropriate’’ concept application. For instance, a scien-

tific paradigm is at root a set of concrete, exemplary solutions to scientific

problems. Scientific training consists in good part of learning of how to

perform these exemplary solutions and how to extend them to similar

cases (Kuhn 1970; Barnes 1982). Socialization into the ‘‘paradigm’’ in the

broader sense of an overarching disciplinary framework is not achieved

solely by the framework being learned explicitly (if finitism is right, it could

not be learned in its entirety in this way), but by repeated, authoritative

ostension.

Accounting and bookkeeping, we conjecture, are also learned in good

part ostensively.17 Accountants do learn many explicit rules, but they also

have to learn how to apply these rules to particulars. Some of this training

takes place in formal educational settings; much of it takes place ‘‘on the

job.’’ If training in accounting is like scientific training, we would expect it

to consist largely in repeated experience of solving problems for which

there are authoritative ‘‘right’’ and ‘‘wrong’’ answers. If the analogy with

science holds, the result of such training will go beyond technical compe-

tence in any narrow sense. It will be found to be socialization into a way of
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viewing the world that is not wholly explicit, but is not for that reason any

less powerful. That it is unlikely to be entirely explicit is another reason

why ethnographic (rather than, for example, interview-based) research is

needed. Those who practice the technical cultures of bookkeeping and ac-

counting may simply be unable to give a full verbal account of what they

do and why they do it.

In particular, prolonged ostensively based socialization can ‘‘achieve real-

ism.’’ To neophytes, we conjecture, classifying items (in accounting,

science, or elsewhere) will frequently ‘‘feel’’ like classification: here is an

item; here are possible classifications ðX1;X2;X3; . . . ;XnÞ; which shall I

choose? The experienced practitioner, in contrast, will often feel ‘‘this

item is an X3,’’ just as the experienced bird-watcher glances at a bird and

thinks ‘‘that is an oystercatcher,’’ not ‘‘I am classifying that bird as an

oystercatcher.’’ The classification can still be analyzed as a choice (or so

finitism insists), but to those involved it no longer feels like a choice, or in-

deed even as a classification. Again, this points to a likely limitation of

studies based solely on methods such as interviewing that rely on partic-

ipants’ own formulations. It is, for example, much more straightforward

to interview accountants about situations in which they know they exer-

cise ‘‘judgment’’ than about classifications they make without conscious

reflection.

The extent to which accounting and bookkeeping are in practice con-

ducted in nominalist ‘‘choice among classifications’’ mode or in ‘‘realist’’

mode is an empirical question. Our conjecture is that both modes will

normally be present. Routine, familiar items, for example, may evoke ‘‘real-

ist’’ mode; unfamiliar items provoke explicit choices. An accountant en-

gaged in earnings management can be expected to operate in ‘‘choice’’

mode, but will also need to take into account the classificatory impulses of

those in ‘‘realist’’ mode. Thus the crisis at WorldCom was triggered by an

internal auditor refusing to accept that the costs of the unused proportions

of network capacity leased from other firms could properly be classified as

purchase of an asset. There is no evidence of strategic intent on her part:

she seems simply to have felt strongly that the classification was wrong,

and that these costs were expenses, not assets (see MacKenzie forthcoming).

Another issue worthy of more research is the audiences for corporate

accounts and the way in which their anticipated reactions feed back into

the production of accounts. Auditors are of course an audience whose likely

response is of crucial, immediate importance, but others include stock ana-

lysts, investors, and tax authorities. Do such stakeholders treat reported

earnings as ‘‘facts,’’ or do they—as efficient-market theory would suggest
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in regard to investors—anticipate and discount earnings management? The

quantitative evidence on the point is ambiguous. For example, the earnings

management literature has produced ‘‘compelling evidence’’ (Healy and

Wahlen 1999: 372) that it is common for banks to manage their earnings

via adjustments to provisions for losses on loans, but the record of banks’

stock returns is consistent with investors discounting ‘‘abnormally low

loan loss provisions.’’ On the other hand, earnings management prior to

IPOs and other equity offerings appears to be successful in achieving high

stock valuations that are reversed only later (Healy and Wahlen 1999: 374).

Again, though, this quantitative research is often not definitive: there

are, for example, other explanations of poor post-IPO stock returns. We

would conjecture that qualitative work (ethnographic or interview-based)

would find a deep tension in the reception of earnings figures by stock

analysts and professional investors. On the one hand, such actors seem to

orient their activities to a large extent around accounting data. Analysts de-

vote considerable attention to ‘‘forecasting’’ earnings, and the ratio of a

corporation’s stock price to its earnings is the single most widely used in-

vestment metric. On the other hand, it seems to us inconceivable that

analysts and sophisticated investors in the United States were not aware of

the substantial elements of discretion in the construction of accounting

data well before it was highlighted by the collapse of Enron. Earnings man-

agement was front-page news in the Wall Street Journal as early as 1994

(Smith et al. 1994). A March 1997 Fortune article discussed specific earnings

management practices it claimed were used by named corporations (Fox

1997). By 1998, ‘‘accounting hocus-pocus’’ and the colloquial terms for its

techniques—heavy ‘‘big bath’’ losses, attributed to corporate restructuring,

which create ‘‘cookie jar reserves’’ to boost future earnings, and so on—

were prominent in a widely reported speech by the chair of the Securities

and Exchange Commission (Levitt 1998).

A productive focus of research would therefore be on how actors con-

ceive of and treat figures that are both enormously consequential and also,

we anticipate, known to be subject to substantial discretion. One of the

very few relevant existing sociological analyses is a fascinating study by

Zorn (n.d.). He shows that while in the 1980s it was typical for around

half of US corporations to meet or beat stock analysts’ consensus forecasts

of their earnings,18 that figure climbed sharply in the 1990s (figure 4.2).

Zorn finds a correlation with firms’ internal structure: corporations in

which the second-in-command was designated ‘‘Chief Operating Officer’’

were less likely to exceed analysts’ forecasts than firms in which the

second-in-command was a ‘‘Chief Financial Officer.’’
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One probable reason for Zorn’s findings is that earnings management be-

came more active in the 1990s, particularly among firms whose growing

‘‘financialization’’ (Fligstein 2001) was indicated by a prominent role for

the Chief Financial Officer. Testing that interpretation would require the

quantitative techniques of the earnings management literature. Another,

compatible, explanation would be that corporations (again, especially

those with strong financial-market orientations) became increasingly suc-

cessful at managing analysts’ forecasts downwards. Perhaps, we conjecture,

the price of continuing to receive the ‘‘nudges and winks’’ (Collingwood

2001: 73; Zorn n.d.: 38) from corporate executives that help an analyst to

a career-enhancing, more-or-less precise earnings estimate was an implicit

undertaking not to make one’s estimate more accurate by second-guessing

the—at times quite predictable, as Collingwood (2001: 70) suggests—

extent to which the corporation would exceed the estimate. With suffi-

ciently strong guarantees of anonymity, stock analysts might conceivably

be prepared to talk about processes such as this.

Research of this kind will bear directly on broader questions of economic

sociology. We anticipate that it will be found that the processes of financial

reporting and of the reception of such reports are interwoven intimately

with more general forms of economic life. Conservative reporting proce-

dures in ‘‘stakeholder capitalism’’ in Germany, for example, seem to have

reflected the protection of the interests of corporations’ creditors (notably

Figure 4.2

Three-year moving averages. Source: Zorn (n.d.). Reprinted courtesy of Dirk Zorn.
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banks) and the exigencies of taxation, rather than prioritizing the kind

of information that mobile international investors might seek. (Conserva-

tive accounting procedures facilitate the management of earnings, because

generous provisions for contingencies can be unwound at appropriate

moments. Zimmermann and Gontcharov (n.d.: i) suggest ‘‘substantial

earnings management occurs in the whole sample’’ of German firms they

study, although it must be admitted that their methodology is less convinc-

ing than those of the earnings-management studies discussed above.19)

Another potential example of the interweaving—one that has been

noted in the literature of economic sociology—is the possibility that a

good part of the ‘‘mergers and acquisitions’’ movement in the United States

and the United Kingdom in the 1980s can be explained by the way in

which takeovers expand accounting discretion (Espeland and Hirsch 1990).

Although there have been energetic regulatory efforts to curtail the advan-

tages of ‘‘merger accountancy,’’ a pessimistic accounting treatment of the

situation and prospects of the acquired firm can be a substantial source of

subsequent reported earnings by the acquiring corporation. This can be a

powerful incentive for acquisitions, and thus an important factor fueling

the ‘‘market for corporate control’’ that has helped transform Anglo-

American economic life in the direction of ‘‘financialization.’’

As the ‘‘audit society’’ (Power 1999) and high modernity’s ‘‘mathesis’’

(Townley 1995) spread, we expect questions analogous to those raised by

corporate earnings management to become more salient in other spheres.

For example, national accounts covering matters such as total public debt

and fiscal deficits are of increasing salience (Suzuki n.d.). In Greece, for in-

stance, the reported year 2000 deficit of 2 percent of gross domestic prod-

uct was doubled to 4.1 percent in a revision following the election victory

of the New Democracy—a level that would have denied Greece participa-

tion in European Monetary Union. At stake were issues familiar in corpo-

rate accounting: the valuation of pension fund surpluses, and whether

to classify spending on defense equipment as capital investment (thus con-

tributing to the deficit only as it depreciates) or as current expenditure

(Munchau 2004). To take another example, the United Kingdom’s Public

Finance Initiatives, and their analogues overseas, are the analogue of many

of the private sector’s numerous ‘‘special purpose entities’’: they shift liabil-

ities off balance sheets.

In short, sociology—not just economic sociology, but other areas too—

cannot continue to forget accounting, and sociologists working in sociol-

ogy departments need to build far stronger links to their colleagues in

accounting departments. We hope that this chapter will contribute to
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those links by demonstrating the potential contribution of one particular

sociological perspective, finitism. ‘‘Governing by numbers’’ (Miller 2001)

requires that those who generate the numbers are themselves governable,

but if finitism is right there is a sense in which their discretion is in prin-

ciple ineliminable. This makes the resultant empirical questions—how

discretion manifests itself, with what consequences, and the roles in con-

straining it of interactions with other people, of technological systems,

of classificatory impulses, and so on—crucial topics for sociologists as well

as for accountants. The finitist accountant is at the heart of modern eco-

nomic life, and the material processes (human and technological) that en-

able and constrain her or his discretion deserve the most intense empirical

investigation.
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Notes

1. For reviews of the sociologically oriented literature on accounting, see Vollmer

2003, Cooper and Robson 2006, and Napier 2006. Hopwood and Miller 1994 re-

mains the most useful single collection of articles.

2. See also McGoun 1997, although it is less focused on accounting.

3. Effectively the only sociological article to draw on the earnings management liter-

ature is Zorn n.d.

4. Wittgenstein 1967: 14e and passim.

5. For a helpful introduction, see Kusch 2004 and subsequent articles in the August

2004 issue of Social Studies of Science.

6. One potential advantage of financial reporting as a topic for exploring these issues

is the extent (with few parallels even in high modernity) its rules are explicit and can

be pointed to—for example, by directing one’s browser at www.fasb.org or by pur-

chasing their international analogues, such as International Accounting Standards

Board 2004. There is thus a proximate separation between the ‘‘rule’’ and the ‘‘prac-

tice’’ (q.v. Sharrock 2004: 604).
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7. A derivative is a contract or security the value of which depends upon the price of

an underlying asset or on the level of an index, exchange rate, interest rate, or other

measure.

8. ‘‘Fair value’’ has been defined as ‘‘the amount for which an asset could be

exchanged, or a liability settled, between knowledgeable, willing parties in an arm’s

length transaction’’ (International Accounting Standards Board 2004: 2169).

9. Similar issues arise in regard to the valuation of liabilities (e.g. should they be

included at their original amount, or at current ‘‘fair value’’?), which for reasons of

brevity we ignore.

10. The latter is, of course, Merton’s (1948) famous example of self-fulfilling proph-

ecy. As Hines (1988: 256) indicates, it makes a huge difference whether a corpora-

tion’s assets are valued on a ‘‘going concern’’ basis or on estimates of what they

would fetch if the corporation were liquidated. The former is the standard practice;

adoption of the latter would make many corporations seem no longer viable.

11. IAS 39 can be found in International Accounting Standards Board 2004: 1635–

2003.

12. A typical objection is thus to an outcome in which the items being hedged (for

example, a portfolio of fixed-rate mortgages) are not ‘‘marked-to-market,’’ but the in-

strument used to hedge them has to be.

13. ‘‘[A] man’s income [is] the maximum value which he can consume during a

week, and still expect to be as well off at the end of the week as he was at the begin-

ning’’ (Hicks 1946: 172). The difficulty of this definition lies in making precise what

is meant by ‘‘as well off.’’ As Hicks pointed out, that leads into issues such as future

interest rates and prices, and the depreciation of durable goods. On the episode, see

Hopwood and Bromwich 1984.

14. This phrasing, in force since 1947, replaced the earlier requirement (in the 1879

Companies Act) for ‘‘a true and correct view’’ (Myddelton 1995: 9).

15. www.fasb.org. For example, Standard 133 (‘‘Accounting for Derivative Instru-

ments and Hedging Activities’’) stretches over 212 pages.

16. See Leung 2004. Perhaps the most relevant such work from the viewpoint of this

chapter is a pioneering study of auditing in the UK that combines survey data with

six case studies of companies based on ‘‘matched interviews’’ with the company’s

finance director and the auditor’s corresponding ‘‘engagement partner’’ (Beattie,

Fearnley, and Brandt 2001: xvii).

17. The ethnomethodology-influenced corpus of workplace ethnographies offers

the closest approach to the study of bookkeepers’ classifications. See Suchman 1983;

Button and Harper 1993.

The Finitist Accountant 155

http://www.fasb.org


18. Unfortunately the literature on the education of accountants (such as Power

1991 and Anderson-Gough, Grey, and Robson 1998) does not offer a clear-cut answer

to the question of the extent of ostensive learning.

19. The original source of such ‘‘consensus estimates,’’ and the database employed

by Zorn, was I/B/E/S (Institutional Brokers Estimate System), which has provided

such estimates since the early 1970s. By the late 1990s others such as First Call were

also providing them (Fox 1997: 49).

20. Zimmermann and Gontcharov construct a ‘‘smoothing ratio,’’ defined, fol-

lowing Pincus and Rajgupal (2002), as ‘‘the ratio of the standard deviation of non-

discretionary earnings to the standard deviation of earnings’’ (Zimmermann and

Gontcharov n.d.: 7), and they test for values that exceed 1.0 by statistically signifi-

cant amounts. ‘‘Non-discretionary earnings’’ are ‘‘the sum of cash flow from opera-

tions and normal (non-discretionary) accruals from the Jones model [ Jones 1991]’’

(Zimmermann and Gontcharov n.d.: 7).
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5 Global Financial Technologies: Scoping Systems That

Raise the World

Karin Knorr Cetina and Barbara Grimpe

Imagine the trading floor of a large investment bank in one of the world’s

global financial cities. You may see between 200 (Zurich) and 800 (New

York) traders engaged in stock, bond, and currency trading involving vari-

ous trading techniques and instruments. Up to 20 percent of the traders

will deal in foreign exchange at desks grouped together on the floors. As-

sume you are interested in this market.1 With an average daily turnover

of approximately US$3.2 trillion (Bank for International Settlements 2007)

it is the world’s largest market—and, insofar as foreign exchange trades

inherently are cross-border transactions, it is also the most global market.

The traders at these desks in inter-bank currency markets are not brokers

who mediate deals but rather market makers. They take their own ‘‘posi-

tions’’ in the market in trying to gain from price differences while also of-

fering trades to other market participants, thereby bringing liquidity to the

market and sustaining it—if necessary, by trading against their own posi-

tion. Foreign exchange deals made through these channels start at several

hundred thousand dollars per transaction, going up to $100 million and

more. The deals are made by investors, speculators, financial managers,

central bankers, and others who want to profit from expected currency

moves, or who need currencies to help them enter or exit transnational

investments (e.g. in mergers and acquisitions). In doing deals, all traders

on the floors have a range of technology at their disposal (see also Beunza

and Stark, this volume; Zaloom 2003)—most conspicuous, the computer

screens (as many as five) that display the market and serve to conduct trad-

ing. Traders’ eyes are glued to these screens even when they talk or shout to

each other. The market constitutes itself in these produced-and-analyzed

displays.2

What do the screens show? The central feature of the screens and the

centerpiece of the market for traders are the dealing prices displayed on

the ‘‘electronic broker system’’ (EBS), a special screen and automated



dealing service that sorts orders according to best bids and offers. It displays

prices for currency pairs (mainly dollars against other currencies such as the

Swiss franc or the euro), and deals being possible at these prices. Traders

often deal through the electronic broker, which has largely replaced the

‘‘voice’’ (real-life) broker. The prices on the electronic broker influence

the dealing prices traders offer to callers approaching them on another spe-

cial screen, the ‘‘Reuters conversational dealing,’’ through which they also

trade. In the Reuters dealing system deals are concluded in and through bi-

lateral ‘‘conversations’’ conducted on screen. These resemble email message

exchanges for which Reuters dealing is also used in and between dealing

conversations. On another screen, traders watch prices contributed by dif-

ferent banks worldwide; these prices are merely indicative, as they express

interest rather than being dealing prices as such. Traders may also watch

their own current position in the market (e.g. their being long or short on

particular currencies), with the history of deals made over recent periods

and their overall account balances (profits and losses over relevant periods)

at their disposal on this or another workstation. Finally, the screens provide

headline news, economic commentaries, and interpretations which traders

watch. An important source of information which also appears on these

screens, but is closer to traders’ actual dealing in terms of the specificity,

speed, and currentness of the information, are internal bulletin boards on

which participants enter information (see also Bruegger 1999).

How can we conceptualize the assemblage of hardware, software, and in-

formation feeds that traders work with? The answer we focus on in this

chapter challenges concepts of contemporary information technologies as

implying network structures and network society notions (Castells 1996,

2003). The systems involved are scoping systems (Knorr Cetina 2003,

2005), a concept that takes seriously the reflexively projected reality the

systems generate and the scopic coordinating mechanism this implies. We

illustrate these systems by two examples: that of the trading and informa-

tion systems used in the foreign exchange market (FOREXS3) and that of a

debt management and financial analysis system (DMFAS) currently used by

66 countries and developed by a program of the United Nations Confer-

ence on Trade and Development. Both systems are global in reach and

character. Finance appears to be a particularly fertile breeding ground

for the development of global technologies, by which we mean technolo-

gies that assimilate and ‘‘scope up’’ national or local differences (DMFAS)

or that simply bypass the political and social geographies of the world

(FOREXS). The comparison of two technological systems will also allow us

to say something about the architectures of global forms that correspond to
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these systems. Global, one-world, exclusive technologies, when they are

live (see below), lead to the flow architecture of the financial market in-

volved. Global assimilating technologies, on the other hand, struggle with

similar difficulties as programs of national and cultural assimilation. While

they must also be seen as the discursive and technological scaffolds on

which global forms can ‘‘stand’’ and a global world can be raised, the global

financial culture that emerges from them remains partial, contested, and

fragmented.

What Are Scoping Systems? Distinguishing Scopes from Networks

The word ‘scope’, derived from the Greek ‘scopein’ (meaning to see), when

combined with a qualifying notion, means an instrument for seeing or

observing, such as a periscope. To explain what a scope-based mechanism

implies, we distinguish it from a network. Networks suggest a very different

mechanism of coordination. A network is an arrangement of nodes tied

together by relationships which serve as conduits of communication, re-

sources, and other coordinating instances that hold the arrangement

together by passing between the nodes. Cooperation, strategic alliances, ex-

change, emotional bonds, kinship ties, ‘‘personal relations,’’ and forms of

grouping and translation can all be seen to work through ties and to instan-

tiate sociality—or, in actor-network theory, ‘‘alliances’’—in networks of

relationships. But we should also think in terms of reflexive mechanisms

of observation and projection, which the relational vocabulary does not

capture.4 Like an array of crystals acting as lenses that collect light and

focus it on one point, such mechanisms collect and focus activities, inter-

ests, and events on one surface, from whence the result may then be pro-

jected again in different directions. When such a mechanism is in place,

coordination and activities respond to the projected reality to which par-

ticipants become oriented. The system acts as a centering and mediating

device through which things pass and from which they flow forward. An

ordinary observer who monitors events is an instrument for seeing. When

such an ordinary observer constructs a textual or visual rendering of the

observed and televises it to an audience, the audience may begin to react

to the features of the reflected, represented reality rather than to the

embodied, pre-reflexive occurrences.

In the foreign exchange markets we investigate in this paper, the reflex-

ive mechanism and ‘‘projection plane’’ is the computer screen. Along

with the screen come software and hardware systems that provide a vast

range of observation, presentation, and interaction capabilities sustained
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by information and service provider firms. Given these affordances, the pre-

reflexive reality is cut off and replaced; some of the mechanisms that we

take for granted in a lifeworld, for example its performative transaction

possibilities, have been integrated into the systems, while others have

been replaced by specialized processes that feed the screen. The techni-

cal systems visually compile a lifeworld simultaneously projecting it. In

the case of the foreign exchange market, they also ‘‘apresent’’ (meaning

bring near; the term is adapted from Schutz and Luckmann 1973) and

project layers of context and horizons that are out of reach in ordinary

lifeworlds—they deliver not only transnational situations, but a global

world spanning all major time zones. They do this from trading floors

located in global cities (Sassen 2001), which serve as the support structures

of the architecture of financial markets. Raised to a level of analytic abstrac-

tion, the configuration of screens, capabilities, and contents that traders in

financial markets confront corresponds to a global scoping system (GSS).

A GSS denotes a reflexive form of coordination that is non-hierarchical5

in character and based on a comprehensive, aggregate view of things—the

reflected and projected context and transaction system. This form of coor-

dination contrasts with network forms of coordination which, according to

the present terminology, are pre-reflexive in character—networks are em-

bedded in territorial space, and they do not suggest the existence of reflex-

ive mechanisms of projection that aggregate, contextualize, and augment

the relational activities within new frameworks that are analytically rele-

vant to understanding the continuation of activities. With the notion of a

GSS, we offer a simplifying term for the constellation of technical, visual,

and behavioral components packaged together on financial screens that de-

liver to participants a global world in which they can participate on a com-

mon platform, that of their shared computer screens. On a technological

level, the GSS mechanism postulated requires that we understand as ana-

lytically relevant for a conception of financial markets not only electronic

connections, but computer terminals and screens—the sorts of teletechnol-

ogies (Clough 2000: 3) that are conspicuously present on trading floors and

the focus of participants’ attention—as well as the trading floors them-

selves, where these screens cluster and through which markets pass.

Consider now the infrastructural side of these trading floors. All financial

markets today are heavily dependent on electronic information and com-

munication technologies. Some markets, for example the foreign exchange

market that we investigate here, are entirely electronic markets. As over-

the-counter markets of inter-bank trading, currency markets rely on elec-

tronic technologies that enable the dealer-to-dealer contacts and trading
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services across borders and continents. Reuters, Bloomberg, and Telerate

connections wire together these markets, as do intranets that internally

connect the trading room terminals and other facilities of particular banks

and groups of banks in global cities. Reuters, Bloomberg, and Telerate are

news providers and service providers. In the year 2001, Reuters had more

than 300,000 terminals installed worldwide in all markets and facilities,

and Bloomberg more than 150,000. Revenue from leases of their systems

amounted to approximately $2.5 billion each at the end of 2001.6 With

the terminals come a sophisticated software, dealing and information sys-

tems, worksheet, email and customization capabilities, electronic brokerage

and accounting services (see also Muniesa 2000), some of which—like

EBS—have been developed by the banks themselves. The connections, the

intricate and expensive hardware and software delivered by providers, and

the banking institutions themselves constitute the material architecture of

these financial markets.

How does this bear on the difference between a network form of coordi-

nation and the reflexive, scoping form of coordination discussed in this

chapter? First, it will be obvious from the description thus far that the

material infrastructure of financial markets includes much more than elec-

tronic networks, the cable and satellite connections between banks and

continents. Above all, it includes the technological systems present on the

trading floors in global cities that are the financial centers in the three

major time zones: London, New York, Tokyo, Zurich, Singapore, and a few

others (see Sassen 2001, chapter 7; Leyshon and Thrift 1997). The trading

floors are the central locations of a global market that moves from time

zone to time zone with the sun. The centerpieces of the interconnected

floors are their federations of terminals that feature the sophisticated hard-

ware and software capabilities discussed. When talking about the electronic

infrastructure of financial markets, we should not lose sight of the hardware

and software of the trading floors themselves and the terminal structures

that ‘‘ready’’ these floors for trading (see also Beunza and Stark 2004;

Zaloom 2003). Second, the electronic interconnections which are part of

this federation and link the participating institutions are not simply co-

extensive with social networks through which transactions flow. As elec-

tronic networks, they correspond to different construction criteria, they

involve electronic nodes and linkages irrelevant to social relationships,

and much of what flows through them does not derive from social and fi-

nancial relationships; examples are EBS deals, which are traders’ responses

to anonymous buying or selling offers provided by an automated electronic

broker system. Third and most important, the terminals deliver much more
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than just windows to physically distant counterparties. In fact, they deliver

the reality of financial markets—the referential whole to which ‘‘being in

the market’’ refers, the ground on which traders step as they make their

moves, the world which they literally share through their shared technolo-

gies and systems. The thickly layered screens laid out in front of traders

provide the core of the market and most of the context. They come as close

as one can get to delivering a stand-alone world that includes ‘‘everything’’

(see below) for its existence and continuation: at the center the actual deal-

ing prices and incoming trading conversations, in a second circle the in-

dicative prices, account information and some news (depending on the

current market story), and further headlines and commentaries provid-

ing a third layer of information. It is this delivery of a world assembled

and drawn together in ways that make sense and allow navigation and

accounting which suggests the globally reflexive character of this form of

coordination—and the scopic nature of traders’ screens. The dealing and

information systems on screen visually ‘‘collect’’ and present the market

to all participants.

Scoping Debts: The DMFAS System

Let us now consider DMFAS, the debt management and financial analysis

system developed and maintained by the ‘‘DMFAS Programme’’ of the

United Nations Conference on Trade and Development.7 The historical

mandate of the Conference reflected in the DMFAS program is to give

developing countries a voice in the global economy. Other goals also struc-

tured into the Conference’s Program can be found in its private sector

principles, manifest, for example, in the attempt to partly recover the cost

of the IT development process for DMFAS from the countries that use

the system,8 and in ‘‘transparency’’ principles demanded by the Interna-

tional Monetary Fund and the World Bank as institutions ‘‘watching’’ and

overseeing the global economic order. For example, in the wake of the

‘‘Asian Crisis’’ of 1997 the IMF demanded more financial and economic

transparency—more specified data and statistics that countries needed to

collect within shorter time periods and make available to themselves and

global financial institutions to safeguard against the destructive impact of

sudden financial breakdowns that spilled over into other countries and

threatened the world economy. DMFAS can be seen as the attempt to im-

plement such a system focused on national debt and the data needs of

those debtor nations that experience the greatest payment difficulties—

mostly developing countries. Though the system is older than the recent
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IMF effort—the origins of DMFAS date back roughly 25 years9—it is part

of earlier attempts to create an international financial architecture that

takes into account the risks emanating from national financial situations

by providing ‘‘technical assistance’’ to countries that need it. When the

Conference on Trade and Development began to focus on this technical as-

sistance in 1979, the first difficulty it found was a lack of information:

‘‘How much did the country owe? To which creditors? In what currencies?

When were the payments falling due, and in which currencies? Who were

the national debtors besides the central government? The idea of creating a

computer based Debt Management System (originally called CBDMS)

emerged very naturally from this experience.’’ (DMFAS 1999/2000: 1)

DMFAS, then, is debt recording and financial analysis software that

allows users to assemble and aggregate these and many other pieces of

information.10 It provides the possibility to record all data that arise in

the ‘‘typical life cycle of a debt agreement.’’11 The main financial instru-

ments which DMFAS deals with are loans, bonds, and grants. For example,

DMFAS records contract information and loan terms, real and estimated

drawings, payment of principal, interest and commissions, etc. Based on

tranche information for loans12 or series information for bonds, the system

automatically produces ‘‘amortization tables,’’ the schedule for the repay-

ment of principal and payment of interest to pay off a loan or a bond by

maturity. Reference files also record information about the participants of

a debt agreement, the concrete projects connected to it, their budget lines,

exchange rate information, etc.

DMFAS registers debt obligations and details on the level of individual

data and on an aggregate, analytic and strategic level. It allows higher-

ranked debt management officers to carry out sophisticated debt man-

agement procedures at regular intervals. This part of DMFAS includes

functions that aggregate data and information. It includes query modes

that allow questions about records to be created and answered, forecasting

(i.e., debt projection) functions, statistical bulletin functions, and forms

that output the information in ways recognized by the World Bank, to

which countries report their debt situation. The newest version of DMFAS

(version 5.3) gives increased emphasis to capital markets instruments such

as bonds. With the respective module, typical bond concepts such as yields,

discounts, average prices, capitalized interests as well as bimonthly and

weekly repayments can be handled. DMFAS 5.3 also includes functions

that automatically download exchange rates from the Internet for reports

in a currency different from the national currency or calculation methods

for the Asian Development Fund needed by countries that are debtors of
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this fund, and other ‘‘improvements.’’ By providing the respective menus,

categories and calculation means, DMFAS serves as a tool for assembling to-

gether and formulating on one platform all the relevant parameters of a

country’s debt and loan situation.

Like FOREXS and its components, DMFAS is a scoping system, but one

that operates on a national and global level. On a national level, it reflex-

ively aggregates, contextualizes, and augments what loan officers and debt

managers in debtor countries know and what individual files in national

agencies contain. The very goal of the respective systems is to provide a

constant mirror appropriately focused on a country’s debt and financial

situation. The mirror is also designed to provide a comprehensive picture

according to criteria continually defined by global institutions. Thus the

debt representations the system generates are oriented toward what world

institutions want to know and can integrate with their own reports and

country-specific information. In this sense, scoping national debt means

‘‘scoping it up’’ to the standards and requirements of world financial

institutions.

Examples of such ‘‘scopic’’ features in DMFAS version 5.3 are the classifi-

cation schemes for debt statistics being revised in 2004. As the software

developers in Geneva state, these new classifications are intended to ‘‘sig-

nificantly’’ simplify ‘‘compliance with international standards for the pro-

duction of debt statistics’’ (DMFAS/UNCTAD 2004: 2). Closely related to

this software redesign was the programming of a separate module for debt

statistics that would help to build ‘‘clear and relevant tables’’ that would be

‘‘consistent with the latest international standards’’ (DMFAS/UNCTAD

2004: 4). Ethnographic data and document analysis suggest that these tech-

nical measures are linked to a global institutions’ debt discourse much

shaped by the World Bank, the IMF, and a few others, including UNCTAD.

One important recurring theme in this discourse is the concern to monitor

countries’ debt situations in view of potential international financial crisis.

The foreword of the ‘‘Debt Guide’’ (IMF 2003), a document various actors

referred to during the fieldwork period in controversies about debt classi-

fications, as if it was an arbiter of last resort, is illustrative in this regard.

Prepared by eight world institutions and containing 300 pages of debt def-

initions and categories, this compilation is said to be based on the experi-

ences of the ‘‘international financial crises in the late 1990s’’ and the

consequent need for ‘‘the early detection of countries’ external vulnerabil-

ity’’ (IMF 2003: ix). The DMFAS handbook for the just mentioned statistics

module takes up this discourse fragment by ‘‘bridging the gap between its

[the Debt Guide’s] recommendations and the actual production of the sta-
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tistics,’’ arguing that the ‘‘recent financial crises . . . exposed the lack of

timely and reliable data’’ (DMFAS 2004: 4, 5). Similarly, during a statistics

workshop of DMFAS software users in Buenos Aires in March 2005, a repre-

sentative of the IMF statistics department coupled the concerns of IMF and

World Bank and of Software providers like the DMFAS program in the fol-

lowing way (translated from Spanish): When the Debt Guide was prepared

in 2003, for the first time the two ‘‘classic institutions’’ (IMF and World

Bank) who ‘‘like discussing concepts or create normativities’’ would have

‘‘sat around a worktable’’ together with institutions like UNCTAD which

would have been assuring that national debt managers could actually

‘‘implement the recommendations.’’ Thus, discursively, financial crisis, sur-

veillance needs, questions of classification and concrete DMFAS software

functions are linked together, connecting the levels of global and national

debt monitoring. To quote a final example, in software developer’s practice,

part of this discursive pattern reappeared during the testing phase of the

new statistics module at the end of 2004, when one of the developers

(DMFAS developer A) emphasized the need to change the ‘‘[system] specifi-

cations’’ in favor of a Debt Guide ‘‘definition,’’ fitting the material reality to

the ideal classification (the ‘‘system specifications’’ is a document written

in half-technical language defining the programming needs):

DMFAS developer A: You look at all the documents (DMFAS developer B: mhm),

when you say public—the definition in the Debt Guide (B: mhm), . . . is—‘‘General

Government’’ (B: mhm)—‘‘Public Financial Companies,’’ and ‘‘Public Non-financial

Companies.’’ So when you have ‘‘Public’’ and ‘‘Other Public’’ fo—it’s a confusing

concept (B: mhm). . . . I attempt to change this to ‘‘General Government.’’ (B: mhm)

. . . You see? . . . [I]t has been accepted in the, in our [system] specifications . . . but I—

(B: mhm) know that the Debt Guide (B: yes) does not, have this, same definition. . . .

You see that is what we don’t want to propagate! What we want to propagate is

an international standard! (B: mhm) And ‘‘Local Government’’ is part of ‘‘General

Government.’’

DMFAS is thus scopic in the sense that it is a material component in an

ongoing effort of global institutions to provide for debt surveillance. On

closer examination, the discourse is not unanimous, and the actual self-

monitoring by countries varies. Thus, in user practice the scoping mecha-

nism is fragile and does not run smoothly. However, we maintain that, in

a design sense, global scoping activities clearly exist in discursive patterns

and in software developers’ programming and reprogramming activities.

They exist less clearly on the level of national user practice, though, as

users do not always follow global institutions’ monitoring intentions.
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There are of course also important differences between FOREXS and

DMFAS. First, the FOREXS technologies are live, performative systems in

several senses. One is that the FOREXS systems are not recording technolo-

gies but provide platforms for trading. Prices on the electronic broker move

according to algorithms that sequentially structure and match supply and

demand. The systems thus enable the performance of markets and register

the relevant moves by market participants. For example, no one needs to

retrieve from elsewhere or ‘‘update’’ by hand the relevant price informa-

tion. The temporal effect of this is that FOREXS provides automatic instan-

taneous updates of trading volumes and prices upon which participants

can act in a global online market. Since the FOREXS market exists only in

these systems, every transaction performed online will be instantaneously

reflected in the online system. DMFAS, on the other hand, is not a live, per-

formative technology within which debt-making occurs; rather, it is a sys-

tem that makes possible the representation and assemblage of externally

occurring activities and their outcomes on a national level. Accordingly,

DMFAS requires debt officers in individual countries to collect and input

the data the system requires. The time schedules built into DMFAS reflect

external principal repayment and interest payment requirements involving

periods of months and years rather than seconds. The smallest interval is

the day, the period for which exchange rates are updated. However, the

system does include functions that make it possible to obtain a picture of

national debt and its associated features on demand: changes entered at

the recording end of the data base will be semi-automatically processed

at the reporting end, such that users can generate on demand accurate

reports that contain the latest available information.13 Second, DMFAS is a

complex software in the eyes of its developers and users that often behaves

‘‘opaquely’’ and routinely needs debugging (there are now 54 patches for

version 5.3—some are enhancements and some error corrections). ‘‘Help-

desks’’ and coaching are available to users, and personal missions to user

countries by Geneva experts routinely complement the implementation of

systems and updates. In contrast, FOREXS, though complex, runs smoothly

from a user perspective. Updates, system improvements, and the occasional

debugging of terminals are of course also necessary. But these are in the

care of specialists that operate behind the backs of agents, preparing things

such that implementations and changes can occur practically without user

participation and interruption of market activities. Finally, the FOREXS sys-

tems package together hardware, software, exclusive intranet connections

that link together a banking network of institutions, and news and infor-

mation feeds. DMFAS users, on the other hand, are not structurally linked
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together by intranets. Though DMFAS may be integrated with other sys-

tems (e.g. the budget system) in domestic networks, no such integration

exists on a transnational level. With FOREXS, firms such as Reuters, Bloom-

berg, and Telerate provide the content that traders watch on screen: these

corporations ‘‘apresent’’ (bring near, the notion is adapted from Schutz

1955) the global financial world that provides the context for traders’ trans-

actions, and they enable, through their software and hardware develop-

ment, online transactions that register automatically. In other words, the

world within which traders act and which they watch on screen is out-

sourced to information providers that collect the information and feed the

screen. DMFAS users, on the other hand, must not only provide the input

for their systems themselves but also supplement this input with their own

sources of information.

None of the aforementioned differences contradict the scopic character

of both systems. But we can now be more specific about how scoping is

achieved in both cases. With FOREXS, the scoping of the market is a con-

tinuous reflexive accomplishment that occurs through a mixture of apre-

sentational, performative and temporal means: external events relevant to

the markets are delivered into the markets and registered on their common

platform nearly instantaneously, trading is performed within the systems

in real time, and traders may communicate through the systems and reflex-

ively register their own market prices and observations. The DMFAS soft-

ware, on the other hand, provides a tool for the globally standardized

representation of national debt-making and repayment activities that occur

through dispersed, external paths; national debt officers must participate

in the representational activities to create the mirror of debt that is desired

on a global level. The temporalities of scoping are clearly different: scoping

occurs in a reflex-like, instantaneous way in the case of FOREXS; with

DMFAS, scoping is geared to measurable intervals—those at whose end

points reports are due and data inputs must be updated. The length of

these intervals is at least partially determined by IMF and World Bank

schedules. For example, the data included in the ‘‘debtor reporting system’’

of the World Bank (published in Global Development Finance14) and the

IMF’s General Data Dissemination System must be updated annually,

whereas countries reporting to the IMF’s Special Data Dissemination Sys-

tem must provide quarterly updates. Yet both systems, FOREXS and

DMFAS, create a response reality—they assemble and project a complete

‘‘state’’ of affairs to which participants and users react, taking the assembled

reality as a starting point for further activities and considerations. Once a

segment of reality becomes effectively scoped, that is assembled, augmented
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and projected within a technological medium for all participants, a shared

reality—and to a degree shared understandings—are created that act as a

mechanism of coordination. The audience becomes oriented to the features

of the reflected reality, may learn to agree on some of its meanings, and

starts to observe it and rely on it in the continuation of activities.

The aforementioned differences also suggest how globality is achieved in

currency markets and debt reporting. FOREXS is a paradigm case of a ho-

mogeneous, ‘‘one world’’ system upon which a global social form can rest.

DMFAS’s globality, on the other hand, is more mediated and fragmentary.

The global world, in this case, is continually problematic and must contin-

ually be negotiated and accomplished through strategic decisions and prac-

tices of assimilation and adaptation.

Two Global Histories

We have now linked the theme of this chapter, global financial technolo-

gies, to scoping systems, trying to tear them loose from the restrictive

understanding of information technologies as simply implying social net-

work structures. If we trace out the actual use of technologies in important

areas of finance we come to an expanded conception of global coordination

that provides a choice: ‘‘If you can scope it, you don’t need to network it,’’

one might say. Networks, we said, are embedded in territorial space, and

they do not rely on reflexive mechanisms of aggregation and projection

that have the potential of ‘‘upgrading’’ the system to a new level of organi-

zation. Networks can easily be concatenated into larger structures without

fundamental change of its elements. Metaphors that cast globalization in

terms of increased connectivity suggest such concatenations. But the global

financial systems investigated here appear to rest on a different project:

with scopes, it becomes possible to transpose activities embedded in dis-

persed contexts to shared global spheres. In the last section of this chapter

we will emphasize that upgrading systems to a global level by means of

scoping technologies need not eliminate the use of social networks for spe-

cific means. For example, it is plain and will be emphasized below that

global scoping projects often ‘‘piggyback’’ on cable connections and other

infrastructural linkages.

The point we want to make in this section is that both DMFAS and

FOREXS were, from the beginning, global projects. ‘‘Globalization,’’ in this

case, has not been the effect of unrelated historical and evolutionary

processes or of a world that grows together automatically based on inde-

pendent technological developments. Instead, the global forms now in evi-
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dence in this area evolved from intentional business plans of a globally

operating company (Reuters) in the case of FOREXS, and from economic

policy concerns of global institutions and groups of countries in the case

of DMFAS.

The recent history of foreign exchange markets starts at about the same

time as the history of DMFAS. First the United States (1971), then major

European countries, including Britain (by 1979), and finally Japan (in the

early 1980s) abolished exchange controls, effectively eliminating the 1944

Bretton Woods Agreement of fixed exchange rates and allowing foreign ex-

change trading for purposes of speculation. Before the breakdown, foreign

exchange markets also existed: foreign exchange deals are cross-border

exchanges of currencies. Such exchanges were born with the dawn of inter-

national trade, and persisted through all ages. But in the 30 years of the

Bretton Woods Agreement, foreign exchange deals reflected by and large

the real requirements of companies and others that needed foreign ex-

change to settle bills and pay for goods. When exchange controls were

removed, currency trading itself became possible as a market where ex-

change reflected price movement anticipation. In 1986 the dealing rooms

of the world had taken off, with an average of US$150 billion and as much

as $250 billion being traded around the globe, double the volume of five

years before (Hamilton and Biggart 1993). As indicated before, in April

2004, according to the Bank of International Settlement’s Triennial Survey,

the average daily turnover in traditional global foreign exchange instru-

ments had risen from $36.4 billion in 1974 to approximately $3.2 trillion

(Bank for International Settlements 2007). Two-thirds of this volume

derives from ‘‘over-the-counter transactions’’—i.e., inter-dealer transac-

tions in a global banking network of institutions. Banks had responded

quickly to the business opportunities that arose with the freedom of capital

that the breakdown of the Bretton Woods system initiated. They also

responded to an increasing demand stimulated by volatile exchange and

interest rates reflecting various crises (e.g. the energy crisis of 1974) and to

the tremendous growth in pension fund and other institutional holdings

that needed to be invested.

When exchange controls were removed in 1971, the current foreign ex-

change market was born. Traders, however, had no computers, and trading

was a question of finding and negotiating this market, which lay hidden

within geographical space. In a very real sense, dealing was a matter of

establishing and using network connections. The most important technol-

ogy on the trading floor at the time was the telephone. Besides the phone,

there was the ‘‘ticker,’’ a device which churned out ‘‘50 meters a day’’15 of
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news headlines and price pointers, as a former participant put it (for its spe-

cific history, see Preda, this volume), and calculating machines. Activities

on the floor centered around ‘‘finding the market,’’ that is finding out

what the price of a currency was and who wanted to deal. In the following

quote, a former chief of trading recalls how he continually chased after the

market:

P: . . . so you had to constantly find out what the rates were in countries.

KK: And you did this by calling up banks?

P: By, yes. And there were also calls on the telex by other banks who ei-

ther wanted to trade or wanted to know, simply wanted to know where

dollar-Swiss was.

A partial attempt at making markets present in a scopic fashion occurred

before the introduction of screens: the prices written down by hand on

the ‘‘big sheets’’ to which P refers in the above quote were displayed on

wall boards. When screens appeared, they were at first no more than substi-

tutes for the ‘‘big sheets’’: displays on which the handwritten price sheets

put together by female clerks were projected on the basis of pictures taken

of the sheets on the floor. This form of presentation rested upon a chain of

activities that was in important respects indistinguishable from the one

that fetched prices in pre-screen times: it involved narrowing down where

the market was by calling up or telexing banks, writing down the responses

by hand (and perhaps recalculating prices in national currencies), and mak-

ing this information available for internal purposes through a form of cen-

tral, scopic presentation. All this changed when the British news provider

Reuters developed a computerized foreign exchange system that it aptly

called Monitor16 and that became the basis for this electronic market

(Read 1992, chapter 12). We cannot present here the history of Reuters’s

transformation into a financial service provider firm that Monitor em-

bodied; but we can say that Reuters had perceived the uptake in volumes

of trading as an opportunity to expand more strongly into the financial ser-

vice area and take advantage of the large international infrastructure it had

put together for the purpose of transmitting news between continents and

countries.17 In doing this Reuters built on an earlier technology that came

between the big sheets and Monitor, but was used in the stock and com-

modity market. Reuters had provided commercial news and economic ser-

vices to these markets for quite some time and was in fact making excellent

profits from these services. In 1964, it teamed up with what we would

now call an electronic start-up company, the Ultronic Systems Corporation

of New Jersey, in a joint venture. Ultronic had developed a computerized

stock quoting system called Stockmaster. The idea behind Stockmaster
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illustrates what the first electronic scoping technologies after the ‘‘big

sheets’’ implied and how it replaced the ticker that had dominated before:

Once it became widespread, the Ultronic system ‘‘absorbed’’ tickertape sig-

nals from all major stock exchanges and other markets by feeding them

into master computers that processed the material and relayed it to subsid-

iary computers and finally to the offices of brokers. The system made more

than 10000 stock and commodity prices available to brokers on small desk

units (originally teleprinters, later displays on screen) at the push of a but-

ton (see Muniesa 2000 for the development of a different electronic quota-

tion system).18 Instead of the local scoping that the big sheets provided,

this was a form of global scoping.19 Monitor’s design was based on the ex-

perience with this technology, but it also included a crucial new concept. It

was based on the notion of installing computer terminals in the trading

units of banks on which traders were able to insert their foreign exchange

rates into the system directly, thus making them available at the push of

a button instantaneously to everyone connected to the system. In other

words, Monitor was a reflexive system that relied on the contribution of

participants in constructing the market as one central system and in allow-

ing it to operate at instantaneous speed.

When Monitor was launched, in 1973, it presented the market only par-

tially, since it only provided ‘‘indicative’’ prices upon which one could not

trade directly. It did, however, from the beginning, augment and contextu-

alize market prices by including news. Actual dealing remained extraneous

to screen activities and was conducted over the phone and telex until 1981,

when a new system also developed by Reuters that included dealing ser-

vices went live to 145 institutional customers in nine countries. The system

was extended within a year to Hong Kong, Singapore, and the Middle East,

resulting in a market with a worldwide presence (Read 1992: 283ff., 310–

311). Reuters knew of course that the foreign exchange market was by na-

ture a transnational inter-bank market; for any system to be effective in this

market it had to be available transnationally to all major players and, if

it was to make dealers’ contributed data available and be used for actual

trading, it had to link these players. Its project of becoming a financial ser-

vice provider for this market was based on the awareness that a well estab-

lished news agency that had access to exclusive (not publicly available)

information transmission lines might be well positioned to stitch together

this market and sell to it the political and other information it routinely

collected.

What we call FOREXS in this chapter is now based on a much further

developed version of the original Monitor, called Reuters 3000. It includes
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other systems—for example, an electronic broker system developed in the

1990s by banks themselves. Foreign exchange market scoping is itself a pro-

cess proceeding at times by slow accumulation and at times in qualitative

leaps forward. Its beginnings predate Monitor, as indicated, and an end to

the process is not in sight. Nonetheless, with the inclusion of dealing ser-

vices and the more recent inclusion of electronic broker systems (Reuters

provides its own), these markets appear fully scoped, that is presented and

contextualized on screen to a degree to which dealing can now proceed

without extraneous means. We can say that the foreign exchange world

has migrated into these systems and is now constituted within them.

With the help of the deliberate deregulation of these markets by relevant

nation-states, it also has become disembedded and decoupled from na-

tional political and economic variables and concerns.

No such decoupling and disembedding happened in DMFAS’s case. We

take the degree to which a system is exclusive of national circumstances

and environments or remains inclusive of them to be the major differenti-

ating variable when it comes to global technologies. The nature of this dif-

ference can be gleaned, in a first step, from looking further into the history

of DMFAS than we have introduced before. Like FOREXS, DMFAS was, from

the beginning, a global project. But it was not, like FOREXS, an exclusive

project, that is one whose momentum was based more on bypassing and

sidestepping national environments and their regulatory and cultural make

up than on penetrating these environments (see next section). Rather,

DMFAS emerged from a transnational effort involving groups of developing

countries, the United Nations, and a growing concern since the early 1960s

about the place of developing countries in international trade. The concern

led to calls for a full-fledged conference ‘‘specifically devoted to tackling

these problems and identifying appropriate international actions.’’ It re-

sulted in the first United Nations Conference on Trade and Development

(UNCTAD), held in Geneva in 1964; at the same time, developing coun-

tries established the Group of 77 (which today has 131 members) to voice

their concerns. UNCTAD has since remained a framework for assisting

developing countries in a wide range of areas that include trade-related

issues, trade negotiator training, investment policy reviews, the promotion

of entrepreneurship, competition law and policy, trade and the environ-

ment, and debt management. The first technical assistance project on

external debt was initiated in 1979 during the preparations for a meeting

of the ‘‘Paris Club,’’ an informal group of official creditors whose goal is

stated to be ‘‘to find coordinated and sustainable solutions to the payment

difficulties experienced by debtor nations.’’20 The first DMFAS software
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was installed in three countries in 1982. According to official descrip-

tions, the climate at the time was characterized by transformations of eco-

nomic thinking in a direction where development strategies became more

market-oriented and focused on trade liberalization and privatization of

state enterprises. Debt crises in developing countries accompanied this de-

velopment, and despite structural adjustments by the IMF, countries were

not able to recover quickly from the crises.21 The creditors’ meeting in

Paris, the attempt to create and implement a standardized debt manage-

ment software, and debtor nations’ effort at coordinating their voice, must

all be seen in this light. DMFAS had not been set up as a program of the

IMF but by a forum explicitly dedicated to technically assisting developing

countries. Acceptance of the program was not mandatory for loan exten-

sions or procurement and countries were not forced to accept the program.

Nonetheless, it appears plain that existing debt crises made cooperation

palatable, and macroeconomic management concerns as well as the aim to

‘‘empower’’ developing countries in dealing with their debt got the pro-

gram off the ground.22 The Reuters system had been initiated as a global

business idea that fitted into the expansion and reconfiguration plan of an

already global corporation and that promoted the technological remaking

of markets that operated transnationally. DMFAS appears to have been ini-

tiated as a reflexive global tool by the United Nations Conference for Trade

and Development and the institutions charged with monitoring and main-

taining the world’s financial order. It appears to have been initiated on a

global level within a field of negotiations between debtor and creditor

countries and their global institutional representatives. To proceed with

these negotiations, and presumably also to help debtor countries, one

needed not only a way to synthesize and ‘‘produce’’ debt and credit data

so that countries themselves and their creditor institutions could see and

confront an individual debt situation as if in a mirror. One also needed

this production matrix to be standardized, so that debts and debt-related

dangers could be compared and aggregated across countries and regions

and used in global risk assessments, international repayment arrangements,

and financial policy and aid decisions.

Inclusive and Exclusive Global Technologies

Globality, in the case of DMFAS, rests upon and comes about through the

global distribution of a standardized system of debt reporting that permits

and encourages aggregation, comparison, and reflexivity on a national and

global level. Let us focus more directly on this now, spelling out what we
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mean when we say that DMFAS is a globally inclusive system. We use

the distinction between exclusive and inclusive systems in this context to

point to differences in global strategy. With an inclusive strategy, one

attempts to penetrate the geopolitical landscape of the world and integrate

different national, regional or local environments into some common unit

or plan. With an exclusive strategy, one makes no such attempt at integra-

tion or penetration and rather sets out to create what one might call a par-

allel world.

Inclusive strategies have to contend with the differences between and

diversities of national environments and national cultures. They may try

to reach into these environments and transform some of their elements,

they may try to implant in them external modules on which they can rely

for transnational purposes, and they may try to persuade the countries or

their population of the value of cross-national standardization. For exam-

ple, integrating local markets may require one to adapt to local consumer

preferences or to find ways to change these preferences. It may mean adapt-

ing to different regulatory environments, recruiting and training local sup-

pliers, and many more global-local adaptations of the kind described by

the term ‘glocalization’. A globally inclusive financial stock market would

be one where individual investors in any country are able to trade shares

freely across national boundaries. Such a system requires computer avail-

ability in all investor locations (e.g. households), language capabilities or

unification, Web architectures, payment and clearing arrangements be-

tween stock exchanges, regulatory approvals, and national pension systems

that support individual financial planning. Such systems are in the process

of being created in some regions (e.g. Western Europe), but they are far

from being in place on a worldwide basis. DMFAS is an inclusive system in

tendency. Inclusiveness, in this case, translates into creating a compromise

between unique adequacy—the appropriateness of a system with respect to

local idiosyncrasies—and global standardization. It implies the attempt to

integrate all relevant countries (and potentially the whole world) into the

world financial architecture by providing standardized scripts for debt ac-

counting and reporting. These scripts must be commensurable enough to

allow transnational aggregation and comparison while also being detailed

and flexible enough to provide single countries with an adequate mirror of

their often idiosyncratic debt situations.

Globally exclusive systems and strategies are of a different nature. Since

they lack the goal of inclusive penetration or integration, they can make

short shrift of the complexities that arise from geopolitical and cultural

diversities, and simply impose their own style (originating from earlier
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practices) on the new systems developed. FOREXS exemplifies this strategy;

it is a system that first included only some elements of earlier practices (in-

dicative prices and news) but grew to embody and reorient the whole style

of the market. Problems, in the case of the foreign exchange market, have

more to do with creating and articulating the market than with assim-

ilating national diversity and local customs. Of course, exclusiveness and

inclusiveness are relative categories, and the question how inclusive or ex-

clusive one can be may have to be negotiated in particular cases. For exam-

ple, European integration is a project that attempts to carve out a space

between full inclusion and full exclusion. We use these concepts here not

as definitive categories but as analytic tools to highlight crucial differences

between FOREXS and DMFAS as global systems.23

Let us return to DMFAS and say more about the meaning and conse-

quences of its inclusiveness. As a global technology, DMFAS depends on

the standardization of the system. Standard categories universalize the data

content DMFAS collects and reports. But standard categories are caught in a

tension between the goal of providing countries with a mirror image of

their debt situation, and the goal of feeding transnational statistics and

risk assessment and accounting goals. This tension cannot be eliminated;

it was present from the beginning of DMFAS development and is visible in

the projected version 6.0—the first modular version in the sense that user

countries will be able to choose the modules that are most important to

them from a standard package. The most pronounced examples of what

this tension involves may not come from DMFAS but from older, hoarier

and well researched cases, for example that of international disease clas-

sifications (existing since the nineteenth century). All organizations and

actors in all countries, including medical practitioners and statisticians,

would have to agree on how to collect and code the relevant information

for disease statistics to provide valid data on a transnational and global

level. But numerous variables have always intervened in this project, as

illustrated in detail by Bowker and Star (e.g. 1999: 141 ff.). Let us list just

a few of the relevant dimensions for which they provide examples. First,

medical practitioners and institutions (or non-medical diagnosticians)

would have to have the same sophisticated knowledge and technology to

perform the required diagnoses. Yet it is plain that even in the developed

world, rural areas find it difficult to provide this treatment. Second, all na-

tional schools of medicine would have to be eliminated in favor of one

common school. But again, even today, these schools persist in the most

advanced Western countries, and manifest themselves for example in dis-

agreements over the desirability of surgical procedures. Third, culture
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would have to stop playing a role in disease reporting. Yet as some epidemi-

ologists studying the low incidence of fatal heart attacks in Japan suggest, it

may still play a major role: conceivably, what Americans call fatal heart

attacks may often be described as strokes in a country in which heart

attacks suggest a low status life of physical labor while strokes suggest a

high status cause of death such as an overworked brain (Bowker and

Star 1999: 142). Fourth, moral values and government regulations would

have to support a universal classification. But this is difficult to expect

from countries in which single early childhood diseases trump all other

diseases, and the medical and epidemiological need of the nation to com-

bat the disease eat up the resources that would be needed to effectively

implement an externally imposed classifications. Fifth, the diverse needs

of statistical bureaus, the medical establishment, government agencies,

and practicing specialists with little time to spare would have to be recon-

ciled. In other words, heterogeneous professional logics with very differ-

ent demands on the length, stability, and orientation of a classification

would have to be made commensurable. For example, what should the

classification be based on—causes of the illness, treatment options, envi-

ronmental factors, the manifestation of the disease, ethical-political consid-

erations, multiple categories, and if so in which of the numerously possible

combinations?

We need not elaborate this example further to give a taste of the prob-

lems standardization attempts at a global level face. The DMFAS case

appears simpler than that of disease classifications in several ways. For ex-

ample, DMFAS presentations suggest that the relevant countries did not yet

have elaborate debt accounting systems in place when DMFAS was created

(DMFAS 1999/2000: 1). Thus DMFAS may not have been running up

against entrenched national-bureaucratic ways of dealing with debt, local

investments in particular accounting procedures, and actors in strong pro-

fessional positions that wanted to cling to alternative ways.24 Nonetheless,

DMFAS must be understood as a culturally, politically and technically

negotiated outcome. Some of these negotiations occur when DMFAS’s proj-

ect officers engage in communications with at least one ‘‘interlocutor’’ in

all of its 80 receiving institutions, as they routinely do. As one project man-

ager put it, ‘‘my work stands and falls with the existence of at least one rea-

sonably trustworthy person’’ with whom the project can be discussed. This

negotiated character is also manifest in the current effort DMFAS’s infor-

mation technology experts are making to design the next version 6.0 in a

modular way, such that user institutions with different interests may ac-

quire only the modules they want. For example, African countries do not
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need bond modules, since they do not have developed capital markets;

only certain countries (e.g. Argentina) need the module that registers ‘‘local

government debt,’’ i.e., loans or bonds granted to or issued by local govern-

ments or other sub-national entities; only countries that are debtors of the

Asian Development Fund need its special calculation methods. And so on.

On one level, the DMFAS process exemplifies what constructivist sociolo-

gists of technology have shown with respect to other objects: negotiated

outcomes and multidirectional rather than linear models of innovation

(Pinch and Bijker 1987). But in contrast to other contexts the DMFAS

debate is not meant to be closed, and the software is not likely to become

stabilized. DMFAS, and other global technological systems, are characteris-

tically open, indefinite artifacts that reflect the changing user preferences

and the changing beliefs and circumstances of global institutions.

The last examples also point to another aspect of the global character

of DMFAS that stands in contrast to the global logic of FOREXS. DMFAS

includes not only transnationally negotiated features of which some re-

spond to local user demand, it is also a system that exists in different coun-

tries in different languages (it has been translated from English into French,

Spanish, Arabic, and Russian). As indicated before, it also exists in different

versions, upgrades, and states of maintenance. All recent versions include

common core variables and allow users to produce specific standardized

reports demanded by global institutions. Nonetheless, one has to imagine

the tapestry created by DMFAS systems in user countries as more of a

patchwork of pieces of various fabrics, colors, and figures rather than a

shiny new cloth of one texture and design. DMFAS, though it is centrally

designed and supported by a team of approximately 24 experts located in

Geneva, is the work of assimilation, not that of unification. DMFAS em-

bodies the attempt to make things similar on a worldwide basis. But it has

done so in leaps and bounds, so to speak, by providing fragmentary solu-

tions for some emerging problems, maintaining flexibility with respect to

others, by growing cumulatively over time and then modularizing the

growth, and by patching up the technical and taxonomic difficulties that

arise. User countries contribute their own share to the patchwork by the

ways in which they make use of DMFAS. But debt officers in single coun-

tries are also crucially important to the survival of this global technology:

they create the fit between the local idiosyncrasies of statistical categories

and data collection procedures in individual user countries, and the formal

categories and menus provided by the global software. Clearly, these fitting

procedures are what allows the ‘‘scoping up’’ of local worlds. What we want

to stress then is the assimilated and at times incongruent character of a
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globally distributed software system that ‘‘lives’’ in national institutional

spaces rather than to inhabit, as FOREXS does, an exclusive global sphere.

In emphasizing DMFAS’s assimilating globality, we also want to empha-

size again its relation to the nation-state and the inclusive strategy of glob-

alization in terms of which we analyzed its development. The system

cannot be made to exit this relationship. On one level, it embodies a glob-

ality that remains firmly rooted in transnationality and reaches only as far

as transnational negotiations and adaptations. Yet on another level, the

same system also feeds global institutions (various creditor and debtor

groups and conferences, the IMF, the World Bank, and the DMFAS group

in Geneva) by means of regularly produced forms and reports, thus sustain-

ing the global character of world economic institutions and an emerging

global governance that centrally rests on the harvesting and exchange of

knowledge and information.

FOREXS, on the other hand, is the embodiment of a globally exclusive

strategy. As a global system and technology, FOREXS sustains, one might

say, a separate province of the global world, one of many emerging global

forms that do not connect, tie together, or integrate the rest of the planet

but co-exist with it. Most of the relevant details indicating this have been

given before; they need not be repeated here. But we want to sum up and

highlight three aspects of the characteristic exclusiveness of FOREXS: First,

FOREXS runs on intranets rather than on the Internet, meaning the infra-

structural inter-bank connections on which the systems depend are avail-

able only to the accredited institutions that buy the systems. Up to the

point when we concluded this research, private, non-institutional actors

could not buy the systems, even if they would have been willing and able

to finance its enormous cost. The systems are designated for banking insti-

tutions, though versions have been available to other institutional market

participants. Second, the FOREXS market rests on the establishment of cen-

ters of institutional trading in the financial hubs of the three major time

zones: in New York, London, Tokyo, and perhaps Zurich, Frankfurt, or Sin-

gapore. (For a description of this global urban system, see Sassen 1991,

chapter 7.) The centers cover the world by covering the clock. In other

words, they cover time zones rather than countries; they provide trading

opportunities for banks and institutional investors around the clock in

regions of the world of predominant interest to financial service industries

(the United States, Southeast Asia, and Europe) during their respective

working times. The foreign exchange market does not attempt to penetrate

all countries or even continents. Regions of the world are interesting only

to the extent that they issue major currencies that can be traded within a
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speculative regime. This sort of trading can be done with ease, and grace,

from the world’s time-zone-based financial centers. Third and most impor-

tantly, the foreign exchange market is exclusive in the sense of being dis-

embedded from individual nation-states. As indicated before, it has been

‘‘set free’’ deliberately by successive waves of liberalization of capital flows

and financial services from the control of individual nation-states over the

last 35 years. (See the overview in Swary and Topf 1992.) The removal of

barriers between national financial markets, particularly currency markets,

enabled a system to emerge in which economists consider frictions and

impediments to be minor and that appears in fact beyond the control of

any regulatory structure. The uncoupling can also be gleaned from the role

currency markets play as an independent power in testing and determining

the value of currencies against the authority of central banks and govern-

ments. They illustrate the role of the external observer and evaluator of na-

tional macroeconomic policies financial markets often take. The market is

also disembedded on an action- and institutional level: Traders are oriented

to their counterparts in other areas of the world, not to the rest of the bank-

ing center in which they work. They often change jobs, move to other

places, and can take up trading practically immediately in any financial

center of the world. Institutional means of separating trading from the rest

of the bank include access limitation to trading floors, different compensa-

tion systems for traders, specific management structures, and so on. (See

Knorr Cetina and Bruegger 2002 for details.)

Concluding Remarks

Two things should be emphasized in concluding this chapter. First, we used

the notion ‘‘technology’’ in a wide sense, including in it ‘‘systems’’ (e.g.

Hughes 1987) that incorporate many different elements and information

feeds (FOREXS) on the one hand and software packages that are complex

in their own right but do not have the same heterogeneous and systemic

character (DMFAS) on the other. While it may be worthwhile to draw dis-

tinctions between more systemic and more homogeneous forms of tech-

nology, these distinctions are not central to the present argument and have

been left out of consideration. Second, DMFAS and FOREXS have been

described as scoping systems that imply a specific mechanism of coordina-

tion which we distinguished from that of networks. But this does not mean

that networks have no role to play in the context of these systems’ practical

instantiation and use. For example, traders in foreign exchange markets

cultivate small networks of contacts and friendship with other traders in
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different countries and time zones. These often include no more than a

handful of persons. Traders rely on these contacts for early morning and

late evening exchanges of information, they may call upon a ‘‘friend’’ in

another time zone to watch their position during the night, they may chat

with them during periods of low market activity, and so on. Though traders

have indicated that ‘‘99.9 percent’’ of their transactions are anonymous,

one assumes that the respective networks keep information alive, provide

opportunities for debating and contesting different market stories, and gen-

erally provide a kind of social liquidity to financial markets. In the DMFAS

case, relationships between the Geneva experts and specific debt officers in

single countries were deemed to be important by the experts with a view to

the correct implementation and maintenance of the system, with a view

to obtaining user feedback, etc. The point here is that the transition to scopic

mechanisms of coordination does not eliminate other mechanisms but

rather makes the overall system more complex. A specific question then

is how different mechanisms of coordination become coupled in specific

domains. Knorr Cetina (2003) claims that the FOREXS market was histori-

cally a network market but that networks no longer dominate this market

today. Rather, scopic systems have provided the basis for a form of

Schutzean intersubjectivity in these markets that is based in the synchro-

nicity, immediacy and continuity of market observation (Knorr Cetina and

Bruegger 2002). In the DMFAS case, networks and the interpretations that

travel through them may well play an important role in securing coopera-

tion between dispersed national interests and in maintaining global order.
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Notes

1. For descriptions of bond, stock, and other financial markets, see Abolafia 1996a,b,

1998; Smith 1981, 1990, 1999; Hertz 1998. For more general discussions of markets,

see Fligstein 2001; White 2002; Swedberg 2003.
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2. The study is based on ethnographic research conducted since 1997 on the trading

floor of a major global investment bank in Zurich, New York, and London and in

several other, for example private and second tier banks. Unlike other financial mar-

kets, the foreign exchange market is not organized mainly in centralized exchanges

but derives from inter-dealer transactions in a global banking network of institutions;

it is what is called an ‘‘over-the-counter’’ market. Over-the-counter transactions are

made on the trading floors of major investment and other banks. For a description

of this research, see Knorr Cetina and Bruegger 2002. For an extensive description of

currency trading in all its aspects, see Bruegger 1999.

3. Institutional currency (foreign exchange) traders use several systems simultane-

ously, including Reuters 3000 (the most recent version of Reuters’s dealing and infor-

mation systems) and EBS (an electronic brokerage system developed by the banks

themselves). For present purposes, we do not differentiate between these systems.

We use the shorthand FOREXS to refer to them.

4. To avoid confusion it should be noted that DMFAS uses the notion ‘‘projection’’

as a technical term for different kinds of forecasts (DMFAS User Guide for version 5.3,

chapter 26).

5. Scoping systems may of course become coupled with social-authority-based orga-

nizational mechanisms, network mechanisms, and other mechanisms.

6. These figures were reported in the New York Times (Barringer 2002).

7. For an overview of the ‘‘DMFAS Programme’’ see http://r0.unctad.org/dmfas/. Re-

search on the DMFAS system is based on ethnographic fieldwork and interviews con-

ducted during 2005 and 2006 at the DMFAS program unit in Geneva. For more

details, see Grimpe forthcoming.

8. Other funds come from the United Nations and from a trust fund financed mainly

by the Netherlands, Norway, and Sweden.

9. According to Enrique Cosio-Pascal, a previous program leader of DMFAS.

10. There is only one other public debt management software that is comparable to

DMFAS in the sense that it is used by a number of developing countries: The CS-

DRMS of the Commonwealth Secretariat. More detailed information on this system

is available at http://www.csdrms.org.

11. The various characteristics of DMFAS are extensively described in chapters 3, 9,

11, and 6 of the DMFAS User Guide 5.3. The following details are based on this de-

scription and on personal interviews and field data collected by the second author of

this study at the DMFAS unit in Geneva.

12. The users’ guide mentioned before described tranches as the ‘‘distinct parts of a

loan as defined by the creditor in the detailed payment schedules sent to the debtor’’

(DMFAS User Guide for version 5.3, chapter 9).
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13. The degree to which DMFAS participants actually make use of these updating

functions (and other functions) varies among countries. In one of the African coun-

tries, for example, the system had not been updated for months, and higher level

officials in the country appeared not to mind. During a mission to the country, the

DMFAS project manager reacted by taking on the role of a traditional development

worker: he emphasized the need for updates in user training workshops ‘‘for the ben-

efit of the country’’ and pushed for such updates, but without much success. This sit-

uation is not just an exception. DMFAS program activities do occasionally follow the

paradoxical patterns of foreign aid initiatives. (For a comprehensive case study of

such patterns see Rottenburg 2002.) The analysis of the actual uses of DMFAS soft-

ware functions and their variations across countries is a study in its own right that

has yet to be completed

14. Source: http://publications.worldbank.org.

15. Original communication in German.

16. The full name was Reuters Monitor Money Rates (Read 1992: 301).

17. Read (1992: 290) reports that the general manager of Reuters at the time, Gerald

Long, was able to claim by the early 1970s that the firm was ‘‘operating the largest

and most technically advanced news and information network in the world.’’ This

network had two main arteries: one crossed the Atlantic and Pacific (Tatpac), joining

London to Singapore and Tokyo through Montreal, Sydney, and Hong Kong; the

other, Europlex, linked the main cities of the continent (London, Paris, Geneva,

Frankfurt, The Hague, and Brussels) in an 88-channel ring fed by dataspurs and

leased teleprinter lines from other European cities. Reuters also leased 18 channels

in a new round-the-world Commonwealth cable to Sydney via Canada in 1964.

Europlex became operational in 1967. A great deal of Reuters’s transformation into

a financial service firm has yet to be written.

18. The latest technology was a system that fed tickertape signals from stock ex-

change and other markets into a master computer in New Jersey that processed the

material for feeding it into subsidiary computers, such as one in London, that was in

turn connected to the offices of brokers and other subscribers who had small desk

units that gave them access to the latest information on stock prices by pressing a

button (Read 1992: 296–297). It was perhaps the first attempt, outside the ‘‘big

sheet’’ technology, to create a scopic system from tickertape.

19. In fact, Read reports that Reuters proudly pronounced at the time that it was

now operating a global stock exchange, since material was being fed into the system

from all the main exchanges (1992: 298).

20. The Paris Club met for the first time in 1956. Source: http://www.clubdeparis

.org.

21. Source: http://www.unctad.org.
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22. Enrique Cosio-Pascal: ‘‘My participation as the UNCTAD representative in the

meeting of the Paris Club in the early 1980s confirmed that [the] lack of information

[of a country concerning its debt situation] applied generally to developing countries

as a whole. The question that arose at this stage is, why did countries not develop

their own CBDMS [computer-based debt management system]?’’ (DMFAS 1999/

2000: 13).

23. For example, DMFAS has the following characteristics of an inclusive system,

too: First, it is principally distributed to government agencies such as ministries of fi-

nance or central banks only. Second, many of these financial institutions meticu-

lously keep their debt databases in confidence. For instance, for big data conversions

supported by the DMFAS staff in the headquarter some of these user institutions ac-

cordingly hesitate to send their databases to Geneva.

24. On the other hand, DMFAS efforts seem to be mired by difficulties having to do

with ‘‘ineffective’’ entrenched procedures in some countries. The DMFAS program

maintains that institutional restructurings are sometimes necessary to achieve ‘‘effec-

tive debt management.’’ In one of the African countries, for example, a certain kind

of ‘‘paper organization’’ and a certain organizational hierarchy and work flow within

the ministry of finance that existed already before the installation of the software

seem to persist. The DMFAS project manager responsible for this user country fre-

quently criticizes these organizational features; in his view, these feature stand

against effective debt management procedures.
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6 The Politics of Patent Law and Its Material Effects:

The Changing Relationship between Universities and the

Marketplace

Elizabeth Popp Berman

The expansion of intellectual property has been a cornerstone of global

economic policy over the past few decades. From Diamond v. Chakrabarty,

which in 1980 affirmed the patentability of living microorganisms in the

United States (Bugos and Kevles 1992; Kevles 1994), to the TRIPs (Trade-

Related Aspects of Intellectual Property Rights) Agreement of 1994, which

extended and helped unify international intellectual property law (Sell

2003), the reach of private ownership into the world of ideas has been

steadily extended, with complex and less than fully understood results.

Research universities have been one important venue for the negotiation

of these changes in intellectual property rights. In the United States,

universities—which historically took little interest in the patenting of re-

search and often opposed it on principle—have begun patenting the

inventions of their faculty in large numbers. Whereas fewer than 500 U.S.

patents were being issued to U.S. universities and colleges each year in the

early 1980s, since the late 1990s more than 3,000 have been issued each

year. (See figure 6.1.) Universities now also bring in substantial amounts of

money by licensing their patents to corporations. Net licensing royalties

increased from a little under $200 million in 1993 (the first year for which

data are available) to well over $800 million in 2003. (See figure 6.2.)

These changes in academia have not taken place without controversy.

Introducing an element of ownership and profit into what is still largely a

Mertonian and communistic system of science has raised fears and con-

cerns. Some are concerned with the fairness of patenting inventions made

with taxpayer dollars, and see patenting as encouraging universities to act

in their own self-interest (e.g. in defending their patents through costly

litigation) at the expense of the public interest (Leaf 2005). Others raise

the specter of an ‘‘anticommons’’ hindering the advancement of science

(Heller and Eisenberg 1998). In contrast to the classic ‘‘tragedy of the com-

mons,’’ in which common ownership of a resource leads to its overuse,



Figure 6.1

Patents issued to U.S. universities and colleges, 1983–2003. Source: NSF 2006.

Figure 6.2

Net licensing royalties to U.S. universities and colleges (millions), 1993–2003.

Source: NSF 2006.
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an anticommons is created when too many claims to ownership exist in

a area of knowledge, effectively limiting others’ ability to build on that

knowledge.

Despite these concerns, the practice of university patenting is now quite

entrenched in the university, with organizational structures (technology

licensing offices) and normative behaviors (taking patents seriously in ten-

ure decisions) helping to reproduce it. The many supporters of university

patenting argue that without the protection of patent rights, firms would

lack sufficient incentives to invest in the costly process of bringing an em-

bryonic invention to the marketplace. They suggest that universities, with

their close proximity to scientist-inventors, are uniquely positioned to con-

nect those who possess technical know-how with those who have the

resources to turn that know-how into marketable products.

Scholars—mostly economists—have produced a large literature on uni-

versity patenting. Most of it is policy-oriented, and most of it focuses on

patenting’s causes and consequences: what kinds of universities are more

likely to patent, whether university patents have a greater impact than

other patents, what kind of university-industry connections facilitate the

use of patents. Though some recent efforts have tried to evaluate the effects

of university patenting on the cumulative nature of science (Murray and

Stern 2005; Walsh et al. 2003), little of this research is framed by the ques-

tions of economic sociology—about the creation of economic institutions,

social effects within those institutions, or their non-economic outcomes.1

Even less is oriented toward the questions of technology studies—of the

interaction of social and technical factors in the production and use of

technology.2

This should not be the case. Patents, as legal mechanisms for creating pri-

vate property, fall clearly within the domain of economic sociology, and as

economic phenomena which increasingly extend the scope of formal prop-

erty, their use and governance can teach us about the ever-growing role of

markets in society. The relationship of public and private in the develop-

ment of science and technology is a question of increasing importance

within Science and Technology Studies, and patenting in both a university

and an industrial context unquestionably shapes the paths technologies

take in their development. Furthermore, because patents are sites at which

the socioeconomic intersects with the technical, they are a place where the

disciplines jointly can contribute more than either of them could on its

own.

This chapter will give a short demonstration of how one might think

about patenting from the perspective of economic sociology. It will
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consider the Bayh-Dole Act, which promoted patenting in universities, as

one of a number of ways in which universities were encouraged to adopt

the logic of the marketplace beginning in the late 1970s. Through a discus-

sion of the political process behind the Act, the chapter will argue that its

effects on universities as organizations were largely unintended, an unanti-

cipated byproduct of an effort to improve the utilization of government-

funded technologies that was not initially driven by macroeconomic con-

siderations. Then it will go on to discuss how the methods of technology

studies are needed to push this kind of research to the next level, by provid-

ing tools for thinking about how political and organizational changes

actually interact with the process through which new technologies are

constructed—thus moving beyond social abstractions and into material

effects. Finally, it will suggest that this kind of joint conversation between

economic sociology and technology studies has the potential to make a real

contribution to the current debate over patent policy, which is dominated

by an economics-of-innovation approach.

University Patenting and the Bayh-Dole Act

The passage of the Bayh-Dole Act in 1980 (more formally, the Patent and

Trademark Law Amendments Act, P.L. 96-517) was a landmark event in

the development of university patenting. In the popular press, the Act has

been lionized as ‘‘possibly the most inspired piece of legislation to be

enacted in America over the past half-century’’ (‘‘Innovation’s Golden

Goose’’ 2002) and demonized as causing ‘‘what used to be a scientific com-

munity of free and open debate’’ to become ‘‘a litigious scrum of data-

hoarding and suspicion’’ (Leaf 2005). Recent research has tried to put

Bayh-Dole in a longer-term perspective, pointing out the rapid increase in

patenting in the decade prior to the Act and arguing that the legislation it-

self did not cause patenting to increase to the extent that has generally

been assumed (Mowery et al. 2001, 2004; Mowery and Ziedonis 2002).3

Nevertheless, the Act, in which the federal government first fully sanc-

tioned the patenting of taxpayer-funded research by universities, was a

symbolic turning point for technology transfer in the United States, and

helped introduce a new discourse about universities as economic actors

(Krücken, Meier, and Muller 2007).

Universities had been patenting the government-funded inventions of

faculty on a limited basis for decades prior to Bayh-Dole. But federal pa-

tent policy regulating such behavior was a tangled mess of laws govern-
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ing different funding agencies, on top of which was laid a complex set of

regulations that were applied very differently from agency to agency. Some

agencies made it easy for universities to patent their inventions, others

allowed it but required the university to jump through a lot of bureaucratic

hoops, and yet others made it almost impossible for universities to retain

title to faculty inventions. Add in the reality that many university inven-

tions were funded by more than one government agency and that many

universities had no full-time person who managed patent activity and it

becomes clear why university patenting and licensing did not increase

more quickly before 1980.

The Bayh-Dole Act streamlined this complex process, giving universities

the patent rights to government-funded inventions by default and unifying

this policy across federal agencies. But the Bayh-Dole Act had a second

important purpose as well: to encourage commercial activity and industry

collaboration in universities. Its stated ‘‘Policy and objective’’ includes the

following goals:

to promote collaboration between commercial concerns and nonprofit organiza-

tions, including universities; to ensure that inventions made by nonprofit organiza-

tions and small business firms are used in a manner to promote free competition and

enterprise; to promote the commercialization and public availability of inventions

made in the United States by United States industry and labor. (P.L. 96-517: Sec. 200)

The text of the Bayh-Dole Act goes beyond just encouraging universities to

patent research so that it can be better utilized. It specifically promotes

both university-industry collaboration and active university participation

in the commercialization of research. These sorts of roles once would have

been considered inappropriate by many universities.4 But they can be seen

as part of a larger shift in the university’s orientation toward the economy

and its gradual embrace of an explicit economic role for itself.

Why Did the Bayh-Dole Act Become Law? Three Possible Explanations and

an Alternative

One could imagine several plausible hypotheses to explain why legislation

increasing university interaction with the marketplace might have been

passed. I will briefly suggest three possible reasons before proposing a

fourth alternative that better fits the empirical data.

We might imagine that the legislation was motivated by a larger project

of neoliberalism. The idea that market incentives can make organizations

and institutions run more efficiently has prompted a variety of legislative
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reforms in the United States in recent decades, ranging from the creation

of pollution permit markets to welfare reform to the North American Free

Trade Agreement. The Act’s passage in 1980 would be fairly early in the

emergence of neoliberalism in U.S. politics, but it is conceivable that the

political forces that helped elect Ronald Reagan also might have helped

pass Bayh-Dole.

Such legislation would have been in the interest of industry, so another

explanation might be that Bayh-Dole was driven by the business sector.

During the 1970s, industry was cutting back on its own research spending,

particularly for basic research, as rising international competition placed

new pressures on firms to cut costs. In constant dollars, industry spending

on basic research peaked in 1966, then declined by 27 percent over the

next six years before very slowly beginning to increase again. By 1980, it

had only returned to its 1963 level (NSF 1999, table A-26).5 Places like Bell

Labs were in decline, and industry was becoming increasingly reliant on

university science. Thus one might imagine that industry would have

thrown its support behind legislation that would encourage universities to

license inventions to the private sector as well as to collaborate with it.

We could also imagine a straightforward resource dependence explana-

tion for this legislation (Pfeffer and Salancik 1978). Federal funding for uni-

versity research was stagnant for most of the 1970s (NSF 2004, Appendix

table 4–6), and universities were in sorry financial shape as well (see, e.g.,

Cheit 1971, 1973). Perhaps universities reacted to the end of substantial

increases in government support by looking to the marketplace, and saw

the activities encouraged by Bayh-Dole as a potential source of revenue.

I will argue that none of these explanations fits the history of the Bayh-

Dole Act very well, and that the Act was not passed for any of these rea-

sons. There was no interest group whose goal was to introduce market

forces into the university: not industry, not universities, and certainly not

the government officials who were the driving force behind the Act. It

passed in the form that it did because of the convergence of two unrelated

political trends. And it affected universities in particular because of the

political circumstances leading up to it. It was not originally created with

universities in mind, and thus the effects it might have on them as organi-

zations were not widely considered or discussed.

The original proponents of the Act were aligned with a broader political

trend in the 1960s and the early 1970s toward encouraging better utiliza-

tion of government research. Proponents were not focused on universities,

and their effort did not have an explicitly economic component. Instead,

they aimed to improve utilization by giving inventors and their organiza-
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tions the patent rights to all government-funded research contracts and

grants, whether the inventors were at MIT or Boeing. They did this because

they believed that inventors were more motivated to and capable of devel-

oping their inventions than government could ever be. After years of failed

effort to garner interest in such legislation, supporters decided to change

tactics in two ways. First, the proposed legislation was significantly limited

in scope, so that it covered only universities, other nonprofits, and small

business, and excluded big business in a concession to liberal concerns

with government giveaways. Second, they took advantage of a political op-

portunity by reframing the bill as helping to solve U.S. economic stagna-

tion by closing the growing ‘‘technology gap’’ with Japan. The legislation

as originally conceived would not have affected universities in the same

way the legislation that was eventually passed did, and possible effects

of Bayh-Dole on the university as an organization were inadvertent and

unanticipated.

The evidence for this argument comes from primary historical research,

including about twenty volumes of government hearings on patent policy

between 1960 and 1980; about twenty volumes of government studies and

reports evaluating the patenting of federally funded research and related

policy; publications on university patent policy and on the development

of a university patenting community (e.g. proceedings of early conferences,

surveys of policies, etc.); and many articles on patent policy from the con-

temporary press, both academic and popular. It also draws on the personal

records of Norman J. Latker, former patent counsel to the Department of

Health, Education and Welfare and an architect of the Bayh-Dole Act. This

historical research was supplemented with a limited number of interviews

of people involved in the effort to pass what would become the Bayh-Dole

Act.

Creating Government Patent Policy: The Pre-History of the Bayh-Dole Act

The idea behind the Bayh-Dole legislation was not a new one. In fact, a

heated on-and-off debate over government patent policy had been going

on for almost forty years, beginning almost as soon as the federal govern-

ment started spending real money on scientific research and development

during World War II. The question quickly arose of who would own any

inventions that resulted from this kind of research. There were two main

policy alternatives for disposing of such inventions, a government-title

policy or a government-license policy, along with a host of intermediate

possibilities.
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A government-title policy would assign title to any such inventions to

the government by default. The main argument in favor of this policy was

that what the public funds, the public should own—i.e., that whenever

possible, publicly funded research should remain in the public domain, ac-

cessible to all, but that if it must be patented for some reason, the patent

should at least be owned by the government and used in the public inter-

est. So if a university scientist used a federal grant to invent a new hearing

aid, the scientist would have to disclose that invention to the government,

which would then have the option of either publishing the invention or of

patenting it itself. The scientist would not retain rights to the invention.

A government-license policy would keep such rights with the inventor

and his or her institution. The government would only reserve for itself

the option of a royalty-free non-exclusive license. It could use the inven-

tion for public purposes if it wanted, but it would not actually own the in-

vention. In this case, the scientist who invented the hearing aid would

decide with the university whether or not to patent the research and try to

commercialize it.

Because no one managed to forge an early compromise between these

two policies, no uniform federal patent policy was ever created.6 Instead,

federal policy emerged piecemeal from different pieces of legislation affect-

ing different funding agencies. By the time of the Bayh-Dole Act, at least

twenty-two different statutes addressed some aspect of federal patent policy

(P.L. 96-517: Sec. 210). Some agencies were not guided by statute at all, and

instead followed federal regulations, which were themselves complex and

ambiguous and thus interpreted very differently from agency to agency.

The problem was complicated by the fact that many inventions had re-

ceived funding from several different agencies, which meant that multiple

policies would need to be reconciled. The delay in creating a uniform sys-

tem of federal patent policy essentially resulted in no coherent policy at all.

In the years following the deployment of the atomic bomb and the end

of World War II, science enjoyed a great deal of public support and to a

large extent could chart its own course. In 1945, Vannevar Bush, in his

influential report, Science—The Endless Frontier, proposed that in order to

flourish, basic science needed to be free to follow the most intellectually in-

teresting questions, without consideration of whether they were likely to

result in ‘‘useful’’ knowledge. Furthermore, he argued, engaging with ques-

tions of application would actively hinder the development of basic, pure

science. If basic science were funded generously and scientists were given

free rein to pursue whatever questions they wished, useful applications
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would flow more or less automatically from this basic research through the

process of serendipity.

During the 1950s, this argument became generally accepted by science

policymakers, and a wall was established between basic and applied

science, with basic science held up as the ideal. Bush helped establish the

National Science Foundation to promote basic research, and science fund-

ing began to increase dramatically. But by the beginning of the 1960s,

problems with this model of organization were beginning to emerge. For

one thing, as federal spending on basic research rose tenfold in real terms

between 1953 and 1963 (NSF 2005, table C-1), Congress began to pay

more attention to science. For another, it was becoming increasingly clear

that basic science innovations were not always turning into useful applica-

tions automatically, and Congress was beginning to ask whether, in fact,

it was getting enough bang for its basic science buck (U.S. Senate 1963;

U.S. President’s Science Advisory Committee 1963; National Academy of

Sciences 1965). Across federal government during the 1960s, a conversa-

tion was developing around the issue of how to better utilize government-

funded science.

This debate applied broadly to federally funded science. But a piece of it

had implications for government patent policy in particular. Some fields of

research seemed to be encountering utilization problems precisely because

of current government patent policies. One such area was the National

Institutes of Health’s program in medicinal chemistry, which began to

draw negative attention. This relatively small ($8 million annually) grant

program funded mostly academic chemists whose work resulted in com-

pounds with potential pharmaceutical applications. Due to NIH patent

policy, though, no pharmaceutical companies were willing to become in-

volved in screening and developing the compounds. This was because NIH

did not permit exclusive licenses on patents resulting from research it

funded. Even then, getting a drug to market was so expensive in compari-

son to the cost of copying the finished product (i.e., creating a generic ver-

sion) that there was no incentive for a pharmaceutical company to invest

in development unless it were assured of exclusive rights to the original in-

vention. The result of NIH’s policy was that promising inventions were

withering on the vine because no one was willing to develop them.

In the mid 1960s, Congress and the executive branch both commis-

sioned studies of how federal patent policy was affecting this and other

science programs (Harbridge House 1968; U.S. GAO 1968). As the federal

government began collecting comprehensive data on patents for the first
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time, other issues were emerging as well. For instance, relatively few

government-held patents were ever licensed—in 1968, for example, of

18,638 patents available for licensing, only 1,661, or 9 percent, were actu-

ally licensed (FCST 1968: 62–63).7 Not surprisingly, in light of the broader

problems with utilization that were emerging, a lot of people were becom-

ing concerned that government patent policies might be preventing scien-

tific innovations from being put to use.

By the early 1970s, a political coalition interested in changing govern-

ment patent policy was developing around this issue. Dominated by ad-

ministrators in federal science agencies and including both civil servants

and political appointees, it extrapolated from the above observations to

argue that exclusive patent rights were necessary to encourage the develop-

ment of government-funded inventions. It also argued that the ongoing

involvement of inventors was critical to the successful development of in-

ventions, and that this made government uniquely unsuited to manage

inventions. Instead, the organizations in which inventors resided were

most likely to be able to get inventions into wider use. The focus was on

the invention and the inventor, and no great distinction was made be-

tween an invention made in a firm under government contract and an in-

vention made in a university with a government grant. The policy goals of

this coalition were (1) to streamline and unify federal patent policy so that

it encouraged patenting of government-funded research and (2) to keep pa-

tent rights, by default, with the inventor and the inventor’s organization

rather than giving them to the government.

Changing Federal Patent Policy: The Road to Bayh-Dole

The first efforts in this direction focused on changing federal regulations

rather than on legislation (FCST 1965, 1966, 1967, 1968, 1970). While

they met with some success, it became apparent fairly quickly that regula-

tory change alone was not going to accomplish these objectives, since most

federal patent policy was governed by statute, not regulation. During the

1970s, proponents of a broad government-license patent policy published

draft bills three separate times, the last of which became the Bayh-Dole

Act. The legislation that eventually succeeded looked significantly different

from that originally proposed.

The first draft bill was published by the congressionally appointed Com-

mission on Government Procurement in 1972. (For the text, see Commis-

sion on Government Procurement 1972: 139–146.) It would have given

contractors and grantees rights to all inventions except in the unusual situ-
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ation that the government could show that it was prepared to take active

steps to develop an invention. The second bill was drafted by the executive-

branch Federal Council for Science and Technology in 1976 (published in

FCST 1976: 93–119). It was introduced in 1977 by a member of the House

Committee on Science, Space and Technology, Representative Ray Thorn-

ton (D-Arkansas), but never made it out of committee (Latker 1977). This

version looked fairly similar to the 1972 draft, though it further reduced

the limited circumstances under which the government would maintain

rights to the inventions of contractors and grantees. The final bill was

introduced by Senators Robert Dole (R-Kansas) and Birch Bayh (D-Indiana)

in 1978. It looked substantially different from the earlier two bills, and a

fundamentally similar version became law in December 1980.

The 1972 and 1976 draft bills had more similarities than differences.

Each began with the same four main legislative goals: (1) to encourage the

utilization of federally funded research, (2) to encourage contractor par-

ticipation (that is, to persuade for-profit companies to contract with the

government by permitting them to patent inventions resulting from such

contracts), (3) to simplify administration of such inventions, and (4) to pro-

tect competition (a response to the standard criticism that patents, as a

form of monopoly, would discourage competition more than they would

encourage the development of inventions).

Another significant feature of the 1972 and 1976 drafts was that neither

of them focused on universities. The Bayh-Dole Act would apply specifi-

cally to universities, other nonprofit organizations, and small businesses; it

did not address most industry contractors. The 1976 bill, in contrast, would

have applied to all federal contractors and grantees, for-profit and non-

profit, large and small, and did not single out universities in any way. The

1972 bill also focused on industry contractors as well as university grantees,

but actually excluded universities and other nonprofits from its provisions

unless they had explicitly demonstrated the capability to manage the de-

velopment of inventions (Commission on Government Procurement 1972:

142). So two characteristics of the early bills were that (1) they were not

aimed directly at universities and (2) they focused on the utilization of

inventions rather than on macroeconomic goals.

By 1977, after the second draft bill had died in committee, it was becom-

ing clear to the members of the coalition behind these efforts that their

approach was not working. Supporters of patent policy reform were still

primarily interested in encouraging utilization and in protecting and re-

warding inventors, but in order to have a realistic hope of passing legisla-

tion they changed two things about the bill.
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First, they decided that the only way such a bill might pass was if its

scope were narrowed significantly. Supporters therefore decided to focus

on universities and small businesses, and to cut big business out of the

bill, thus reducing its scope by more than two-thirds.8 A lot of the criticism

of earlier proposed legislation was rooted in the argument that federally

funded research was paid for by the public and thus that its results should

not be given away to private companies. While allowing Lockheed or

Northrop to patent research done under federal contracts seemed like a

government giveaway to many, allowing a university or small business to

do the same thing raised fewer concerns. A further advantage of this ap-

proach was that universities and the small business community had them-

selves become very supportive of such legislation and could be relied on to

help drum up political support.

Second, while supporters’ interest in changing federal patent policy grew

out of a desire to improve the utilization of scientific research, they decided

to reframe their proposal around macroeconomic issues. By the second half

of the 1970s, the U.S. economy had been in the doldrums for quite some

time. Everyone wanted to know how to turn the situation around. One

major fear was that the nation was stagnating economically because the

Japanese were doing better at creating and using new technology. The

architects of the bill decided it would have a better chance of success if

they could argue that it was a partial solution to this ‘‘technology gap’’

and thus to the country’s economic woes.

What these decisions meant was that the Bayh-Dole Act looked different

from the earlier draft bills, and had a different effect on universities than

the earlier bills would have had. Not only did the final legislation apply

only to universities, other nonprofit organizations, and small business,

but its stated goals had changed. The Bayh-Dole Act had seven goals,

as opposed to the earlier bills’ four, and while it still included those four

(encourage utilization, encourage contractor participation, simplify admin-

istration, protect competition), it added three more that were more market-

oriented. One of these, encouragement of small business, did not affect

universities. But the final two—encouraging universities to collaborate

with industry and encouraging not only the utilization of research but its

actual commercialization—actively tasked universities with market activ-

ities that earlier bills would not have explicitly given them. These latter

goals highlighted hopes that the legislation would have a broader eco-

nomic impact as well as improving the utilization of government-funded

research.
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What is interesting about this shift is not only that the bill itself evolved

for political reasons while the intent of its creators remained the same,

but that because people were focused on their original goals they didn’t

always consider how the bill might affect universities as organizations.

Although universities played a significant part in lobbying for the final leg-

islation, universities were not the motivating force behind the bill. The

bill’s strongest proponents, the people who had been pushing for this

legislation for many years, worked in government—mostly for federal

agencies.

The lack of attention to potential effects on universities was a point that

came up unprompted in several interviews: people I spoke with were sur-

prised that the Bayh-Dole Act ended up affecting universities at all (beyond

the obvious intent of encouraging them to patent inventions), and told me

that at the time no one really thought that much about what effect patent-

ing and licensing inventions might have on universities as organizations.

Instead, proponents of the bill continued to focus on the inventor and the

invention, not on the institution that housed the inventor. Congressional

hearings preceding the passage of the Act similarly fail to discuss how it

might affect universities. Arguments in favor of the legislation emphasize

its economic consequences and the way it will help get new discoveries

into general use, and infrequently mention the specific role of universities

in this process. Opposition to the bill focused on the issue of whether it is a

giveaway of a public good, not on whether it will cause the commercializa-

tion of universities. In 3,400 pages of congressional hearings immediately

preceding the Bayh-Dole Act (U.S. House 1979; U.S. Senate 1978, 1979,

1980), I found no references to the effects such legislation might have on

them.

Explaining the Passage of the Bayh-Dole Act

The Bayh-Dole Act was not created with the goal of introducing market

forces into universities, or even with much awareness that that would be

one of its effects. It took the final form that it did, a form that would affect

universities, because its proponents, concerned about the utilization of

science, took advantage of a political opportunity to reframe it in terms of

late-1970s fears about the economy and about falling behind technologi-

cally. Because there were so many contingencies, and because its effects on

universities were incidental to the intentions behind it, it is easy to come

up with counterfactuals in which a slightly different set of circumstances
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would have led either to no legislation or to legislation that would have

had different effects on universities. For example, if such a strong barrier

between basic and applied science had not been institutionalized in the

1950s, there might never have been a backlash when it turned out that

that barrier was counterproductive. If there had been no backlash, there

would have been no broad movement to encourage better utilization of

science, which gave proponents of the Act much of their support. Or if

political circumstances had been slightly different in 1972—if one or two

of the strongest opponents of this kind of legislation had died or left

Congress—the bill might have passed in the form in which it was first pro-

posed, in which case it would not have included explicit economic goals,

and would have excluded many universities anyway.

Even at the last minute, things almost turned out differently. Bayh-Dole

hadn’t been voted on by the November 1980 elections, in which Senator

Birch Bayh was unexpectedly defeated by Dan Quayle. The bill had to be

brought to a vote in the last weeks of a lame-duck Congress, and then had

to avoid a pocket veto by President Jimmy Carter.9 There was no one who

could have quickly taken Bayh’s place as a sponsor, and the issue might

have been tabled for several more years. As a result, the existing situation

of regulatory complexity might have persisted, continuing to discourage

university patenting—not to mention that university patenting would not

have been symbolically legitimized in the same way. This is not to claim

that any of these potential scenarios would have meant that universities,

in the long run, wouldn’t have been affected by the marketplace. But they

might not have been affected by market forces at this particular time in this

particular way if any one of these things had changed.

Let us return, then, to the question of why the Bayh-Dole Act did pass,

and how we can explain the institutionalization of university patenting.

Earlier I suggested several possible explanations for this process, none of

which fits the story of Bayh-Dole as well as an explanation of politics and

contingency does.

The first possible explanation for the passage of the Bayh-Dole Act was

neoliberal ideology. In one sense the motivations behind changing govern-

ment patent policy were compatible with neoliberal ideas. Certainly the

promoters of Bayh-Dole thought that inventors and universities would do

a better job of managing patents than the government could. But they were

not broadly committed to the neoliberal idea that markets always manage

things better than government, and they did not see Bayh-Dole as part of a

larger project of reducing the size and scope of government. Instead, they

were people who saw a specific problem with government administration
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of one particular thing—federally funded inventions—and proposed a spe-

cific solution.

The second explanation proposed was the political interests of industry.

But the back story to the legislation makes it clear that this wasn’t the case.

While industry did need to rely more on collaboration with universities to

meet its basic research needs during this period, industry was not involved

in the passage of this bill; to the contrary, big business was rather irritated

that it had been cut out of legislation originally designed for it. In fact,

while industry did not actively oppose the bill, it threw its support behind

an alternate bill which would not have simplified university patenting but

which it saw as better meeting its own needs.

The resource dependence argument doesn’t really explain the passage of

Bayh-Dole either. While a handful of universities make a lot of money from

licensing patented inventions today, almost no universities received signif-

icant income from licensing in the 1970s. Proponents of university patent-

ing, even those from universities, were not terribly focused on the money

that licensing might bring in—for the simple reason that it wasn’t expected

to bring in all that much. It wouldn’t have been a drop in the bucket com-

pared to federal R&D funding. University patenting people, like everyone

else involved in this, were initially concerned with utilization (National

Conference on the Management of University Technology Resources

1974). At the outside, it might be argued that this is a different kind of re-

source dependence: that universities were focusing on improving their uti-

lization of science to stay in the good graces of their government patrons.

But it was not a case of universities actively trying to manage resource

dependencies by taking on the patent management role.

Instead, the passage of the Bayh-Dole Act as a bill encouraging an eco-

nomic role for universities resulted from a political effort to take advantage

of two converging policy trends. People who were interested in promoting

the utilization of science, but not solely or particularly in universities, de-

cided to reframe their legislation in light of a second emerging trend of

increased concerns about technology and the economy. If those two things

hadn’t happened when they did in the way that they did, patenting and

licensing activity at universities would not have been institutionalized in

this particular form.

Patenting as a Sociotechnical Institution

The case above demonstrates that patenting can be a useful site at which to

study our decisions, as a society, about what will be owned and who it will
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be owned by—that is, a useful site at which to do economic sociology. But

this kind of research could be pushed forward another step by drawing on

technology studies as a complementary approach. The story above leaves

us with this question: What does it mean for universities to begin patent-

ing, or to adopt an market orientation in general? What is the impact of

such a change? That is difficult to evaluate without understanding the way

technology actually develops, both within the laboratory and outside it.

And this is where the question of private and public intersects with the ma-

terial reality of evolving technology.

For example, consider the biotechnology industry during the late 1970s,

in its infancy. The industry was built on techniques to create recombinant

DNA and monoclonal antibodies. No one knew if its products would be

patentable in the United States or elsewhere. Biotech startup firms waited

in eager anticipation for the courts to make critical decisions. Many observ-

ers thought that patents were absolutely critical to the industry’s future.

But the situation was far from clear-cut. Some thought that patents were

unnecessary. David Baltimore, a scientist at MIT and later director of the

Whitehead Institute, was quoted as saying ‘‘There is enough potential in

the field that it doesn’t need patent protection to stimulate activity.’’ (Clark

1980) Representatives of the smallest firms were concerned that patents

might put them at a disadvantage (‘‘Patent Issue’’ 1980). Some observers

worried ‘‘They are trying to patent all of molecular biology’’; others

thought that if changing small aspects of genetically engineered organisms

could lead to new patents, the original patent rights would ‘‘mean noth-

ing’’ (‘‘Genetic Patents’’ 1980). While many thought that universities

should not be involved in patenting biotechnology, others thought that

should the new products not be patentable ‘‘their colleagues [would] resort

even further to secrecy’’ (Clark 1980).

Here is a case where there is clear evidence that academic scientists, as

well as the firms and venture capitalists who were funding them, were pay-

ing attention to the evolving political reality of patent policy. It seems

quite likely that this affected the material development of biotechnology,

particularly since by 1980 almost all leading recombinant DNA researchers

in academia had some industry involvement. The questions no one has

answered are these: What kind of effects did the political and economic en-

vironment have on the development of the technology? How did that

technological development in turn affect the evolution of that environ-

ment?

This is a location where economic sociology and technology studies can

be fruitfully brought together. An economic sociologist might look at the
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reactions of scientists and investors to this uncertain legal situation, and

might consider their efforts to shape emerging policies in their own inter-

ests or to protect themselves from an undesired outcome. But alone, eco-

nomic sociology would not have much to say about the new technologies

themselves, which matter not only for their own sake but also because their

material reality enables, constrains, and shapes decisions made in other so-

cial realms.

At the same time, this sort of joint effort would represent a move in a di-

rection already being espoused by some STS scholars. As early as 1996, Tre-

vor Pinch was pointing out that the lack of attention to structural factors in

social construction of technology (SCOT) studies was due not to an ‘‘inher-

ent limitation’’ of the SCOT approach but rather to its original focus on

technological design (Pinch 1996: 33; see also Klein and Kleinman 2002).

Since then some of the most interesting work in technology studies has

made organizational, economic, and political factors central (Doing 2004;

Hyysalo 2006; Parthasarathy 2005; Vaughan 1999). Some of this research

has even focused on the university-industry interface, showing that the in-

terplay between the academic and private sectors is subtle but significant

and that it often works in unexpected ways (Kleinman 2003; Mody 2006).

Extending this kind of work into questions of patenting would be natural.

Here, too, things are more complex than they initially appear: introducing

the ideal of commercialization into the academic laboratory would seem to

encourage secrecy, yet at the same time the protection of patents can make

it possible for more openness rather than less, by decreasing the need for

trade secrets.

Ultimately, such studies would have a significant contribution to make

to the predominant economics-of-innovation-oriented literature on patent-

ing, as found in journals like Research Policy. They could help answer ques-

tions that are difficult to get at, or that are simply not asked by those using

other methods. Let me propose two possible areas in which this might

be the case. One would be in better understanding the very different roles

patents play in different scientific fields and industries. These roles are

deeply conditioned by the materiality of the innovations they apply to as

well as the social environment in which the roles are enacted. Studies

sensitive to those factors would certainly provide better explanations for

these cross-field differences than we currently have and, by implication,

give us ideas about how to better manage these differences. A second focus

might be properties of patents that don’t easily fit into an economics-of-

innovation framework. For example, nearly all research on patenting begins

from the assumption that the purpose of patents is to allow inventors to
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exploit a monopoly for a limited time, in order to reward them for their

inventiveness and provide an incentive for firms to invest in the develop-

ment of inventions. But one recent study draws on a large body of evidence

to argue that, with the notable exception of the pharmaceutical industry,

‘‘firms use patents not in order to appropriate their innovations and

exclude other firms but rather in order to facilitate coordination with the

other actors of innovation’’ (Penin 2005: 648). That is, in most industries,

patents are used not as property that can be exploited but as, among other

things, ‘‘myth and ceremony’’ (Meyer and Rowan 1977): they signal a

firms’ scientific competence, for example, and they act as facilitating mech-

anisms for inter-organizational collaboration. This suggests a need to at

least reconsider the microfoundations of the economics of patent policy,

an area in which the perspectives of other disciplines would both be perti-

nent. Of course, it would take a lot of work to bridge the disciplinary gap

and find a common language. But the study of patent policy need not be

dominated by economists. It should also be a location at which economic

sociology and technology studies meet and push each other forward.

Notes

1. A notable exception is the work of Woody Powell and his collaborators (e.g. Coly-

vas and Powell 2006; Owen-Smith 2003; Owen-Smith and Powell 2001, 2003).

2. Owen-Smith 2005, which examines commensuration work done by technology

licensing offices to compare and make decisions about how to handle very different

technologies, is an exception that comes to mind.

3. This debate has not been completely resolved, however; see Shane 2004.

4. Though some universities—notably MIT, but other technical institutes and to

some extent the land-grant schools as well—always accepted a role for themselves

in the technology transfer process.

5. Deflators used are from table 10.1 of Executive Office of the President 2005.

6. For a comprehensive history of the postwar debate over government patent pol-

icy, see Kleinman 1995.

7. There are reasons this figure might be misleading, however. First, about two-thirds

of these patents were held by the Department of Defense, which routinely turned

over rights to inventions that contractors were interested in developing; thus the

government only ended up with patents to the less promising inventions. Second,

some agencies employed large numbers of patent attorneys who would be out of

jobs if no inventions were being patented—thus they had an incentive to patent

inventions even if they were not likely to be licensed. Third, the government often
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permitted the use of its patented inventions without a formal license. See Eisenberg

1996 for a complete legislative history of federal patent policy on government-

funded research starting with World War II, including a discussion of these statistics.

8. Nonprofit organizations other than universities were covered by the bill as well,

but they received relatively little federal research funding and played no noticeable

political role in this legislative battle. Universities, other nonprofits, and small busi-

nesses received less than 32% of extramural federal R&D spending in 1977 (NSF

2002, table 8; NSF 1982, table B-10). This figure excludes the research of federal

employees, who would not have been given invention rights under any of these

bills. It uses data on R&D funding for businesses with fewer than 1000 employees

(about 1.2% of the extramural total) as a (slightly high) proxy for small businesses

covered by the Bayh-Dole Act.

9. For an account of the final phase of the legislative battle, see Stevens 2004.
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III Technology and the Material Arrangements of the

Market





7 Technology, Agency, and Financial Price Data

Alex Preda

The popularity of Adam Smith’s metaphor of the invisible hand (Smith

1991 [1776]: 351) has been manifest, among others, in fictionalizations

that conjure the Scottish philosopher to reflect upon the problems of

global markets. Among the more recent invocations is that of the German

philosopher Peter Sloterdijk, who imagines Smith giving a dinner toast to

Lord North (the British prime minister in the 1770s). In this toast, the

powers of the invisible hand that coordinates the interests of market actors

are related to an artifact: the cloth1 woven by Penelope, Ulysses’ wife, while

she waited for her husband to return. Smith toasts as follows:

We have it much better today, gentlemen, since we have the privilege to observe

how an invisible hand produces the same thing day and night, a cloth which is

many thousand times bigger, knottier, richer in threads and patterns than the wed-

ding shirt of Ithaca, and much more useful too, because, as you know, that wedding

shirt should never be worn, since Ulysses came home at last. And how bewildered

must we be, many times more than the troop of impudent guests who wooed the

favors of a matron? While Penelope’s own hand undid what she had woven during

the day, weaves the world market behind our backs according to its own obscure laws

exactly that, which we disbanded when we entrusted our fate into the division of

labor and trade. (Sloterdijk 2006: 317–318)

The metaphor of the market as an invisible hand (i.e., coordinating device)

is supplemented here by that of the cloth. Penelope’s cloth can be seen as

mediating between her, the unwanted suitors, and the absent husband: as

such, it maintains a web of social relationships. This provides a good start-

ing point for investigating the role of artifacts and technologies in weaving

market relationships. One of the domains where this can probably be best

investigated is financial markets. Massively relying on and investing in data

collection, processing, and transmission technologies, financial markets are

now in the process of a global transition to ‘‘click and trade’’ procedures,



whereby face-to-face transactions are replaced by face-to-screen ones

(Zaloom 2006; Knorr Cetina and Bruegger 2002a,b).

Technology has been seen as a mediating agent (Pinch 2003: 248; Callon

2004: 121; Callon and Muniesa 2003; Callon 1998: 15; Barry and Slater

2002: 177) that aligns the positions and interests of heterogeneous, dis-

persed actors (e.g., of traders and investors) by producing and distributing

standardized information, which contributes to the rationalization of eco-

nomic action. Technology standardizes financial data, allowing economic

actors to rationalize their future courses of action and to project the out-

comes of these actions, a process that establishes boundaries between effi-

cient and non-efficient actions. Nevertheless, can we identify and analyze

features of technology that, while allowing for standardizing routines,

open up supplementary paths of institutional invention?

I suggest here the concept of ‘generator’ as a way of grasping such fea-

tures, and apply this concept to the study of price-recording technologies

(e.g., the stock ticker). These technologies are relevant because transac-

tions depend on price data, because interpretations of market events are

grounded in collecting and processing price data as an explanandum, and

because formal models of price behavior (a central tool in derivatives

markets—see MacKenzie and Millo 2003) cannot work without price data.

In the first step of the argument, I discuss the ways in which the relation-

ship between technology and (financial) markets has been conceptualized.

In the second step of the argument, I present the concept of generator,

defined through mutually reinforcing (1) temporal structures, (2) visualiza-

tion modes, (3) representational and interpretive languages, (4) cognitive

tools and categories, and (5) group boundaries. I argue that these five fea-

tures constitute agential aspects of financial technologies. In the third step

of the argument, I apply the concept of generator to a case study of the

stock ticker, the first custom-tailored financial technology. Given the fact

that there have been relatively few historical studies of these technologies,

the ticker case can contribute to a better understanding of how markets are

shaped by technology.

The stock ticker was invented in 1867 by Edward A. Calahan, an engineer

associated with the American Telegraph Company. It was a printing tele-

graph with two independent type wheels, placed under a glass bell jar (to

keep off dust) and powered by a battery ( Jenkins et al. 1989: 153). The

wheels were mounted face to face on two shafts and revolved under the

action of an electromagnet. The first wheel had the letters of the alphabet

on it; the second wheel had numerals, fractions, and some letters. The

inked wheels printed on a paper tape divided into two strips: the security’s
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name was printed on the upper strip and the price quote on the lower one,

beneath the name. In the 1870s, the ticker also began to record the traded

volume, printing it on the tape immediately before the price. The machine

could be manned with only one (expensive) Morse operator (at the record-

ing end), instead of two (with one at each end). In December 1867, ticker

operators and machines were installed on the floor of the New York Stock

Exchange and in the brokerage offices of David Groesbeck; Work, Davis &

Barton; Greenleaf, Norris & Co.; and Lockwood & Co. (Calahan 1901: 237).

The ticker has been in operation ever since, being continuously upgraded.

Themechanical version (figure 7.1)was replaced in1960by anelectronic one.

The primary data I use are provided by US investor manuals, brochures,

newspaper articles, reports, investors’ diaries, and the reminiscences and

correspondence of stockbrokers covering a period from about 1868 to

1910. This time span coincides with the period when the ticker was intro-

duced and enthusiastically adopted, first in the United States and later in

Great Britain. I examine not only public representations and comments

on this technology, but also how individual users perceived and combined

it with other technologies like the telegraph and written correspondence.

My approach is that of a historical case study, grounded in a reconstruction

of knowledge processes from the documents of the financial marketplace.

Figure 7.1

Cartoon of an investor consulting the ticker tape. Source: Harper 1926.
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Technology as a Market Agent

The notion of agent sends us to the capacity of (social) action to transform

given structures and to reconfigure its own context (Emirbayer and Mische

1998: 970). The projective dimension is essential to the concept: we speak

of agency when the iteration of past actions is accompanied (or replaced)

by the generation of new paths of action, leading to structural change and

to contextual reconfiguration (Emirbayer and Mische 1998: 971; Giddens

1987: 204). A reduction of agency to intentional human action is plagued

by conceptual regress and circularity (Pickering 2001: 164; Schatzki 2002:

190; Lynch 1992: 251–252). Part of the solution to these problems is con-

sidering artifacts and technologies as ‘‘endowed with powers of determi-

nation that either render these entities as potent as social phenomena or

make materiality and sociality codetermining’’ (Schatzki 2002: 108). A large

body of research has examined how technology contributes to projecting

new paths of action and to structural change (e.g., Pickering 1995; Woolgar

1991; MacKenzie and Wajcman,1985; Grint and Woolgar 1995; Bijker et al.

1987), while cautioning against treating all possible future courses of action

as pre-determined by technological structures.

Against this general background, the concept of calculative agency has

been put forward as a way of capturing how technologies shape markets.

Operating with a broad definition of technology, which includes theoreti-

cal and disciplinary aspects (Callon 2004: 123; Barry and Slater 2002: 181),

calculative agency is defined by framing, disentanglement, and performa-

tivity. Framing designates the process through which technology creates

calculable objects (Callon 1998: 15; Barry and Slater 2002: 181) and sepa-

rates them from non-calculable ones. Disentanglement is the marking of

boundaries between what is relevant or non-relevant with respect to calcu-

lability (Callon 1998: 16). Performativity designates the status of technol-

ogy (including economic theories) as a set of intervention tools in market

transactions.

At the core of this approach is the notion of technology as a standard-

izer.2 Making objects calculable requires treating them as abstract, homo-

geneous entities characterized by a restricted set of properties, to which a

set of context-independent operations is applied. Standardization implies

boundary marking (e.g., between relevant and irrelevant properties) as

well as the projection of similar paths of action across various contexts.

Economic theories, as well as material artifacts, provide both the tools and

the criteria for standardization.
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Standardization is different from the compression of information into

data (e.g., Tarr, Finholt, and Goodman 1987: 79; Yates 1986: 150; Rousseau

and Sylla 2001: 35; O’Rourke and Williamson 1999: 215). Standardization,

which involves a set of rules, conventions, and tools, transfers data across

contexts. It plays a major part in the rationalization of decision making

and in the constitution of financial transactions as separated from broader

social ties and obligations. Trust and authority are dissociated from individ-

uals and transferred to technology: trustworthy data are data produced or

recorded by an authoritative technology, which can be transferred across

heterogeneous contexts without losing their properties.

Standardizers can create new boundaries and/or shift existing ones with

respect to professional jurisdictions (e.g., Abbott 1988: 219–220), gender

(e.g., Bertinotti 1985; Fischer 1992; Siegert 1998; Bakke 1996), and time

and space (Stein 2001: 115; Flichy 1995: 10–11). The agential force of

standardizers thus consists mainly in opening predictable and reliable

paths of economic action across heterogeneous contexts. In doing this,

they expand the sphere of economic transactions and make market actors

to adopt distinctions and operations incorporated in technology. By pro-

moting order and efficiency, standardizers introduce routines which may

preclude further reconfigurations of action contexts. Once a mode of calcu-

lation (i.e., a set of routines) has been established, unexpected paths of

action are discouraged. There are situations, however, in which the agential

force of technology might include opening up domains of institutional in-

vention, along with the introduction of routine-related constraints. Stan-

dardizers invent routines, but can we conceive of technology as inventing

‘‘invention’’ (Mumford 1967: 255) alongside routines?

Financial Technology as a Generator

Sociologically speaking, technology can be seen as a set of rules, conven-

tions, and tools (e.g., MacKenzie and Wajcman 1985: 3; Bowker and Star

1999). This view is grounded in Karl Marx’s notion of machines as ‘‘crystals

of social substance’’ and ‘‘implements of labor’’ (1996 [1867]: 48, 389) and

in Émile Durkheim’s insight that (practical) knowledge is incorporated in

the artifacts with which we operate (1995 [1915]: 440). Technology has an

iterative dimension (skills and routines), as well as a projective one.

Once we accept that technology is social action, we have to treat it as

having its own temporal structures. Action that is directed toward other

actors (users) and toward the future (the agency condition) is defined
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through an internal time structure (Schutz 1967: 68–69). For instance, a

technology that produces data sporadically and at irregular intervals differs

from one that produces data continuously and at regular intervals. Data

perceived as representing past transactions differ from data representing

current transactions. Moreover, action that projects its own temporal struc-

tures toward other actors (users) elicits responses that also are temporally

structured. The rhythm of price data requires temporally specific actions

(as manifested in observation, attention, and interpretation). Thus, at a first

level, technology generates temporal structures visible in the rhythm of

data and in the rhythm of the users’ responses to them.

Furthermore, the temporal structure of action is visually articulated and

presented as action to other actors. These articulations can manifest them-

selves as working action or as performed action (Schutz 1967: 214). Work-

ing action is generated in a continuous flow, in the present tense, whereas

‘performed action’ refers to the past. Working action is visualized as a con-

tinuous flow of data; performed action is articulated in closed visual

arrangements. Data presented as a continuous flow differ from a table or

a list which refers to the past. Thus, technology displays its own temporal

structures, eliciting specific responses from its users. These responses

include adequate language tools for designating, describing, and interpret-

ing both (price) data and the users’ reactions to them. Taken together, vi-

sual arrangements, time structures, and language tools project avenues for

interpreting and processing price data as transaction-relevant. This requires

that users regard data not only as an object of contemplation, but also as a

‘‘manipulative area’’ (ibid.: 223), acted upon with the help of interpretive

tools.

Therefore, once we conceive technology as social action, we are com-

pelled to take into account, as intrinsic agential features, its temporal struc-

tures, visualizations of those structures, and the tools with which such

visualizations are processed. If they are to be transferred across contexts,

the temporal structures of technology have to be endowed with authority

and tied to users’ responses. This requires distinctions between users who

are entitled and able to respond and those who are not, and between users

who are entitled to take up further tools and those who are not. Such dis-

tinctions, in their turn, are relevant to issues of access and control: who is

entitled to own the technology, to observe price data, to interpret them, to

use them in transactions. A price-recording technology would thus be tied

to status and access issues. It could reinforce existing status boundaries, but

also create new, access-based ones.
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Issues of status and access are related to distinctions like the one between

public and private transactions. When the authority of price data combines

reliability (iteration across contexts) with charismatic features (status and

prestige), a double movement emerges: authoritative data are kept in the

sphere of public transactions, but access to them is controlled. One means

of control would be restricting access to data according to status; another

would be restricting access to the tools which help interpret these data.

Both would imply the emergence of a group that controls the tools (data

analysts) and a reorganization of the activities related to their use.

To reiterate: The concept of generator emphasizes that, when we con-

ceive technology as social action, we are compelled to deal with its intrinsic

temporal structures and with the modes for visualizing those structures.

Temporal structures open up means of creative intervention in financial

transactions, means that go beyond and embed data standardization. Using

this concept, I will turn now to the analysis of a specific case: the stock

ticker as the first technology specifically designed to be used in financial

markets.3 I will start from the distinction between the price-recording and

the price-transmitting features of technology, on the premise that the two

will not necessarily overlap. I will focus on the user side of the stock ticker

and examine how it generated and visualized temporal structures, represen-

tational languages, and boundaries which changed the structural condi-

tions of financial action. I will first specify the methodology employed

here.

Methodology

I use the case study method, which allows the reconstruction and analysis

of interrelated yet heterogeneous variables (Stake 2000: 24) constituting

user practices, variables which otherwise cannot be grasped with quantita-

tive tools. This method also allows an investigation of the temporal struc-

tures brought about by a new price-recording technology, as well as the

changes triggered by them.

Available historical data also can enhance a qualitative case study. Before

the 1870s, many brokerages did not keep transaction ledgers, and so it is

hard to evaluate how the number of investors evolved before and after

the introduction of the ticker. Stockbrokers operated with paper slips,

which are now lost. Many ‘‘kept accounts in their heads’’ and ‘‘considered

the whole paraphernalia of book keeping a confounded fraud’’ (Clews

1888: 152, 154). Quite a few brokerage houses were ephemeral; others had
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various lines of trade, financial securities being just one of them. Brokers’

archives have been lost or destroyed. To the best of my knowledge, there

is no aggregate data on individual or institutional investors, and brokerage

houses for the period before World War I, even for New York City.

Although this case study cannot be seen as representative for all stock

exchanges, stockbrokers, or investors in the United States, it shows how a

pattern of change took place on the New York Stock Exchange—at the

time, one of the most important in the world.

The data I examine consist of investment manuals, journal articles,

descriptions of the New York Stock Exchange, reminiscences of stock-

brokers, diaries of investors, and letters from brokerage houses, covering

the period from 1868 to about 1910.4 I closely examined more than 340

original documents. In accordance with the principles of archival research

(Hill 1993: 64), I cross-checked data from different archives and combed

archival holdings for new data. Combing was repeated until no new rele-

vant data could be found. I verified the reliability of the sources by cross-

checking documents from different years and sources for each of the

aspects analyzed and by checking printed documents against manuscripts

(Kirk and Miller 1986: 42).

Equipped with this apparatus, I will now turn to the ticker, starting be-

fore the advent of the ticker with the constitution of securities prices as

data.

The Constitution of Price Data before the Ticker

In spite of all its apparent benefits, the telegraph did not automatically in-

duce investors to send price information by telegram. When we examine

the correspondence of investors and stockbrokers, we can see that, even

after the inauguration of the transatlantic cable in 1865 and the introduc-

tion of the first telephones to Wall Street in 1878 (Anonymous 1927: 753),

brokers still used letters extensively. The business correspondence of

Richard Irvine & Co. (a major New York brokerage house with an interna-

tional clientele) with its British clients shows that in most cases orders were

placed by letter. In other cases, Irvine & Co. included price quotations in

letters to investors, and asked them to order back by cablegram. In 1868,

Irvine was still providing twelve-day-old quotations to some of his clients.

Of course, cablegrams were rather expensive, and investors used them par-

simoniously. At the same time, the fact that price quotations were circu-

lated by letters between New York and Europe indicates two aspects. On

the one hand, information was enmeshed with narrative structures gener-
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ated in letters. When writing to clients about a successful shipment of fruit,

Irvine & Co. offered some attractive stocks too, together with the latest

New York quotations:

We have shipped to you care of Messrs Lampart and Holt, by this steamer, the apples

you ordered in your favor of the 20th September last. We are assured the peaches and

oysters are of the best quality, and trust they will prove so. Below we give you memo

of their cost to your debit. We think it well to mention that 1st Mortgage 6% gold

Chesapeake and Ohio Railroad bonds can now be bought here to a limited amount

at 86% and accrued interest. They are well thought of by investors, and were origi-

nally marketed by the company’s agents as high as 14% and interest. We enclose

today’s stock quotations. (letter of Richard Irvine, New York, to J. A. Wiggins, Lon-

don, 1872; New York Historical Society)

This, among other documents, makes clear why brokers and investors cher-

ished letters. They were a more efficient means of distributing information,

networking, and deal making—in short, of producing knowledge and rela-

tionships at the same time. In this perspective, brokers were nodes in a net-

work in which knowledge, deals, and private services overlapped. For all

these practical purposes, letters worked very well. In this example, relevant

information cannot be separated from a complex narrative structure evoca-

tive of deep social ties, of an economy of favors, and full of allusions impos-

sible to render by means of a telegram.

On the other hand, financial actors needed accurate, timely information

about price variations. It is more or less irrelevant to know that the price of,

say, the Susquehanna Railroad Co. is at $531
8 . What is really relevant is

whether it is higher or lower than 30 minutes ago, or an hour ago, or

yesterday.

First and foremost, this kind of information required that prices be

recorded in an adequate fashion. What the public got to see were price lists,

published in the commercial and general press. In fact, it was impossible to

determine what kinds of prices were being published in the lists and how

they were recorded in the first place. The practice of publishing closing

prices was not common everywhere. In New York City, publications like

the Wall Street Journal began publishing closing quotations only in 1868.

The New York Stock Exchange got an official quotation list on February

28, 1872. ‘Official’ did not mean, however, that the NYSE guaranteed price

data. In the 1860s in London, only the published quotations of consols

(a form of British government bond) were closing prices. A closer inquiry

into what ‘closing prices’ meant provides us with the following specifica-

tion: [Until 1868] ‘‘there were no official closing quotations. The newspa-

pers would publish such late quotations as some broker, who remained
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late, saw fit to furnish.’’ (Eames 1894: 51) Besides, some prices were com-

piled from the floor of the Exchange, while others were compiled from pri-

vate auctions, which ran parallel to those on the exchange floor (Martin

1886: iv).

There was also a long history of forging price lists. Typographic errors

were all but infrequent. Stock quotations published in newspapers were ac-

cordingly not always perceived as reliable; in fact, stock price lists had a sin-

gularly bad reputation in the United States (and not only there) for being

unreliable and prone to manipulation (e.g., Anonymous 1854: 10).

Thus, data on prices, not data on price variations data, were regarded as

relevant. Technologies of private communication (letters) were used in

order to confer credibility upon price data. These communicative technolo-

gies emphasized personal authority and trust over accuracy and timeliness.

The boundary between private and public price data was tilted in favor of

the private domain.

Temporal Structures, Price Data Boundaries, and Status Groups in

Financial Markets

This brings us to the question of the organization of knowledge production

underlying financial transactions. In the 1860s, just what did the words

‘Wall Street’ designate? Trade in securities was in fact carried out by two

wholly distinct classes of brokers. One comprised members of the Regular

Board, who inherited or paid hefty sums for their seats and who traded in

tailcoats and tall hats, sitting on their personal chairs, from a fixed place

in the room. The other class comprised brokers of the Open Board, who

did not inherit any seats, paid much lower membership fees (under a tenth

of what Regular Board members paid), and traded in the street (standing, of

course). The public could not join the sessions of the Regular Board, but

constantly mixed with the Open Board (Anonymous 1848: 8–9). The trad-

ing volume of the Open Board was estimated by some contemporaries to be

ten times that of the Regular Board (Medbery 1870: 39).5

The Regular Board traded by calls: securities were called out loudly, one

by one. For each call, stockbrokers bought and sold according to orders

received in advance; afterwards, trading was interrupted. The vice-president

of the Board repeated the price to his assistant secretary, who repeated it to

a clerk, who wrote it down on a blackboard. Then the next call was traded,

its price was ceremoniously repeated, and so forth. The Open Board took

the ground floor, the entrance to the building (the doors stayed open),

and the street. The public was in and out all the time. The Open Board
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traded uninterruptedly and moved in the evening to the Fifth Avenue

Hotel, so that its market was open for about 12–14 hours a day. By con-

trast, the Regular Board traded between about 10 a.m. and 2 p.m., and its

members made sure they did not miss their lunch breaks (Eames 1894:

51–57; Smith 1871: 76–77).

We encounter here a closed status group operating a discontinuous mar-

ket (the Regular Board) and a relatively open group operating a continuous

market (the Open Board). There were multiple prices for one and the same

security. The prices of the Regular Board were recorded after each call,

but were discontinuous. The prices of the Open Board were—according to

contemporaries—more or less continuous, but not all of them were neces-

sarily (and certainly not accurately) recorded.6

Brokerage offices employed messenger boys to record prices from Broad

Street. In an article published in 1901, Edward A. Calahan (the ticker’s in-

ventor) reminisced that each office employed 12–15 boys (rarely over the

age of 17), who had to ascertain prices from the street and from the build-

ing (Downey 2000: 132–133). Each boy focused on certain stocks and

yelled prices to other boys, who wrote them down on paper slips, which

were lost, misread, misdirected, or forged on a daily basis (Stedman 1905:

433). About 30 or 40 brokerage houses sent their armies to 10–12 Broad

Street (Calahan 1901: 236):

. . . intermittent messenger-boys twist in and out, carrying hurried whispers back

to offices, or dashing forward with emergent orders for brokers whose names are

shouted by the page boys in shrillest treble. The roar from the cock-pit rolls up

denser and denser. The President plies his gravel, the Assistant Secretaries scratch

across the paper, registering bids and offers as for dear life. The black tablet slides up

second by second with ever-fresh figures evolved from the chaos below. Every tongue

in every head of this multiform concourse of excited or expectant humanity billow-

ing hither and tither between the walls, is adding its contribution to the general bed-

lam. (Medbery 1870: 30)

On the first floor of 10–12 Broad Street, agents listened for the prices of

the Regular Board, wrote them down, and sold the information in the

street. This privilege was sold for $100 a week (Clews 1888: 8)7. Seen up

close, this was ‘‘perfect bedlam’’ (Smith 1871: 76). Seen from afar, this tech-

nology was well adapted to multiple prices. Messenger boys were highly

mobile, and the tools they employed (paper slips, pencils), though neither

accurate nor forgery-proof, could be easily carried in their pockets.

Under these circumstances, it was understandable that even big broker-

age houses did not bother much with telegrams: the telegraph did not solve

a basic problem of the marketplace, namely that of tying price data directly
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to floor transactions. In between there were paper slips littering the floor,

crowds of courier boys running in all directions, shouts and yells, and, not

infrequently, forgers. In the Open Board market, contracts were written

down by back office clerks at the end of the working day. In the Regular

Board market, stockbrokers stopped the market to record transactions. In

this arrangement, the time at which prices were recorded could be esti-

mated with some accuracy, but this did not help much, since on the

ground floor, where the Open Board reigned, prices changed continuously.

The existence of two markets in the same building—one continuous, the

other discontinuous—contributed to multiple prices and to parallel, heter-

ogeneous time structures. The technology obscured any direct relationship

between the published price data and the interaction side of financial trans-

actions. These transactions were, then as in the eighteenth century (Preda

2001b) and as today (Knorr Cetina and Bruegger 2002b), conversational

exchanges: securities prices were set by conversational turns.

All this meant that the interactional price-setting mechanism of the mar-

ketplace was the speech act. Speech acts had to fulfill specific felicity condi-

tions in order to be valid, of course: participants knew one another, had

legitimate access to the floor, and had a transactional record, among other

things. But this does not obscure the fact that it was the perlocutionary

force of a speech act (Austin 1976 [1962]) that set the price. Paper slips

fixed and visualized this conversational outcome post hoc and only for mo-

mentary needs. They were an ephemeral trace left by conversations which,

if observed from the visitors’ gallery, appeared as a cacophonous jumble

of shouts and wild gestures. This spectacle was intriguing enough for tour

operators to routinely include a visit to Wall Street in their ‘‘visit New

York’’ packages, marketed to the middle classes of provincial cities. A spe-

cial gallery was built on the first floor of 10–12 Broad Street so that tourists

could contemplate the ‘‘mad house’’ (Hickling 1875: 12). Conversations

could not be directly and individually witnessed; the paper slips, sole proof

of their ever having taken place, were less long-lived than a fruit fly. This is

why all commentators of the financial marketplace, from the eighteenth

century on, emphasized the importance of honor as an unspoken condi-

tion for the felicity of transactions.

In the same way in which the speech act’s felicity conditions required

that the broker was honorable and known to the other participants on the

floor, the paper slip had to be handwritten, signed, and certified as original

and emanating from its author. This, of course, made the price dependent

on the individual, context-bound features of conversational exchanges.

228 Preda



The higher-status brokers had a monopoly on trust and credibility. The

Regular Board, through its elaborated rituals of recording price data, in-

vested it with authority. The lower-status brokers, working continuously

in the street, did not invest its data with similar features. The boundaries

between authoritative and less authoritative price data and between higher

and lower social statuses were not affected by paper slips and messenger

boys.

To sum up: We encounter here a technology with a ragged temporal

structure (irregular intervals, parallel times, and holes), a technology which

neither presents actual transactions to observers nor represents (accurately)

every transaction. The assemblage of price data in lists is separated from the

generation of data. Market interactions are not made visible to the public.

Existing boundaries between public and private transactions and between

status groups are kept in place.

The Ticker and Price Data Monopolies

With the advent of the ticker, the brokerage office was directly connected

to the floor of the exchange and had access to real-time prices. However,

technical problems were soon to arise: on the one hand, the stiletto blurred

and mixed up letters and numbers, instead of keeping them in two distinct

lines. On the other hand, tickers required batteries, which consisted of four

large glass jars with zinc and copper plates in them, filled with sulphuric

acid; this, together with non-insulated wires, made accidents very frequent

in the tumult of a brokerage office.

These problems were solved in the 1870s by Henry van Hoveberg’s in-

vention of automatic unison adjustment and by the construction of special

buildings for batteries, respectively; brokerage offices were connected now

to a central power source (the battery building) and to the floor of the Stock

Exchange. The Gold Exchange received a similar instrument, the gold indi-

cator; a clocklike indicator was placed on the facade of the Exchange so

that the crowds could follow price variations directly (Stedman 1905: 436).

After technical problems had been dealt with, several companies com-

peted for the favors of brokerage houses and investors alike. Samuel Laws’s

Gold and Stock Reporting Telegraph Company (which reported gold prices)

competed with Calahan’s Gold and Stock Telegraph Company until 1869,

when they merged. The outcome, the Gold and Stock Telegraph Company,

merged in its turn with Western Union in 1871. In the early 1870s, West-

ern Union’s competition was the Gallaher Gold and Stock Telegraph Co.
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( Jenkins et al. 1989: 357). Technical improvements were accompanied by

conflicts about patents: Thomas Alva Edison set out to circumvent Cala-

han’s patent by developing his own ‘‘cotton ticker,’’ with the type wheels

mounted on the same shaft. In 1869, he developed a one-wire transmission

technology, which competed with the three-wire technology of the Gold

and Stock Telegraph Co.

According to Calahan, Samuel Law’s company had secured an exclusive

contract with the New York Stock Exchange even before the technology

was developed. When Calahan appeared with his ticker, he replaced Law

as the exclusive supplier of the stock exchange. Official brokers competed

for being first on Calahan’s delivery list (Calahan 1901: 237).

In the 1870s, for instance, the New York firm of Ward & Co. paid a

monthly rent of $25 for their ‘‘instrument.’’ Other firms rented tickers at a

rate of $1 per day. While the figures about the number of tickers in use at

the turn of the twentieth century are contradictory, it is clear that the ticker

was present in provincial towns, at least between the Midwest and the East

Coast. Around 1900, there were 1,750 tickers in Manhattan, Brooklyn, and

New Jersey (Pratt 1903: 139). Edmund Stedman (1905: 441) claimed that

23,000 US offices subscribed to ticker services. The Magazine of Wall Street

(Anonymous 1927: 753) stated that in 1890 there were about 400 tickers

installed in the United States; in 1900 there were more than 900, and in

1902 the number reached 1,200. Other publications (Gibson 1889: 82)

claimed that by 1882 there were 1,000 tickers in New York City alone,

rented to offices at a rate of $10 per month. Peter Wyckoff (1972: 40, 46)

estimates the number of tickers in use at 837 in 1900 and 1,278 in 1906.

Bond tickers were introduced in 1919. Contemporary observers thought

that price-recording over the ticker was less prone to errors than it was

over the phone (Pratt 1903: 142); the ticker thus expanded even after the

introduction of telephone services.8

Edward A. Calahan, who had worked as a messenger boy in his youth

(Calahan 1901: 236), wrote of the necessity of quelling the noise and the

confusion emanating from the stock exchange. It appears that his moti-

vation for developing the stock ticker was not tied to issues of increased

efficiency or speed in disseminating the price data. The main issue was

eliminating the disorder that affected the working of the Regular Board.

Another issue was paying only one skilled, expensive Morse operator. As

I will detail below, the users, on their part, were not motivated by ideas

of efficiency or of increased access to price data. They were driven by their

desire to consolidate their status. They wanted a monopoly over authori-

tative data and sought to have exclusive deals with telegraph companies.
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The technology brought together engineers, who developed competing

machines, the telegraph companies, which sought to secure exclusive con-

tracts, and the official stock brokers, who wanted exclusivity of use. The

ticker was not wanted for efficient, accurate, and broad diffusion of price

data. It was wanted because it helped reinforce social status and a monop-

oly over authoritative price data.

The Ticker as a Time Generator

In 1907, Edwin Lefevre represented the effect of the ticker upon speculators

as follows in his novel Sampson Rock of Wall Street:

He [Sampson Rock] approached the ticker and gazed intently on the printed letters

and numbers of the tape—so intently that they ceased to be numerals and became

living figures. Williams was ten million leagues away, and Rock’s vision leaped from

New York to Richmond, from Richmond to Biddleboro, from Biddleboro back to the

glittering marble and gold Board Room of the Stock Exchange. The tape characters

were like little soldier-ants, bringing precious loads to this New York office, tiny gold

nuggets from a thousand stock holders, men and women and children, rich and

poor, to the feet of Sampson Rock. (Lefevre 1907: 16)

The binding of the observer to the rhythms of the price data is apparent

not only in individual diaries, but also in warnings about its pernicious, if

not outright addictive effects. An investor like Edward Neufville Tailer often

inserted a lapidary yet telling note in his diary—for example: ‘‘Erie going

into the hands of a receiver, was the cause of the great decline in stocks in

Wall Street to day & I passed the entire day in the office of Mssrs. Webb &

Prall watching the ticker.’’ (Tailer 1893, July 26) But another author, Henry

Harper, felt that the public had to be warned:

The individual who trades or invests in stocks will do well to keep away from the

stock ticker; for the victim of ‘‘tickeritis’’ is no more capable of reasonable and self-

composed action than one who is in the delirium of typhoid fever. The gyroscopic

action of the prices recorded on the ticker tape produces a sort of mental intoxica-

tion, which foreshortens the vision by involuntary submissiveness to momentary

influences. It also produces on some minds an effect somewhat similar to that which

one feels after standing for a considerable time intently watching the water as it

flows over Niagara Falls. (Harper 1926: 10–11)

The ticker endowed price data with a new temporal structure, visualized

in a new way. It made visible price variations, which now flowed without

interruption. Irregular, large time gaps were eliminated, or made impercep-

tible. Shrunken time intervals required more attention and coordination on
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the part of market actors. In the morning, actors set their watches before

the tickers began to work (Selden 1917: 160), so that individual schedules

were coordinated with the schedule of the machine. The time for the de-

livery of stocks, for example, was marked on the tape by ‘time’ printed

twice, after which the ticker gave fifteen distinct beats (Pratt 1903: 139).

The ticker worked as a device for reciprocal temporal coordination. From

the perspective of the brokerage house, it helped orient the participants’

time and rhythm to that of Wall Street. In this sense, the ticker appears as

a networking technology (Latour 1999: 28–29, 306) that allows the transfer

of temporal patterns across various contexts and the coordination of future

paths of action.

The flow of price variations visualized the results of ongoing conversa-

tional exchanges, and disassociated their results from the individual au-

thority of the participants in those conversations. This flow linked the

results to each other, made the ties that bound them visible as the tape

unfolded, and made the market in its turn visible as an abstract, faceless,

yet very lively whole. All the felicity conditions which made the speech

act valid (intonation, attitude, look, wording, pitch of voice, etc.) were

blanked out. The flow of figures and letters on the ticker tape became an

appresentation (Husserl 1977 [1912]: 112, 124–125) of market transactions:

perception (of price rhythms) and representation (of floor transactions)

fused together.

While stock list compilations separated the process of composition from

the process of inscription (putting together the prices of various securities

came after each price was recorded), the ticker integrated them (Collins

and Kusch 1998: 109). At the same time, lists became more sophisticated

and began to show, not only opening and closing prices, but also prices at

different times of the day—a fact mirrored by more detailed market reports

in the New York and provincial newspapers. In 1884, with the ticker a solid

market fixture, Charles Dow began publishing average closing prices of

active representative stocks (Wyckoff 1972: 31), thus initiating the first

stock market index.

The ways in which brokers and investors worded their decisions had to

be adapted to continuous data about price variations. This made brokerage

houses adopt and distribute telegraphic codes to their clients, fitting the

language of financial transactions to the new temporal structure. For exam-

ple, the house of Haight & Freese (known in Street parlance as ‘‘Hate &

Freeze’’) could telegraph a client ‘‘army event bandit calmly’’ instead of

‘‘Cannot sell Canada Southern at your limit. Please reduce limit to 23.’’
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(Anonymous 1898: 385, 396). Here, ‘army’ stood for ‘cannot sell at your

limit’, ‘event’ for ‘Canada Southern’, ‘bandit’ for ‘reduce limit to’, and

‘calmly’ for ‘23’. Had the investor wanted to sell, say, 150 shares Pacific

Mail, he would have telegraphed back ‘‘alpine [sell 150 shares] expulsion

[Pacific Mail].’’ This language was exclusively centered on representing the

world of finance: one could build sentences using the word bandit, but it

was impossible to formulate sentences about bandits.

Some code books reached mammoth dimensions: in 1905, the Hartfield

Telegraphic Code Publishing Co. published Hartfield’s Wall Street Code, con-

taining about 467,000 cipher words, all related to securities and financial

transactions in Wall Street. Others, like the Ticker Book and Manual of the

Tape, published in the same year, included not only codes, but also mainte-

nance instructions for the machine and tips for tape reading.

An effect of the new transactional language was that investors were

bound to their brokers even more closely than before: as an investor, one

had to learn a special telegraphic code from the broker’s manual, spend as

much time as possible in his office, and read his chart analyses. Brokerage

houses advertised their codes as a sign of seriousness and reliability. Some

distributed them to their clients for free, while others charged a fee. This

was a means of asserting the prestige of the brokerage house, but also an

attempt to keep a record of the investors using the code and thus limit

forged orders. On the other hand, free telegraph codes were a means of

attracting more clients and increasing business (Wyckoff 1930: 21).

The ticker abbreviations of the quoted companies became nicknames,

widely used by market actors:

. . . because MP stands on the tape for Missouri Pacific, that stock is generally called

‘Mop.’ NP stands for Northern Pacific, which goes by the name ‘Nipper,’ the com-

mon being called ‘little’ and the preferred ‘big.’ PO standing for People’s Gas Light

and Coke Company, that stock is often called ‘Post-office.’ The same law of economy

in the use of words applies to all the active stocks. (Pratt 1903: 136)

Not only was the new language standardized and adapted to the rapidity

of transactions; it was tied to the visibility of price variations. The observer

of financial markets could no longer be equated with the confused tourist

standing in the visitors’ gallery. The observer of the market was the ob-

server of the tape. In this sense, the ticker contributed to a radical abstrac-

tion and reconfiguration of the visual experience of the market. This is

perhaps best illustrated by subsequent developments. Due to its physical

size, the ticker tape could be observed directly by only a few people at

once. An operator, or tape reader, sat by the ticker and read the data. In
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1923, a device called the Trans-Lux Movie Ticker was developed and tested

on the floor of the NYSE. It projected the image of the ticker tape onto a

translucent screen in real time, so that the flow of quotations was visible

at once to all those present. Built according to NYSE’s specifications, the

Trans-Lux machine had a projection bandwidth of at least twenty quota-

tions. Its success was so great that the parent company also developed the

Trans-Lux Movie Flash Ticker and the Movie News Ticker. They were in-

stalled in banks, brokerage offices, and at different locations in the NYSE

building. The Movie Flash Ticker projected a single, flowing line of business

and political news onto the screen, while the Movie News Ticker could

project a block of eight lines of text. The Trans-Lux company claimed that

in 1929 there were 1,500 Movie Tickers in operation in 211 trading centers

(Burton 1929: 14).

While the use of the ticker provided the same data everywhere, these

were contingent upon temporal structures and the related mode of visualiz-

ing the market. The ragged time structure of paper slips was replaced by the

smooth, uninterrupted, unique time of the ticker tape. The visualization of

this structure replaced the rhythm of conversational transactions, but at

the same time was equivalent with it. The visualization of price rhythms

promoted observational and sociolinguistic principles superimposed on

(and equivalent to) economic transactions. This should not imply that the

ticker was built according to abstract economic principles. Quite the con-

trary: its way of working generated temporal structures directing investors

and brokers along specific paths of action, orienting them toward price

variations, re-entangling authority with human actors, coordinating indi-

vidual schedules, changing the language. The ticker was neither a tool nor

a proxy for human action (Collins and Martin Kusch 1998: 119). It did

things that market actors could never have done without it.

From Tapes to Financial Charts: The Generation of Cognitive Tools

Perhaps not entirely by accident, the ticker was invented at a time when US

psychologists were engaged in heated debates about constant attention as

a fundamental condition of knowledge (Crary 1990: 21–23). The ticker

firmly bound investors and brokers to its ticks. Constant presence, atten-

tion, and observation were explicitly required by manuals of the time. The

duty of the stockbroker was simply to be always by his ‘‘instrument,’’

which ‘‘is never dumb’’ and which ensures that the United States is ‘‘a

nation of speculators’’ (Anonymous 1881). Investors too felt motivated to

spend more time in their brokers’ offices, watching the quotations and
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socializing. In his reminiscences, Richard D. Wyckoff, a stock operator

and pioneer of chart analysis, wrote that in 1905 friends of his could sit

and watch the tape for an hour and a half without any interruption (Wyck-

off 1934a: 37). Wyckoff himself had trained hard so that he could watch

the ticker tape for up to an hour. He remembered how, in 1907, James R.

Keene, a financial speculator, fell into a ‘‘ticker trance’’:

I used to stand facing him, my left elbow on his ticker while talking to him. He

would hold the tape in his left hand and his eye-glasses in his right as he listened to

me, then on went the glasses astride his nose as he bent close to the tape in a scru-

tiny of the length that had passed meanwhile. I might be talking at the moment his

eye began to pick up the tape again, but until he finished he was a person in a trance.

If, reading the tape, he observed something that stimulated his mental machinery, I

might go on talking indefinitely; he wouldn’t get a word of it. . . . He appeared to ab-

sorb a certain length of tape, and to devote to its analysis a specified interval, mea-

sured by paces. Sometimes he returned to the ribbon for another examination,

followed by more pacing. (Wyckoff 1930: 148)

The ability to watch and be in touch all the time was a key condition of

playing the investing game (Wyckoff 1934a: 38; 1933: 26). Some brokerage

offices tried to restrict access to the customers’ rooms, where the tickers

were placed, on account of the great number of ‘‘chair warmers, just sitting

there and watching the ticker and talking, who repel the better class of

business men’’ (Selden 1917: 106). Not only was one’s presence in the

stockbroker’s office a must, if one was to be au courant with the latest price

variations; it was also a must for the investor eager to hear ‘‘scientific’’

interpretations and analyses of price variations.

Financial charts had been in use in England and France since the 1830s

(Preda 2001a). Traditional procedures of data collection, however, allowed

the visualization of price variations over years or months, but not over a

couple of days or over a single day. Price data were not collected daily,

much less hourly, a difficulty mentioned by many chart compilers. The

source of prices and the way in which they had been recorded were often

highly uncertain. With the ticker, it was possible to visualize (and analyze)

minute price fluctuations over hours, days, or months. Many commenta-

tors became aware of minute time differences, complaining about the

fact that during peak hours the ticker might fall behind for up to four

minutes, or that it would not record the entire volume of traded securities

(Pratt 1903: 136; Selden 1917: 160; Wyckoff 1933: 24). This indicates an

awareness of real-time coordination between the tape flow and market

transactions, which in its turn requires coordination between the investor-

cum-observer and the ticker tape:
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The most expert type of tape-reader carries no memorandums, and seldom refers to

fluctuation records. The tape whispers to him, talks to him, and, as Mr. Lawson puts

it, ‘‘screams’’ at him. Every one is not fitted to become an expert tape-reader, any

more than in the musical world can every one be a Paderewski. (Rollo Tape 1908: 34)

After the introduction of the Trans-Lux machine, a new time lag appeared,

because the speed of the ticker tape was greater than the movie ticker’s pro-

jection speed. By increasing spacing between quotations, this minute time

lag was eliminated (Wyckoff 1934b: 20).

By 1900, detailed, by-the-hour financial charts began to be published in

investor magazines. However, their importance had already been acknowl-

edged in the mid 1870s: ‘‘. . . it becomes almost a necessity that the broker

or operator should consult a table of fluctuations of stocks before he can

form an intelligent opinion of future prices’’ (Anonymous 1875: 11). Since

the data now had to be recorded much more rapidly, new cognitive skills

were required: those of the ‘‘tape reader,’’ a trained clerk or a stockbroker

who stood by the ticker and picked out and recorded the price variations

of a single security in a diagram, so that at the end of the trading day a

chart was already available. All this required a great deal of concentration,

not to mention agility, good eyesight, and a well-trained memory. The

chart analyst became an established presence in brokerage offices, as well

as in investor magazines:

There was a chart-fiend in our office—a wise-looking party, who traveled about with

a chart book under his arm, jotting down fluctuations, and disposing in an authori-

tative way, of all questions relating to ‘new tops,’ ‘double bottoms,’ etc. Now, what-

ever may be claimed for or brought against stock market charts, I’ll say this in their

favor, they do unquestionably show when accumulation and distribution of stocks is

in progress. So I asked my expert friend to let me see his ‘fluctuation pictures,’ my

thought being that no bull market could take place till the big insiders had taken on

their lines of stock. Sure enough, the charts showed, unmistakably, that accumula-

tion had been going on at the very bottom. (Anonymous 1907: 2, 4)

In his thinly disguised biography of Jesse Livermore, Edwin Lefevre (1998

[1923]: 18–19, 22) stressed the importance of judgment by the chart, of

having a proper system of assessing the meaning of fluctuations on the

basis of charts alone, together with the strong desire for constant action.

Commentators saw the technical chart as ‘‘the bird’s eye view of the stock

market’’ (Pratt 1903: 138). ‘‘Reading charts is like reading music, in which

you endeavor to interpret correctly the composer’s ideas and the expression

of his art. Just so a chart of the averages, or of a single stock, reflects the

ideas, hopes, ambitions and purposes of the mass mind operating in the

market, or of a manipulator handling a single stock.’’ (Wyckoff 1934c: 10)
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The ticker tape is ‘‘the recorded history of the market’’ (Wyckoff 1934d:

16). It is the resultant force of fundamental statistics, economic changes,

and political developments (Wyckoff 1934e: 12) and requires a type of

analysis fundamentally different from statistics (Wyckoff 1934f: 23). The

chart was the market, as well as the means of understanding the market.

At the same time, the establishment of the stock analyst as a distinct

profession—one whose purpose was to ensure the impartial distribution of

meaningful information to investors and help them make their decisions—

was being loudly urged in journal articles. A stock analyst would be on the

same plane as a physician who recommends a medicine solely on its cura-

tive merits; he ‘‘would have to stand on a plane with George Washington

and Caesar’s wife. He must have no connection with any bond house or

brokerage establishment, and must permit nothing whatever to, in any

way, warp his judgment. He must know all securities and keep actual

records of earnings and statistics which show not only whether a security

is safe, but whether it is advancing or declining in point of safety.’’ (Anony-

mous 1908b: 35)

The new financial charts—unlike the older ones—came with their own

metaphorical luggage and discursive modes: there were now ‘‘points of re-

sistance,’’ ‘‘double bottoms,’’ ‘‘tops,’’ and ‘‘shoulders’’ to enrich the ana-

lyst’s arsenal. What’s more, the chart continued the process initiated by

the tape: it was the visualization of concatenated representations of conver-

sational outcomes. Correspondingly, the analytical language is full of visual

metaphors: we do not need any references to the bricks, furnaces, tracks,

and machinery of stock companies any more. Price variations suffice. Dis-

cursive modes supported the chart as a cognitive instrument, which in its

turn conferred authority on the stock analyst as the only one skilled

enough to discover the truth of the market in the dotted lines. The analyst

promoted the charts, which required a special language.

We encounter here a double game of authority and trust: on the one

hand, authority and trust are transferred to the ticker. On the other hand,

the rhythm of price data generates interpretive tools which require per-

sonal skills and thus invests authority in groups able to interpret charts. In-

stead of completely disentangling authority from human actors, the ticker

gives rise to new status groups in financial transactions.

The Ticker as a Device for the Organization of Knowledge

The rhythm of price variations required a temporally structured response

from users, which led to rearrangement of (1) the relationship between
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the brokerage office and the trading floor and (2) activities on the trading

floor.

The ticker transformed the stockbroker’s office into a kind of community-

cum-communications center, where investors could spend the whole day

watching quotations, talking to each other, and placing orders. In the cus-

tomers’ room, rows of tickers (attended by clerks) worked uninterruptedly,

while clients seated on several rows of seats watched other clerks updating

the quotations board. The modern brokerage office had a separate telegraph

room, an order desk, a ticker room, and a back office. It is not evident from

the available evidence that brokerage offices had been organized in this way

before the introduction of the ticker. At the center of this spatial arrange-

ment was the ticker room. (See figure 7.2.)

In the more important brokerage houses, the ticker room was often ele-

gant, but noisy; in it, the ‘‘ever-changing position of the great markets’’ is

‘‘like a kaleidoscope’’ (Pratt 1903: 162). Advertising brochures praised the

stockbroker’s office as a model of efficient communication, accuracy, and

machine-inspired modernity:

Figure 7.2

Trading on the Regular Board before the introduction of the ticker, with brokers

seated and wearing tall hats. Source: Eames 1894.
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A passenger standing on the observation platform in the engine-room of a modern

ocean-liner will observe great masses of steel, some stationary, some whirling at ter-

rific speed; he may go down into the boiler-room where is generated the power with

which the great ship is driven, but all this will give him only a crude idea of the

actual workings of the machinery of propulsion. . . . So it is with the machinery of a

large banking and brokerage house. A client may spend many days in the customers’

room, from which vantage point he will observe much, but his knowledge of the

inner workings of the machine, built to handle orders in the various markets, must

still be superficial. . . . Everything is run with clock-like precision. No matter how

large a business is being done, there is no confusion, the plant being designed to

handle the maximum volume of orders. (Anonymous 1908a: 7)9

The emphasis on observation and attentiveness fitted in very well with

the overall discourse of the ‘‘science of financial markets,’’ popular in

late nineteenth century. It required of investors precisely those qualities

preached by manuals: attention, vigilance, and constant observation of fi-

nancial transactions and of price variations. For the investor, it is only rea-

sonable to follow the market movements and to try to be efficient.

Moreover, the broker’s office could influence the market by bringing the

ticker into action. Richard Wyckoff recalled that in 1905 some friends of his

were sitting in the New York office of Eddie Wasserman. Noticing that ‘‘the

tape was barely moving,’’ Wasserman

said to the clients in the office: ‘Let’s make up a little pool in Southern Railway and

start a move in it. I’ll buy thousand if you will.’ Eddie went over on the floor and

bought a few thousand shares all at one price. ‘It came easily,’ he said. Then he called

up friends and told them there was going to be a move in Southern Railway. When

all these trades appeared on the tape and in such an absolutely dead market, it did

look as though something had started. Here was a chance for some of the thousands

of people sitting around hundreds of tickers all over the country to get a little action.

Outside buying orders began to come into the crowd; in a few minutes Southern

Railway was up a point and a half. Eddie and his friends quickly took their profits.

The evening papers said Morgan had been buying Southern Railway. (Wyckoff

1934a: 37)

In this account, ‘‘moving the tape’’ and ‘‘moving the market’’ are treated as

synonymous; the idleness of the tape requires action and intervention. At

the same time, this episode is indicative of the possibilities for manipulat-

ing a market that is perceived as the flow of letters and figures on a tape.

On yet another level, this manipulation could now be performed anony-

mously: one did not have to show up in the marketplace in order to corner

the market. It became more difficult to know who was actually ‘‘moving

the tape.’’
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The floor of the exchange was reshaped too. In 1868, members of the

Open Board began adopting a particular place for each security traded. In

November 1870, the Regular Board moved downstairs and began trading

in the same room with the Open Board, mixing up with its members. The

two were officially merged. The practice of trading by Calls was abandoned.

The market became a continuous, single-price entity (Eames 1894: 69;

Smith 1871: 71; Selden 1917: 90). The merger created a larger status group,

but excluded from access to data all those who were not members of the

former Open and Regular Boards. The boundary between authoritative and

less authoritative price data was redrawn by absorbing old competitors and

by keeping out any new ones.

The stock exchange floor was organized in specialized ‘‘crowds’’—brokers

and market makers trading a single security around a ticker, under a street-

lamp-like signpost (Nelson 1900: 19; Anonymous 1875: 9; Anonymous

1893). Each trading post had an indicator showing the latest quotation.

Investors were relegated to a special, enclosed area on the floor, access to

which cost $100 a year (Cornwallis 1879: 27). Tourists had access only

Figure 7.3

The organization of the trading floor with specialized trading posts and rows of tick-

ers in the background. Source: Eames 1894.
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to the gallery. The public could no longer mingle freely with brokers. Stock-

brokers were issued with personal identification numbers; an electric panel

was installed, and every time a stockbroker was called, his number was

flashed in a color corresponding to the category of the caller—client, back

office, and the like (Selden 1917: 90).

Re-drawing the Boundaries: The Fights around Ticker Use

I have argued that official stockbrokers adopted the ticker in order to main-

tain their monopoly over credible, authoritative price data. Yet, since the

technology brought together social groups with heterogeneous interests

(developers, operators, users), the boundary between credible and less cred-

ible data soon became fragile. These groups engaged in both competition

and cooperation: ticker operators, for instance, cooperated with stock-

brokers, but competed with each other. Official stockbrokers wanted to

keep unofficial brokers away from the ticker, while the brokers sought ac-

cess to ticker operators. Because operators wanted to expand their business

(after all, there was only a limited number of official brokers), they started

selling the technology to unofficial brokers. Struggles arose for control of

ticker machines and tapes. Engineers fought about patents, founded ticker

companies, and got involved in mergers. By the early 1870s, Western

Union emerged as the dominant (though not the sole) provider of price

quotations. Patents on existing machines were circumvented by patenting

new models, with minor modifications; the result was that in the early

1870s there were gold, stock, and cotton tickers, which differed only

slightly from each other.

Bucket shops10 sought access to the ticker and wanted to compete with

official brokerage houses. The willingness of operators to sell their services

to unofficial brokers threatened the monopoly of the official brokerage

houses. Power struggles raged over who should have access to price data;

in 1889, in a short-lived attempt to drive bucket shops out and restore the

value of the stockbrokers’ seats, the NYSE banned all stock tickers (Wyckoff

1972: 33). In 1887, in another short-lived attempt, the President of the

Chicago Board of Trade destroyed the tickers on the floor of the exchange

and cut all the electric wires (Hochfelder 2001: 1). There were multiple

reasons for these actions: on the one hand, bucket shops11 dealt primarily

in derivatives, taking thus a chunk of the business from the more estab-

lished brokerage houses. On the other hand, trading in derivatives was still

associated with gambling; the big houses argued that the combination of

shaky bucket shops and derivatives was ruining the reputation of financial

investments.
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Together with the NYSE, official brokerage houses tried hard to control

the flow of price information. In 1890, the New York Stock Exchange

bought a controlling interest in the New York Quotation Co., which

received the exclusive right to furnish quotations to the members of the

exchange (Pratt 1903: 134). The public was serviced by other quotation

companies, under certain restrictions. Tickers could be installed only in

brokerage offices approved by the NYSE (Selden 1917: 158). This triggered

bitter litigation between the NYSE and brokerage houses, which ended in

1892 in favor of the NYSE. In the late 1880s, the New York Stock Exchange

tried (unsuccessfully) to deprive the Consolidated Stock and Petroleum Ex-

change (a much smaller exchange located in Lower Manhattan) of its ticker

service, so as to restrict the Consolidated to unlisted securities (Wyckoff

1930: 23). The latter fought back, and was able to retain its tickers for a

time.

On yet another level, the ticker greatly stimulated arbitrage activities

(and competition too) between the New York and the London stock

exchanges. In the 1890s, it took only minutes for New York prices to reach

London and vice versa. The NYSE saw arbitrage as damaging to its interests

and to its control over price information, and in 1894 it temporarily with-

drew all tickers (Eames 1894: 65, 91). At that time, the London Stock Ex-

change was actively trying to win business away from the New York

Stock Exchange and build up an ‘‘American Market’’ in London (Michie

1999: 79). Banning the ticker was seen as a means of discouraging arbi-

trage, maintaining a tight hold on price information, and keeping business

in New York. For its part, the London Stock Exchange protected its busi-

ness by furnishing incomplete price information over the ticker, much

to the distress of American brokers. The tickers of the London Stock Ex-

change did not print the price and the volume of each trade (Gibson

1889: 83); this made ‘‘an American stock trader in London feel as though

he had no information about the market worth mentioning with only

these meager figures to go upon’’ (Selden 1917: 162). At the same time, in

London prices were recorded by the ticker not from ‘‘crowds,’’ but from

inscriptions made by brokers on a blackboard on the exchange floor (Gib-

son 1889: 35). Incomplete inscriptions, made in haste, led to incomplete

price data.

The enlarged Regular Board continued to have a monopoly over authori-

tative, continuous price data. By re-drawing the boundary between author-

itative and less authoritative data, the ticker rather reinforced the social

position of the Regular Board. It wiped out whatever informational advan-

tages (i.e., continuity) unofficial brokers may have had before. Deprived of
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them, many unofficial brokers re-oriented themselves toward unlisted

securities, which were outside the NYSE’s monopoly. At the beginning of

the 1920s, unofficial brokers dealing in unlisted stocks founded the Ameri-

can Stock Exchange.

Differences in the organization of knowledge and in price data were thus

perceived as critical for access to financial transactions.12 The organization

of the stock exchange was synonymous with the ‘‘high organization of

knowledge’’ (Anonymous, 1876: 25). How to monitor and collect quota-

tions efficiently, how to transmit them further without missing anything,

were topics regularly repeated by brokerage houses in their advertising

brochures and manuals. In this sense, the ticker triggered a process of self-

monitoring at the institutional level and generated principles of organiza-

tion superimposed on the sociolinguistic view it disseminated. Both the

organization and the individual had to pay more attention to what they

did and to weigh courses of action.

Conclusion

I will come back now to the question of Penelope’s cloth, the artifact which

intervenes in the organization of human relationships. How does tech-

nology intervene in shaping market transactions? The generator concept,

proposed here, takes into account that the agential features of financial

technologies are inseparable from temporal structures, visualizations, repre-

sentational languages, and cognitive tools. In the present case, a ragged

temporal structure was replaced by a smooth one, with the consequence

that price variations became visualizations of market transactions and

objects of symbolic interpretation. The ticker made market exchanges visi-

ble as they happened, disentangled them from local conversations, and

transformed them into something which is both abstract and visible in sev-

eral forms to everybody at once. They are visible in the flow of names and

prices on the paper strip, but also in the financial charts, which are nowa-

days also produced in real time. The quality of price data changed: instead

of multiple, discontinuous, heterogeneous, and unsystematically recorded

prices, we now have single, continuous, homogeneous, nearly real-time

price variations. This does not mean, of course, that financial fraud and

manipulation were eradicated forever: the evidence points to the contrary.

But when moving the market means moving the tape, the possibilities for

(anonymous) manipulation all but disappear.

Price-recording technologies are not neutral with respect to what con-

stitutes price data. The quality of the data depends, among other things, on
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how they are generated: before the ticker, minute, continuous price vari-

ations could not constitute any real information for actors who were not

permanently present in the marketplace; traders did not have the memory

of a whole herd of elephants and the computational capabilities of an army

of accountants. Financial economics postulates that direct observation of

securities prices reduces uncertainty (Biais 1993). This postulate has to be

sociologically complemented: forms of price observation in the market-

place are constituted by price-recording technologies. It is this constitution

that processes cognitive and informational uncertainties.

The change in the quality of price data has not been without con-

sequences for modern financial theory. Today’s ultra-high-frequency

research—a notion from financial economics, not from particle physics—

is grounded in recording all financial transactions as they happen and ana-

lyzing (among other things) the spacing of data (e.g., Engle 2000: 1–2).

Such speed would have been unimaginable without the appropriate tech-

nology. Sociologists have recently argued that financial theory has a per-

formative character: it changes the market processes it claims to describe

(MacKenzie and Millo 2003). Yet financial theory itself depends upon price

data, which are impossible to obtain without complex technical systems.

In recent years, economic sociology has emphasized that prices are deter-

mined not only by efficiency criteria and computational rules, but also by

factors such as social networks, interests, or status (see e.g. Swedberg 2003:

129). This perspective has become known as the social constitution (or

construction) of prices. The generation and recording of price data, to-

gether with modes of data observation and analysis, are intrinsic to the

social processes through which (securities) prices are constituted. In many

markets, price data are generated and/ or recorded by technological sys-

tems. The investigation of these systems appears as a fruitful way of

bringing together various disciplinary interests and of deepening our un-

derstanding about how markets work.
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Notes

1. Though this cloth was actually a burial shroud, Sloterdijk treats it as a wedding

shirt.
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2. This aspect is also emphasized by organization sociologists (e.g., Perrow 1967;

Blau et al. 1976; Carruthers and Stinchcombe 2001), historians (e.g., Porter 1995),

accountants (Miller 2001: 385), and sociologists of technology (e.g., Hughes, Rounce-

field, and Toulmie 2002) who show that financial technologies standardize informa-

tional outputs and make them transferable across various contexts.

3. Two years before the introduction of the ticker in New York City, there was a

short-lived attempt to introduce an alternative technology in Paris, called the pante-

legraph (Preda 2003). This technology, however, was quickly abandoned and was

never used on financial exchanges other than the Paris Bourse. Since it does not fit

the theoretical question about socio-technical agency, I will not examine here the

successful adoption of a technology vs. the failure of another.

4. The data have been obtained from the following archives: the New York Historical

Society, the New York Public Library, the Library Company of Philadelphia, the

Guildhall Library, the British Library, the Archives of the Bank of England, and the

Bibliothèque Nationale de France. These archives have extensive holdings of public

and private financial documents, not to be found elsewhere.

5. I am examining here only the organization of trading on the New York Stock Ex-

change. For reasons of space, the other stock and commodities exchanges which

existed in Lower Manhattan in the second half of the nineteenth century will not

be discussed here.

6. The Paris Bourse was organized in a similar way. There was a status group of sixty

stockbrokers who were practically civil servants. They operated indoors and inherited

seats. A much larger group of unofficial stockbrokers dealt in the street. Paris also had

multiple prices and several quotation lists for the same securities (Vidal 1910). There

were at least three official daily quotations, plus a number of unofficial ones (Maddi-

son 1877: 17).

7. In the 1840s and 1850s, the Regular Board traded behind closed doors and under

a veil of secrecy. Quotations were not disclosed during trade (Warshow 1929: 70).

Agents would listen at the keyhole and sell the price information in the street.

8. Some New York restaurants had tickers in their dining rooms. At Miller’s and Del-

monico’s, investors could follow the price variations in real time, ordering a meal

and some stocks at the same time (Babson 1908: 47). Private stock auctioneers also

installed tickers on the exchange floor. Not only was the ticker present in places

where the upper middle classes congregated, it was also present on the fringes of

the marketplace, in the cramped, badly lit bucket shops where poorer people came

to invest their few dollars. So strong was the influence of the ticker and the prestige

associated with it that some bucket shop operators felt compelled to install fake tick-

ers and wires going only to the edge of the rug, together with additional parapherna-

lia like mock quotation tables and fake newsletters (Fabian 1990: 191; Cowing 1965:

103). The ticker was praised by some contemporaries as ‘the only God’ of the market
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(Lefevre 1901: 115) and as a wonder of the outgoing nineteenth century (King 1897:

108). Successful stock operators were fictionalized as ‘Von Moltke of the ticker’ and as

‘masters of the ticker’ (Lefevre 1907: 83, 122). It became a prized possession, to be

kept until a speculator’s last breath: when Daniel Drew, the famed speculator of the

1850s and early 1860s died in 1879, his only possessions were a Bible, a sealskin coat,

a watch, and a ticker (Wyckoff 1972: 28).

9. See also Nelson 1900: 27–28 and Anonymous 1893. For period photographs of

brokerage offices see, for example, Guide to Investors (Anonymous 1899: 62, 78).

10. The expression ‘bucket shop’ generally designates an unofficial brokerage office.

There were, however, considerable differences among bucket shops, with regard to

their wealth, as well as to their reputation and to the financial securities they traded.

11. A contemporary observer estimated that in 1898 there were about 7,000 bucket

shops and 10,000–15,000 brokerage houses in the United States (Hoyle 1898: 17).

The difference between bucket shops and brokerage houses was not only a matter of

financial muscle. Some bucket shops were very prosperous and upmarket, while

others were quite modest. Bucket shops specialized mainly in derivatives, while bro-

kerage houses did more ‘‘classical’’ securities trading.

12. A comparison with the Paris Bourse can show best the knowledge-organizational

changes induced by the ticker. In the 1860s, the NYSE and the Paris Bourse had a

similar organization of knowledge: both were multiple (discontinuous and continu-

ous) markets with multiple prices (Vidal 1910; Walker 2001). For specific reasons,

the Paris Bourse did not introduce the ticker at all and continued to work without a

price-recording technology until at least 1920. There continued to be two classes of

stockbrokers: one was a high-status group; the other an illegal, yet tolerated, class

that greatly outnumbered the first. Multiple prices and parallel price lists were the

rule until 1920 (Parker 1920: 37), and even later. In New York, by contrast, the two

boards of brokers merged and worked in the same room from late 1870 on; multiple

quotations disappeared and price data became both continuous and standardized. In-

stead of adopting a price-recording technology, some Paris stockbrokers developed

an interest in abstract models of price variations (Preda 2004), seen as a corrective to

inaccurate price information.
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8 Tools of the Trade: The Socio-Technology of Arbitrage in

a Wall Street Trading Room

Daniel Beunza and David Stark

What counts? This question expresses most succinctly the challenge facing

securities traders in the era of quantitative finance. As for other industries

where actors are immersed in a virtual flood of information, the challenge

for traders is not faster, higher, stronger—as if the problem of the volume

of data could be solved by gathering yet more—but selecting what counts

and making sense of the selection. The more information is available to

many simultaneously, the more advantage shifts to those with superior

means of interpretation. How is a trading room organized for making sense

of what is to be taken into account?

What counts? This question also expresses most succinctly a challenge

for economic sociology. What is valuable, and by what metrics of value

and what performance criteria? In its contemporary form, economic sociol-

ogy arguably began when Talcott Parsons made a pact with economics.

You, the economists, study value; we sociologists study values. You study

the economy; we study the social relations in which economies are em-

bedded. This paper is part of a research agenda that breaks with that

pact by turning to problems of valuation and calculation (Boltanski and

Thevenot 1991; White 1981, 2001; Thévenot 2001; Stark 2000; Girard and

Stark 2002; Callon and Muniesa 2002; Callon et al. 2002). Just as post-

Mertonian studies of science moved from studying the institutions in

which scientists were embedded to analyze the actual practices of scientists

in the laboratory, so a post-Parsonsian economic sociology must move

from studying the institutions in which economic activity is embedded to

analyze the actual calculative practices of actors at work.

Our analysis starts with the fundamental theme that network analysis

shares with other schools of economic sociology—the conception that

markets are social (Granovetter 1985; Fligstein 1990; Uzzi 1997). But we

extend and deepen that perspective by arguing that social network analysis

should not be limited to studying ties among persons. Because the social



consists of humans and their non-humans (artifacts), in place of studying

‘‘society’’ we must construct a science of associations—an analysis that

examines not only links among persons but also among persons and in-

struments (Callon 1998; Latour 1988, 1991; Hutchins 1995). What counts?

Tools count. Instrumentation must be brought into the accounts of eco-

nomic sociologists. Calculation, as we shall see, is not simply embedded in

social relations. Calculative practices are distributed across persons and

instruments.

Studying Quantitative Finance

To analyze the organization of trading in the era of quantitative finance we

conduct an ethnography of arbitrage, studying how traders recognize

opportunities in the trading room of a major international investment

bank. We focus on arbitrage because it is the trading strategy that best

represents the distinctive combination of connectivity, knowledge, and

computing that we regard as the defining feature of the quantitative revo-

lution in finance. With the creation of the NASDAQ in 1971, Wall Street

had an electronic market long before any other industry. With the develop-

ment of Bloomberg data terminals in 1980, traders in investment banks

were connected to each other in an all-inclusive computer network long

before other professionals. With the development of formulas for pricing

derivatives such as the Black-Scholes formula in 1973, traders gained

powerful mathematical tools. And with the dramatic growth in computing

power traders were able to combine these equations with powerful compu-

tational engines. This mix of formulas, data to plug into them, computers

to calculate them, and electronic networks to connect them was explosive,

leading to a decisive shift to ‘‘quantitative finance’’ (Lewis 1999; Dunbar

2000).

To date, the leading analytic strategy by sociologists studying modern fi-

nance has been to focus on one or another of the key components of the

quantitative revolution. Exemplary, in this light, is a recent paper by Knorr

Cetina and Bruegger (2002) that analyzes one of the key trends of the

quantitative revolution, the rise of electronic markets, arguing that elec-

tronic trading has altered the relationship between market participants

and physical space. Their work is pathbreaking for the insight that the

numbers on the screens of the electronic traders do not represent a market

that is elsewhere; instead, the market is said to be appresented (p. 4). Like

a conversation taking place through instant messaging (but unlike, say, a

movie or a television show), electronic markets constitute an on-screen

reality that lacks an off-screen counterpart. This has important implications
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for the practice of quantitative finance. Just as the eyes of traders in a com-

modities pit are glued to the gestures of other traders, Knorr Cetina and

Bruegger found that the eyes of their currency traders are glued to the

screen—because in both cases that is where the market is. Electronic

markets, they assert, have brought the marketplace to the trader’s screen,

prompting the traders to shift from a ‘‘face-to-face world’’ to a ‘‘face-to-

screen world’’ and bringing about the ‘‘diminishing relevance of the physi-

cal setting’’ (p. 23).

While Knorr Cetina and Bruegger focus on the rise of connectivity in fi-

nance, MacKenzie and Millo (2001) focus on another leg of the quantita-

tive revolution, the rise of mathematical formulas and their consequences

for trading (see also MacKenzie 2002).1 The mathematical formulas of mod-

ern finance, they argue, do not represent markets so much as constitute part

of a network (also made up of people, computers, ideas, etc.) that performs

the market in the sense developed by Callon (1998). As an example of such

a ‘‘performative’’ that does not just mirror a reality but is constitutive of it,

they point to the role of the Black-Scholes formula in predicting and later

setting option prices on the Chicago Board Options Exchange.

The two studies are nicely complementary: Knorr Cetina and Bruegger

examine the network connectivity of electronic trading, but ignore formu-

las entirely; MacKenzie and Millo address the role of formulas but ignore

the connectivity of electronic trading. But if we are to understand the orga-

nization of trading in the era of modern finance, we must examine all three

pillars of the quantitative revolution: network connectivity, mathematical

formulas, and computing. It is precisely this combination that gives the

study of modern arbitrage—as the trading strategy that most powerfully

(and, to date, most profitably) exploits the mathematics and the machines

of modern market instruments—such analytic leverage.

In taking the limitations of these studies as our point of departure, the

opportunity we seize, however, is not just to examine as an ensemble

the pieces they had begun to analyze separately. Amidst the circulating in-

formation of Knorr Cetina and the diffusing equations of MacKenzie, we

find little about the core problem facing any trader—how to recognize an

opportunity? We will argue that traders do so by making of their trading

room a laboratory, by conducting experiments, by deploying an array

of instruments to test the market. In the practices through which value is

calculated, equivalencies are constructed, and opportunities are realized,

tools count. Calculation is distributed across the human and non-human

agents and instruments enacting the trade. But if calculation involves

both the mathematics and the machines of quantitative finance, as we

shall see, even when it is automated it is far from mechanical: at this level
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of performance, calculation involves judgment. Moreover, calculation is

not detached: whereas the trader is emotionally distant from any particular

trade, to be able to take a position, the trader must be strongly attached to

an evaluative principle and its affiliated instruments.2 In the field of arbi-

trage, to be opportunistic you must be principled, that is, you must commit

to an evaluative metric.

Our focus on the problem of identifying value leads us to take into

account the dynamics identified by Knorr Cetina, MacKenzie, and their

co-authors but to draw radically different analytic conclusions. For Knorr

Cetina and Bruegger (2002), the displacement of physical locale in favor

of the ‘‘global microstructures’’ on the screen is explained by the ever-

increasing rapidity of the circulation of information. We, too, initially

approached our research setting as a world of globally instantaneous in-

formation. By studying sophisticated derivative traders, able to produce for-

mulas that quantify unknown magnitudes, we hoped to demarcate a world

of pure information that could stand as a benchmark against which we

could differentiate other calculative settings. And, yes, we encountered a

world abundant in information, delivered with dazzling, dizzying speed.

But after months of fieldwork, we realized that, as increasingly more infor-

mation is almost instantaneously available to nearly every market actor,

the more strategic advantage shifts from economies of information to

socio-cognitive process of interpretation (Weick 1979; Brown and Duguid

2000; Grabher 2002b). Precisely because all the relevant alters have the

same information as ego, this particular trading room makes profits (con-

siderably higher than industry-average profits) not by access to better or

timelier information but by fostering interpretive communities in the trad-

ing room.

Similarly, learning from MacKenzie and Millo (2003) about how the dif-

fusion of formulas shapes markets, we go on to ask the next question. If

everyone is using the same formulas, how can you profit? The more that

formulas diffuse to perform the market, the more one’s profits depend on

an original performance. That is, the premium shifts to innovation. As

with information (which you must have, but which in itself will not give

advantage) so with formulas: the more widely diffused, the more you must

innovate.

What then facilitates interpretation and fosters innovation? The answer

came only when we stopped regarding the trading room simply as a ‘‘set-

ting’’ and began to regard the spatial configurations of this particular locale

as an additional dimension alongside the combination of equations, con-

nectivity, and computing. In analyzing the modus operandi of modern fi-

nance, we came to see that its locus operandi could not be ignored. That is,
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whereas Knorr Cetina and Bruegger dismiss physical locale in favor of inter-

actions in cyberspace, we found that trading practices are intimately tied to

the deployment of traders and instruments in the room.

Arbitrage trading can be seen as an economy of information and speed.

So is flying a fighter aircraft in warfare. Without the requisite information

and the requisite speed neither trader nor pilot could do the job. But

maneuvering in the uncertain environment of markets, like maneuvering

in the fog of battle, requires situated awareness.3 As we shall see, the config-

uration of the trading room, as a specific locale, provides the socio-spatial

resources for this sense making. A trading room is an engine for generating

equivalencies. Such associations are made in situ, that is, they entail the use

of financial formulas that result from associations among people working

in the same physical place.

The cognitive challenge facing our arbitrage traders—a challenge central

to the process of innovation—is the problem of recognition. On one hand,

they must, of course, be adept at pattern recognition (e.g., matching data to

models, etc). But if they only recognize patterns familiar within their exist-

ing categories, they would not be innovative (Clippinger 1999). Innovation

requires another cognitive process that we can think of as re-cognition (mak-

ing unanticipated associations, reconceptualizing the situation, breaking

out of lock-in). It involves a distinctive type of search—not like those

searches that yield the coordinates of a known target or retrieve a phone

number, product code, or document locator for a pre-identified entity or

category—but the search where you don’t know what you’re looking for

but will recognize it when you find it.

The organization of the trading room, as we shall see, is equipped (quite

literally) to meet this twin challenge of exploiting knowledge (pattern rec-

ognition) while simultaneously exploring for new knowledge (practices

of re-cognition).4 Each desk (e.g., merger arbitrage, index arbitrage, etc.) is

organized around a distinctive evaluative principle and its corresponding

cognitive frames, metrics, ‘‘optics,’’ and other specialized instrumentation

for pattern recognition. That is, the trading room is the site of diverse, in-

deed rivalrous, principles of valuation. And it is the interaction across this

heterogeneity that generates innovation.

To explore the socio-cognitive, socio-technical practices of arbitrage,

we conducted ethnographic field research in the Wall Street trading room

of a major international investment bank. Pseudonymous International

Securities is a global bank with headquarters outside the United States. It

has a large office in New York, located in a financial complex in Lower

Manhattan that includes the offices of Merrill Lynch and other major in-

vestment banks. With permission from the manager of the trading room
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we had access to observe trading and interview traders. We found an envi-

ronment extremely congenial to academic inquiry. In our conversations

with arbitrageurs, who are the intellectual elite of Wall Street, it was not

unusual for us to hear timely references to economic history, French cin-

ema of the 1960s, books on network analysis, and even the philosophy of

Richard Rorty or Martin Heidegger. More importantly, the traders relished

reflecting on the nature of their work, and were correspondingly generous

with their time. Our observations extended to sixty half-day visits across

more than two years. During that time, we conducted detailed observations

at three of the room’s ten trading desks, sitting in the tight space between

traders, following trades as they unfolded and sharing lunch and jokes

with the traders. We complemented this direct observation with in-depth

interviews. In the final year of our investigation, we were more formally

integrated into the trading room—provided with a place at a desk, a com-

puter, and a telephone. The time span of our research embraced the periods

before and after the September 11th attack on the World Trade Center. (For

accounts of the trading room’s response and recovery, see Beunza and Stark

2003, 2005.)

In the following section we make the case that arbitrage constitutes a dis-

tinctive trading strategy that operates by making associations among secu-

rities. In contrast to value and momentum investing, we argue, arbitrage

involves an art of association—the construction of equivalence (compara-

bility) of properties across different assets. In place of essential or relational

characteristics, the peculiar valuation that takes place in arbitrage is based

on an operation that makes something the measure of something else—

associating securities to each other. Subsequent sections analyze how the

trading room is organized to recognize opportunities. We first observe how

the spatial organization of the room facilitates general sociability among

traders. Second, we examine how these traders are grouped into specialized

desks, each deploying distinctive financial instruments and evaluative met-

rics for pattern recognition. Next, we examine the trading room as an

ensemble of multiple desks, exploring how this ecology of diverse evalua-

tive principles facilitates practices of re-cognition; and finally, we examine

the room as an assemblage of instrumentation, exploring how the socio-

cognitive and the socio-technical are intertwined.

Arbitrage, or Quantitative Finance in the Search for Qualities

Arbitrage is defined in finance textbooks as ‘‘locking in a profit by simulta-

neously entering into transactions in two or more markets’’ (Hull 1996,
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p. 4). If, for instance, the prices of gold in New York and London differed

by more than the transportation costs, an arbitrageur could realize an easy

profit by buying in the market where gold is cheap and selling it in the

market where it is expensive. As such, classical arbitrage lacks sociological

as well as economic interest: it relates markets that are the same in every

dimension except for an obvious one such, as in this case, the geographi-

cal. Reducing arbitrage to an unproblematic operation that links the obvi-

ous (gold in London, gold in New York), as textbook treatments do, is

doubly misleading, for modern arbitrage is neither obvious nor unprob-

lematic. It provides profit opportunities by associating the unexpected,

and it entails real exposure to substantial losses.

Arbitrage is a distinctive form of entrepreneurial activity that exploits not

only gaps across markets but also the overlaps among multiple evaluative

principles. Arbitrageurs profit not by having developed a superior way of

deriving value but by exploiting opportunities exposed when different eval-

uative devices yield discrepant pricings at myriad points throughout the

economy.

As a first step to understanding modern arbitrage, consider the two tradi-

tional trading strategies, value and momentum investing, that arbitrage has

come to challenge. Value investing is the traditional ‘‘buy low, sell high’’

approach in which investors look for opportunities by identifying compa-

nies whose ‘‘intrinsic’’ value differs from its current market value. They do

so by studying a company’s annual reports, financial results, products, and

executives; they then compare the intrinsic value that emerges from this

analysis with the market price of the company (Graham and Dodd 1934).

Value investors are essentialists: they believe that property has a true, in-

trinsic, essential value independent of other investors’ assessments, and

that they can attain a superior grasp of that value through careful perusal

of the information about a company. Value investors map the many

aspects of a company by translating them into abstract variables—e.g., re-

turn, growth, risk—and collapsing them into a single number (‘‘value’’)

with the use of formulas such as discounted cash flow. They proceed with

the belief that mispricings will be eventually corrected—that is, that

enough investors will eventually ‘‘catch up’’ with the intrinsic value and

drive the price towards it, producing a profit for those who saw it first.

In contrast to value investors, momentum traders (also called chartists,

see Smith 2001) turn away from scrutinizing companies towards monitor-

ing the activities of other actors on the market (Malkiel 1973). Like value

investors, their goal is to find a profit opportunity. However, momentum

traders are not interested in discovering the intrinsic value of a stock.
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Instead of focusing on features of the asset itself, they turn their attention

to whether other market actors are bidding the value of a security up or

down. Alert to trends, they believe in the existence of ‘‘momentum,’’ a

self-sustaining social process amenable to discovery by studying patterns

in the time series of the stock—its chart. In contrast with value investing,

a momentum strategy can involve buying when the price is extremely

high, as long as the patterns in the chart suggest that it is getting higher.

Preoccupied with vectors and directionality, momentum traders plot trajec-

tories. Like the fashion-conscious or like night-life socialites scouting the

trendiest clubs, they derive their strength from obsessively asking ‘‘Where

is everyone going?’’ in hopes of anticipating the hot spots and leaving just

when things get crowded.

As with value and momentum investors, arbitrageurs also need to find an

opportunity, an instance of disagreement with the market’s pricing of a se-

curity. They find it by making associations. Instead of claiming a superior

ability to process and aggregate information about intrinsic assets (as value

investors do) or better information on what other investors are doing (as

momentum traders do), the arbitrage trader tests ideas about the correspon-

dence between two securities. Confronted by a stock with a market price,

the arbitrageur seeks some other security—or bond, or synthetic security

such as an index composed of a group of stocks, etc.—that can be related

to it, and prices one in terms of the other. The two securities have to be

similar enough so that their prices change in related ways, but different

enough so that other traders have not perceived the correspondence before.

As we shall see, the posited relationship can be highly abstract. The tenu-

ous or uncertain strength of the posited similarity or co-variation reduces

the number of traders that can play a trade, hence increasing its potential

profitability.

Arbitrage, then, is a distinct trading strategy. Whereas value investment

is essentialist and momentum trading is extrinsic, arbitrage is associational.

Whereas the value investor pegs value on intrinsic worth, and the mo-

mentum trader tracks the value assessments assigned by other investors,

arbitrage traders locate value by making associations between particular

properties or qualities of one security and those of other previously un-

related or tenuously related securities.

Arbitrage hinges on the possibility of interpreting securities in multiple

ways. By associating one security to another, the trader highlights different

properties (qualities) of the property he is dealing with.5 In contrast to

value investors who distill the bundled attributes of a company to a single

number, arbitrageurs reject exposure to a whole company. But in contrast
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to corporate raiders, who buy companies for the purpose of breaking them

up to sell as separate properties, the work of arbitrage traders is yet more

radically deconstructionist. The unbundling they attempt is to isolate, in

the first instance, categorical attributes. For example, they do not see the

Boeing Company as a monolithic asset or property, but as having several

properties (traits, qualities) such as being a technology stock, an aviation

stock, a consumer-travel stock, an American stock, a stock that is included

in a given index, and so on. Even more abstractionist, they attempt to iso-

late such qualities as the volatility of a security, or its liquidity, its convert-

ibility, its indexability, and so on.

Thus, whereas corporate raiders break up parts of a company, modern

arbitrageurs carve up abstract qualities of a security. In our field research,

we find our arbitrageurs actively shaping trades. Dealing with the multiple

qualities of securities as narrow specialists, they position themselves with

respect to one or two of these qualities, but never all. Their strategy is to

use the tools of financial engineering to shape a trade so that exposure6 is

limited only to those equivalency principles in which the trader has confi-

dence. Derivatives such as swaps,7 options,8 and other financial instru-

ments play an important role in the process of separating the desired

qualities from the purchased security. Traders use them to slice and dice

their exposure, wielding them in effect like a surgeon’s tools—scalpels,

scissors, proteases—to give the patient (the trader’s exposure) the desired

contours.

Paradoxically, much of the associative work of arbitrage is therefore for

the purpose of ‘‘disentangling’’ (see Callon 1998 for a related usage)—

selecting out of the trade those qualities to which the arbitrageur is not

committed. The strategy is just as much not betting on what you don’t

know as betting on what you do know. In merger arbitrage, for example,

this strategy of highly specialized risk exposure requires that traders associ-

ate the markets for stocks of the two merging companies and dissociate

from the stocks everything that does not involve the merger. Consider a sit-

uation in which two firms have announced their intention to merge. One

of the firms, say the acquirer, is a biotech firm and belongs to an index,

such as the Dow Jones (DJ) biotech index. If a merger arbitrage specialist

wanted to shape a trade such that the ‘‘biotechness’’ of the acquirer would

not be an aspect of his/her positioned exposure, the arbitrageur would long

the index. That is, to dissociate this quality from the trader’s exposure, the

arbitrageur associates the trade with a synthetic security (‘‘the index’’) that

stands for the ‘‘biotechness.’’ Less categorical, more complex qualities re-

quire more complex instruments.
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When, as in some forms of merger arbitrage, the process of dissociating is

taken to the extreme, we could say that merger arbitrageurs trade in secu-

rities in order to bet on events. By hedging against all qualities of the stock

other than the merger itself, the merger arbitrageur, in effect, is betting

about the likelihood of a discrete event. You cannot go to a betting window

to wager that two companies will merge (or not) on January 3. But with

enough sophisticated instruments, you can shape your exposure to some-

thing very close to such a position.

Arbitrageurs do not narrow their exposure for lack of courage. Despite all

the trimmings, hedging, and cutting, this is not a trading strategy for the

faint-hearted. Arbitrage is about tailoring the trader’s exposure to the mar-

ket, biting what they can chew, betting on what they know best, and

avoiding risking their money on what they don’t know. Traders expose

themselves profusely—precisely because their exposure is custom-tailored

to the relevant deal. Their sharp focus and specialized instruments gives

them a clearer view of the deals they examine than the rest of the market.

Thus, the more the traders hedge, the more boldly they can position

themselves.

Arbitrageurs can reduce or eliminate exposure along many dimensions

but they cannot make a profit on a trade unless they are exposed on at least

one. In fact, they cut entanglements along some dimensions precisely to

focus exposure where they are most confidently attached. As Callon argues

(Callon and Muniesa 2002; Callon et al. 2002), calculation and attachment

are not mutually exclusive. To be sure, the trader’s attachment is distanced

and disciplined; but however emotionally detached, and however fleeting,

to hold a position is to hold a conviction.

How do unexpected and tenuous associations become recognized as

opportunities? In the following sections we enter the trading room to see

how cognition is distributed and diversity is organized. Before examining

the instruments that mediate the markets, we look first at the deployment

of the traders themselves within the room. After examining the spatialized

sociability of the trading room, we examine the equipment—the teams and

the tools—of arbitrage.

The Trading Room as an Associative Space

The architecture and the ambiance of the trading room would be unfamil-

iar to someone who retired from trading several decades ago. To appreciate

the changes, consider the following description of a typical Wall Street

trading room in the 1980s:
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No sooner did you pass the fake fireplace than you heard an ungodly roar, like the

roar of a mob . . . the bond trading room of Pierce & Pierce. It was a vast space, per-

haps sixty by eighty feet, but with the same eight-foot ceiling bearing down on your

head. It was an oppressive space with a ferocious glare, writhing silhouettes . . . the

arms and torsos of young men . . . moving in an agitated manner and sweating early

in the morning and shouting, which created the roar. (Wolfe 1987, p. 58)

This boiler-room imagery is absent from the Wall Street trading room of In-

ternational Securities, the global investment bank where we have been con-

ducting ethnographic research. Entering the trading room is like entering

the lobby of a luxury hotel. Instead of a low ceiling, the observer finds

high ceilings and a huge open space occupying almost the entire twentieth

floor of a skyscraper in Lower Manhattan filled with rows of desks, com-

puters, and traders. Instead of a roar, the observer hears a hushed buzz

among the traders immersed in the flickering numbers on hundreds of

flat-panel screens. Instead of an oppressive space, the observer finds gener-

ous corridors, elegant watercolors on the walls, and a dramatic view of

Manhattan. Instead of agitated employees, the observer finds relaxed trad-

ers in business-casual wear leisurely circulating about the trading room, cof-

fee in hand. Instead of writhing arms and torsos, we see equations and

formulas scribbled hurriedly on a large white board located prominently

near the center of the trading room. And instead of a fake fireplace, the

room is populated by non-human ‘‘intelligent agents,’’ the computer pro-

grams executing automated trades, referred to by the traders themselves as

‘‘robots.’’

In the traditional corporate office, space is used to emphasize status

differences as the hierarchy of concentric rings effectively isolates the

highest-ranking employees. At International Securities, by contrast, space

is used to create an atmosphere conducive to association. The open plan,

not unlike the layout of a newsroom or a new media design studio, con-

tains no cubicles or partitions. There is even a strict ‘‘low-monitor’’ policy

enforced by Bob, the manager of the room, that prevents traders from

stacking their Bloomberg monitors two or three high. ‘‘We try,’’ he says,

‘‘to keep the PCs at a low level so that they can see the rest of the room.’’

Moreover, the social composition of the room promotes association

among disparate communities of practice: the room not only accommo-

dates traders and their assistants, but a diversity of employees, including

salesmen, analysts, operation officers, and computer programmers. Flouting

an industry-wide trend of relegating these latter employees to a back office,

International Securities has kept programmers and operations officers in its

money-making core. They not only stay in the trading room but are given
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desks as large as the traders,’ and their area of the room has the same privi-

leged feel as the rest. The objective, Bob states, is to prevent differences in

professional status from undermining interaction among these groups. If

placed in a different building, says Bob, ‘‘they might as well be in a different

planet.’’

At 160 people, the trading room is small by current Wall Street standards.

But this small number and the open plan layout were deliberately chosen

to allow the type of low-key interaction that encourages experimentation

and intellectual risk-taking. Bob says: ‘‘Managers, they’ll tell you, ‘commu-

nication, communication,’ but you wonder.’’ To make the contrast, he

pointed us to the trading room of another international bank located in

Connecticut:

It’s the size of three aircraft carriers. And the reason for it is that it is a source of pride

to the manager. It is difficult to see how traders can communicate shouting at each

other across two aircraft carriers. At [name of bank], what you’ll find is chaos that

looks grand.

Instead, at the trading room of International Securities ‘‘the key is [to

avoid] social awkwardness’’:

Two traders are talking to each other. A third needs a piece of information. He has to

interrupt. ‘Can I interrupt? Can I interrupt?’ The key there is the social cost of the

interruption. Part of my job is to keep those costs down.

Promoting sociability among traders is not an easy task. Tom Wolfe’s

‘‘Masters of the Universe’’ were gregarious to the point of bullying. In the

age of mathematical finance, arbitrageurs are intellectually over-confident

but socially inept:

A trader is like an engineer type. Difficult when they think they’re right. Abrasive.

And not very social. Not socially adept. I can easily find you ten traders in the room

who would be miserable at a cocktail party.

If such individualism is not addressed, it can result in fragmented territori-

ality in the trading room. For example, a trader recalls his experience in

another bank years ago where he began his career as follows:

For years, there were areas of the trading floor I would never venture onto. People I

never, absolutely never, talked to. There was no reason why I should go there, since

we traded completely different things. Being there felt strange. There were these cold

looks.

International Securities avoids this territoriality in the trading room by

moving traders around. ‘‘I rotate people as much as I can,’’ Bob says, ‘‘be-

cause sitting near each other is the best rule of thumb to predict that they
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will talk to each other.’’ However, Bob is careful not to displace them too

disruptively. He describes his approach as ‘‘not really shifting, more like

drifting.’’ He continues:

Once two traders have been sitting together, even if they don’t like each other,

they’ll cooperate, like roommates. So, everyone gets moved every six months on

average. But not everyone at a time. It’s like those puzzles with one empty space

in which you move only one piece at a time.

This emphasis on cooperative interaction underscores that the cognitive

tasks of the arbitrage trader are not those of some isolated contemplative,

pondering mathematical equations and connected only to a screen-world.

Cognition at International Securities is a distributed cognition. The formu-

las of new trading patterns are formulated in association with other traders.

Truly innovative ideas, as one senior trader observed, are slowly developed

through successions of discreet one-to-one conversations:

First you talk to others. You tell someone else, ‘I’ve got this great idea,’ and if he tells

you ‘I read it yesterday in Barron’s,’ you drop it. If you get a positive take, then you

work it around.

An idea is given form by trying it out, testing it on others, talking about it

with the ‘‘math guys,’’ who, significantly, are not kept apart (as in some

other trading rooms), and discussing its technical intricacies with the pro-

grammers (also immediately present). Because they have been stirred up by

the subtle churning of the room, traders can test the ideas on those with

whom they were once ‘‘like roommates’’ but who might now be sitting in

different parts of the room. Appropriately, the end of this process of formu-

lation (and the beginning of the next stage of material instrumentation, see

below) is known as a ‘‘victory lap’’—a movement around the room in and

through which the idea was generated. Place facilitates sociability to make

associations.

And where is Bob, the trading room manager? He sits in the middle of

the room despite the fact that he has a very well-appointed office in one

corner, complete with designer furniture, a small conference table, and a

home cinema-sized Bloomberg screen to watch the markets that can be

controlled from a wireless mouse and keyboard. But he prefers to sit in a

regular trader’s desk in the middle of the room:

I have that office over there—you just saw it. But I like this place better [referring to

his desk]. Here, I am more connected. No one would come to tell me stories if they

had to come into my office. Also, here I get a feel for how the market is doing. I have

to know this, because the atmosphere definitely influences the way these guys trade.

Tools of the Trade 265



In this way, the trading room at International Securities overturns the tra-

ditional concentric circles of status. Rather than enjoying less accessibility,

the trading room manager is the most accessible. He is most easily reached;

and he is best positioned to observe, indeed to sense, what is happening in

the room.

What is happening is more than exchange of information. To be sure,

traders must have access to the most timely and complete array of informa-

tion; but this is not enough. In addition to being a nexus of data flows, the

trading room is a room of bodies. Taking its collective ‘‘pulse’’ is a means to

take the pulse of the markets. Whereas Knorr Cetina and Bruegger find

their foreign currency traders ‘‘viscerally plugged into the screen reality of

the global sphere’’ (2002: 15), our arbitrage traders are reflective about

how they are acutely attuned to the social reality of the local sphere:

The phone and online communication are inefficient. It takes longer for people to

tell each other what they want. You miss body language. Body language and facial

expressions are really important. You’re not conscious of body language and so it’s

another channel of communication, and it’s one that’s not deliberate. So it’s a good

source for what’s happening. I don’t try to get too conscious of how I’m reading

body language and facial expressions. I just let it work its way to where it’s useful.

Bob’s observations (and those of many other traders with whom we spoke)

highlight that cognition in the trading room is not simply distributed. It

is also a situated calculation. A trader needs tools—the financial instru-

ments of derivatives and the material instruments to execute a trade. But

in addition to these calculative instruments, the trader also needs a ‘‘sense

of the market.’’ Knowing how to use the tools combines with knowing how

to read the situation. This situated awareness is achieved by drawing on

the multiple sensors (both human and instrumental) present within the

room.

The trading room thus shows a particular instance of Castells’s paradox:

As more information flows through networked connectivity, the more im-

portant become the kinds of interactions grounded in a physical locale.

New information technologies, Castells (2000) argues, create the possibility

for social interaction without physical contiguity. The downside is that

such interactions can become repetitive and programmed in advance.

Given this change, Castells argues that as distanced, purposeful, machine-

like interactions multiply, the value of less-directed, spontaneous, and un-

expected interactions that take place with physical contiguity will become

greater (see also Thrift 1994; Brown and Duguid 2000; Grabher 2002).

Thus, for example, as surgical techniques develop together with telecom-

munications technology, the surgeons who are intervening remotely on
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patients in distant locations are disproportionately clustering in two or

three neighborhoods of Manhattan where they can socialize with each

other and learn about new techniques, etc.9

From the perspective of arbitrage as association, trading rooms can be

seen as the ‘‘space of place’’ where novel associations emerge. One exem-

plary passage from our field notes finds a senior trader formulating an arbi-

trageur’s version of Castells’s paradox:

It’s hard to say what percentage of time people spend on the phone vs. talking to

others in the room. But I can tell you the more electronic the market goes, the more

time people spend communicating with others inside the room.

The Trading Room as an Ecology of Evaluative Principles

Pattern Recognition at the Desk

From looking at the trading room as a simple society of individuals, we

now turn to examine the teams that compose the trading room as a more

complex organization of diversity. This organization of diversity begins by

demarcating specialized functions. The basic organizational unit, ‘‘team,’’

has a specific equipment, ‘‘desk.’’ The term ‘‘desk’’ not only denotes the

actual piece of furniture where traders sit, but also the actual team of

traders—as in ‘‘Tim from the equity loan desk.’’ Such identification of the

animate with the inanimate is due to the fact that a team is never scattered

across different desks. In this localization, the different traders in the room

are divided into teams according to the financial instrument they use to

create equivalencies in arbitrage: the merger arbitrage team trades stocks

in companies in the process of consolidating, the options arbitrage team

trades in ‘‘puts’’ and ‘‘calls,’’10 the derivatives that lend the desk its name,

and so on. The desk is an intensely social place. The extreme proximity of

the workstations enables traders to talk to each other without lifting their

eyes from the screen or interrupting their work. Lunch is at the desk, even

if the sandwich comes from a high-end specialty deli. Jokes are at the desk,

a never-ending undercurrent of camaraderie that resurfaces as soon as the

market gives a respite.

Each desk has developed its own way of looking at the market, based

on the principle of equivalence that it uses to calculate value and the finan-

cial instrument that enacts its particular style of arbitrage trade. For exam-

ple, traders at the merger arbitrage desk value companies that are being

acquired in terms of the price of the acquiring firm and specialize in asking,

‘‘how solid is company X’s commitment to merge. For merger arbitrage

traders, the companies in the S&P 500 index are little more than a set of
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potential acquirers and acquisition targets. In contrast, traders at the index

arbitrage desk exploit discrepancies between the price of index securities

(e.g., futures on the S&P 500 index) and the actual average price of the

companies that constitute such indexes. Given the minuscule and rapidly

vanishing nature of the misalignments among these two, they need to

trade in high volume and at a high speed. Traders at the convertible bond

arbitrage desk look at stocks as bonds, and specialize in information about

stocks that would typically interest bondholders such as their liquidity and

likelihood of default. The traders at the customer sales desk, meanwhile,

take and propose orders to customers outside the confines of the room. Al-

though not specialized in a distinct financial instrument, this most sociable

team in the room provides a window on the anxiety level of their custom-

ers and thus of the market at large by the sound of their voices on the

phone and the banging of headsets against their desks in frustration.

A desk generates its own form of pattern recognition. For example,

merger arbitrage traders, keen on finding out the degree of commitment

of two merging companies, look for patterns of companies’ progressive

approximation in stock prices. They probe commitment to a merger by

plotting the ‘‘spread’’ (difference in price) between acquiring and target

companies over time. As with marriages between persons, mergers between

companies are scattered with regular rituals of engagement intended to per-

suade others of the seriousness of their intent. As time passes, arbitrage

traders look for a pattern of gradual decay in the spread as corporate bride

and groom come together. A similar correspondence of tools and concepts

can be found at other desks.

Such joint focus on visual and economic patterns creates, at each desk, a

distinctive community of practice around an evaluative principle with its

own tacit knowledge. Traders at a desk develop a common sense of pur-

pose, a real need to know what each other knows, a highly specialized lan-

guage, and idiosyncratic ways of signaling to each other. This sense of joint

membership translates into friendly rivalry toward other desks. A customer

sales trader, for example, took us aside to denounce statistical arbitrage as

‘‘like playing video games’’: ‘‘If you figure out what the other guy’s pro-

gram is, you can destroy him. That’s why we don’t do program trades,’’ he

explained, referring to his own desk. Conversely, one of the statistical arbi-

trage traders, told us, in veiled dismissal of manual trading, that the more

he looked at his data (as opposed to letting his robot trade) the more biased

he becomes.

Within each desk, there is a marked consistency between the trading

strategy, mathematical formulas, and tools for pattern recognition that
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traders use. Merger arbitrage traders, as table 8.1 shows, plot spreads on

their screens but do not use convertible bond valuation models; neither

do they employ Black-Scholes equations or draw on principles of mean-

reversion. Convertible arbitrage traders, by contrast, use bond valuation

models but do not obsess about whether the spread between two merging

companies is widening or narrowing. Customer sales traders are more keen

on executing their clients’ orders on the day they receive them than on

following for months the evolution of the spread between two merging

stocks. The complex trades that are characteristic of our trading room,

Table 8.1

The valuation principles, formulas, and tools of arbitrage strategies.

Desk Valuation principle Typical formula Tools

Merger
arbitrage

The value of an all-
stock acquisition target
will converge to the
price of the acquirer.

PT ¼ PA � r � pMa Index plots, spread
plots

Index
arbitrage

The price of the index
futures contract will
converge to the spot
price of the
constituent stocks.

F0 ¼ S0e
ðr�qÞT b High-bandwidth

connections to
market data

Convertible
bond arbitrage

The value of con-
vertible bond can be
expressed as the value
of a bond and an
option to convert into
stock.

NA Bloomberg valuation
model, proprietary
valuation model

Statistical
arbitrage

The ten-day moving
average of stock prices
reverts to the mean.

ET ðXÞ ¼ 1

T

Xt¼t0þT

t¼t0

Xt

ET ðXÞ ! 0 when

T ! yc

Robot, atomic clock,
order traffic speed
indicator

Customer
sales

Execute client’s order.
No sales on downtick
trades.

Orders given by
clients

Telephone, market
indices, magnifying
glass, footprints,
active cells

a. PA ¼ stock price of acquirer, PT ¼ stock price of target, r ¼ exchange ratio, pM ¼
probability of merger. Source: Reverre 2001.

b. F0 ¼ price of the futures contract, q ¼ dividend yield rate, r ¼ risk-free interest

rate, T ¼ maturity date. Source: Reverre 2001.

c. X ¼ stock price, T ¼ time, ETðXÞ ¼ ten-day moving average of X. Source: Reverre

2001.
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however, seldom involve a single desk/team in isolation from others. It is

to these collaborations that we now turn.

Connect to Cut, Co-Locate to Dissociate

The desk, in our view, is a unit organized around a dominant evaluative

principle and its arrayed financial instruments (devices for measuring, test-

ing, probing, cutting). This principle is its coin; if you like, its specie. But

the trading room is composed of multiple species. It is an ecology of eval-

uative principles. Complex trades take advantage of the interaction among

these species. To be able to commit to what counts, to be true to your prin-

ciple of evaluation, each desk must take into account the principles and

tools of other desks. Recall that shaping a trade involves disassociating

some qualities in order to give salience to the ones to which your desk is

attached. To identify the relevant categories along which exposure will be

limited, shaping a trade therefore involves active association among desks.

Co-location, the proximity of desks, facilitates the connections needed to

do the cutting. Figure 8.1 illustrates the spatial positioning of the various

desks in the trading room at International Securities.

Whereas in most textbook examples of arbitrage the equivalence-creating

property is easy to isolate, in practice, it is difficult to fully disassociate. Be-

cause of these difficulties, even after deliberate slicing and dicing, traders

can still end up dangerously exposed along dimensions of the company

that differ from the principles of the desired focused exposure. We found

that traders take into account unintended exposure in their calculations in

the same way as they achieve association: through co-location. Physical

proximity in the room allows traders to survey the financial instruments

around them and assess which additional variables they should take into

account in their calculations.

For example, the stock loan desk can help the merger arbitrageurs on

matters of liquidity. Merger arbitrage traders lend and borrow stock as if

they could reverse the operation at any moment. However, if the company

is small and not often traded, its stock may be difficult to borrow, and trad-

ers may find themselves unable to hedge. In this case, according to Max,

senior trader at the merger arbitrage desk, ‘‘the stock loan desk helps us by

telling us how difficult it is to borrow a certain stock.’’ Similarly, index arbi-

trageurs can help merger arbitrageurs trade companies with several classes

of shares. Listed companies often have two types of shares, one called ‘‘A-

class’’ and one called ‘‘K-class.’’ The two carry different voting rights, but

only one of the types allows traders to hedge their exposure. The existence

of these two types facilitates the work of merger arbitrageurs, who can exe-
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cute trades with the more liquid of the two classes and then transform the

stock into the class necessary for the hedge. But such transformation can be

prohibitively expensive if one of the two classes is illiquid. To find out,

merger arbitrageurs turn to the index arbitrage team, which exploits price

differences between the two types.

In other cases, one of the parties may have a convert provision (that is,

its bonds can be converted into stocks if there is a merger) to protect the

bondholder, leaving merger arbitrage with questions about how this might

affect the deal. In this case, it is the convertible bond arbitrage desk that

Figure 8.1

Schematic of the trading room at International Securities.
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helps merger arbitrage traders clarify the ways in which a convertibility

provision should be taken into account. ‘‘The market in converts is not

organized,’’ says Max, in the sense that there is no single screen representa-

tion of the prices of convertible bonds. For this reason,

We don’t know how the prices are fluctuating, but it would be useful to know it be-

cause the price movements in converts impacts mergers. Being near the converts

desk gives us useful information.

In any case, according to Max, ‘‘even when you don’t learn anything, you

learn there’s nothing major to worry about.’’ This is invaluable because

‘‘what matters is having a degree of confidence.’’

By putting in close proximity teams that trade in the different financial

instruments involved in a deal, the bank is thereby able to associate differ-

ent markets into a single trade. One senior trader observed:

While the routine work is done within teams, most of the value we add comes from

the exchange of information between teams. This is necessary in events that are

unique and non-routine, transactions that cross markets, and when information is

time-sensitive.

Thus, whereas a given desk is organized around a relatively homogeneous

principle of evaluation, a given trade is not. Because it involves hedging ex-

posure across different properties along different principles of evaluation,

any given trade can involve heterogeneous principles and heterogeneous

actors across desks. If a desk involves simple teamwork, a (complex) trade

involves collaboration. This collaboration can be as formalized as a meeting

(extraordinarily rare at International Securities) that brings together actors

from the different desks. Or it might be as primitive as an undirected exple-

tive from the stock loan desk which, overheard, is read as a signal by the

merger arbitrage desk that there might be problems with a given deal.

Practices of Re-cognition

How do the creativity, vitality, and serendipity stemming from the trading

room yield new interpretations? By interpretation we refer to processes of

categorization, as when traders answer the question ‘‘What is this a case

of?’’ but also processes of re-categorization such as making a case for some-

thing. Both work by association—of people to people, but also of people to

things, things to things, things to ideas, etc.

We saw such processes of re-cognition at work in the following case of an

announced merger between two financial firms. The trade was created by

the ‘‘special situations desk,’’ its name denoting its stated aim of cutting

through the existing categories of financial instruments and derivatives.
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Through close contact with the merger arbitrage desk and the equity loan

desk, the special situations desk was able to construct a new arbitrage trade,

an ‘‘election trade,’’ that recombined in an innovative way two previously

existing strategies: merger arbitrage and equity loan.

The facts of the merger were as follows: on January 25, 2001, Investors

Group announced its intention to acquire MacKenzie Financial. The an-

nouncement immediately set off a rush of trades from merger arbitrage

desks in trading rooms all over Wall Street. Following established practice,

the acquiring company, Investors Group, made an offer for the shares of

the stockholders in the target company. It offered them a choice of cash or

stock in Investors Group as means of payment. The offer favored the cash

option. Despite this, the head of the special situations desk ( Josh) and his

traders reasoned that a few investors would never be able to sell their

shares. For example, board members and upper management of the target

company are paid stocks in order to have an incentive to maximize profit.

As a consequence, ‘‘it would look wrong if they sold them’’ John said. In

other words, their reasoning included ‘‘symbolic’’ value, as opposed to a

purely financial profit-maximizing calculus.

The presence of symbolic investors created, in effect, two different pay-

offs: cash and stock. The symbolic investors only had access to the smaller

payoff. As with any other situation of markets with diverging local valua-

tions, this could open up an opportunity for arbitrage. But how to connect

the two payoffs?

In developing an idea for arbitraging between the two options on elec-

tion day, the special situations desk benefited crucially from social interac-

tion across the desks. The special situations traders sit between the stock

loan desk and the merger arbitrage desk. Their closeness to the stock loan

desk, which specialized in lending and borrowing stocks to other banks,

suggested to the special situations traders the possibility of lending and

borrowing stocks on election day. They also benefited from being near the

merger arbitrage desk, as it helped them understand how to construct an

equivalency between cash and stock. According to Josh, the idea was gener-

ated by ‘‘looking at the existing business out there and looking at it in a

new way. Are there different ways of looking at merger arb? . . . We imag-

ined ourselves sitting in the stock loan desk, and then in the merger arbi-

trage desk. We asked, is there a way to arbitrage the two choices, to put

one choice in terms of another?’’ The traders found a way. Symbolic inves-

tors did not want to be seen exchanging their stock for cash, but nothing

prevented another actor such as International Securities from doing so di-

rectly. What if the special situation traders were to borrow the shares of

Tools of the Trade 273



the symbolic investors at the market price, exchange them for cash on elec-

tion day (i.e., get the more favorable terms option), buy back stock with

that cash and return it to symbolic investors? That way, the latter would

be able to bridge the divide that separated them from the cash option.

Once the special situation traders had constructed the bridge that sepa-

rated the two choices in the election trade, they still faced a problem. The

possibilities for a new equivalency imagined by Josh and his traders were

still tenuous and untried. But it was this very uncertainty—and the fact

that no one had acted upon them before—that made them potentially so

profitable. The uncertainty resided in the small print of the offer made by

the acquiring company, Investors Group: how many total investors would

elect cash over stock on election day? The answer to that question would

determine the profitability of the trade: the loan and buy-back strategy

developed by the special situations traders would not work if few investors

chose cash over stocks. IG, the acquiring company, intended to devote a

limited amount of cash to the election offer. If most investors elected cash,

IG would prorate its available cash (i.e., distribute it equally) and complete

the payment to stockholders with shares, even to those stockholders who

elected the ‘‘cash’’ option. This was the preferred scenario for the special

situation traders, for then they would receive some shares back and be

able to use them to return the shares they had previously borrowed from

the ‘‘symbolic’’ investors. But if, in an alternative scenario, most investors

elected stock, the special situations desk would find itself with losses. In

that scenario, IG would not run out of cash on election day, investors who

elected cash such as the special situations traders would obtain cash (not

stocks), and the traders would find themselves without stock in IG to re-

turn to the original investors who lent it to them. Josh and his traders

would then be forced to buy the stock of IG on the market at a prohibi-

tively high price.

The profitability of the trade, then, hinged on a simple question: Would

most investors elect cash over stock? Uncertainty about what investors

would do on election day posed a problem for the traders. Answering the

question ‘‘What will others do?’’ entailed a highly complex search problem,

as stock ownership is typically fragmented over diverse actors in various

locations applying different logics. Given the impossibility of monitoring

all the actors in the market, what could the special situation traders do?

As a first step, Josh used his Bloomberg terminal to list the names of the

twenty major shareholders in the target company, MacKenzie Financial.

Then he discussed the list with his team to determine their likely action.

As he recalls,
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What we did is, we [would] meet together and try to determine what they’re going to

do. Are they rational, in the sense that they maximize the money they get?

For some shareholders, the answer was straightforward: they were large and

well-known companies with predictable strategies. For example, Josh

would note:

See . . . the major owner is Fidelity, with 13 percent. They will take cash, since they

have a fiduciary obligation to maximize the returns to their shareholders.

But this approach ran into difficulties in trying to anticipate the moves of

the more sophisticated companies. The strategies of the hedge funds en-

gaged in merger arbitrage were particularly complex. Would they take cash

or stock? Leaning over, without even leaving his seat or standing up, Josh

posed the question to the local merger arbitrage traders:

‘‘Cash or stock?’’ I shouted the question to the merger arbitrage team here who were

working [a different angle] on the same deal right across from me. ‘‘Cash! We’re

taking cash,’’ they answered.

From their answer, the special situations traders concluded that hedge

funds across the market would tend to elect cash. They turned out to be

right.

The election trade illustrates the ways in which co-location helps traders

innovate and take advantage of the existence of multiple rationalities

among market actors. In some ways, the election trade can be seen as a re-

combination of the strategies developed by the desks around special situa-

tions. Proximity to the stock loan desk allowed them to see an election day

as a stock loan operation, and proximity to risk arbitrage allowed them to

read institutional shareholders as profit maximizers, likely to take cash

over stock.

The trade also shows that connectivity and electronic markets play a role

that is complementary to place. With easy and automatic access to timely

data on prices and transactions, the special situations traders were able to

see two payoffs that could be connected in the election trade. The Bloom-

berg terminals subsequently allowed them to find out the identity of major

shareholders. Finally, co-location in the trading room gave them confi-

dence to make a tenuous and uncertain equivalency.

The Trading Room as a Laboratory

In the previous section we showed how calculation is not individual and

asocial, but instead is distributed across various desks in the trading room.
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In this section we argue that calculation is distributed across socio-

technical networks of tangible tools that include computer programs,

screens, dials, robots, telephones, mirrors, cable connections, etc.

Although financial instruments (derivatives such as futures, options,

swaps, etc) are deemed worthy of study in the Journal of Finance, these

material instruments supposedly belong to the province of handymen,

contractors, and electricians. But traders know they are important, if only

because they spend so much time acquiring skills to use, construct and

maintain these instruments. Without instruments for visualizing properties

of the market, they could not see opportunities; and without instruments

for executing their trades, they could not intervene in markets. No tools,

no trade.

To see opportunities, traders put on the financial equivalent of infrared

goggles that provide them with the trader’s equivalent of night-vision.

They also delegate calculation to robots that single-mindedly execute their

programmed theories, and they scan the room for clues that alert them to

the limits in the applicability of these theories.

One cannot appreciate the degree to which quantitative finance is

knowledge-intensive without considering the complexity of the trader’s

tools. According to Knorr Cetina and Bruegger (2002), traders do not quite

match up to scientists: when compared to high-energy physicists and their

twenty-year long experiments, traders appear as having flat production

functions that instead of transforming data merely transpose it onto the

screen. By contrast, we found our traders’ tools remarkably close to Latour’s

(1987) definition of scientific instruments as inscription devices that shape

a view. Scientific instruments, whether a radio telescope, a Geiger counter,

or a Petri dish, display phenomena that are often not visible to the naked

eye. They reveal objects in space, radiation waves, or minuscule bacteria

that could otherwise not be discerned. Similarly, the trader’s tools reveal

opportunities that are not immediately apparent. Both scientists and trad-

ers derive their strengths—persuasiveness in the former, profits in the

latter—from original instrumentation.11

Perhaps the most salient instruments at International Securities are the

traders’ Bloomberg workstations and their individually customized screens.

These dramatic extra-wide high-contrast Bloomberg flat panel monitors

serve as their workbench. Bloomberg terminals include a specialized moni-

tor, color-coded keyboard and a direct Intranet cable connection to Bloom-

berg L.P. Even more expensive than the physical terminals is the software

that comes with them, structured around five areas that include data

(prices, volume, etc.), analytics for parsing and visualizing the data, news

276 Beunza and Stark



(from 1,000 journals around the world), trading support, and information

on trade execution. Just as traders are on the look-out for specialized soft-

ware, they individually tailor their digital workbenches in ways as elaborate

as they are diverse: At International Securities, no two screens are the same.

Screen instruments are not mere transporters of data, but select, modify,

and present data in ways that shape what the trader sees.

Take, for example, the case of Stanley H., a junior trader at the customer

trading desk. Like others at his desk, Stan executes arbitrage trades for cli-

ents. He does not need to come up with new trades himself, but only to

find out the points in time in which he can execute the client’s orders. For

this purpose, he needs to know the general direction of the market, current

developments regarding the companies he is trading, and whether he can

trade. His is a world of the here and now. To grapple with it, Stan has

arranged on his screens instruments such as a ‘‘magnifying glass,’’ trading

‘‘baskets,’’ and ‘‘active links.’’

Stan’s point of departure is the baseline information that everyone has:

a Bloomberg window that graphs the Dow Industrials and the NASDAQ

market indexes to give him information on the market’s general direction.

Next to it, another instrument provides a more personalized perspective. A

window that he calls his ‘‘magnifying glass’’ displays 60 crucial stocks that

he considers representative of different sectors such as chips, oil, or broad-

band. Visually, the numbers in this window momentarily increase in size

when an order is received, resembling a pulsating meter of live market

activity. Stan complements the magnifying glass with the ‘‘footprints’’ of

his competitors in tables that display rival banks’ orders in the stocks that

he trades.

Stan’s screens include a clipboard for his operations, an arrangement that

simplifies and automates part of the cognitive work involved in making

the trades. This is composed of several ‘‘trading baskets,’’ windows that

show the trades that he has already done. An additional instrument shows

pending work. This is contained in an Excel spreadsheet in which Stan

introduces entries with ‘‘active links’’ to stock prices, that is, cells that are

automatically updated in real time. In the cells next to the links Stan

has programmed the conditions that the clients give to him (e.g., ‘‘set

the spread at 80’’). As a result, another cell changes color depending on

whether the conditions are met. (Cyan means they are met; dark green

means they are not.) The computer, then, does part of the calculation

work for Stan. Instead of having to verify whether the conditions hold to

execute each of the trades, he follows a much simpler rule: trade if the cell

is cyan, do not trade if it is dark green.
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Stan is a toolmaker as much as a ‘‘trade maker,’’ a craftsman of tools as

much as a processor of information. He devotes considerable deliberation

to the conscious inscription of his screens. Every day, one hour before the

markets open, he arrives to the trading room to prepare his setup; part of

that preparation is readying the screens. One by one, Stan opens his win-

dows and places them in their customary places, ensures each has its own

color and size, creates new active links as customers order new trades, and

discusses possible technical issues with the computer programmers.

Two desks away, at the convertible bond arbitrage desk, Richard looks

at stocks from a very different perspective—as if they were bonds. As was

noted above, traders in convertible bond arbitrage such as Richard seek to

exploit the value of the ‘‘convertibility’’ option that is sometimes included

in bonds. These allow the bondholder to convert the bond into a stock, in

effect morphing from one type of security into another. To assess the value

of the option to convert, Richard uses Bloomberg’s proprietary ‘‘Convert-

ible Bond Valuation’’ model, which returns an estimated value of the

bond given basic parameters such as volatility of the stock, its delta, and

its gamma. Richard’s models can be seen as a pair of goggles that highlight

the hidden value of convertibility options.

Close to the bond arbitrage desk, Max Sharper at the merger arbitrage

desk exploits profit opportunities when companies merge. As has been

noted, merger arbitrage traders long the company that is the acquisition

target and short the acquirer. Their trades thus become a bet on the proba-

bility that the merger will take place. To decide whether to bet on a merger,

Max plots the ‘‘spread’’ or price difference between the companies in

merger talks. If two companies merge, they will be worth the same, and

their spread will be zero. As the merger unfolds, a small spread denotes

market confidence in the merger, and a large spread denotes skepticism.

Max plots the spread in time to read back from it the ‘‘implied probability’’

that the market assigns to the merger. As with the other traders, Max’s

spread plots serve as an optical device that brings into focus actors’ confi-

dence about a given merger.

The visualization techniques of on-screen instruments, then, are as

varied as the principles of arbitrage that guide each desk. Stan’s desk exe-

cutes trades, and the magnifying glasses, trading baskets, rivals’ footprints,

and active links on his screens display momentary instances of open win-

dows of opportunity in a geometric array of white, green, blue, and cyan

squares with numbers dancing in them, lending it the appearance of an

animated painting by Piet Mondrian. Richard’s desk buys and sells con-

vertible bonds, and the bond valuation models on his screens display a
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more conventional text interface, a boxy black-on-white combination sug-

gestive of 1980s-style minicomputer screens. The spread plots for betting

on mergers on Max’s screens show narrow white lines that zigzag in a

snake-like manner from left to right over the soothing blue background

of his monitor.

The traders’ reliance on such goggles, however, entails a serious risk. In

bringing some information into sharp attention, the software and the

graphic representations on their screens also obscure. In order to be devices

that magnify and focus, they are also blinders. According to one trader,

‘‘Bloomberg shows the prices of normal stocks; but sometimes, normal

stocks morph into new ones.’’ One such occasion is in instances of mergers

or bond conversions. If a stock in Stan’s magnifying glass—say, an airline

that he finds representative of the airline sector—were to go through a

merger or bond conversion, it would no longer stand for the sector.

An even more serious risk for the traders is that distributing calculation

across their instruments amounts to inscribing their sensors with their

own beliefs. As we have seen, in order to recognize opportunities, the trader

needs special tools that allow him to see what others cannot. But the fact

that the tool has been shaped by his theories means that his sharpened per-

ceptions can sometimes be highly magnified misperceptions, perhaps disas-

trously so. For an academic economist who presents his models as accurate

representations of the world, a faulty model might prove an embarrassment

at a conference or seminar. For the trader, however, a faulty model can lead

to massive losses. There is, however, no option not to model: no tools, no

trade. What the layout of the trading room—with its interactions of differ-

ent kinds of traders and its juxtaposition of different principles of trading—

accomplishes is the continual, almost minute-by-minute, reminder that the

trader should never confuse representation for reality.

Instead of reducing the importance of social interaction in the room, the

highly specialized instruments actually provide a rationale for it. ‘‘We all

have different kinds of information,’’ Stan says, referring to other traders,

‘‘so I sometimes check with them.’’ How often? ‘‘All the time.’’

Hence, just as Latour (1987) defined a laboratory as ‘‘a place that gathers

one or several instruments together,’’ trading rooms can be understood as

places that gather diverse market instruments together. Seen in this light,

the move from traditional to modern finance can be considered as an en-

largement in the number of instruments in the room, from one to several.

The best scientific laboratories maximize cross-fertilization across disci-

plines and instruments. For example, the Radar Lab at MIT made break-

throughs in the 1940s by bringing together the competing principles of
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physicists and engineers (Galison 1996).12 Similarly, the best trading rooms

bring together heterogeneous value frameworks for creative recombination.

Monitoring the Price Mechanism

Another example of distributed calculation can be found in ‘‘robots,’’ com-

puter programs used by statistical arbitrage traders that automate the pro-

cess of buying and selling stocks. As with the other market instruments of

the trading room, robots bring benefits but also pose new challenges that

are solved by intermingling the social, the cognitive, and the artifactual.

Robots are representations as well as tools for automation. Inscribed with

the trader’s beliefs, they execute only the trading strategy they were pro-

grammed to perform. For example, in deciding whether to buy or sell

stocks, a mean reversion robot only takes into account whether the prices

are close or distant from their historic average price, while an earnings

robot only considers the companies’ earnings. Robots enact a complex set

of assumptions about the market, and they process an active selection of

the available data that are consistent with it.

Sociability in the room is crucial from the moment of the robot’s incep-

tion, a process of codifying tacit knowledge into algorithms and computer

code. This takes place at the whiteboard in meetings of heterogeneous per-

spectives that might include an index arbitrage trader, a computer pro-

grammer, and a merger arbitrage trader. Starting from the whiteboard, an

idea for a trade mutates in form from a trader’s utterances, to graphs on

the board, to abstract models, to mathematical equations, and finally into

computer code. The robot is quite literally codified knowledge.

Once codified into a computer program, the robot goes to work with

traders specialized in implementing computer programs such as the statisti-

cal arbitrage desk. But the story does not end here. Piloting a robot requires

inputs from a kind of emergent traffic control—cues and signals from other

parts of the room.

Consider the case of Tom, a trader at the statistical arbitrage desk. Instead

of trading manually, Tom uses and maintains a robot. Automated trading

poses the same challenge as driving a car at a high speed: any mistake can

lead to disaster very quickly. ‘‘I have,’’ Tom says, ‘‘a coin that comes up

heads 55 percent of the time.’’ With margins as low as 0.05, the only route

to high returns is trading a very high volume—as Tom, ‘‘the point is to flip

[the coin] a lot.’’ As with Formula 1 car racing or high-speed boating, trad-

ers need excellent instrumentation. Indeed, they have navigation instru-

ments as complex as an airplane cockpit. Yet, as it turns out, these are not

enough. The price mechanism has to be monitored, and calibrated; and for
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that purpose Tom obtains crucial cues from the social interactions at the

desks around him.

To illustrate the sensitivity of results to timely data (in which the units of

measurement are frequently seconds rather than minutes), Tom recounts

an instance in which a slight time delay lost millions of dollars for a com-

peting bank—and earned them for International Securities. On that spe-

cific day, some banks had been receiving price information with a delay

because of problems with the Reuters server. Price movements had been

large all through the day, and the market index had risen very quickly. In

a rising market, a delay makes the index appear consistently below its real

level. In contrast to spot prices, prices for futures contracts were arriving

at the banks with no delay. As a result, index arbitrage traders at one bank

(traders who exploit differences between spot and S&P 500 futures) per-

ceived as inexpensive securities that were in fact very expensive, and

bought extensively. Tom and others at International Securities, in contrast,

were getting timely information on both spot and futures prices. Tom

recounts:

While they were buying, we were selling . . . the traders here were writing tickets until

their fingers were bleeding. We made $2 million in an hour, until they realized what

was happening.

The episode illustrates the challenges of working with robots. When trad-

ing at Formula 1 speed, ‘‘the future’’ is only seconds away. When the speed

of trading amplifies second-by-second delays, the statistical arbitrage trader

must be attuned to a new kind of problem: By how many seconds are the

data delayed? That is, traders have to remind themselves of the time lag

that elapses between what they see—the numbers on their screens—and

actual prices. The prices that matter are those that reside in the computer

servers of the market exchange, be it the NASDAQ or the New York Stock

Exchange, for that is where the trades are ultimately executed. What traders

see on their screens are bits and bytes that have been transported from the

exchange to the trading room in a long and sometimes difficult path of

possible delays. If traders mistakenly take delayed data for real-time data,

losses will pile up quickly. In that situation, delegating the trading deci-

sions to the robot could lead to disaster. How do the statistical arbitrage

traders prevent these disasters from taking place?

The first line of defense against the risks of high-volume, high-speed

automated trading is more technology. Tom’s robot provides him with as

many dials as a cockpit in an airplane. He trades with three screens in front

of him. Two of them correspond to powerful Unix workstations; the third
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is a Bloomberg terminal. One Unix terminal has real-time information

about his trades. Across the top of one, a slash sign rotates and moves

from side to side. It is a ‘‘pulse meter’’ to gauge the ‘‘price feed,’’ i.e., the

speed with which information on prices is arriving at him. The character

stops moving when prices stop arriving. It is very important to be aware

when this happens, because the price robot can get confused. According

to Tom, ‘‘it thinks that prices aren’t changing and it imagines false oppor-

tunities, while in reality prices are moving but not arriving to it.’’

Tom benefits from numerous additional dials. On the right side of the

screen of Tom’s second Unix station, there are has five squares. Each of

them is a speedometer that indicates how quickly the orders are getting

through the servers of the specialists or electronic communication net-

works. If they are green, everything is fine. If they are yellow, the network

is congested and deals are delayed. If they are red, servers are clogged. The

clocks in the Unix workstations are synchronized to the atomic clock every

day. In addition to a large display of an analog clock in his computer, Tom

has two ‘‘CPU-meters’’ which measure congestion in the bank’s order flow.

When it is engaged for long periods, orders take longer to execute. Thus, to

monitor prices in the market, traders must monitor the price mechanism—

literally, they must monitor the machines that bring and make prices.

Technology, however, is not the only answer to the problem of execu-

tion, for the dials that measure the accuracy of the technology are a repre-

sentation themselves. Technology, in other words, answers one question

(‘‘Is the robot getting the data?’’) but raises another (‘‘Is the robot right

in what it says?’’). We call this infinite-regress problem the ‘‘calibration’’

problem.

The 1986 nuclear accident at Chernobyl illustrates the calibration prob-

lem. Radiation was so high that the dials of the Geiger counters of the con-

trol room of the Soviet nuclear power station did not register any abnormal

level of radiation even at the peak of the escape. The dials, calibrated to

register nuances, failed to detect the sharp increase in radiation levels.

Technology permits the execution of automated tasks, but it requires ap-

propriate calibration.

How to solve the calibration problem? Tom solves it by drawing on the

social and spatial resources of the trading room. He sits in between the

merger arbitrage desk and the systems desk. According to Tom,

When you hear screams of agony around you, it indicates that perhaps it is not a

good time to trade. If I hear more screams, maybe I should not use the system even

if it’s green.
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Similarly, price feed in stocks and futures has to come at the same speed. By

sitting near the futures arbitrage desk, the stat arb trader can remain alert

to any anomaly in the data feed. In addition to getting a sense of when to

turn off their robots, statistical arbitrage traders interpret cues from nearby

desks to gauge when to take a particular security out of automated trading.

The instruments of representation that make up the technology of finance

retain their value only so long as they remain entangled in the social rela-

tions that spawned them. A trader’s tools are socio-technical.

This socio-technical character, finally, governs the placement of the

robots in the trading room. While promoting association through proxim-

ity, the trading room also uses distance to preserve the requisite measure of

variety among the robots. Instead of minimizing differences to produce a

‘‘one right way’’ to calculate, the trading room actively organizes diversity.

Of the four statistical arbitrage robots, a senior trader observed:

We don’t encourage the four traders in statistical arb to talk to each other. They sit

apart in the room. The reason is we have to keep diversity. We could really get ham-

mered if the different robots would have the same P&L [profit and loss] patterns and

the same risk profiles.

Seemingly at odds with the policy of putting all the traders of the same

function at the same desk, the statistical arbitrage traders and their robots

are scattered around the room. Why? Because the robots, as the traders

say, are partly ‘‘alive’’—they evolve. That is, they mutate as they are main-

tained, re-tooled, and re-fitted to changes in the market. They are kept sep-

arated to reduce the possibility that their evolution will converge (thereby

resulting in a loss of diversity in the room). But they are, of course, not

pushed out of the room entirely because a given stat arb unit cannot be

too far from the other types of arbitrage desks—proximity to which pro-

vides the cues about when to turn off the robots.

Conclusion

In the preface to Novum Organum, one of the founding documents of mod-

ern science, Francis Bacon wrote: ‘‘In every great work to be done by the

hand of man it is manifestly impossible, without instrumentation and ma-

chinery, either for the strength of each to be exerted or the strength of all

to be united.’’ (1620/1960: 35) These observations about the importance of

instrumentation were crucial to Bacon’s broader goal of outlining a new

course of discovery. Writing in an age when the exploration, conquest, and

settlement of territory was enriching European sovereigns, Bacon proposed
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an alternative strategy of exploration. In place of the quest for property, for

territory, Bacon urged a search for properties, the properties of nature, argu-

ing that this knowledge, produced at the workbench of science, would

prove a nearly inexhaustible source of wealth.13

Just as Bacon’s experimentalists at the beginnings of modern science

were in search of new properties, so our arbitrage traders at the beginnings

of quantitative finance are in search of new properties—as different from

the old notions of property of value investors or momentum traders as

Bacon’s was from the conquest of territory. And just as Bacon, in the more

standard reading, was advocating a program of inductive, experimentalist

science in contrast to logical deduction, so our arbitrage traders, in contrast

to the deductive stance of neo-classical economists, are actively experi-

menting to uncover properties of the economy. But whereas Bacon’s New

Instrument was part of a program for ‘‘The Interpretation of Nature,’’14

the new instruments of quantitative finance—connectivity, equations,

and computing—visualize, cut, probe, and dissect ephemeral properties in

the project of interpreting markets. In the practice of their trading room

laboratories, our arbitrage traders are acutely aware that the reality ‘‘out

there’’ is a social construct consisting of other traders and other inter-

connected instruments continuously reshaping, in feverish innovation,

the properties of that recursive world. In this co-production, in which the

products of their interventions become a part of the phenomenon they

are monitoring, such reflexivity is an invaluable component of their tools

of the trade.

Economic sociologists, we have argued, need to make the study of tech-

nology a part of the tools of our trade. When economists or sociologists

study technology, it is most often as a specialized subfield, e.g., the social

studies of science or the economics of technological innovation. Such re-

search is invaluable. But we should also incorporate the study of technol-

ogy in the core subfields of our disciplines. In our epoch, organizational

design, for example, is inseparable from design of the digital interface. Sim-

ilarly, to understand not only the mathematics but also the machines that

make up the sophisticated market instruments of quantitative finance we

need to analyze the entanglements of actors and instruments in the socio-

technology of the trading room laboratory.
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Notes

1. For a large-sample approach to the organization of trading rooms, see Zaheer and

Mosakowski 1997.

2. Zaloom (2004) correctly emphasizes that, to speculate, a trader must be disci-

plined. In addition to this psychological, almost bodily, disciplining, however, we

shall see that the arbitrage trader’s ability to take a risky position depends as well on

yet another discipline—grounding in a body of knowledge.

3. For an application of interpretive theories of organization to the military, see

Weick and Roberts 1993.

4. We are re-interpreting March’s (1991) exploitation/exploration problem of organi-

zational learning through the lens of the problem of recognition. See also Stark 2001;

Girard and Stark 2002.

5. At the outset of our investigation, quantitative finance seemed an improbable

setting to find actors preoccupied with qualities. On the qualification of goods in

other settings and for theoretical discussions of economies of qualities, see Eymard-

Duvernay 1994; Thevenot 1996; Favereau 2001; White 2001; Callon et al. 2002.

6. The exposure created by a trade is given by the impact that a change in some vari-

able (such as the price of an asset) can have on the wealth of the trader. Following

the quantitative revolution in finance, traders think about their own work in terms

of exposure, not in terms of transactions. Hence, for example, they do not use the ex-

pression ‘‘buy IBM,’’ but say ‘‘to be long on IBM’’ which means that a trader stands

to profit when the price of IBM rises. Similarly, they do not say ‘‘sell,’’ but ‘‘be short

on.’’ The reason for this change in terminology is that, through the use of deriva-

tives, traders can attain a given exposure in different ways.

7. A swap is an agreement to exchange rights or obligations.

8. A stock option is a derivative security that gives its holder the right to buy or sell a

stock at a certain price within a given time in the future.

9. Castells’s observations are consistent with findings in much of the Computer-

Supported Cooperative Work literature on automated control rooms (see, e.g., Heath

et al. 1995).
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10. A put is a financial option that gives its holder the right to sell. A call gives the

right to buy.

11. For insightful treatments of the interaction between valuation and technology in

the field of finance, see Preda’s (2002) historical study of the ticker and its effects on

investor behavior, and Muniesa’s (2002) study of the use of telephones in trading

rooms.

12. On the architecture of science, see Galison and Thompson 1999.

13. We owe this insightful reading of Bacon’s writings, including Novum Organum

and his (often unsolicited) ‘‘advices’’ to his sovereigns, Elizabeth I and James I, to

Monique Girard.

14. Novum Organum translates as ‘‘New Instrument.’’ Bacon contrasts the deductive

method of ‘‘Anticipation of the Mind’’ to his own method of ‘‘Interpretation of Na-

ture’’ (1620/1960: 37).
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9 Trading-Room Telephones and the Identification of

Counterparts

Fabian Muniesa

One important contribution from Science and Technology Studies (STS) to

the understanding of markets is perhaps the introduction of market devices

as a legitimate topic for economic sociology. But what is a ‘‘market device’’?

An STS approach tends to emphasize a material definition of the latter:

objects, instruments, tools, and techniques (i.e., technologies in the largest

sense) that enable market activities. Market devices include metering sys-

tems, communication technologies, calculating tools, allocation protocols,

display techniques, payment facilities, and feedback methods. These are

not just fancy gadgets that are there to support, garnish, or buoy up eco-

nomic arrangements—economic arrangements whose rationale and opera-

tions would unfold plainly before the social scientist’s eyes precisely if

she were to avoid being distracted by such devices and concentrate instead

on economy and society ‘‘alone.’’ Much to the contrary, market devices

play a crucial role in the formation (and the deformation) of economic

configurations.

Market devices play a role, but ‘‘to play a role’’ is a rather ambiguous

thing. Do market devices play a role in a purely instrumental sense, i.e., as

an aid to an otherwise fully purposeful, plainly human action? Or do they

imprint action with a technologically deterministic direction, i.e., as a driv-

ing force of markets? Students of technology have dealt with these sorts

of agency conundrums since, at least, Karl Marx (MacKenzie 1984). One

possible solution, which is sometimes referred to as the ‘‘performativity

program’’ and which often conveys recognizable traits from actor-network

theory (Hardie and MacKenzie 2007; Callon 2007; Callon and Muniesa

2005; Muniesa, Millo, and Callon 2007), is to consider an ‘‘economic

actor’’ as a compound arrangement of people and devices and, more pre-

cisely, ‘‘agency’’ itself as the very product of this arrangement (or agence-

ment, to use a particularly useful notion inspired by Gilles Deleuze’s

pragmatist philosophy).



In financial markets, for instance, there is serious evidence of ‘‘actors’’

being compound arrangements, artificial beings mixing persons and things,

but mixing them in a way that allows them (the resulting agencement) to

act in a particular economic way. Legal devices that organize liability and

imputation are critical ingredients of such arrangements. Technologies

that sustain transactions are crucial too, as abundantly studied in social

studies of finance (e.g. Beunza and Stark, this volume; Knorr Cetina and

Bruegger 2002; MacKenzie and Millo 2003; MacKenzie 2004; Godechot,

Hassoun, and Muniesa 2000; Muniesa 2007; Lépinay and Hertz 2004; Preda

2003, this volume; Zaloom 2003). Note even how furniture and spatial lay-

out can be at the center of the definition of what an actor is in finance:

‘‘desks’’ are commonly referred to as units of agency in the trading rooms

of investment banks. The desk is a team (of traders and their assistants),

but a team equipped with workstations, telephones, and data networks,

and, of course, with a particularly important piece of ‘‘financial furniture’’:

the open-space work table.

In this chapter, I focus on one particular device that is found on these

financial desks: the telephone. Research in conversation analysis and work-

place studies (e.g., Boden 1994; Luff, Hindmarsh and Heath 2000; Hutchby

2001) has pointed out the relevance of this technology in work settings.

Studies on emerging repertoires of connectedness and availability in every-

day life (Licoppe 2004) and on the organization of economic exchange

(Mallard 2004) also emphasize the fundamental role of telephonic uses

and strategies. Telephones are particularly pervasive in financial markets.

The fact that computer screens have become a leitmotif of financial mate-

rial culture does not preclude market actors’ making extensive use of tele-

phonic devices. The phone call is an essential feature of many market

interactions, and telephony constitutes a non-negligible part of the finan-

cial technology business.

Instead of considering the telephone as a passive medium, a mere instru-

ment serving human interaction as a vehicle for voice, the research I focus

on in this chapter pays attention to the way in which this device’s techni-

cal features shape action in particular ways and achieve a number of effects

that are relevant to the functioning of markets. The telephone—and dedi-

cated trading-room voice technologies in particular—configures interlocu-

tory relations in several ways, with variable degrees of privacy and variable

ways of making the market audible and actionable. This translates into

diverse ways of making trades and of making prices. The way the telephone

is handled in financial markets can be thought of as a process of ‘‘co-

construction’’ of both users and technology (Oudshoorn and Pinch 2003).

The device imposes its features and induces a ‘‘script’’ (Akrich 1992), but
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traders also engage in creative uses and combine the telephone with other

market technologies, such as electronic trading systems. The telephone

enters particular arrangements and shapes the way financial counterparts

address one another and the way trade interactions are enacted.

Such considerations can also be developed in relation to sociological

discussion of how economic transactions are or are not embedded in so-

cial relations (Granovetter 1985). It is obvious that ‘‘over-the-counter’’

markets—especially in the case of complex, custom-made financial prod-

ucts designed for specific corporate clients—are potentially more ‘‘socially

embedded,’’ in Granovetter’s sense, than markets such as centralized,

order-driven equity exchanges in which counterparts cannot choose one

another bilaterally—especially in the case of automated, anonymous ex-

change protocols. Although financial markets have provided good occa-

sions for sociological analyses in terms of social networks (Baker 1984),

they have also prompted a renewal of the sociological repertoire, precisely

because technical mediations challenge classical notions of market net-

works (Knorr Cetina 2003; Knorr Cetina and Grimpe, this volume). Tele-

phonic practices themselves are crucial to the understanding of the extent

to which the identification of a counterpart relies on bilateral recognition

or not in one particular market configuration.

In this chapter I explore in this line of analysis telephonic practices in a

number of relevant financial settings. My empirical material comes from

a set of fieldwork interviews carried out between 2000 and 2002 in the trad-

ing rooms of several investment banks and brokerage houses in France.1 In

the first section I briefly describe professional telephony systems for finan-

cial trading rooms. In the next three sections I illustrate communicational

usages involving telephones in three different financial trading environ-

ments: a market-making environment, a stockbroker environment, and a

sales environment. For the market-making environment, I use the example

of a bond trader trying to get a better price. For the stockbroker environ-

ment, I describe brokers’ telephone strategies previous to the introduction

of anonymity in an automated stock exchange. For the sales environment,

I analyze new technological combinations aiming at enhancing the identi-

fication of clients. In the concluding section I address some sociological

implications of the use of telephones in financial trading rooms.

Features of Trading-Room Telephony

Trading-room telephones are highly sophisticated devices. Several spe-

cialized vendors, including IPC Information Systems, Syntegra (British

Telecom), and Etrali (France Télécom), provide dedicated voice trading
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technology for financial trading rooms. These services include aspects such

as specialized voice and data networks, recording technologies, and desk

turrets.

Unlike more conventional telephony systems, trading-room telephony

systems allow handling several simultaneous calls. All calls can be treated

frontally, without queuing. Such systems allow users to manage several

open lines with several interlocutors—up to 28 simultaneous calls, for in-

stance, in the case of Etrali’s most widespread system (Etradeal). In daily

activity, a line may still be open even if interlocutors are not currently

engaging into a conversation, so they can be immediately available to one

another if necessary.

Most trading-room telephone turrets include a board, often in the form

of a touch-screen interface, where the user can select several pre-defined

contacts. Several color codes indicate incoming calls and call status. Lines

can be opened or closed with one touch—i.e., they do not have to be

dialed, as communication is handled through specific digital voice and

data networks. Some systems allow saving turret configurations in a per-

sonal card, so that a user can keep his private phone book and recover it

in another desk. Incoming sound may be displayed through phone hand-

sets, earplugs, or speakers. The user can speak up through a phone handset

or through a microphone. (See figure 9.1.)

Permanently open lines can be handled through a special interphone

module, often alluded to as ‘‘the box’’ (in French ‘‘la boı̂te’’) that allows

traders to keep several brokers or market makers on the line permanently.

Figure 9.1

A typical trading room telephone turret.
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The ‘‘box’’ is particularly relevant for market life. One trader put it this way:

‘‘If you don’t have your brokers in the box, you are not in the market!’’

(Options trader and market maker at an investment bank, July 2001.) This

communicational environment allows for complex arrangements. It is not

unusual to witness customized uses of telephones in trading rooms. A trad-

er, for instance, can physically bend his desk microphone toward the inter-

phone module (the ‘‘box’’) in order to share with a client the morning

analysis delivered on the phone, through the ‘‘box,’’ by a broker. The ex-

tent to which a call can be fully private is adjustable. A user’s availability is

never straightforward, as the user can deploy many strategies for allocating

call handling priorities. The absence of automatic call-queuing protocols

gives the user the possibility of recognizing incoming calls, of deciding

which call to take first, of discriminating among calls on the basis of heter-

ogeneous strategies, and of managing calls through a wide variety of

choices—pass the call to a colleague, handle several calls simultaneously,

hold the line with or without sound, etc. It takes some time before a neo-

phyte gets used to this technology. And mistakes—such as accidentally let-

ting a client listen to one’s conversation with a broker—are not rare.

Real-time identification (and authentication) of the interlocutor is an es-

sential feature of this kind of communication devices. All calls can also be

tracked through specific back-office technologies. In present-day trading

rooms, telephone activity is always accompanied by recording technolo-

gies. All telephone conversations are recorded, time-stamped, and saved

on a secure server. In the case of a trade dispute with a counterpart or

some other controversial event, this memory allows for rapid identification

and auditing of telephone interactions. Although it is not unusual to ob-

serve uses of mobile phones in trading rooms, the use of dedicated tele-

phone turrets is commonly acknowledged—if not enforced—for most

trade-sensitive, professional conversations. Recent technological develop-

ments, including Computer Telephony Interface (CTI), are often oriented

toward an enrichment of identification. For instance, some vendors allow

their telephone technology to be combined to Customer Relationship

Management (CRM) software: a telephone event triggers a computer action

such as the real-time display in a PC screen of relevant information about

the interlocutor that is on the line.

Trading-room telephone technology is flexible and permits diverse com-

municational arrangements. Overall, one important feature characterizes it:

the recognition of the counterpart. Although not always strictly private and

bilateral, telephone interactions are primarily based on the identification

of interlocutors and the deliberate engagement into conversations. In this
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respect, this particular exchange technology is quite different from other

technologies (such as centralized electronic trading systems) now operating

in many stock exchanges. As opposed to telephones, such exchange tech-

nologies are often compatible with—if not purposefully based upon—the

anonymity of counterparts. Of course, as will be emphasized below, differ-

ent sorts of exchange technology are not necessarily exclusive. Telephones

and screens may cohabit and combine.

Getting a Better Bid-Ask Spread

Our first empirical illustration of telephone practices in financial trading

rooms deals with market-making environments. ‘‘Market making’’ is a

particular, quite widespread way of organizing trade in financial markets.

Generally speaking, in such environments exchange is handled through

intermediaries called ‘‘market makers’’ or ‘‘dealers.’’ In order to purchase

or to sell a specific product—for her own account or on behalf of a

client—a trader in an investment bank must get in touch with a market

maker who is able to propose a selling price or a buying price to her. Market

makers publicize their bid-ask spread, i.e., the prices at which they are

ready to trade, for the products they are specialized in. They trade for their

own account and make economic profit out of the difference between the

prices at which they sell and the prices at which they buy. Several market

makers can compete to capture trades for the same product. Markets for

which there are no such intermediaries and where trades are directly

handled between bilateral counterparts are commonly referred to as ‘‘over-

the-counter’’ (OTC) markets.

Bond markets often work on a market-making basis, especially when the

scale of the issuer, the liquidity perspectives, and the stability of the prod-

uct are considerable. In present-day bond markets, market makers can pub-

lish their indicative quotes or indicative ‘‘bid-ask spread’’ (i.e., the price

at which they would be ready to buy or to sell a specific government or cor-

porate bond) in specific dealing screen interfaces, developed by companies

such as Bloomberg or Reuters for this particularly complex informational

environment (Brière 2005). Typically, a trader can consult these publicly

available indicative quotes and then make a phone call to the relevant

market maker in order to close a transaction or to refine the price offer.

But present-day screen interfaces include also specific features that make

it possible not only to consult these publicly available indicative quotes

but also to engage in electronic interaction with market makers (through

an electronic messaging system) and to ‘‘take’’ a specific price from the
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screen. However, and despite of the usefulness of these screen-based tools,

exploratory and trading activity is still frequently handled through the

telephone.

While exploring the market for a counterpart, this corporate bond trader

will use the indicative quotes displayed on the Bloomberg interface, but

not exclusively nor exhaustively:

It’s not centralized. You have to go and compare yourself. Comparing between sev-

eral electronic systems is not so used, because it’s quite new. But comparing on the

telephone is a normal activity. (corporate bond trader at investment bank, November

2000)

This informant emphasizes the fact that comparison is an essential part

of her activity. In this market-making environment, different competing

prices might be available at the same time for the same financial product.

It is quite remarkable that, despite the fact that screen interfaces can pro-

vide a sound comparative space, telephone interaction is often preferred

(at least this was the case at the time of my fieldwork). The telephone, of

course, is not particularly helpful to aggregate information in a single met-

ric space. The use of the telephone lies more on the issue of ‘‘price improve-

ment,’’ i.e., on the capacity to mobilize close networks in order to obtain

favorable conditions.

Telephone contact gives this trader the feeling that she is negotiating, as

opposed to trading in an order-driven platform. She compares these trading

practices in corporate bond markets to French listed future contracts which

are traded, in this case, on an electronic order-driven platform:

For the future contracts [traded on an electronic platform] you don’t have any nego-

tiation power. You can’t ask them for a better price. With the market-making system,

you can say ‘‘Listen, you’re joking with such a price, try to get me a better one, I can

find a better one elsewhere.’’ You can get in touch with the salesperson or directly

with the market maker if he’s at our own bank. (corporate bond trader at an invest-

ment bank, November 2000)

This trader works in a large investment bank. For some products, she can

use the services of a market maker working at the same bank, but not

always. For many products, she must get in touch with a salesperson at

another bank or brokerage house in order to obtain a suitable price.

This circumstance can lead to interesting interactions where the recogni-

tion of the counterpart is used to improve the quote for a particular trans-

action. Telephone practices are central to these interactions—and little

flaws in the adjustment of the telephone sound settings like the following

give good evidence of this:
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If you call a salesperson, you ask for a price, and you say ‘‘Listen, could you get a bet-

ter price for me?’’ sometimes you can hear him talking to the market maker, if he

keeps his box opened, ‘‘Hey! Could you give me a better price? It’s for [name of the

bank].’’ (corporate bond trader at an investment bank, November 2000)

Overall, these communicational practices correspond to a market ar-

rangement in which social networks play an important role in trade. Find-

ing a trade counterpart is based more on the exploration of local networks

(in the sense of close professional networks) than on exhaustive com-

parison for quote improvement. Within these networks, the identifica-

tion of a counterpart cannot be easily separated from a series of business

entanglements—starting with contractual duties and brokerage commis-

sions (Ortiz 2005). A trader will also feel somewhat compelled to trade

with the counterpart that provided analysis for that particular transaction:

If an idea is coming from Morgan Stanley, it is quite fair to go and deal with Morgan

Stanley. You see? It’s fair play. Because they pay for their research, in order to bring

such ideas. They give you the idea, so you should deal with them. Well, they won’t

try to find out if you dealt with JP Morgan instead, but . . . it’s a kind of a moral obli-

gation. Of course, if their price is really bad, you go elsewhere. But it is not usual.

(corporate bond trader at an investment bank, November 2000)

These particular market arrangements are concomitant with the use of

the telephone. To put it briefly, in a networked market the personal address

book becomes a crucial trading tool. A trader will complain, for instance, if

she is not allowed to customize the settings of her telephone turret touch

screen, or if she has lost the configuration of her turret. Cursory observa-

tion of telephone configurations in a trading-room denotes extensive use

of nicknames or first names (instead of full names, professional functions

or bank names) in the identification of pre-defined contacts in turrets’

touch screens. A convenient counterpoint to this kind of communicational

market configuration is electronic trading or, more specifically, fully auto-

mated order-driven equity exchanges in where the identification of the

counterpart is meant to be irrelevant.

Identifying a Counterpart below the Order Book

Order-driven exchanges are often defined in opposition to market-making

systems, the latter also being referred to as ‘‘quote-driven’’ markets. The

basic functioning principle of order-driven exchanges is the auction mech-

anism: the matching of buy and sell orders is not handled through a net-

work of decentralized intermediaries but through direct confrontation in

the typical form of a double auction—electronically or in an open outcry
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(Cohen et al. 1986; Lee 1998). A central feature of order-driven markets

is the ‘‘order book’’—the file in which standing buy and sell orders for an

equity are queued and publicly displayed. A ‘‘market order’’ is executed

against the best available counterpart as soon as it reaches the market, and

a ‘‘limit order’’ (an order with a price limit) is stored until a compatible

counterpart is available. Other, more complex order types can also come

into play. In automated order-driven stock exchanges, such as the Paris

Bourse (now Euronext), the counterpart to a trade is defined, in principle,

through an automated allocation protocol.

Many equity exchanges are combinations of order-driven and quote-

driven procedures. For instance, the New York Stock Exchange is often

defined as a centralized order-driven market, but some intermediaries (the

‘‘specialists’’) play a market-making role: they buy and sell for their own

account in order to guarantee stock liquidity (Abolafia 1996). Even fully

automated order-driven exchanges can rely on intermediaries whose task

is to guarantee liquidity for specific stocks. But when they do exist, these

intermediaries must compete with a ‘‘public,’’ centralized order book.

The Paris Bourse is often presented as an extreme example of order-

driven mechanisms. The CAC (Cotation Assistée en Continu) system,

implemented in the late 1980s, allowed for a full computerization of price

determination, order matching, and shares allocation.2 The Nouveau Sys-

tème de Cotation (NSC), introduced in the late 1990s, is based on similar

principles and is the technological core of the Euronext market platform.

Quotation is handled through a centralized double auction mechanism.

Each stock is traded on a public, electronic order book: a single price is

determined by an order-matching algorithm. Market participants do not

‘‘trade’’ against one another directly but against this ‘‘electronic auction-

eer.’’ A clearinghouse facility allows for an aggregate settlement of all

trades. However, bilateral contacts between counterparts are also possible

at the Paris Bourse. Block orders (i.e., large orders that could disrupt the li-

quidity of the order book) can be traded on a parallel OTC platform called

ACT, where trades are concluded on the basis of bilateral negotiation.3

Moreover, in some market segments, such as the Nouveau Marché (a sec-

tion of the Paris Bourse for technology stocks), some participants are

authorized to develop market-making functions in order to activate market

liquidity—but in compliance with the existence of a single, public order

book for each stock (Revest 2001).

Let us focus on one particularly interesting combination of bilateral

telephone communication and screen trading at the Paris Bourse. Trade-

oriented telephone activity did not disappear from Parisian stockbrokers’
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trading rooms with automation. In the 1980s, stockbrokers fought to em-

bed into the electronic system some of the prerogatives they had in the

open-outcry market regime (Muniesa 2005). One was the ability to recog-

nize one another’s identity in the screen display of the order book (as they

did on the floor of the Paris Bourse before its dismantlement). The CAC sys-

tem maintained the anonymity of investors, but it allowed stockbrokers (al-

though only stockbrokers) to identify one another in the screen display of

the electronic order book with an ‘‘agent code’’ (i.e., an identification num-

ber) for each order hitting the electronic order book. One of the architects

of the Paris Bourse early automation put it this way:

We did not succeed in imposing anonymity. Why? Because during the CAC negotia-

tions we did not succeed in saying ‘‘You stockbrokers will not be able to know who is

there anymore, you will not know that this is this particular stockbroker and this is

that other one.’’ Stockbrokers were clearly saying ‘‘We want to keep this advantage,

we know that this stockbroker works for this investor and we want to keep that infor-

mation.’’ . . . For and against anonymity: this is a question of power. Of power left to

stockbrokers or to investors. In the end, we decided to favor stockbrokers. (engineer

at the Paris Bourse during the automation process, July 2000)

Full anonymity of the Paris Bourse’s electronic order book was intro-

duced much later, in 2001. Until then, identification of counterparts (at

stockbrokers’ level) was possible. Through the ‘‘agent code’’ displayed on

trading screens, traders could know the identity of the potential counter-

parts that were posting limit orders to the order book. This allowed for in-

teresting practices involving telephone interaction. Traders could identify

an interesting move in their screens, and then give a call to the correspond-

ing agent in order to arrange a transaction ‘‘below’’ the order book—for in-

stance, through the block-orders channel:

You’re in front of me, you are agent number 512. I am 521. I know you are willing to

sell. I see it in the screen. You sell systematically. So I call you. And I tell you ‘‘OK,

I’m a buyer for 100000, what’s your volume?’’ You’re going to tell me ‘‘Listen, I sell

100000.’’ ‘‘So, mine.’’ We make a trade. It’s done. We are not in the order book any-

more. We do this on the ACT. (trader at a brokerage house, October 2000)

The electronic order book can thus be used to make signals about poten-

tial trades. Traders can interpret its content in search of an opportunity for

a block order. An agent posting recurrent small orders, hiding her global

size while waiting for an interesting counterpart to come up, will be con-

tacted by an interested stockbroker. They can match their overall volume

in the order book itself. If they want to avoid any risk of mismatching
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(due to the presence of third parties or ‘‘intruders’’ in the order book), they

can use the parallel OTC system for block orders (ACT).

The functional link between the electronic trading interface and the tele-

phone is made explicit through cases like the following, in which a broker

developed some proprietary software that facilitated phone access (auto-

matically matching the agent code on the screen with the identity and tele-

phone number of the counterpart):

Here, you see [showing the order book of a stock on the screen], you have the market

maker’s prices for this stock [at the Nouveau Marché, where some stockbrokers are

officially entitled to perform market-making functions]. If you want to give him a

call, you just have to click, and his name and telephone number are displayed on

the screen. (trader at a brokerage house, February 2000)

This mixture between public activity on the order book and private tele-

phone communication was quite usual in Parisian stockbrokers’ trading

rooms until full anonymity was implemented in April 2001. Other infor-

mants explain that, even when the purpose of the phone call is not to trade

immediately, it is good to be able to call:

It’s good to see who does what. It’s important to be able to call the person that pops

up into the order book. Even if the trade is already gone. It’s useful to call, just to

check if he has some business left. Or just to make contacts, to show that you are

there. (trader at a brokerage house, July 2001)

But since the implementation of the Paris Bourse’s new Euronext market

model (which involved a merger with several European exchanges), the dis-

closure of agent codes has been removed from the order book. On April 23,

2001, the market became fully anonymous. The introduction of anonymity

responded, in part, to the demand of big investors and big Anglo-American

market actors of the brokerage and investment banking sector. In a context

of increasing international competition between stock exchanges it seemed

appropriate to favor the interest of important actors that were potentially

interested in market configurations where their actions would be less visi-

ble. As was mentioned above, the identification of counterparts at the

stockbrokers’ level could give modest brokers some clues about who was

doing what in the market, which was a significant strategic advantage. Big

actors that could originate important market movements had thus an inter-

est in reducing this source of strategic information. As some informants

commented unofficially, the introduction of anonymity at the Paris Bourse

corresponded, in part, to efforts to retain these actors in a context of fierce

competition.
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How did Parisian stockbrokers react? The French financial media reported

some disagreement:

The removal of the code identifying the intermediary placing orders on the order

book, introduced yesterday with the new Euronext market model, has provoked

some protests from several operators in the Parisian marketplace. It will be more dif-

ficult indeed for small brokers to follow market trends. According to some market

professionals, this will lower market liquidity and will represent a disadvantage for

arbitrageurs. As [a risk arbitrage fund manager] puts it, ‘‘It was quite useful to know

which brokers were buying or selling. It was possible to contact interested counter-

parts directly.’’ (translated excerpt from ‘‘L’anonymat gène les professionnels’’

[‘‘Anonymity disturbs professionals’’], La Tribune, April 24, 2001, p. 1)

A number of financial actors expressed their concern and emphasized

that many of them were seeking at the Paris Bourse precisely what was

relatively rare in other stock exchanges: the identification of counterparts.4

However, the market did not suffer a considerable disruption of liquidity,

and this technical reform did not have a significant impact on trading

levels. But it consistently transformed telephonic practices in Parisian

stockbrokers’ trading rooms.

The transformation of telephone practices in turn probably translated

into reconfigurations of market networks. By suppressing resources for

counterpart identification on the trading screen, the introduction of ano-

nymity can potentially disrupt the development of a network-shaped mar-

ket in the sense that it reduces the possibility of profitable telephone

contact. How can social networks develop and play a role in trading activ-

ity if the identity of potential counterparts in the market is not public any-

more? But anonymity can also trigger a somewhat opposite phenomenon:

the development of an important network of counterparts among ‘‘big’’

players that co-exists with a ‘‘public’’ order book that no longer works as

a device for signaling trade availability. In other words, anonymity would

hinder the openness of market networks but would nonetheless protect

established contacts between a few important brokers who are able to re-

tain and direct an important part of order flow. Our data do not allow us

to explore this hypothesis further, but it is interesting to observe that, in

the months previous to anonymity, actors themselves were developing

similar hypotheses:

Anonymity will definitely help developing the electronic order book. But it will be

very hard to get a counterpart, especially for market makers here at the Nouveau Mar-

ché. They won’t completely disappear, but they will need to have extended net-

works. They’ll have to be able to call here and there, without relying on the screen

as a point of reference. We’ll not be able to say ‘‘Look, here comes 512 selling.’’ If
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you are 512 you will get a call because you are in a network, not because you are

seen. (trader at a brokerage house, October 2000)

Interestingly enough, some informants unofficially commented that

some market participants were developing techniques for signaling coun-

terpart identity through the trading screen anyway. In principle, the only

information that one can post to an anonymous trading system is price

and quantity. But it is possible to ‘‘disguise’’ an agent code into the quan-

tity. The Parisian system allows traders to trade ‘‘odd lots’’ (i.e., order lots

that are not multiple of a determined ‘‘board lot’’ of, say, 10, 50, or 100

shares). A trader can thus announce an order to buy 100,512 shares instead

of just 100,000 in order to signify the presence of agent 512 and his will-

ingness to engage into bilateral interaction (on the phone).5 Again, we ob-

serve the evolution of strategies coupling the telephone with the screen in

order to adjust a suitable market arrangement.

Monitoring the Client

Relevant uses of the telephone, often combined with the screen, can be

observed in trading activity in several market configurations. Our two pre-

ceding examples focus on the trading side of financial operations: traders

handling buy and sell orders for specific products need to match them

against a counterpart (through a network of brokers and market makers, as

in the first case, or through an organized order-driven market, as in the sec-

ond). Other relevant uses of the telephone can be found, however, in the

commercial side of financial operations, i.e., at the level of the salesperson

(or sales trader). In a trading room, these uses are located at the sales desks,

as opposed to the trading desks. A salesperson at a sales desk enters into

interaction with corporate clients (corporate treasury departments, asset

managers, etc.) in order to propose financial operations, which eventually

translate into the origination of buy and sell orders on behalf of these cli-

ents. The salesperson then typically passes these orders for execution to a

colleague at a trading desk or to a distant broker. In such activities, the tele-

phone is a major tool. At sales desks, voice technology can coexist with

computer developments. But, unlike at trading desks, those developments

are often explicitly oriented toward an enhancement of the bilateral recog-

nition of counterparts, and rarely informed by principles such as anonym-

ity or publicity. As was mentioned above, CTI (Computer Telephony

Interface) and CRM (Customer Relationship Management) technologies

are coming to the forefront of telephony innovation in trading rooms: this

is particularly true for sales desks. Many developments aim at identifying
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the client on the line in real time, so to automatically trigger the display of

relevant information on the workstation’s screen, in order to enrich the

resources for commercial conversation.

The marketing arguments upon which these new customer relationship

technologies rely are often based on knowledge relevance and real time: to

know the customer, to focus on her precise needs, to optimize data avail-

ability within time constraints, to enhance proactive contact. In other

words, it is a matter of refining the salesperson’s response in a context

where there is a strong tension between relevance and urgency in the

course of action.

A salesperson in a trading-room usually handles a reduced number of

clients:

Each salesperson here will handle no more than twenty clients. If we only consider

the good clients, the ones that are contacted on daily bases, we can talk about six or

height clients per salesperson. (sales desk manager at a Foreign Exchange dealing

room, January 2002)

I have fifteen clients in my box. This is too much. The best would be to have three or

four big clients, plus four or six less important. (fixed income salesperson at an in-

vestment bank, December 2001)

The relation with a client is far from distant. It is in this commercial side

of trading-room activity that more ‘‘socially embedded’’ market relations

are to be found. A salesperson typically meets with her client regularly.

Close sociability is a generalized practice. Professional telephone conversa-

tions include all the sociological leitmotifs of personal closeness: asking

about holiday trips, scheduling time for going out together, knowing first

names of the client’s family members, and so on.

However, closeness to commercial counterparts does not always trans-

late into an easy client monitoring. In order to capture business opportuni-

ties, a salesperson must refine her knowledge of her client’s interests and

strategies—which is far from straightforward, as the following testimony

shows:

[A client] wanted to know what we were doing with [name of equity]. We know that

there is a broker trying to sell at 3.24. My client just asked me to sell a big amount at

3.25. He asks me to sell, so I guess he has bought it somewhere else. Not with us, any-

way. We cannot grasp his full strategy. (sales trader at a brokerage house, November

2001)

Corporate clients—and especially large scale corporate clients (other

investment banks, treasury departments of important companies, fund

managers, etc.)—will usually distribute their strategy among several inter-
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mediaries. In many cases, it is virtually impossible for one salesperson to

monitor the overall client’s strategy. In order to propose relevant opera-

tions in a proactive manner (instead of just hoping that the client will call

with a particular request), the salesperson will try to gain knowledge of the

client from heterogeneous sources:

A month ago, my client [treasury department of a large corporation] told me that he

had an exposure in Argentina. Now, there are big disorders with the Argentinean cur-

rency. I can try to anticipate my client’s needs and give him a few ideas about how to

cover this currency risk. . . . I can also guess about his exposure in Argentina by other

means. For instance, I can take a look at his firm’s balance sheet, and look for

subsidiaries in Argentina. (sales desk manager at a Foreign Exchange dealing room,

January 2002)

Proactive sequences often take place in the early morning: the salesper-

son will call her clients and report some relevant news, some information

from her trading room’s morning meeting, and some comments about pos-

sible trends and strategies. The possibility of customizing this kind of infor-

mation will vary on the basis of several elements, including the salesperson

knowledge about the client’s needs and strategies. During the rest of the

day, such proactive sequences become rarer. The salesperson will be wait-

ing for her client’s requests, and managing the subsequent deals with the

trading team.

Many informants reported interest in any technical device that could

help salespersons to keep a memory of the interests expressed by each

particular client, to trigger an alert message when relevant market circum-

stances are met, or to get instant display of relevant information with in-

coming calls. The idea underpinning such CRM developments is not just

to recognize a client but to couple her identity with some heterogeneous

information: market events associated to her interests, information about

dealing activity, about the characteristics of the product sold, information

about the client’s account. Of course, this kind of information is available

to the professional salesperson through her desk’s various computer ter-

minals. The issue at stake is its rapid connection to telephone events, i.e.,

to the commercial conversational situation. What recent developments in

CTI confirm is the tendency to render explicit the functional connection,

especially in the salesperson’s environment, between the phone call and

the screen.

The particularity of telephone-based interaction in a sales environment

stems from the fact that corporate counterparts (i.e., the salesperson’s

interlocutors) are considered to be more demanding in terms of inter-

locutory attention than inter-bank counterparts (i.e., the trader’s or the
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broker’s interlocutors). The former are less likely to easily fit a streamlined

treatment—often alluded to as STP (Straight Through Processing)—in part

because of the prevalence of the telephone as a crucial medium for sales in-

teraction. Generally speaking, commercial interaction with corporate coun-

terparts requires a more qualitative approach, thus more conversational.

This is not only due to the idiosyncrasies of corporate clients’ demands. In

a sales environment, sound description of products is crucial, especially

in the case of complex products whose properties and behavior must be

carefully explained to the client. The more ‘‘mature’’ a product is—i.e., the

more standardized becomes its description—the less crucial its conversa-

tional account will be.

Concluding Discussion

There is sociological and historical evidence that conversations are a

constitutive part of financial life. This applies to sociability practices of

‘‘conversations-about-the-world’’ but also to the financial matter of

‘‘conversations-qua-transactions’’ (Preda 2001). It is true that, with the de-

velopment of modern market technologies (especially electric and elec-

tronic technologies), price display and commercial transactions partially

abandon their conversational nature. The stock ticker and the price chart,

for instance, consistently transform the way in which things are ren-

dered public and discussed about in financial markets (Beunza and

Muniesa 2005; Preda, this volume). In present-day markets, however, the

financial conversation—as both ‘‘conversation-about-the-world’’ and

‘‘conversation-qua-transaction’’—is far from being a pure remnant of more

traditional practices. The pervasiveness and innovativeness of voice tech-

nologies in financial trading rooms give good evidence of this, despite of

the ‘‘all-computerized’’ syndrome that characterized financial mythology

in the early 2000s. As a financial journalist put it in 2003:

A way of life whose days seemed numbered three years ago, because of the advance

of dealing platforms that match buyers and sellers electronically, has not only sur-

vived, but flourished. Brokers who for a while put their faith in pure electronics

have had to dust off their handsets. (excerpt from ‘‘Voice squad,’’ The Economist, 11

January 2003, p. 69)

We also share the following analysis from this same journalist:

[B]rokers these days use a mixture of voice and electronics. That said, they believe

that more of the less complex trading will be carried out electronically; and the

more liquid the instrument, the likelier it is that it will be traded on screens. For ex-
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ample, a few big spot Foreign Exchange trades are still done by telephone, but most,

perhaps 70%, are done automatically on an electronic brokerage system, known as

EBS [Electronic Brokerage System], built by big banks nine years ago. That leaves

plenty of complex deals to be haggled over by brokers—say a credit-derivative trans-

action combined with an interest-rate swap and the purchase of bonds, involving

several buyers and sellers. (ibid.)

‘‘Mature’’ markets (listed equities, spot markets), with a tendency to

mass trading and with decreasing arbitrage opportunities, conform more

straightforwardly to liquidity-enhancement protocols such as public, anon-

ymous auction mechanisms (or ‘‘screen markets’’ at large). Conversely,

trading activity accompanying complex derivative contracts—especially

when large amounts of money are involved—is likely to rely consistently

on telephone interaction. The stability of the description of a product and

the calibration of the engagement of commercial counterparts are clearly at

stake in such transactions.

The issue of identification of the counterpart is central to this shifting as-

pect of market configurations. By ‘‘identification’’ I mean the detection and

recognition of a specific and singular counterpart, with such specific char-

acteristics as corporate identity, professional qualification, and/or possible

personal acquaintance. Although often corresponding to a physical person,

a ‘‘counterpart,’’ a ‘‘client,’’ a ‘‘trader,’’ or a ‘‘broker’’ is always engaged in

trade as instances of moral persons such as a bank, a corporation, or an

investment fund. ‘‘Identification’’ applies here to any such elements of per-

sonality (physical or moral). In this context, the identification of the coun-

terpart diverges from market arrangements characterized by anonymity, in

which the counterpart is not identified bilaterally and trades are executed

against an aggregate (and thus abstracted) counterpart.6

As the examples presented in this chapter show, the use of the telephone

is a good indicator of the intensity of the identification of counterparts

in a particular market arrangement. Because of its technical qualities, the

telephone is a critical tool for counterpart identification. Of course, the

telephone also typically serves the conversational features of a particular

market arrangement—although financial conversations can also be sup-

ported by open-outcry architectures or by electronic messaging systems.7

My point, however, is restricted to the problem of identification and to

its relation to telephones. (I do not elaborate here on the conversational

nature of the interaction.) Also, I do not wish to claim that the telephone

is the pivotal technology of counterpart identification. As was observed

above, electronic trading terminals can be also used for that purpose. My

point is that telephone practices provide good indications of the concrete
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empirical arrangements that market actors may deploy for (or against)

counterpart identification, and also, more generally, that it is not possible

to fully understand the structure and functioning of a market without a

sociological analysis of the technologies that underpin it.

The widely accepted fact that social networks matter in market formation

(Granovetter 2005) often translates into a rather straightforward claim: the

fact that markets are ‘‘socially embedded’’ means that (to variable degrees

and depending on the circumstances) there is a point in trading with

‘‘known’’ counterparts, especially with ‘‘personally known’’ counterparts.

But this is not always the case. An account of the concrete technologies

that allows for an activation of such personal knowledge of the counterpart

can significantly enrich this sort of sociological analysis. In a certain sense,

this research direction is to explore the correspondences between what are

usually called ‘‘social networks’’ (in the sense of the economic sociology

tradition) and the material networks of communication or ‘‘technical net-

works’’ that allows for a ‘‘tie’’ to be expressed and articulated in a particular

code and manner. One way of putting this is saying that market arrange-

ments are made of ‘‘social networks’’ and of ‘‘technical networks’’ as well,

the latter being made explicit to sociological analysis when the material en-

actment of the former is under consideration. But starting with a clear-cut

distinction between what is ‘‘social’’ and what is ‘‘technical’’ about market

networks might also be somewhat misleading, at least if one considers

issues (such as the identification of counterparts) that explicitly mix the

‘‘social’’ and the ‘‘technical.’’

In this chapter I have provided a brief contribution to this perspective

by focusing on the use of trading-room telephony in three market circum-

stances: a situation involving interaction with market makers in bond mar-

kets, the strategic use of the telephone in an automated stock exchange

before full anonymity, and client monitoring practices in sales desks.8

In all cases, telephony combines with other electronic media. In the first

case, the telephone combines with screen display of prices in a network-

shaped market configuration and gives traders the opportunity to activate

resources for price improvement. In the second case, the telephone offers

decisive resources for liquidity search, especially to small players that try

to compete in an electronic market platform that is about to censor the

public identification of counterparts. In the third case, conversational at-

tention to corporate clients is accompanied by attempts at electronically

increasing the relevance of the identification.

Although in the first and the third cases there is a point in trying to trade

with ‘‘known’’ counterparts (as a way to maintain a certain play of trust
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and fairness, for instance), the general concern in all three cases is rather

about knowing which counterpart might be available and ready for a prof-

itable trade, and getting in touch rapidly. In the three cases I have studied,

telephone interaction is typically performed with eyes staring at a screen,

often inspecting on the computer terminal (price display services, trading

systems, or customer database facilities, respectively) an aspect of the coun-

terpart who is on the line—a configuration that sharpens the sense of

counterpart identification, in a kind of ‘‘I-hear-you-here-and-I-see-you-

there’’ pattern.

Different market arrangements are characterized by different material

configurations. The presence or absence (and the features and combina-

tions) of such technological ingredients as telephones or computers are

fundamental to understanding the behavior of the market as a collective

arrangement. A trader with a telephone differs consistently from a trader

without a telephone. More than that, traders with telephones and traders

without telephones constitute ‘‘economic actors’’ that are different and

that act differently. Differences sharpen when we consider all the function-

alities of different telephony systems and all their possible combinations

with other surrounding market technologies. When I talk about ‘‘differ-

ences’’ I do not refer exclusively to a matter of trading-room local material

culture. This difference affects how transactions are shaped, how prices are

set, how strategic actions are performed, and how connections between

market counterparts are enacted. In particular—and this corresponds to a

‘‘performativist’’ concern (Fourcade 2007)—close attention to how tele-

phones populate markets can help us to understand differences in how

these markets fit different social-scientific programs. The telephone is likely

to be a vital ingredient in constructing the kind of markets preferred by so-

cial network analysis, whereas this technology could somewhat hamper an

attempt at configuring markets the way game theory likes them. Are mar-

kets composed of actors who know one another personally? Or are they

rather composed of agents who communicate only through prices? Markets

might indeed be performed either way (and these are only two possibilities

among many)—but only if a set of suitable devices make the particular

market arrangement hold together.

Notes

1. I conducted this research when I was working at the social sciences laboratory of

France Télécom R&D, in Issy-les-Moulineaux. Most of the empirical material corre-

sponds to a research partnership with Etrali, a France Telecom company specialized
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in voice technology for financial markets. I had the opportunity to follow Etrali’s in-

novation processes in the area of trading room telephony for one year. I visited ten

different trading rooms (corresponding to five investment banks, four brokerage

houses and one corporate treasury department) located in Paris and Ile-de-France

and interviewed several operators at their desks. These included both traders and

salespersons working in a variety of markets (listed stocks and derivatives, bonds

and currency markets). I also use material from the work carried out for my doctoral

dissertation on the automation of the Paris Bourse (Muniesa 2003). All interviews

were carried out in French between 2000 and 2002 (excerpts provided here are trans-

lated by myself). I would like to thank France Telecom R&D and Etrali for their sup-

port for this research. I would also like to thank Valérie Beaudouin, Daniel Beunza,

Marie Brière, Michel Callon, Eric Cassimatis, Karin Knorr Cetina, Vincent-Antonin

Lépinay, Olivier Godechot, Christian Licoppe, Alexandre Mallard, Anne-Sophie

Marie, Alex Preda, Valérie Revest, David Stark and Pascal Zératès for helpful com-

ments and suggestions. A preliminary version of this paper was presented at the

New York Conference on the Social Studies of Finance (Columbia University, 3–4

May, 2002).

2. The CAC system was developed on the basis of Toronto Stock Exchange’s CATS

(Computer Assisted Trading System). For a sociological analysis of the transition

from open outcry to CAC, see Muniesa 2005.

3. In 1994, a block trading facility was introduced at the Paris Bourse, based on Nas-

daq’s ACT system (Automated Confirmation Transaction), later replaced by a new

technology called TCS (Trade Confirmation System).

4. For an analysis of how this issue connects with the ambiguous notion of transpar-

ency, see Grossman, Luque, and Muniesa 2008. The identification of counterparts is

compatible with a ‘literal’ notion of transparency. But the enforcement of anonymity

can also be justified in terms of a more ‘‘abstract’’ notion of transparency.

5. The literature on collusive bidding analyzes similar practices, for instance in the

case of the FCC spectrum auctions (see Guala 2001).

6. For a study of the implications of central counterpart methods in financial mar-

kets, see Millo, Muniesa, Panourgias, and Scott 2005.

7. For an analysis of screen-based conversational interactions in the Foreign Ex-

change spot market, see Knorr Cetina and Bruegger 2002.

8. I do not provide in this paper proper social network analysis of these situations,

mainly because of the impossibility of gaining access to exhaustive, quantitative

data on telephone activity in one or several trading rooms. In different research con-

ditions, interesting outcomes could be obtained using network analysis methodolo-

gies on telephone activity.
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10 Understanding and Reframing the Electronic

Consumption Experience: The Interactional Ambiguities of

Mediated Coordination

Christian Licoppe

Economic sociology has shown how the stabilization of markets, which

was considered a given by many economists, required explanation (Smelser

and Swedberg 1995). Markets may be considered as institutions whose

‘‘architecture’’ is made of rules that organize and stabilize the coordination

of the varied parties involved in the economic exchange (Fligstein 2001).

Among such stabilizing rules, the systematic organization of elementary

transactions (such as buying and selling) as ordered interaction sequences

has been rarely studied from a technology-sensitive perspective, though

anthropologists have investigated the temporal organization of bargaining

(Geertz et al. 1979) and conversation analysts the situated ordering of the

‘‘hard sell’’ (Pinch and Clark 1988). At that level of analysis, transactions

must be described as practical accomplishments, embedded in and medi-

ated by technological artefacts. Their comparison in different mediated

contexts reveals the interplay of sociality, economy, and technology under-

lying any consumption-oriented action sequence, and its transformations.

E-commerce is an interesting case, for many of the questions that have

been raised about it have focused on precisely the kind of commercial rela-

tionship that this medium created. Concern about its slow development

has been related to issues of trust in transactions performed at a distance.

Conversely, the potential growth of e-commerce has been thought to de-

pend on how it might allow the transformation of occasional isolated com-

mercial contacts into a personalized, continuous relationship, thus giving

substance to an old dream of mass distribution.1 The electronic tools that

support the transaction have held the promise of making it possible to

track digitally all contacts with a particular consumer and to use this infor-

mation to adjust commercial proposals more closely to consumers’ needs.

The economic paradigm that prompts us to conceive of commercial

transactions as occasional, with no memory, often causes us to overlook

the fact that these transactions are not instantaneous and the fact that



they require the accomplishment of a series of reciprocal actions by both

buyer and seller.2 In a supermarket, for example, the actual purchasing of

goods involves collaboration between the consumer and the cashier in per-

forming a set of reciprocal generic actions in a standardized environment:

n The consumer displays his or her wish to purchase particular goods by

taking to the checkout products selected from the shelves.
n The cashier validates the order and announces the total price.
n The consumer pays.
n The cashier hand the consumer a receipt (and, in some cases, change).
n The consumer collects the goods.

This typical sequence is so conventional that it can be carried out without a

word being exchanged between the actors concerned, or even without their

eyes meeting (Rafaeli 1989). According to Goffman (1981), it may or may

not be accompanied by greetings or bits of conversation without that af-

fecting the instrumental, targeted, and sequential nature of the encounter.

Mirowski (2002) has described markets as ‘‘automats’’ and market trans-

actions as ‘‘algorithms.’’ He and others highlight the likelihood of the

commercial transaction being computerized, for a process that can thus

be formalized is in a sense preformatted and can be transformed into a

computer algorithm operating through a formal syntax (Agre 1995).

Conversely, such an algorithmization of economic transactions reinforces

their sequential and functional character. Information and communica-

tion technologies (ICT) have contributed toward translating economic inter-

actions into algorithms, especially in the context of financial markets

and e-commerce. The economic consequences of the computerization of

the microstructure of markets is an active field of research (Mirowski and

Somefun 1998; Callon and Muniesa 2003).

However, commercial interactions themselves cannot be entirely equated

to a finalized algorithmic process and reduced to a sequence of discrete

steps leading toward a predefined goal. An exchange constitutes a situated

and sequential accomplishment, as ethnomethodology-inspired studies so

clearly show. An action performed here and now redefines the meaning of

the turns that preceded it and projects a distribution of relevance and nor-

mative expectations over possible next turns (Schegloff 1988). From such a

situated perspective, the accomplishment of a sequential procedure such as

the purchase of a consumer good appears to be a collaborative and public

performance by the participants, the meaning of which emerges as the

action unfolds. The functional purchasing sequence broken down into the

five stages described above must be treated as a typification, an ideal map-
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ping of the purchasing procedure. It should be considered to be a resource

available to the participants when they try to make sense of the transac-

tion situation as it develops. This suggests that a purchase can be read in

two different ways when problems arise: (1) a utilitarian reading, in which

the sequence is evaluated in terms of its goal and its correspondence to

a standard sequence; (2) a moral and interactional reading, in which it

will be evaluated in relation to the moral, practical, ritual, and syntactic

conventions that are at the heart of ordinary sociability. In the case of

e-commerce, an order that stays unanswered for too long may be treated

either as a sign of commercial inefficiency or as a consequence of asym-

metry between the buyer’s engagement (completely engaged by his or her

action) and that of the seller (visible only when he or she has reacted). This

asymmetry might threaten the interactional order underlying the ongoing

transaction. This duality stems from the fact that the transaction is simulta-

neously oriented toward a goal and toward others and is therefore subject

to moral standards that regulate the way in which the participants pursue

their objectives. The actors apply an interactional competence to pursue

goals without alienating themselves from others, and this principle guides

their own interpretations of their actions.3

The aim of this chapter is to show how the most controversial aspects

of e-commerce, such as Internet users’ alleged lack of trust and loyalty, are

related to the protocols proposed by the e-commerce site and to the actors’

interpretations of transactions collaboratively and sequentially accom-

plished through the use of such technologically embedded protocols.

First, I will consider how the respective relevance of various typified

accounts of the consumer experience (the consumer with a plan, the con-

sumer who engages open-mindedly with the commercial environment)

is transformed according to the characteristics of the algorithm through

which the purchasing sequence is enacted. In the case of e-commerce, the

use of search engines is prominent. It introduces a time gap between reveal-

ing and displaying preferences and access to goods. I will show how this

relates to the salience of the model of the consumer as an intentional

actor—an ‘‘entrepreneur’’ of his or her own consumption—in Web users’

descriptions of their e-commerce experiences.

I will then analyze the emergence and resolution of problems concerning

the sequentiality of the e-commerce purchasing process. The way in which

Internet purchases are sequentially performed leads to equivocal interac-

tional moments. The lapse between the sending of the order by the con-

sumer and the sending of goods is often read by e-consumers as a silence

that marks potential interactional trouble and that renders the participants’
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commitments and mutual obligations questionable. Consumers act conse-

quentially enough on this interactional interpretation of economic transac-

tions to simultaneously require the development of call centers and the

rapid emergence of a conventional regulation embedded in the software

architecture of e-commerce (namely the automatic sending of an e-mail

acknowledging the order within 24 hours), which specifically addresses

the interactional problem thus revealed.

The case studies analyzed here can then be understood as a step in a

more general research program that aims to bring together economy,

sociality, and technology at a level of analysis where transactions must be

considered as interactions. This helps us to reconsider the way in which

some of the problems of e-commerce are currently addressed. E-merchants

try to develop consumers’ loyalty by enlivening the sales relationship with

multiple electronic contacts and by building up a continuous relationship

through them. Yet in various spaces of electronic discussion (e.g., forums

and chats) messages often are ignored without the participants’ getting par-

ticularly troubled (Herring 1996; Velkovska 2004). The electronic sociabil-

ity deployed on the Internet thus seem to be characterized by a high level

of tolerance with respect to the participants’ actual or potential defection.

Is it not therefore paradoxical to want to repair the supposedly volatile na-

ture of Internet consumption by ‘‘augmenting’’ it with devices supporting

various forms of electronic sociability?

The empirical data on which this work draws were obtained through two

field studies on e-commerce in the cultural goods mass distribution sector

(books, records, video and DVD, etc.). One was a study based on extensive

interviews with electronic consumers (Licoppe et al. 2002); the other was

an ethnographic study of the service work at the call center of one of the

leading French websites for the sale of cultural goods (Licoppe 2002).

Mass Distribution and E-Commerce: Wandering Around or Searching for

Product

This section focuses on interviews with consumers in Paris and Toulouse

who have repeatedly bought books, CD-ROMs, and multimedia goods on

the World Wide Web. As is now well known, such consumers almost

always buy both online and in physical stores, and combine both experi-

ences into a variety of heterogeneous practices (Lunt 1999). Although the

consumers investigated here are no exception, my discussion will focus on

the way their accounts describe very differently the isolated experiences of
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buying cultural goods online or in ‘‘brick-and-mortar’’ stores, within actual

practices that combine these experiences or alternate between them.

Impulsive Buying and Planned Buying in ‘‘Brick-and-Mortar’’ Stores

Mass distribution is organized around a promise (making accessible a max-

imum of goods in a single place) involving the construction of places of

consumption. These places are occupied by rows of similar products, which

are distinguished by the way in which they are ‘‘positioned’’ in relation to

one another by market professionals, thus orienting and shaping consum-

ers’ choices (Barrey et al. 2001). The consumer may be described as an indi-

vidual who approaches the market with his or her own resources (for

example, the conversations held with his or her own social network, or

the advice or tests seen in the consumer press) (Mallard 2000). If there is

an asymmetry between buyer and seller, it stems not only from the intrin-

sic properties of each but also from their cognitive and material resources,

and the way in which their activity and interactions are distributed (Callon

and Muniesa 2003).

The work of positioning products (and, more generally, of configuring

the encounter between goods and consumers) has become the subject of

analytical and normative practical knowledge, the construction of which

was professionalized in the twentieth century as the subject of marketing

(Cochoy 1999). This applied discipline has defined two ideal types for the

representation of consumers’ engagement in the places of mass distribution

(Bowlby 2001). On the one hand there is planned buying: the consumer

faces the goods with a precise intention that guides all his or her cognitive

processes. This intention may also be materialized in external repositories,

such as the shopping list. On the other hand there is impulsive buying: the

potential consumer is a mobile body whose attention wanders and whose

mind is vacant. Via his or her mobility, the potential consumer encounters

the goods. His or her attention is captured by the articles displayed on

shelves, for instance through the brand names or cues embedded in the

packaging. Once focused, attention turns into desire, then into an inten-

tion to buy, and finally into the actual purchase. As will be seen, these two

typologies run throughout consumers’ discourses. They constitute core in-

terpretive resources to account for consumption experiences.

The places and especially the practices of consumption are multiple as

regards the ways they enhance or play down the relevance of one or the

other of these two typical accounts. In the case of planned buying, for ex-

ample, research undertaken in the perspective of situated action has shown
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that action could not be undertaken in the form of a plan. The plan is just

one resource among many to which participants reflexively orient to the

moment-by-moment unfolding of the transaction as a practical accom-

plishment (Suchman 1987). In supermarkets, even with an explicit inten-

tion and a list, consumers face both orders and contingencies in the way

they encounter the spatial organization of the shelves and products. This

leads to specific forms of anticipation (as when a shopping list is drawn up

taking into account the order in which products appear in the shop), and

to possibilities of unloading part of the cognitive burden on the environ-

ment, of adjusting to the contingencies of an embodied encounter with

spatially ordered products, in a kind of improvisation resembling impul-

siveness (Lave 1988).

Commercial spaces are overloaded with devices that allow widely diverse

forms of encounter between consumers and products. The shelves over-

flowing with records or books lend themselves to strolling and surprises.

As Michel Callon would say, this type of arrangement of products ‘‘calcu-

lates’’ an impulsive buyer. By contrast, the seller equipped with a computer

and catalogs caters more to a consumer who is looking for something. A

configuration thus equipped ‘‘calculates’’ a consumer who is engaged with

a relatively clear intention. As a whole, the place of consumption consti-

tutes a plural space equipped with multiple material devices that invite

one to partake in varied forms of consumption. At a given point in the

specialized supermarket, depending on the nature and visibility of the

equipment presented, various actors and practices of consumption will

be preferable and preferred.4

During sociological interviews, when the researcher asks consumers to

describe their consumption practices in a few words, they often apply a

principle of narrative economy. They recount their consumption experi-

ences by relating them to generic forms of narrative, thus rendering them

immediately intelligible. Impulsive buying and planned buying are two

narrative modalities that prevail in Web users’ accounts. These two descrip-

tions of consumption constantly circulate from scientific discourse (pro-

duced by marketing professionals) to accounts of ordinary experiences or

vice versa. Respondents often reduce the complexity of their consumption

practices and the plurality of the ecologies to which they are attuned by

framing their practice in one of these two shared and authorized ideal

types: planned buying or impulsive buying.

The specialized department store is seen as aiming toward making visible

and available a carefully arranged profusion of records, books, and multi-

media products, and becoming a place of temptation where objects are
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approached with a disposition for exploration. The customer is not the

dummy of merchants and marketers, for he or she often plays the game

knowingly, displaying a disposition to be caught in the particular mood of

consumption that the large store promotes the most, and to account ac-

cordingly for his or her experience:

At the FNAC there are too many people and it stresses me out, so when I’m

looking and I’m pressured I search for someone to inform me, they’re all

too busy. . . . [She prefers another bookshop.] . . . I like variety, mind you at

the FNAC they’ve also got a wide variety, but what I like at Ombre Blanche

is the view, the room is huge so you see lots of things, I can see all the sec-

tions, at the FNAC they’ve made little corners all over like this and when

you’re in a space, in a section, you don’t see the others, and what I like is

to see everything a bit, because it gives me ideas, and when it gives me

ideas I change . . . when I’m at Ombre Blanche I go up, down, left, right, I

do everything, foreign literature, religion, everything, but actually it’s crazy

because I’m interested in everything so, from one idea to the next my ideas

spring up, so I need to look at everything.

Although not all consumers go so far, the majority see large retail

stores specialized in cultural goods as places in which the commercial

experience—built around the mass distribution model and its promise of

virtually unlimited availability of a type of good—revolves around a kind

of situated temptation. Such stores are arranged and organized to frame

the encounter of goods and consumers as an opportunity for the emer-

gence of impulse. Consumers are assumed to be sensitive to such an invita-

tion to let go, to readily allow themselves to be captured, and they account

for their own experiences in such terms:

I went just to buy two or three books but once I get there, there’s such a

temptation that when you like books you can’t resist.

By contrast, such stores seem less inviting to a planned consumer experi-

ence, where the consumer looks for a specific book or record in the shop:

For example, if I ask for Debussy’s Arabesques . . . it’s something very pre-

cise, if I was in the store I wouldn’t know how to find it. Often, in the store,

I have to ask because I don’t know where to look for such specific things in

the store.

The way in which Web users account for their experience reduces the

plurality of the department store. Despite the department store being

highly equipped to allow a wide diversity of commercial mediations, it

appears most prominently in such accounts as a place for the display of a
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profusion of goods, inviting open-minded consumers to situated encoun-

ters likely to produce impulsive attachment of consumers and goods. The

department store seems to them to be a place in which the commercial en-

vironment is entrusted with the task of providing the resources required to

reveal their preferences to them. Very different accounts are used to make

sense of their online experience.

E-Commerce, Another Understanding of the Consumption Experience

Even more than specialized supermarkets, the websites mass-selling cultural

goods (books, disks, films, etc.) promise to make a huge, exhaustive catalog

available so that visitors can expect all their consumption desires to be

satisfied there. Most Web users say that they go onto these sites with a spe-

cific intention (‘‘It’s always when I’m looking for something specially, that

I’ve already got something in mind’’) and are unlikely to be distracted (‘‘I

buy what I feel like buying and that’s it!’’). Thus, a shop and a website

lend themselves to consumer behaviors that are intelligible through two

dominant, diametrically opposed accounts: impulsive buying and planned

buying. During an interview, this contrast emerges from most attempts at

comparison:

In a physical shop you can move around randomly.

Is that what you do when you’re in a shop?

No, I don’t do it but what I mean is that on Internet you have to go

somewhere . . . whereas in a shop you can go nowhere.

Yet the equipment of the website is also varied enough to allow a wide

range of commercial mediations. A customer entering the book or record

section on the site is immediately faced with at least two salient modes

of access to the product: showcases in which promotions and the latest

releases are highlighted, and a search engine that provides lists of answers

to searches based on a few key descriptive categories (author, title or words

in title, musicians, etc.). Use of the engine requires the Web user to have

certain skills, and frequent use is the sign of a basic expertise (Assadi and

Beaudouin 2002). Many novices go no further than the first showcase

screens and ignore the search engine:

Well, I’ve got to admit that I’m pretty stupid, but I didn’t understand that

on Alapage you could buy other records, apart from the ones that you see

on the first screen, like the month’s specials. So, er, when it comes to

records, I bought only things I saw on the home page.

If one takes into account only the products highlighted on the screen, the

size of the accessible catalog remains imperceptible:
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I didn’t take note of the size of the choice . . . I mean my first purchase, the

one I was looking for was part of the new releases, so it was already on the

page, I didn’t need to do a search.

Only when the search engine is used is a world of goods suddenly revealed,

and the initial promise of the website actualized. The sites are therefore pri-

marily organized around the exploration of the offer via the search engine

(since their promise is to make an exhaustive catalog available to the Web

users, accessible in its entirety only through the search engine). The search

engine is the most salient mediation between the Web user and the goods.

Whereas in the shop the goods are displayed on countless shelves, most of

them remain invisible if consumers only browse through the pages as they

would the aisles of a store. The search engine itself makes only a tiny frac-

tion visible at a time, in limited explorations. The exhaustiveness of the

offer is perceptible only in the fact that almost no request, no matter how

particular, is left unanswered. This feature is considered important enough

to be shared, once discovered:

So, to test, just for fun actually, I even had fun about it afterwards with

friends, I said: I’m going to show you a site, you type in anything, you click

and you find it.

Descriptions of use of the search engine on the largest e-commerce sites

highlight intention and planning:

And now you first go onto the Internet and then maybe somewhere else?

Yes, when I’m looking for something specific, when it’s for the enjoyment I

tell myself I’ve got no more books to read so I want to stock up on detective

stories and others then I won’t go onto Internet . . . the disadvantage of

Internet and it’s advantage is that its funnel function is good when you’ve

got a precise idea of what you want, you don’t get the showcase effect. . . .

Because the things you didn’t think about, you’ll buy them in town. A

thing you didn’t think of, well, for me it’s like that.

One feels that one is required to feed fairly precise data into the search

engine, and explicitly to reveal a well-defined preference for a certain

good, which must be enacted through its typing and entering it into the

space reserved for that purpose.

Those customers who arrive with a vague idea have the impression of

being constrained by the search engine’s technological affordances, in the

sense of having to specify their request ever more clearly. They experience

a sequential convergence, which they interpret as a characteristic of the

search engine and ascribe metaphorically to its ‘‘funnel function’’:
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I typed in ‘gift’. It was really too broad. I had ‘specialized gifts’, I really

didn’t know what I was looking for. I found ‘engravings’. I typed in ‘gift en-

graving’ and that’s more or less where I found what I wanted.

In this case, intentions are revealed and revised as the search proceeds.

However, at each step in this sequential process the list of results provides

unanticipated and contingent information. For instance, a search may re-

veal unexpected results, such as other titles or other versions of a work:

I did let myself diverge a little from the list of records to buy, even if in gen-

eral, when they are on the list it means that they’re not available. But then

it gives me . . . it makes me think of certain musicians that I don’t always

think of right away. So I tried. . . .

The elicitation of more precise and explicit category-based searches there-

fore also leaves room for improvisation, for branching into new searches

toward objectives that were impossible to anticipate in advance. Such con-

tingency does not feature much in e-consumers’ experiential accounts,

though.

The search engine enacts a particular ordering of the purchase sequence.

First, the demand is expressed through successive, more narrowly focused

searches that allow an exploration of the otherwise invisible and inacces-

sible catalog. Each search requires a written clarification of its goal, which is

projected in the linguistic expression on which the search is based. Second,

the final choice that materializes the demand is separated from the steps

through which the consumer negotiates access to the product. The use of

the engine therefore creates a sequential gap between the formulation of

the intention and access to the good. In the case of e-commerce this gap,

similar to the one observable in old-fashioned libraries where borrowers

have to fill in a form and wait for a librarian to fetch the required book,

‘‘calculates’’ a consumer whose preferences are revealed before the concrete

encounter with the desired goods. Accounts based on the representation

of consumption as intentional are more salient than those based on im-

pulsive behavior, because of the particular kind of sequentiality that search-

engine-based procedures ‘‘afford.’’ Even if the reference to impulsive

behavior is minimized in standard accounts, they still retain some rele-

vance: they may become useful interpretive resources again to account for

those particular cases in which the search proceeded through a contingent

path.

Sites such as Amazon.com have tried to remedy this pragmatic and inter-

pretive bias, which they perceive as a shortcoming of websites with respect

to large stores. They have developed innovative functionalities to reintro-
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duce new forms of contingency and unexpectedness into search-engine-

based exploration of their catalog. Their aim is thus to prompt the Web

user to engage in purchases without having to enter a linguistic explana-

tion of his or her intentions. One particularly well-known feature adjusts

the choice of products proposed on the page to the details of the Web

user’s past electronic path profiles (composition of an individualized home-

page based on previous navigation, suggestions based on past purchases,

etc.). Another uses collaborative screening techniques to highlight the pref-

erences of consumers interested in the same goods as the current user. This

marks a deliberate strategy on the part of Web merchants to cue impulsive

consumption behavior as much as possible. The aim is to correct the inten-

tional bias that stems from the sequential properties of search-engine-based

explorations of available goods, and particularly the gap it introduces be-

tween the linguistic expression of demand and mediated access to the rele-

vant goods.

The Evolution of E-Commerce and the Dialectic between Screen

Interactivity and Commercial Interaction

Any economic exchange is simultaneously a targeted procedure and an in-

teraction in which the participants cooperate to accomplish a satisfactory

transaction. Any disturbance in the transaction sequence is likely to be

evaluated both in relation to the goals of the economic exchange and as

an interactional problem that brings into play the moral and practical nor-

mativities of ordinary sociability. This duality inherent in concrete eco-

nomic interaction also conditions the resources available to participants to

solve these problems and repair commercial interactions. More specifically,

the development of new types of technology-embedded mediation for con-

sumption, such as e-commerce, creates many opportunities for problems to

occur in the enactment of a transaction. In this section I will use the exam-

ple of the reception of orders to show how such an oscillation between

treating electronic transaction as procedural interactivity or as collaborative

interaction is relevant to describe and explain the regulation and stabiliza-

tion of (now conventional) transactional sequences for e-consumption.

The Ambiguity of the Time Lapse That Occurs after an Internet Order Has

Been Placed

One of the nagging problems raised by e-commerce concerns the low level

of consumers’ commitment. Web users are considered to be inconsistent

and unfaithful, hopping from site to site and seldom appearing to be
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inclined to finalize their transactions. This problem is often related to a

lack of trust. Invited to participate in ‘‘virtual’’ interactions and a screen-

formatted dialogue, consumers lack all the information they need on the

entities that are supposed to respond to their actions, especially to evaluate

whether they are credible, authorized to sell, and capable of doing so. The

question of trust affects the rules and conventions governing interaction

and its step-by-step organization. To be able to treat the subsequent events

displayed on their screen as responses to their actions, consumers must

be able to readily imagine that they come from authorized and legitimate

authorities, committed to the orderly accomplishment of the transaction.

Moreover, these reactions have to comply with certain syntactic rules and

ritual conventions governing the cooperative accomplishment of an ac-

ceptable transaction. The participants’ engagement is continually renegoti-

ated through compliance with these rules and conventions. E-commerce

transforms not only interactional formats and media (by proposing screen

forms to send off at a click, rather than a salesperson or a paper catalog) but

also the pace at which the successive actions required to accomplish the

transaction are carried out and made visible to the other party.

In contrast with a supermarket, where products available on the shelves

are immediately available for sale, in traditional, paper-based mail-order

selling there is necessarily a time lapse between when a consumer engages

in the transaction (by mailing an order, and often the payment) and when

the trader actively commits himself by sending the purchased goods and

a receipt. This latent period is the sum of the time required for the seller

to receive the order and of the time taken to process the order and send

the goods. These two processes both usually take days. With electronic

mediations—both Minitel and Internet—that same interval is now split

into highly asymmetrical parts. On the one hand, just a few seconds are

needed to send an order, by clicking on an icon or an active box that sig-

nals and highlights that this simple click involves a strong commitment

on the part of the consumer5 (for example, ‘‘confirm your order’’) and for

the electronic order thus ‘‘sent’’ to reach its destination on the seller’s in-

formation system. On the other hand, the time required for the order to

be processed and the goods sent can be counted in days or weeks, for it de-

pend on the time scale of logistic processes, as in the case of mail-order sell-

ing (with the notable exception of dematerialized goods). This asymmetry

between the immediacy of the order (which constitutes a very strong com-

mitment by the consumer) and the material response of the e-merchant

aggravates the potentially worrisome character of this moment of suspen-

sion of the exchange between ordering and receiving the goods. Such a
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pause in the transaction may then be treated as a problem in two respects:

it is perceived either as an excessive delay (when the economic transaction

is interpreted as an algorithmic procedure) or as a silence that lasts too long

(when the economic transaction is interpreted as an interaction).

Perceived as a delay, the same time interval is a reminder of the vulnera-

bility of the transaction to various risks of inefficiency: unavailability of

goods, inadequacy of their description in catalogs or on websites, various

dysfunctions in the delivery process, dishonesty of the virtual trader,6 etc.

These risks are framed by forms of legal regulations that aim to stabilize

the commercial procedure, for example the obligation to refund a dissatis-

fied customer, as well as institutional guarantees, such as the quality labels

issued by professional organizations (e.g., the Fédération de la Vente à

Distance7).

Perceived as a silence, this time interval may also be seen as the conse-

quence of mistakes in the syntax that govern the proper accomplishment

of the relevant turns of interaction. Using the Internet requires skills in

manipulating hypertextual screens. When a procedure does not take place

as expected and nothing happens after a particular action, certain users

question their own competencies. The longer the silence after the order,

the more they doubt their ability to have accomplished and transmitted

the corresponding turn of action in a proper way. Only the other party is

able to dispel this uncertainty through his subsequent reaction:

It’s always a bit unnerving when you’ve got a problem, it happened to me

once with the games site, when there’s a crash in the middle of the connec-

tion, I mean, of the transaction, it blocks, and you don’t really know what

state you were in, should you order again, should you not order again, it

happened to me once to wait two three days before sending the order again

to see if I’d get the e-mail confirming or not.

This way of treating the absence of a system’s reaction to person’s actions

on it is very general. Researchers in cognitive science—e.g., Norman (1991),

who relies heavily on interactional metaphors to describe human-computer

interaction and to orient design practices—have posited that ‘‘good’’ de-

sign is design that ensures that any user action is accompanied by a ‘‘rapid’’

reaction from the technical system, which makes visible to the user the al-

teration of its state accomplished by his or her action. Such a reaction may

then be treated by the user as the ‘‘response’’ of the system.

An e-commerce site is a kind of technical system maintained by humans

to mediate between consumers and the goods proposed by a seller. It there-

fore represents a salesperson. The silence that may follow an order may
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then take on an ethical connotation and be interpreted as a problem rela-

tive to the ritual constraints of the interaction. The longer it lasts, the more

it will highlight the vulnerability of the consumer who, by clicking on

Enter, has clearly indicated a commitment to the purchase of a particular

item, in a way assumed to be immediately visible to the seller. For consum-

ers, long silences followed by the seller’s refusal to sell (a situation that

occurs most often in the case of unavailability of the product) are treated

as a breach of the site’s promise and of the moral contract underlying it.

They are particularly worrisome because of the high level of asymmetry

between the instantaneousness and force of the consumer’s engagement

(the order) and the seller’s apparently nonchalant acceptance of it (due

to the far longer interval required for a response in the form of ensuring

that the consumer receives the goods). It is an even more sensitive issue

in e-commerce than in mail-order selling, where the temporal asymmetry

is reduced.

This ethical dimension of e-commerce is evidenced by the strong emo-

tion and sometimes indignation expressed by many Web users in case of

difficulty. Consumers interviewed say they were ‘‘irritated’’ or ‘‘hurt’’ to dis-

cover the unavailability of the book that they thought they had bought

and paid for online a few days earlier. Being refused what mass distribution

promises to everyone—access at the same price to all listed products—is

interpreted as being treated as a ‘‘non-person’’ in Goffman’s sense, all the

more so when the seller is slow to decline the order. In e-mails received by

call centers, some customers are indignant about the fraudulent promise

represented by public visibility, on the site, of products that are actually

unavailable. They demand compensation in the name of human dignity.

They expect all trace of this broken promise to be removed and for the rep-

aration to be public and visible to all:

Further to my telephone call today, I confirm that I refuse this cancellation,

unless you delete this reference from your on-line catalog. I ordered this ar-

ticle on 22/12/2000, no. 431 723 and you were unable to obtain the article,

despite several reminders. So, either you obtain this game, or you remove it

from your site. I expect to hear from you very soon.

Since users consider themselves to be completely committed, as customers,

when they enter and send their order on their computer, the unavailability

of products displayed on the site pages is treated as breach of a contract

assumed to be known and applicable to everyone. This is particularly true

insofar as, following Amazon, sites selling books online claim that their on-
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line catalogs are far more exhaustive than the inventory of any ‘‘brick-and-

mortar’’ store.

The instrumental framing of consumption as an algorithmic sequence

of targeted actions may be transcended8 by its treatment as an interaction

when problems arise, for the ordered accomplishment of the transaction

requires the observance of ritual and systemic constraints. The ethical and

instrumental dimensions of the economic interaction are inseparable, be-

cause consumption is part of the social order in public places.9 In the case

of e-commerce, the procedural logic of the transaction is embodied in

human-machine interactivity, which may always be seen as an interaction

between the consumer and the ‘‘merchant-in-the-machine.’’ By taking this

duality between algorithmic interactivity and dialogical interaction into

account, we are able to understand certain aspects of the way in which

e-commerce has evolved and grown since 1995.

The Dialectic of Process and Interaction: Framings and Overflowings of

the Social Order Characterizing E-Consumption

In the event of a problem, consumers often react by asking to speak to a

human representative of the firm. They see conversation as a powerful and

flexible resource for solving everything that appears to be a hitch in the

course of an online transaction. The possibility of having such contact by

telephone or e-mail at a reasonable cost is also interpreted as proof of the

distributor’s commitment to provide a service of quality and treated as a

sign of consideration for the consumer.

Online consumers explicitly ask for interaction with a person (and not

a machine), to deal with problems that seem to be easy to solve with the

resources of ordinary conversation:

When I ask a question I would like it not to be a robot telling me that my

order has been taken into account. There’s a problem, a hitch, it should be

recognized and an answer given to the precise question.

If a robot answers by e-mail (which makes the interactional dimension of

the exchange underway less salient and highlights its algorithmic dimen-

sion), this consumer becomes angry or flees.

The greater a consumer’s uncertainty about what could happen between

the order and the delivery, the more problematic the ethical frame in

which the transaction is set will seem to that consumer, and the stronger

his or her demand to speak to someone or to interact in writing with some-

one in case of a delay will be. The following e-mail received at a call center
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attests to the intensity of the claims that may be triggered by excessive

delays:

I’m going to try to be clearer, I bought a Strasbourg-Munich ticket for the

19/12, to be posted to me, I didn’t know that a week was required for this

postal service, the order was nevertheless taken into account and thus

accepted. I didn’t receive the ticket and the address indicated for posting it is

no longer valid fromMonday. I’ll repeat my question VERY CLEARLY: What

must I do to receive my ticket in time? Can it be issued at the station?

The actors of e-commerce have had to organize themselves to take into

account the overflowing of the electronic transaction frame, in relation to

this request for oral or written interactions. This overflowing is more pro-

nounced when the algorithm of the transaction is faulty in terms of proce-

dure, or deemed inappropriate by users. In the journalistic chronicle of the

origins of Amazon, the emblematic electronic mass distribution site, its

founders are said to have intuitively perceived that e-mail was as important

as the e-commerce site itself (Spector 2000). Most e-commerce sites now

have multimedia call centers that process mainly telephone calls and/or

e-mails from consumers. In some sectors where complex goods are sold,

such as the travel industry, virtual agencies have had to build call centers

with dozens of advisers to answer Web users’ questions. These call cen-

ters often had to be set up in a very short time, sometimes from scratch

(Licoppe 2002). Even today, despite the fantasy that entrepreneurs and

company managers have entertained since the start of the industrial era,

of professional environments where technology would remove the need

for human actors,10 the head of an e-travel agency undergoing reorganiza-

tion cannot imagine a future without organized human resources to sup-

port the need for interpersonal dialogue: (‘‘And afterwards of course, a

human being will be needed, in case the person has a question, he or she

will always need someone’’). He adds that this way of solving problems

through conversation has a heavy financial cost and therefore has to be

closely supervised (‘‘but we can’t grow unless there are more and more cus-

tomers who reserve online, because it consumes little or no manpower’’).

On several sites studied, the ratio of transactions accomplished in a purely

electronic mode (that is, without any dialogue with a call center adviser) to

the total number of transactions was considered to be one of the main indi-

cators of the organization’s overall performance. Defective procedures or

improper site design (often defined as such retrospectively) translated di-

rectly into an increase in the volume of requests by telephone or e-mail.

The entire organization was aligned on the movements of this indicator,
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thus attesting to the inevitability of the entanglements between interactive

man-machine procedures and human dialogue in the accomplishment of

the transaction.

Another resource for ‘‘market professionals’’11 consists in exploiting the

possibilities afforded by the technology to alter the algorithmic ordering of

the transaction sequence, so that its enactment is less likely to be perceived

as problematic with respect to the systemic and ritual conventions of ordi-

nary interactions. In recent years many sites have introduced an automatic

procedure in which a confirmatory e-mail is sent within 24 hours as an

acknowledgement of the initial order. This also confirms the site user’ iden-

tity as a consumer. These automatic e-mails often provide an order number,

which marks the seller’s commitment to complete the transaction. Finally,

this procedure sets an upper limit to the lapse of time between the order

and the subsequent actions that may legitimately be treated as a response

to it. The time gap between order and response, even if the goods are not

there yet, is then less likely to be treated as a silence marking the existence

of a problem from an interactional perspective.

On the supply side, this convention was introduced and implemented in

technical protocols for transactions at the end of the Internet bubble. It

cannot be said to have been invented by anybody. Its production and sta-

bilization were based on material, cognitive and social resources collec-

tively afforded by the ‘‘new economy’’ world: fairs and other professional

gatherings, electronic media, various kinds of evaluation performed and

disseminated by consultants, etc. In 2001, for example, consultants com-

pared firms’ quality of e-mail service to consumers. The results of their

study were disseminated by Le Monde Interactif (a subsidiary of the French

newspaper Le Monde), which commented that there was nothing more

annoying than an unanswered e-mail.12 Other consultants empirically

evaluated the causes of Web users’ deception in relation to the way in

which their e-mails were treated, and identified delay (absence of an answer

or answer too late) as the main factor.13 Three years later the consensus be-

came a norm that was sufficiently naturalized to be able to be stated in the

form of a rule that could be cited without any further justification. The

e-magazine 01.net suggested the following basis for an acceptable manage-

ment of e-mails: ‘‘To give the sender the feeling of being taken into consid-

eration, it is important to return an acknowledgement of receipt, if an

immediate detailed answer can’t be given.’’14 This axiom circulated from

one professional magazine to the next, in almost exactly the same words.15

In this way, a link was established between taking the customer into con-

sideration, and respecting the customer, and the seller’s commitment to
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responding rapidly. The most concrete and sure form of this commitment

is found in the automation of the acknowledgement of receipt procedure

and of the time it takes.

From the users’ point of view, insertion of this particular interactional

move within in the algorithmic sequence has become a strong expectation

and even a criterion for assessing sites. For instance, a young woman inter-

viewed uses only sites that send confirmatory emails within a maximum

of 24 hours. In her opinion this email is reassuring in two respects. First, it

confirms the purchase and its author’s position as a customer (‘‘While I

haven’t received my order at least I have proof that I’ve ordered some-

thing’’). Second, it confirms that on the other side of the screen there is a

seller (‘‘You’ve just got a confirmation of the purchase that serves as a kind

of invoice because after all this is all very virtual’’) who is committed and is

proving to be worthy of trust, as evidenced by the order number on most

of these confirmatory emails. Almost all online consumers archive these

e-mails on their computer. A large proportion of them print them, espe-

cially when they think there is a chance of the seller not meeting its com-

mitment. It is as if putting the e-mail answer into a material, paper format

added a ‘‘legal’’ dimension to the confirmation and to the commitment

that it represented.

The 21 June 2004 law to promote confidence in the digital economy in

France16 was intended to provide a legal frame for the sequential ordering

and meaning of the turns comprising interaction in e-commerce. Article

1369-2 requires site designers to comply with two prescriptions: (1) the

‘‘double-click rule’’17 (according to which the consumer must confirm his

order by clicking on it a second time) and (2) that an order must be con-

firmed by a recapitulative e-mail from the cyber-trader ‘‘without any

delay.’’ The order and the acknowledgement of receipt are considered valid

only when received at their addressee’s e-mail address. The law aimed

explicitly at a closer adjustment of the sequential order of transactional

algorithms and the social order of interaction, to minimize the conse-

quences of possible misalignments by making some of them subject to

legal action. Technology is society (it incorporates a sequential order insti-

tutionalized into a legal norm) and society is technology (meaningful inter-

action sequences are reified within the e-commerce software).

Conclusion

E-commerce sites and software have developed through the to-and-fro be-

tween their role as tools to implement a transactional sequence and their

334 Licoppe



role as a mediation between consumers and merchants. The designers of

the electronic offer have configured the procedures of e-commerce so that

they incorporate and reproduce as much as possible the algorithmic logics

and interactional conventions governing those older and more stable forms

of consumption that occur in supermarkets and large stores. But electronic

procedures have to rely on the resources, properties, and uses peculiar to

the Internet, such as use of the search engine (to employ search data to ex-

plore an offer that cannot be represented satisfactorily on a small screen)

and the supposedly instantaneous character of the execution and transmis-

sion of actions performed on screen, online. These properties and expecta-

tions provide for a particular form of temporal ordering and sequencing for

online purchases, different from what would be observed in a store.

When they use a search engine, consumers reveal their preferences

through the series of requests they perform to get the search engine to

function ‘‘properly.’’ Each request is presented both as a move in a proce-

dural sequence (punctuated and formatted as such by a final click on the

Enter or the Send button) and as a query projecting a response in the forms

of a list of relevant items. The use of the search engine introduces a sharp

separation between the moments at which the elaboration, disclosure, and

display of preferences take place and that at which the qualities of the

desired product become accessible. In a store, it is often the availability

and accessibility of goods to manipulation that triggers the emergence of a

preference. With e-commerce, on the other hand, the linguistic elaboration

of the preference has to come first. We have seen how this sequencing of

the purchasing procedure, characteristic of e-commerce and its reliance on

the use of search engines, reconfigures the way in which online buyers ac-

count for their consumption experience. That experience is often typified

as an action motivated by an intention or a plan prior to the consumer’s

involvement with the site. By contrast, accounts based on the impulsive

purchase ideal type lose much of the relevance they had with respect to

the ‘‘brick-and-mortar’’ consumption experience, with its situated co-

production of the intention to buy an item and of the desirability of the

latter.

E-commerce alters both standard purchasing sequences and the way in

which the unfolding of actual sequences may be interpreted. The time

lapse between order and reception of goods is, for instance, treated as a

sign of inefficiency but also, simultaneously, as a deviation from what con-

stitutes a proper interactional sequence. It is interpreted as a silence, signal-

ing the occurrence of a problem that needs to be solved, with consumers

moving from the website to their phone and e-mail to dialogue directly
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with a representative of the seller. To limit the high costs of such direct

negotiations, the designers of e-commerce sites have amended the original

transaction algorithms, exploiting software resources to minimize the inter-

actional problems that the purchasing sequence might cause. In the case of

the time lapse between order and reception of goods, their solution has

been to introduce a new step in the purchasing sequence: the automatic

sending by the seller of an acknowledgement of receipt of orders within

24 hours. This became standard practice at the time of the Internet ‘‘bub-

ble,’’ to fill the ‘‘gap’’ between the order and the dispatching of the goods.

During this gap, Web users proved to be extremely sensitive to any event

that could be interpreted as a sign of disturbance in the interaction since

they saw the time lapse as a silence signifying a problem. The generaliza-

tion of this practice was particularly swift because it was relayed by con-

sultants and the specialized press, which systematically prescribed it and

erected it as a tenet of customer relations management. Sending an ac-

knowledgement of receipt has symmetrically become the object of a nor-

mative expectation on the consumers’ side. This rule has recently turned

into a legal norm.

The evolution in the e-commerce transaction procedure, toward the reifi-

cation of a new, built-in interactive sequence, is driven by the need to min-

imize the risks of overflow with respect to the favored (by the e-merchants)

standard e-consumption on-site procedure. The problems and their solu-

tion simultaneously play on the fact that it is always possible to treat

e-consumption as an instrumental step-by-step procedure (which may

be assessed with regard to its efficiency, in relation to an economic target)

and as a collaborative and situated accomplishment (which may be

assessed with regard to the normative expectations governing the manage-

ment of interaction in the public sphere). Such an embedding of the eco-

nomic exchange in the social order, characteristic of ordinary sociabilities,

is a general fact. The e-commerce case is interesting in the way it reveals

their continuous interplay through the transformations of the algorithms

and artifacts that provide a material substrate and a pragmatic environment

for such transactions. The continuous redesign of the technologies of con-

sumption strives to stitch the economic exchange and the social interac-

tion into a seamless web.

In the case of Web-based practices, our analysis suggests that some ten-

sions may still endure in the resulting fabric. The least costly alternative

for sites is to multiply and automate electronic contacts with consumers,

particularly by e-mail. It is just as easy to systematize the sending of an ac-

knowledgement of receipt of orders as to automate the sending of messages
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prior and subsequent to the transaction. More and more sites inundate

their customers with newsletters, notifications of promotions and events,

etc. This communication flow aims toward the build-up of a continuous

and personalized commercial relationship, instead of the (apparently) one-

shot and anonymous one characterizing mass retail. Such a possibility has

appeared as a specific and fairly attractive feature of e-commerce. It has also

provided some hope that such a construction and individualization of the

commercial relationship will solve problems of trust and customer loyalty.

From the consumer’s point of view, this type of relationship is likely to

be understood in relation to the norms governing forms of electronic socia-

bility (since it is conveyed essentially by e-mail and the media of electronic

chatting). But, as many studies of computer mediated communication have

shown, electronic links are weak, ephemeral, and revisable.18 It is known

that a majority of the visits to forums or blogs does not lead to any kind

of visible action (according to the sites, considered, 60–80 percent of visits

are by ‘‘lurkers’’), and those Web users who do get involved often do so

under multiple identities and only temporarily. Messages can go un-

answered without its necessarily upsetting their authors. To construct a re-

lationship in which consumers are strongly committed, e-consumption is

somewhat paradoxically made accountable with respect to electronic

socialities in which exit is a low-cost, well-established strategy. This tension

may prove decisive for the future of e-commerce.

More generally, I have tried to study in detail the way economic transac-

tions, as actual actions, are founded on (too often) taken-for-granted ele-

mentary procedural sequences, such as buying and selling. I have argued

that, at that level of analysis, transactions must be described as practical

accomplishments mediated by different technological artifacts. They ap-

pear equivocal, in the sense that they can always be treated as a goal-

oriented procedural action sequence or as ongoing interactions, which are

not vulnerable in the same way to trouble and contingencies. Their mean-

ing therefore emerges from the situated interplay of sociality, economy,

and technology. This kind of analysis constitutes one of the steps needed

for the development of a technology-sensitive, interaction-oriented eco-

nomic sociology research program.

Notes

1. Apart from the numerous efforts to create databases from sales receipts, it is for

this purpose that firms use customer loyalty cards, for example, whose name evokes

this relational commitment.
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2. Or the seller’s representative, who may be a supermarket cashier or a computer

procedure incorporated into a website.

3. Primatologists and anthropologists who defend the hypothesis of social cognition

situate it in an evolutionary interpretation: social cognition is said to be an acquired

feature, reinforced by a process of evolution that bridges the gap between primates

and man (Goody 1995).

4. E-commerce sites often select several products and highlight them on their home

pages (they describe such web-page formatting as metaphorically analogous to ‘‘aisle-

end display’’ in stores). Symmetrically, large stores specialized in the distribution of

cultural goods usually make available for their customers, in certain strategic places,

paper catalogues (to check or complete a reference) and salespeople equipped with

computers and software (to check the availability and locality of a product). But in

both cases such resources are less salient and accessible than the goods available via

the search engine in the case of websites, or browsing in the aisles in large stores.

5. In some experiments the engineers thought of exploiting the performative nature

of this validating action by asking users to repeat it, to distinguish acceptance from

legal commitment (Akrich 1993).

6. The disclosure of confidential information to a dishonest trader is a risk common

to most forms of distance trade. Some risks are specific to e-commerce. Generalized

connection makes the ‘‘connected’’ user’s terminal vulnerable to strangers that he

or she can neither qualify nor locate, for instance hackers. Web users thus always

remain vaguely pre-occupied with the possibility of certain actions by a third party

seriously harming him or her, whether intentionally or not.

7. Formerly the Fédération de la Vente par Correspondance, it was renamed in 2001

to include e-commerce sites in its perimeter.

8. On this notion of an economic transaction that appears as such only through a

process of framing, constantly subject to overflowing by different forms of external-

ity, see Callon 2000.

9. Goffman (1961) considered that the social order is defined as the consequence of

any set of moral standards that regulates the way in which people pursue objectives.

10. On the social history of the managerial fantasy of the ‘‘factory without workers,’’

see Noble 1986.

11. This term was introduced to describe the occupations and activities of the actors

on the supply side working on the positioning and merchandizing of products in the

mass distribution context (where the challenges of singularizing equivalent products

are strong) (Barrey, Cochoy and Dubuisson-Quellier 2000). It is interesting to extend

this notion to the actors of supply who, like here, manipulate the algorithmic order

of the transaction.
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12. Le mail en mal de réponse, Le Monde Interactif, 21/02/2001.

13. http://www.digiway.fr/html/email.htm

14. 01.net of 29/09/04, http://www.01net.com/article/214579.html

15. ‘‘Yet, to give senders a feeling of being taken into consideration, it is important

to plan an initial instant reply informing them that their request has been received

and will be treated rapidly.’’ (Traitement des e-mails. Outils et Techniques, En Con-

tact no. 15, summer 2003, p. 17)

16. Journal Officiel no. 143, 22 June 2004, p. 11168.

17. Although the article does not explicitly mention the double click, the document

presenting the bill in parliament on 15 January 2003 describes the article as designed

to ensure that acceptance of the offer by the consumer is in the form of a ‘‘double

click’’ or an equivalent protocol, accompanied by recapitulative information from

the contract’ (http://www.assemblee-nat.fr/12/p10528.asp). This notion of a double

click was then relayed by the general press (see, for example, Règles d’or du cybera-

cheteur, Multimédia section, Le Figaro, 23 December 2004.

18. See, e.g., Herring 1996 or Velkovska 2004.
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découverte.

Fligstein, N. 2001. The Architecture of Markets. Princeton University Press.

Geertz, C. 1979. Suq: The bazaar economy in Sefrou. In Meaning and Order in Moroc-

can Society, ed. C. Geertz and L. Rosen. Cambridge University Press.

The Electronic Consumption Experience 339

http://www.digiway.fr/html/email.htm
http://www.01net.com/article/214579.html
http://www.assemblee-nat.fr/12/p10528.asp
http://www.assemblee-nat.fr/12/p10528.asp


Goffman, E. 1963. Behavior in Public Places. Free Press.

Goffman, E. 1981. Forms of Talk. University of Pennsylvania Press.

Goody, E. 1995. Some Implications of a Social Origin of Intelligence: Social Intelligence and

Interaction. Cambridge University Press.

Herring, S., ed. 1996. Computer Mediated Communication: Linguistics, Social and Cross

Cultural Perspectives. John Benjamins.

Lave, J. 1988. Cognition in Practice. Cambridge University Press.

Licoppe, C. 2002. Le traitement des courriers électroniques dans les centres d’appel.
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11 Six Degrees of Reputation: The Use and Abuse of Online

Review and Recommendation Systems

Shay David and Trevor Pinch

We are living in the midst of one of the biggest infrastructural changes of

our time: the establishment of the Internet and its increasing penetration

into more and more areas of life. In this chapter we are particularly con-

cerned with changes brought about by the new sorts of reputation systems

which accompany online shopping and e-commerce. We examine in par-

ticular the world of books and CDs.

When we move from an offline world to an online world, some things

change and some things stay the same. If you walk into a physical book-

store or CD store hoping to buy a new book or CD, even before speaking

to anyone you will have already gotten significant feedback from the envi-

ronment. The music playing in the background, the items featured on the

‘‘best-sellers’’ shelf, the number of copies of a particular book or CD that

are on the shelf, the chatter of the people standing in line in front of you

praising one item over another, the items they are holding and are about to

buy—all these are inputs into a multi-dimensional, material, and symbolic

means of assessing and establishing reputations. When we shift settings

to online shopping and e-commerce, where such direct feedback from the

material environment in which retail commerce occurs is absent, new

mechanisms have to compensate for the changes in materiality that the

commerce environment offers.

This chapter is concerned with understanding the promises and perils of

reputational systems that are based on user-generated product reviews,

which in the last few years have become the primary mechanism fulfilling

this reputational gap.

A Cultural Lake Wobegon?

Charles McGrath, a former editor of the New York Times Book Review,

recently posed the rhetorical question ‘‘Has there ever been a book that



wasn’t acclaimed?’’ (Safire 2005) What McGrath was lamenting, of course,

was the inflation of accolades in the universe of book promotion, which,

much as in the case of CDs and other cultural products, is influenced by

commercial interests more than by standards of accuracy in the representa-

tion of a product’s quality.

Traditionally, the critics employed by respected institutions (for example,

the New York Times and other leading newspapers and trade magazines)

served as cultural gatekeepers and proprietors of quality. However, the

growing abundance of books (more than 100,000 new titles were published

in the United States in 2006), CDs, and similar ‘‘information goods’’ pre-

cludes any wide coverage or quality assessment. Recently, the small group

of paid experts who are hired by these select institutions have been aided

by a wide variety of trade publications and websites, which cover ever

more specialized sub-fields of the culture industry and which are employ-

ing systems that harness the power of user communities.

Evidently, user reviews are mushrooming as an alternative to traditional

expert reviews in many areas of cultural production. It was established long

ago that reviews and recommendation systems play a determining role in

consumer purchasing,1 and recent qualitative research adds weight to the

claim that reviews have causal and positive effects on sales. To nobody’s

surprise, books that have garnered more and better reviews sell better (Che-

valier and Mayzlin 2003). With people in the culture industries increas-

ingly realizing this, many of the reviews are positively biased, and it is

hard to distinguish the ‘‘objective’’ quality of reviews. In addition, owing

to the large variance in the quality of the reviews and the varied agendas

of the reviewers, user input is often untrustworthy, leaving consumers

with little ability to gauge an item’s actual quality. Do we live in a ‘‘cultural

Lake Wobegon’’ where (to paraphrase Garrison Keillor) all the books are

above average? Is there a way to review the reviewers, to guard the guards?

As will be discussed in detail below, new reputational systems such as

those employed by Amazon.com (2005) and eBay.com have tried to take

advantage of the direct feedback which purchasers can supply concerning

their purchases in an online environment (and, in the case of eBay, their

transactions.) But these new options, which we describe as affordances, also

bring with them new problems as the participants adjust to what is at stake

in the new economy of reputation.

The new user input systems that are burgeoning on the Internet employ

various types of user input to assess the quality of books and CDs (Amazon

.com, BN.com), news (Slashdot.org, Kuro5hin.org), consumer electronics

(Shopping.com), home-recorded music (ACIDplanet.com), teaching quality
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(RateMyProfessor.com), drugs (DrugRatingZ.com), and many more types of

information, information goods, and information-embedded goods (i.e.,

goods whose value derives from the information embedded in them).

These systems exemplify peer-production systems (Benkler 2002) in which

communities of users pool their resources in order to produce higher-

quality information goods and information-embedded goods, in some

cases replacing the traditional mechanisms of firms and markets altogether.

There is disagreement among scholars regarding the novelty and the

potential long-lasting effects of these systems. Proponents claim that peer-

production systems will revolutionize the production, the consumption,

and the use of information, primarily through the cost reduction they offer

and the enhancements they enable in assessing and allocating human cre-

ativity (Benkler 2006; Raymond 1999; Himanen 2000; Lessig 2004; Cole-

man 2005). Skeptics ponder the ways in which such systems are being

expropriated and appropriated by existing actors and refer us to a lengthy

tradition of user involvement.2 In and of itself, we should remember, har-

nessing the power of community members for the purpose of evaluating

the quality of products is not a new idea. The Whole Earth Catalog, dur-

ing its heyday in the early 1970s, was distributed in more than a million

copies, introduced members of the back-to-the-land movement to products

from fertilizers to computer displays, and offered for each product a sum-

mary of users’ experiences and recommendations. This community-based

product can be viewed as an early model that directly influenced later sys-

tems, including online communities (Turner 2005). But the proponents of

novel systems would argue that the Internet, by virtue of its sheer scale and

immediacy, offers something genuinely new.

Regardless of the future prospects of these systems, however, both sides

of the debate would agree that practices as well as norms are not yet stabi-

lized in this domain, and that the mechanisms that control the ‘‘reputation

economy’’ are not yet well understood. Clearly, the nascent systems intro-

duce new variations of old problems concerning authority and expertise as

we experience the shift in domains brought on by the internet. The pri-

mary objective of this chapter is to explore the reputational underpinning

of these systems in the face of alarming discoveries concerning the authen-

ticity of some of their content.

We start with two episodes that drew us to this research. These episodes

attest to the role of user reviews in our culture and introduce some of the

concerns we wish to address. We later discuss how reputation is manifest

in six different degrees, which span the gap between existing offline reputa-

tion and the meta-reputation that is based on reviewing of the reviewers
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and their reviews. We conclude by enhancing Larry Lessig’s analytic frame-

work that shows how norms, laws, markets, and code interact to regulate

human activity in this changed material world.

Why Look at the Copying of Book Reviews?

One of us, while sitting in a café in Ithaca, New York, witnessed a meeting

between a local author, Barry Strauss, and one of his fans. The fan, an en-

thusiast for naval histories, was very excited by the fact that Mr. Strauss’s

latest book, The Battle of Salamis (2004), had been well received. As proof

of this he mentioned a review he had read on Amazon.com that compared

Strauss’s style to that of Tom Clancy. The review read as follows:

‘‘A Good Story Well Told’’ / December 1, 2004 / Reviewer: John Matlock ‘‘Gunny’’

(Winnemucca, NV)

. . . This extensively researched book is centered on the naval battle, but it is set in

its place with descriptions of other parts of the war. . . . It also includes an amazing

amount of detail on the two countries, their cultures and the times in general. . . .

I have to say that the author’s writing style makes this read like a Tom Clancy

novel. . . .3

From a sociological point of view, this encounter is interesting in several

respects. First, users’ book reviews have become conversation pieces in the

‘‘offline’’ world, where what is otherwise a ‘‘secondary’’ information good

becomes the primary topic of a conversation. Second, the fan does not ap-

pear to know the reviewer, but this does not impede him from invoking the

reviewer as a legitimate authority; the materialization of the review, in writ-

ing, on a reputable website is enough to warrant quotation. In this specific

case, the reviewer is a ‘‘Top 50’’ reviewer, with more than 1,500 reviews to

his credit, but does this make a difference? Third, the content of the review

makes use of tiered reputation: the reviewer credits Strauss by comparing

him to a reputable thriller writer (Clancy). Taken together, these three

points suggest that users’ book reviews are an interesting topic for analysis.

In a second case, we came across something more alarming: review pla-

giarism. This instance concerned the book Analog Days (Pinch and Trocco

2002). Analog Days, which chronicled the invention and the early days of

the electronic music synthesizer, was well received by reviewers both off-

line and online. Shortly after its publication in fall 2002, the Amazon.com

editors quoted a review from the Library Journal:

. . . in this well-researched, entertaining, and immensely readable book, Pinch

(science & technology, Cornell Univ.) and Trocco (Lesley Univ., U.K.) chronicle the
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synthesizer’s early, heady years, from the mid 1960s through the mid 1970s. . . .

Throughout, their prose is engagingly anecdotal and accessible, and readers are never

asked to wade through dense, technological jargon. Yet there are enough details to

enlighten those trying to understand this multidisciplinary field of music, acoustics,

physics, and electronics. Highly recommended.4

A similar but distinctly different book that had appeared earlier. Electronic

Music Pioneers, by Ben Kettlewell (2001), received the following user review

on Amazon.com on April 15, 2003:

This book is a must. Highly recommended. April 15, 2003 / Alex Tremain (Holly-

wood, CA USA)

. . . In this well-researched, entertaining, and immensely readable book, Kettlewell

chronicles the synthesizer’s early, years, from the turn of the 20th century—through

the mid 1990s. . . . Throughout, his prose is engagingly anecdotal and accessible, and

readers are never asked to wade through dense, technological jargon. Yet there are

enough details to enlighten those trying to understand this multidisciplinary field

of music, acoustics, physics, and electronics. Highly recommended.5

The ‘‘similarity,’’ of course, is striking. The second review is simply a verba-

tim copy of the first one, with the names of the authors and the period the

book covers replaced. The word ‘heady’ has been removed, and the period

Mr. Kettlewell covers is lengthier than the 1960s (the focus of the Pinch-

Trocco volume), but the comma after ‘early’ has been left in and thus the

review is now grammatically incorrect. Other reviews of Mr. Kettlewell’s

book posted in subsequent weeks contain other sentences lifted from Pinch

and Trocco’s accolades (in this case, from readers’ reviews). Furthermore, an

inspection of the entire set of readers’ reviews of Mr. Kettlewell’s book sug-

gests that the copying from Pinch and Trocco’s reviews might have had an

ulterior motivation. Just before the copied reviews, the following reader re-

view of Mr. Kettlewell’s book appears:

Dissapointing, for a $21 book . . . / March 12, 2003 Reviewer ‘‘djminiwjeats’’ (Chi-

cago, Il USA)

This book, although comprehensive to be sure, often paints in extremely broad or

disconnected brush strokes, leaving me wishing there was more detail at times. This

was especially evident in the first section, a seemingly endless series of brief bio’s of

various figures who are presented as key players in the development of electronic

music, with very little indication of how they might actually fit into the histori-

cal continuum, or how they might relate to each other. . . . I also have read Frank

Trocco’s book on the Moog synthesizer (which also covers the Buchla, ARP, and

others), and found it to be far superior. I’d recommend anyone just getting into this

subject to start there instead.6
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What does this copying strategy suggest? Is this simply an attempt to in-

fluence sales of a less well-received book, stealing the credit from a better-

established publication, or is there a deeper undercurrent provoked by the

above reader review comparing this book unfavorably to the Pinch-Trocco

book? When Pinch contacted Amazon in 2003 and alerted them to this

plagiarism (which Pinch had discovered by accident), Amazon’s response

was to recite Amazon’s policy, which states that Amazon gives users com-

plete freedom in posting reviews and does not intervene in the process (a

policy that has since changed). Clearly issues concerning the freedom of

expression clash here with notions of integrity and the imputed genuine-

ness of reader reviews.

Pinch felt disappointed by Amazon’s response. He was proud of his posi-

tive reviews. (It is rather unusual for an academic book to get any reader

reviews at all.) Pinch felt that his own positive reviews, which he had taken

to come from genuine enthusiastic readers, were now compromised by a

system that allowed blatant copying by possibly non-existent readers.

With these two cases in mind, we decided to further explore the extent

to which reviews are being used and abused in Amazon’s system and in

similar systems. Clearly the electronic media allow perfect copies of both

primary and secondary information goods. Usually we are concerned only

with the authenticity and the quality of the primary artifacts, but reviews

play a determining role in assessing those characteristics. To what degree

can we count on those reviews? A preliminary literature search revealed ev-

idence suggesting that many reviews are not authentic, that users are using

various techniques to game the system, and that this phenomenon may

be widespread. For example, in 2004 both the New York Times (Harmon

2004) and the Washington Post (Marcus 2004) reported that a technical

fault in the Canadian version of Amazon.com exposed the identities of

several thousand of its ‘‘anonymous’’ reviewers, and alarming discoveries

were made. It was established that a large number of authors had ‘‘gotten

glowing testimonials from friends, husbands, wives, colleagues or paid pro-

fessionals.’’ A few had even ‘‘reviewed’’ their own books, and, not surpris-

ingly, some had unfairly slurred the competition.

In view of these early observations, and in view of the enormous volume

of books sold through Amazon and similar systems, the task of understand-

ing the mechanisms that control these reputation and expertise tools is

of prime importance. Cases in which reviews are plagiarized or otherwise

abused seem to be good starting points for understanding the issues.

Preliminary results from our investigation follow.
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Research Methods

Our study involved three kinds of activities: participant observation, inter-

views, and downloading and analysis of data from Amazon.com using

custom-built software.

Participant Observation

Both of us are regular browsers of Amazon.com and other product-review

systems. One of us is an author with many books listed and sold on

Amazon.com, and we both use Amazon.com to buy new and used books

and CDs. We both read and write reviews, rank reviews, review the profiles

of expert users, and more. In addition, we have encouraged our students

to write book and CD reviews and post them, and we have observed the

dynamics of that interaction.

Interviews

We conducted a small number of interviews with prominent authors (nov-

elists and nonfiction writers). The main question we were trying to answer

was ‘‘In what ways have relationships between authors and readers

changed as a result of the introduction of these tiered reputation systems?’’

We also investigated the continuities and discontinuities that authors per-

ceived between older models of quality control and reputation manage-

ment and the new models. We encouraged our interviewees to recall cases

in which book reviews had been abused in the offline world, and we asked

them to reflect on how the review system has changed with the introduc-

tion of new systems.

Custom-Built Software for Downloading Data and Detecting Plagiarism

The primary quantitative tool for our research was a set of software pro-

grams that one of us wrote specifically for the purpose of evaluating the

prevalence of review copying, plagiarism, and abuse. The software included

communication modules for downloading data from Amazon.com and

copy-detection algorithms for detecting re-used text in downloaded data.

The first task for the software was to identify which books or CDs might

have copied text contained in their reviews. A brute-force comparison of all

the reviews ever published is technically feasible; however, we did not have

access to the full database, and we saw little point in comparing books from

different categories. As a working solution, we decided to compare only

those items that are somewhat similar to one another. For a ‘‘similarity’’
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criterion we used data available from Amazon’s public application pro-

gramming interfaces (APIs). Using eXtensible Markup Language (XML),

these APIs programmatically expose various types of data including similar-

ity matching which is based on collaborative filtering algorithms that use

customers’ past purchasing behavior to deduce similarity among items and

project customers’ interest. Evidently, such similarity algorithms can be

very powerful. For example, the similarity algorithm for Pinch and Trocco’s

Analog Days finds Kettlewell’s Electronic Music Pioneers to be similar (figure

11.1). Our data-download algorithm, then, was seeded with any book or

CD title as its source and was able, using recursive calls to the similarity

API, to build a virtual graph representing other items which are ‘‘similar’’

to the original book. Such items included both books and CDs.

Having built a similarity graph, the algorithm proceeded to make calls to

further APIs that exposed the content of user reviews (figure 11.2). Trying

not to exceed limitations set by Amazon on the amount of data that can

be accessed using the APIs, for each book we accessed only the five most

recent reviews.

Figure 11.1

Using similarity data.
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The next step of the algorithm was to compare the reviews to one an-

other. (See the appendix for a more detailed technical description of the

algorithm.) Simply put, the algorithm looks for text re-use at the sentence

level, and produces lists of re-used texts ranked by the amount of similar

text and the probability of the copying (figure 11.3). Importantly, the algo-

rithm is able to detect re-use of text even if the re-use order within the para-

graph is different. For the examples described here, we selected cases in

which more than one sentence was re-used.

The system of reviews we are examining and how they are presented on

Amazon.com can be thought of as a reputational system. That is, Amazon

presents people who visit the website with discursive information from

which they can infer the reputation of a particular reviewer. Amazon’s

system is largely typical of other electronic retailers’ systems; thus, the

Figure 11.2

Detecting copies.
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description below is intended to be illustrative of a whole class of similar

systems that might vary in details of implementation but which are based

on the same principles. Importantly, the system features six discrete levels

of reputation management, which in the case of Amazon.com are layered

in a structure that we call ‘‘six degrees of reputation’’:

1. At the first level, authors’ reputations and credentials accrue to their

benefit directly from the association of the items with their names. This

level of reputation is influenced by activities that take place outside the on-

line recommendation system. It might include official credentials, past per-

formance, reviews offline, and sales history.

2. At the second level, paid editors write reviews and try to influence

buyers to buy a specific book. Sometimes these are quoted from other

media sources; sometimes they are produced for Amazon by its own

Figure 11.3

Comparing similar reviews.
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employees; mostly, they are commercial in nature, resembling the promo-

tional material found on the back-cover blurb which McGrath decries. The

primary objective of these reviews is to offer readers a professional, well-

written, mostly positive review of the item for sale.

3. At a third level, expert users (reviewers) write free-form reviews and com-

pile best-of lists which are ostensibly non-commercial and unbiased as

much as they are opinionated. In the reviews, the expert users also rank

the books on a numeric scale, assigning from one to five stars.

4. At a fourth level, lay users (readers) rate expert user reviews on a binary

usefulness scale (useful or not useful). A summary of past ratings is avail-

able (for example, ‘‘5 out of 10 people found this review useful’’). In addi-

tion, a ‘‘report this’’ feature (introduced by Amazon.com recently) allows

lay users to report inappropriate content, which is then evaluated by Ama-

zon’s staff. The primary objective of these mechanisms is to offset the

reviewers’ power. Ostensibly, poor reviews will receive an inferior useful-

ness ranking, and thus future readers will be alerted and will pay less heed

to such negatively rated reviews.

5. At a fifth level, some reviews are highlighted and given more visibility

based on the usefulness scale and the ranking of the expert users who wrote

them. Reviews that are found to be useful by more readers, or reviews that

are written by credible reviewers (i.e., those whose reviews consistently get

high rankings) are displayed first.

6. At the sixth level, the expert users (reviewers) are credentialed on the

basis of the number of reviews they post and the usefulness of their reviews

as evaluated by lay users. Reviewers who reach the top of the list receive vi-

sual endorsement of their status in the form of an icon next to their name

that states ‘‘Top X Reviewer’’ (where X is 1,000, 500, 100, or 20), and

reviewers who hit the top 20 get to write a profile page that includes a biog-

raphy and a picture.

In this system, the notions of quality, reputation, and expertise are tightly

bound and (as will be explained in detail below) are often conflated.

There is a direct transition from evaluating the quality of an artifact (both

quantitatively, using a numerical scale, and qualitatively, using words) to

meta-evaluating the usefulness of that evaluation (on a binary scale) to

evaluating the expertise of the expert user (based on the level of partici-

pation and the evaluation of that participation by other lay users). Higher

levels of expertise and authority are directly tied to participation; formal

credentials and reputation enter the system only at the first two of the six

levels; expertise is measured on a continuous scale and is affected by levels
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of participation and expert-lay interaction and by lay-user review of expert-

user activity.

To understand what expertise means in this context, we can compare

this system with traditional book-review venues where only certified ex-

perts get to express their opinion (other than, perhaps, in a minuscule

‘‘letters to the editor’’ section where all readers can participate). We can

think of this in terms of Collins and Evans’s (2007) discussion of levels

of expertise in regard to science. Collins and Evans distinguish ‘‘contribu-

tory expertise’’ (possessed by experts who contribute to some technical

specialty—typically scientists in a field writing papers in that field) from

‘‘interactional expertise’’ (held by people who do not have enough exper-

tise to contribute but who have enough to meaningful understand a

field—typically peer reviewers of a field who do not publish in the field, or

skilled sociologists of science who are able to understand the technical

terms of a field but who are not themselves able to contribute). Last, Col-

lins and Evans mention individuals who lack any expertise. If we think of

book reviewing in these terms, we can see that the standard (offline) system

of book reviewing uses reviewers who have contributory expertise. That is

to say, editors typically farm out reviewing to people who have expertise

in the topic being written about—typically to individuals who are experi-

enced in the topic or who have written a book on the same subject. This

applies even to novels; leading novelists are asked to review the works

of other novelists. But even in the offline world this ideal of contributory

expertise breaks down. Many reviewers for newspapers appear to be ‘‘pro-

fessional reviewers’’ whose expertise lies precisely in writing book reviews

and who may have no contributory expertise in the field being written

about. Such reviewers may signal their lack of knowledge of the field, but

can still write an influential review by, for instance, revealing how much

they learned and recommending the book on that basis (and perhaps

also for its literary quality). Such reviewers may have what Collins and

Evans call ‘‘interactional expertise’’ in the topic of the book, and they

will certainly have contributory expertise as expert writers of book reviews.

It is extremely unlikely in the world of offline reviewing that a reviewer has

no expertise either in the topic under consideration or as a writer of

reviews.

The radical shift with online reviewing is precisely over the matter of ex-

pertise. It is possible in a system like Amazon’s for a reviewer with no

expertise at all in terms of Collins and Evans’s discussion to write a review.

The only thing required, other than basic language skills, is participation.

Users demonstrate their expertise by writing reviews and compiling lists.
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Whether the reviews are sufficiently expert is determined not by editorial

fiat or by credentialed qualifications but by the community. The reviews

are subject to the community’s scrutiny: the community evaluates their

contribution on a usefulness scale, which in turn subjects the review to

increased or decreased levels of visibility. At the top of the expertise scale,

Amazon tries to mimic offline mechanisms of accreditation by ranking the

top reviewers and by giving visual indication of their status as such. We

read this as an attempt to overcome the problem of information overload,

to which this system, of course, is not immune. By giving the readers (lay

users) a clear indication of the expert’s status, the site saves the users the

effort of trying to evaluate the experts—a saving that can be significant

when one is browsing items that have hundreds or even thousands of

reviews. There are two significant differences between this accreditation

system and the traditional educational accreditation system: (1) The only

accreditation of the ‘‘experts’’ is tied to participation, attests to ‘‘real-world’’

performance within the system, and does not rely on external factors such

as credentialed markers of expertise or reputations garnered by subject area.

This is very different from, say, a training certificate that attests to the com-

pletion of some educational activity but says little about the expert’s ability

to partake in hands-on activities. (2) The accreditation is relative. A review-

er’s only way to reach the top is by topping other reviewers. As we have al-

ready seen, though, the actual working of this system is more nuanced.

This system makes ‘‘expertise’’ substantially performative. Unlike in Collins

and Evans’s discussion, there is no way to determine whether reviewers are

non-experts, whether they possess interactional expertise, or whether they

possess contributory expertise other than by their performance.

In summary, the six degrees of reputation are underwritten by various

mechanisms for displaying and expressing expertise through writing, read-

ing, and evaluating reviews. Admittedly, the form of expertise being

performed and displayed here is complicated—almost certainly a mix of

reading and writing skills, real-world knowledge of the subject matter, and

(occasionally) a degree of strategic acumen in selecting a book to attempt to

review. But the radical nature of Amazon’s system is precisely the attempt

to reduce this complexity by substituting simple numerical rankings. Just

as the complex success of a book is reduced to its sale ranking on Amazon,

so the complex matter of reputation and expertise is reduced to simple nu-

merical valuations—for the author, how many readers’ reviews and how

many stars the book gets, how many people found the review useful, and,

if the reviewer is highly successful, his or her ranking among Amazon’s

‘‘top reviewers.’’
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At this point one may raise several objections. First, reviews of books are

particularly powerful because they help establish the meaning of the arti-

facts in question more than, say, reviews of electronic gadgets. In Collins

and Evans’s terms, it is easier to gain contributory expertise in evaluating a

printer or a food mixer than in evaluating a book on high-energy physics.

While this might be true, it only serves to make our point that meaning-

making, quality assessment, expertise, and reputation are conflated in such

systems. A second objection will alert us to the point that people partic-

ipating in this system are probably a self-selected group who, to begin with,

ascribe weight to tiered systems of evaluation—in short, they seek meta-

information. Are these observations, then, generalizable to larger audi-

ences? Can we see parallels in other contexts? Anecdotal evidence suggests

that we can. For example, we have seen ‘‘user reviews’’ scrawled on bill-

boards in New York subway stations. It seems as if user input as a form of

review is becoming an accepted form of cultural expression. A third objec-

tion will note that levels 4, 5, and 6 of the reputation system concern only

a small group of lay experts, and that their activities do not necessarily re-

flect the activities of reviewers as a whole. This, of course, is true, but it does

not limit our claim that the system offers built-in incentives for such activ-

ities, and that at the outset such incentives might be a part of the solution

to the free-rider problem. All these claims are explored in detail below.

Empirical Findings: Strategies and Practices of Reputation Management

In this section we report conclusions from evaluations of more than 50,000

user reviews of more than 10,000 pseudo-randomly selected books and

CDs. Our findings allow us to estimate that about 1 percent of all review

data is duplicated, either verbatim or with some variations. The similar pat-

terns observed across different genres of books and CDs suggests that our

findings will be corroborated with larger data sets, but further research is

necessary.7 In most of these cases the copying is done by a person who

writes an original review and copies it into reviews of different items with

or without an attempt to modify his or her reviewer identity (i.e., name

and email address). Importantly, we have not found further cases of re-

views that were copied from a book or a product to a competitive book or

product, as was done in the case that triggered our investigation.

The numerous cases of review re-use can be grouped into several

categories:

n reviews copied from one item to another in order to promote sales of a

specific item
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n reviews posted by the same author on multiple items (or multiple editions

of the same item) trying to promote a specific product, agenda, or opinion
n reviews posted by the same author using multiple reviewer identities to

bolster support for an item
n reviews (or parts thereof) posted by the same reviewer to increase his own

credibility and/or to build his identity.

We will now describe examples of how these strategies are employed.

Product, Opinion, or Agenda Promotion

The most common use we identified for duplicated reviews was the promo-

tion of an agenda, a product, or an opinion. In several cases, review space

was used simply for free advertisements or spamming. For example, in the

review space for drummer Bill Bruford’s CD Earthworks, which was sold on

Amazon.com for $19.98, we found the following ‘‘review’’:

AMAZON IS THE WRONG PLACE TO BUY THIS / As with all the BB remastered

Winterfold/Summerfold titles, this CD can be found @ $14.98 direct at billbruford

.com.8

The same reviewer posted the same ad on other items and also participated

persistently in attempts to boycott products and promote alternative prod-

ucts. Surprisingly the ad stayed in the review space; Amazon took no action

against it. Not surprisingly, perhaps, users did not find it necessary to re-

port this ‘‘review’’ as inappropriate content using the ‘‘report this’’ feature.

Many of them probably found this information useful. Users we have

talked to also reported more extreme cases found on other CD product

pages, where sometimes the review space is used to post links that point di-

rectly to digital copies of the music itself (often as torrents, a file type sup-

ported by the popular peer-to-peer software BitTorrent, which is hosted on

users’ computers and not on a central server and is thus more resistant to

the standard threats from copyright owners). Under this scheme, the Ama-

zon system is used simply as an easy-to-use index of copyrighted music.

(Ironically, providing such an index was the original goal of Napster before

it was sued out of existence by the music industry.)

Another strategy is agenda promotion. Two examples from the political

memoir genre follow. In one case, review space for many of the books cri-

tiquing President George W. Bush was used to promote a conspiracy-theory

video. Variations of the following excerpt were copied multiple times:

. . . check out the movie 911 in Plane Site. www.911inplanesite.com. This movie

shows suppressed news footage and video evidence from 9/11 that proves the

government’s ‘‘official story’’ is ludicrous. For example, the Pentagon was hit by
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something, but it wasn’t a passenger airliner. That’s why we haven’t seen Pentagon

footage. Please, check out this movie and show as many people as possible.9

This reviewer’s strategy is sophisticated. By inserting this morsel of infor-

mation into review space of books that are critical of the Bush presidency,

the writer is sure to be speaking to a specific audience that is likely to be

receptive to his agenda. A more complicated use of the same strategy was

employed against Henry Kissinger. In this case, text was entered in the re-

view spaces for all of Kissinger’s books and for many books about him. The

reviewer, of course, proposes an alternative in the form of another book:

. . . if you want the evil truth about Dr K and how he undermined the 1968 peace

talks, read ‘‘No Peace, No Honor: Nixon, Kissinger, and Betrayal in Vietnam’’ by

Larry Berman. This book explains how Nixon and Kissinger illegally colluded with

SVN and Nguyen Van Thieu—he was told by Nixon via Anna Chenault to ‘‘hold

on, we are going to win’’ and ‘‘you will get a better deal with us.’’ So Thieu says

he won’t talk peace, Nixon wins, Kissinger openly changes sides after working with

the Democrats, and together they crank up the war. The point is: The War could

have ended in 1968 if it were not for this man—Dr Death himself, Henry Adolf

Kissinger!10

A subtler strategy in this category calls for posting the same review multiple

times for the same item under different reviewer names. Our data include

many cases of the use of ‘‘sock puppets’’—virtual identities which are used

to back up other users’ opinions. With this strategy, the same review will be

repeated under different reviewer names. For instance, the reviewer ‘‘book-

critic.com’’ shows up with the same reviews under the name ‘‘faithful

_reader.’’ This strategy is especially useful for popular items that receive

dozens of reviews. In these cases the reader usually is not aware that the

reviews are duplicated; the reviews are separated into multiple pages, and a

limited attention span usually keeps a reader from browsing through more

than a handful of reviews. It is important to note, however, that in several

cases there seemed to be little commercial intent in this strategy. In some

cases it was obvious that a user had, for some reason, lost access to his older

identity, had built a new user profile, and had manually copied all his ear-

lier reviews and posted them anew under the new identity. This suggests

that reviewing is highly connected to identity building.

Identity Building

Several cases demonstrate how online reviewing is becoming an activity

that, in addition to being aimed at assessing the quality of information

goods for sale, provides a way for reviewers to construct their own identi-
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ties. In one case, a reviewer took the opportunity to use review space for the

purpose of communicating with the rock musician Bruce Springsteen. In a

review titled ‘‘YO BOSS! UP OFF YOUR BUTT & GET BUSY REMASTER-

ING!’’ the user writes:

Hey, BRRRRRUUUUUCCCE! What’s the deal? Just about every major Top 40 artist

has had their catalogs sonically updated EXCEPT YOURS. Why can we buy the

‘‘Tracks’’ editions, and get glorious HDCD-encoded sound, but ‘‘Touch’’ sounds like

it’s coming out an AM radio? OK, you did your best, but Dubya’s back in the White

House for the next four years, and Kerry’s home in his underwear watching the

Weather Channel. You should have plenty of time on your hands now . . . GET

BUSY! Let’s see some remastering!11

Such direct dialog speaks both to the artist and to the audience. The re-

viewer tries to establish himself as an expert who is in a privileged position

to tell the artist what to do. This is a reversal of the usual relationship be-

tween artist and audience.

Our interviews with authors corroborate the premise that artists often

read user reviews, looking for feedback. Interestingly, one of our interview-

ees, the novelist J. R. Lennon, reported that he stopped doing so when he

understood that some reviewers were not seriously assessing the literary

merits of the book but rather were pursuing their own agendas. Lennon

had initially liked the access to readers’ comments, and indeed on receiving

his first negative comment he actually posted a reaction to it. He told us:

I wanted to defend myself to people who were being really nasty in their

customer comments. . . . I was shocked that people were not discussing the

book in any analytical or rational way. They were just sort of blurting out

their gut reaction to it under the cloak of anonymity. The reaction to it was

shocking. I think that’s why I posted a comment. Of course that’s not

shocking anymore, because that’s what the internet is full of now, and cus-

tomer comments are sort of accepted as a reasonable form of book review.

Soon, however, Lennon asked Amazon.com to withdraw his comment:

I called Amazon and asked them to remove my own comment on my book,

[I felt that] the whole concept of commenting on your own book on the

internet was really stupid.

Q: Why is it stupid?

Because if somebody wants to ask me about it they can, I feel the book is

self explanatory. If someone wants to ask me about the book I don’t mind

talking about it. So when I talked to the Amazon guy about removing it, he

said ‘‘yeah everyone’s doing it.’’
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Here an author can be seen adjusting his own practices to life in the new

and unaccustomed digital medium. There is no doubt that this author’s

experience of the new reviewing system has, over time, become largely

negative:

Basically I hate Amazon customer comments. I despise them, because any

anonymous prick can wreck your day without even looking at your book.

If your book is coming out at the same time as someone else’s they can

just send their friends in to sabotage your rating.

Lennon found that early on he himself was drawn into the game of writ-

ing reviews simply to defend a book against what he perceived as unfair

comments:

The only review I ever remember doing was for a guy named Stewart

O’Nan, who was in the writing program in Cornell. He lives in Connecticut

now. He wrote this terrific book [A Prayer for the Dying], a very short novel

about a priest in a small village in Wisconsin when plague and fire hit at

the same time. It’s very dark and in second person. And someone had writ-

ten in an Amazon customer comment who hated Stewart O’Nan, saying it

was plagiarized. . . . It was really nasty and had nothing to do with the book,

and I actually wrote a review defending the book.

Q: Did O’Nan ask you to do that?

No, I barely know him. I was furious.

We are finding many users have felt (and occasionally succumbed to) the

temptation to attack others by posting negative reviews, the temptation to

write in support of oneself, or the temptation to fend off attacks on one’s

friends and colleagues. It is easy to do, and—with the possibility of posting

anonymously—it is almost free of cost. In the course of our research, we

have encountered numerous stories of publishers, friends of authors, and

others engaging in these practices. It seems likely that a significant percent-

age of Amazon book reviews (and probably of online product reviews in

general) are generated in such a way. As a result, the worth of even positive

reviews becomes more and more difficult to gauge.

One interviewee, an academic author, was frustrated when she found out

that a person who had reviewed her book favorably was less genuine than

she had once thought. She commented to us in an e-mail:

[This reviewer] wrote a very lengthy and kindly review of my own book on Amazon,

but upon surfing semi-randomly over the years for books by others that interest me, I

see he has been everywhere, and every damned book he reviews gets 5 stars. It turns
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out he is ‘‘reviewer #47’’ [and] has written over 600 (five-star) book reviews. Is he re-

ally so easy to please? Has he also read hundreds of other books, which don’t merit

five stars and which he generously declines to review so as not to post criticism?

Does he perhaps pilfer his prose from other places? It might bear looking into. I can

say that I never paid a dime for his flattery, but maybe he sells it to others. . . . I’m

curious as to what he gets out of all these five-star reviews. Does he hope to ingratiate

himself with authors, is he a frustrated ABD, or is he just a history whore?

Our initial data suggest that indeed many of the reviews generated by top-

ranked reviewers are positively biased, and that inadvertently these re-

viewers might continue to generate this bias in order to maintain their

high rankings. Further research is needed, however.

An individual who reviewed several Tom Hanks–Meg Ryan movies

posted the same review for Sleepless in Seattle as for You’ve Got Mail. Each

was ‘‘a film about human relations, hope and second chances, but most

importantly about trust, love, and inner strength.’’12 As we know, espe-

cially with the demands for producing one blockbuster after another,

Hollywood movies are sometimes strikingly similar, yet posting the same

review for two different films suggests that the reviewer is interested less in

accurate representation of a movie’s content or qualities and more in the

sort of reputation and identity that he or she can build as someone who

posts numerous reviews.

One might think that there is little harm in posting duplicated reviews

like those cited above. After all, a reviewer’s statements could indepen-

dently be true of more than one movie, and there are no serious conse-

quences if they are not. A reviewer who regularly posts music reviews

on ACIDplanet.com, an online music site where musicians can post their

own music and can review and download the music of others, told us that

he posted only positive reviews, knowing that the chart rankings on this

site were based mainly on such customer reviews. He had found that if

he reviewed other artists favorably he would get positive reviews in re-

turn (a phenomenon that users call ‘‘R ¼ R’’). But such positive reviewing

stretched his capacity to find enough words to post the same plaudits with-

out repeating himself:

If I feel that I’ve written a lot, the same thing, I’ll get the dictionary out and

change a few words. And I just, say, ‘‘I’ll change ‘creative’ to ‘inventive.’

Oh, that’s good! I’ll change, you know, ‘cool’ to ‘groovy.’ Oh, that’s good,

you know!

This artist said that he found it unethical to copy a review, but that he

encountered copied reviews often:

Six Degrees of Reputation 359



And there’s people who post the same review over and over again.

Q: You’ve seen that?

Oh yeah, yeah. I’ve gotten a review, and it’s just all positive stuff, and then

I’ve gone and I’ve listened to someone else’s music, ‘‘Hey, you know, this

guy reviewed—oh it’s the same review!’’ And he just cuts and pastes, you

know, a positive review. Or a negative review, for that matter. Uh, I see

that a lot.

The problem takes on even more salience when the product being

reviewed is not a book or music but a drug. We found such a case on

DrugRatingZ.com, a site used by people to post reviews of prescription

drugs. In this example, the review concerned the drug known by the ge-

neric name Lorazepam or by the brand name Ativan:

Works well if you have never used benzodiazepines regularly. It is very habit-forming

and stops being effective if used too often. Makes you very drowsy, but can be ex-

tremely useful for panic attacks.13

At a first glance this seems to be a simple, authoritative statement, but fur-

ther browsing on the site reveals a review for the drug known by the ge-

neric name Clonazapam or the brand name Klonopin that reads as follows:

Works well if you have never used benzodiazepines regularly. It is very habit-forming

and stops being effective if used too often. Makes you very drowsy, but can be ex-

tremely useful for panic attacks.14

A short consultation with a medical doctor reveals that these drugs are

based on the same molecule. Arguably, under those conditions, it makes

sense to have the review copied, but does the fact that in the latter case

we’re dealing with reviews of drugs that might have significant effect on

people’s lives (or deaths) suggest that the norms for such reviews should

be stricter than those for book and music reviews? We came across this

one case by accident, and further research of drug product sites is clearly

called for.

Another common form of copying we found was when some of the re-

view space was used to write summaries of a topic that were then used

over and over again. For example, a top-20 reviewer with more than 1,350

reviews has made a point of reviewing books dealing with black history,

and in several of his many reviews has used the same paragraphs as

excerpts within specific reviews. Is there anything wrong with doing so?

Should such self-plagiarizing be condemned? The answers to these ques-

tions are not clear and depend on the framework of analysis. Samuelson

(1994) proposes to consider such cases within the framework of fair use.
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What is clear, however, is that the aforementioned individual’s well-written

reviews (which, to be sure, demand a lot of time and attention) have been

highly ranked, allowing him to sustain his status as a top reviewer and to

continue to spread his ideas. In cases like this we see how strongly a review-

er’s strategies of identity building can be tied to agenda promotion.

Self-plagiarism appears to be common in other settings too. The journal

Nature recently published a special report, titled ‘‘Taking on the cheats,’’

that discusses self-plagiarizing in academic settings and makes the follow-

ing assertion:

Self-plagiarism, in which authors attempt to pass off already published material as

new, is a particular problem. In an increasingly competitive environment where

appointments, promotions and grant applications are strongly influenced by pub-

lication record, researchers are under intense pressure to publish, and a growing mi-

nority are seeking to bump up their CVs through dishonest means. . . . And although

most cases are never discovered, almost all of the editors and publishers contacted by

Nature agreed that self-plagiarism is on the rise. (Taking On the Cheats 2005)15

The question that remains open is the question concerning norms. Un-

like in academic settings, where the motivation for such practices is clear

and there is good moral and practical basis for scorn, here it is not clear

what the standard should be. We will return to this point later.

Why Write Reviews?

All book reviewing takes time. Obviously, professionals who write reviews

for, say, the New York Times get paid. But more importantly, reviewing for

such a prominent newspaper adds to their identity as authors. A well-

written review by a well-known author in a well-regarded place can itself

become a topic for further discussions, and on rare occasions a literary

event in its own right. The Times will often review a book only if a well-

known person with special relevance for the topic can be located and is

willing to do the review. One novelist told us that there is also a possibility

of ‘‘payback’’: if you review for the Times, you are more likely to get your

own work reviewed there. Academic book reviewing pays nothing (other

than a free copy of the book) and counts for little on academics’ résumés.

Again it would seem that reviewers use such a medium to build their aca-

demic identities so that they can act as gatekeepers evaluating new work

in their fields.

Why do people engage in online reviewing? What is in it for them? One

possible answer is that it seems that some reviewers on Amazon.com hope

to break into the offline world of paid reviewing. For instance, in an exam-

ple of what we might call ‘‘market signaling,’’ a top-20 reviewer below the
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age of 30 declares in his profile: ‘‘My objective is to do what I do here for a

living.’’ With hundreds of high-ranked reviews under his belt, this reviewer

is signaling to the market that he is worthy of a job as a professional book

reviewer. In other cases, people (many of them adolescents) write reviews

as a social practice and as conversation pieces with their significant others.

It seems to be empowering to them to see their name and review on a

website attached to a famous movie. We have witnessed cases in which

children wrote DVD reviews for movies they had seen in a theater. They

would later send links to their reviews to their friends, and take pride in

their ability to ‘‘publish.’’ In other cases, our observations of students who

participated in online book and CD reviewing as a form of writing practice

suggest that such activities are empowering to them, especially when those

reviews received high rankings on the usefulness scale. In those cases,

young students who have never ‘‘published’’ before were very excited to

see that their reviews were read by many people. Reportedly, that moment

of interaction demonstrated to many of these students how effective their

writing could be.

Users as Active Agents

Taken together, the examples cited above suggest that the new (and still

evolving) systems of online product reviews do not function straightfor-

wardly as a democratic pooling of expertise. As we have shown, people

who write product reviews are engaged in a variety of activities: promoting

agendas, making personal attacks, boosting their own and others reputa-

tions, building their own identities as reviewers, experiencing for the first

time the empowerment of publication, and so on. Of course the majority

of reviews can probably be taken at face value and are reviewers’ attempts

to give their own honest appraisals of products. But the multiple uses of the

new digital technology that we have encountered demonstrate a theme

that is becoming increasingly prominent in the history and sociology of

technology: the power and agency of users (Kline and Pinch 1996; Oud-

shoorn and Pinch 2003). Not only are users a source of new innovations

(von Hippel 2005); they can radically reinterpret the meaning of existing

technologies—a process known in the sociology of technology as ‘‘inter-

pretative flexibility’’ (Pinch and Bijker 1987). For example, early rural users

of Ford’s Model T found that the automobile could be used to power vari-

ous appliances (Kline and Pinch 1996). In online reviewing, the ‘‘user’’ is

a multi-faceted category. It can be argued that the user is really a complex

of different enactments (reading, writing, interpretation, protest) that may

be embedded in the same person or in the collective. Some users find loop-
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holes in the system’s design that help them game the system to their own

ends, but at the same time the same user may give what he or she considers

an honest appraisal of a reader review. Just as identities are complicated in

the online world, so too are users.

Continuities and Discontinuities with Earlier Models and the Offline World

New Affordances?

To what degree do the copying behaviors we have documented hinge on

specific digital system designs, and to what degree do they represent depar-

tures from existing offline models? Clearly the changed materiality of the

online encounter is mediated by technology. As a way of helping to think

about the role of technology here, we would like to start with the concept

of technological affordances. ‘Affordance’ was a term originally coined by

perceptual psychologists and then used in the fields of cognitive psychol-

ogy, environmental psychology, industrial design, and human-computer

interaction. Introduced by the psychologist James J. Gibson in 1966, it

was explored more fully in Gibson’s 1979 book The Ecological Approach to

Visual Perception, which investigates affordances for action (i.e., the empty

space in a door-path affords walking through the door). Donald Norman

further developed the concept in The Psychology of Everyday Things (1988).

His definition of an affordance is the design aspect of an object or a system

that suggests how the object can and should be used: ‘‘. . . the term afford-

ance refers to the perceived and actual properties of the thing, primarily

those fundamental properties that determine just how the thing could pos-

sibly be used. A chair affords (‘‘is for’’) support and, therefore, affords sit-

ting.’’ (ibid., p. 9) However, this definition of affordance is too tied to the

psychological literature and assumes too essentialist a use of a product for

our purposes. We want to make the notion of ‘affordance’ consistent with

the sociology of technology. It is clear that users come up with new and

unexpected uses of technology, and that it is problematic to read off a de-

finitive or ‘‘best’’ use from the design of an artifact. How a chair will be

used depends on the context in which it is used—for example, some chairs

are always used as footrests and never sat in. Furthermore, what a technol-

ogy is good for, or what can be done with it, is in itself a process of social

construction. Affordances cannot be analyzed by looking at the technology

alone. The social, historical, economic, and legal contexts are decisive in

shaping how technologies are interpreted.

An instructive example is that of Minitel, an early French videotex sys-

tem (Schneider et al. 1991). Often seen as a precursor to the Internet,
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Minitel enabled users to use their home terminals to exchange and post

information about restaurants and other products and services (including,

famously, sexual services). The rapid take-up of the interactivity dimension

of Minitel surprised the engineers who had designed the system. They had

included interactivity because it was technically feasible to do so, but they

did not expect it to become the defining feature of Minitel. Other videotex

services (e.g., British Telecom’s Prestell) had no such interactivity, and their

users were limited to broadcast announcements about television programs

and services, posted from only a few central locations. If we think of this in

terms of affordances, we can say that use is constrained by the affordances

but that users determine the actual use of the technology.16 For example,

the affordance of a chair allows it to become a footrest but does not allow

it to become a Minitel terminal.17 We should be careful to distinguish

physical limitations on affordances from social (including political, cultural,

and economic) limitations. For example, the physical limitation on the

affordance of a book review does not constrain its length (one could write

book reviews as long as novels), but the social limitation does constrain

length.18 In summary, we can say that affordances are socially constructed,

and we can ask what new affordances the tiered reputation systems offer.

How do authors and readers construct these affordances, and how are they

reflected in their practices? What affordances make it easier to abuse the

review space? Are there parallels in the offline world?

One of the main affordances the digital systems allows is that the barrier

to entry into participation is dramatically lowered. All one needs to take

part is access to a computer connected to the Internet and some rudimen-

tary keyboarding skills. No one cares if you have ever written a book re-

view, what your age is, what your qualifications are, or whether you can

write. Even children can participate. The Internet, of course, does not per-

mit limitless participation (there are ‘‘digital divides’’ both in access and in

skill), but it does give greater affordance to participation than any offline

medium. Perhaps this is best demonstrated by the removal of geographical

barriers. People around the world can participate in one conversation, re-

gardless of their physical location.

A second difference in affordances concerns the length of the reviews. In

the physical world, book reviewing is constrained by length, especially in

important publications such as the New York Times. One novelist told us:

This is not to say that longer does not always equal better because short

reviews can force the reviewer to be more meaty and succinct and lead to a

more quotable quote for blurbing, but there is no doubt in the Times longer

and more towards the front part of the weekly review is best.
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In online reviewing, a pre-specified word-length limitation is removed. A

review can consist of a few sentences or can be an extended essay—it is

the reviewer’s choice. The review system gives affordance to very lengthy

reviews. In practice, we find, very few online reviewers actually take up the

offer of extended space. Most reviews are rather short, and yet the lack of

length limitation allows a multitude of review lengths to co-exist.

A third and more important physical limitation that is removed in the

online world is that imposed by time. One can take as long as one likes

to produce a review, and can post it at any time. Some books are best read

at a rate of only a few pages a day, but this is not how a reviewer with a

deadline to meet reads them. Online review systems, with their lack of

deadlines, give affordance to a greater variety of reading practices among

reviewers.

A fourth affordance facilitated by online review systems is the ability to

refer to earlier reviews so a dialogue of sorts can ensue. Several instances

show how reviewers disagree with earlier reviews—something that is rare

in the physical world of reviewing. Interestingly, when Amazon changed

the ordering of the reviews from chronological to ‘‘most useful’’ it messed

up this affordance. This affordance can be abused too. One interviewee

reported a case in which ‘‘anarcholiterists’’ systematically discredited earlier

positive reviews of a book in an attempt to get revenge on the author, who

had criticized their group in a newspaper article.

As we saw earlier, ostensibly a significant affordance of the new class of

online review systems is the ability to copy or to cut and paste reviews

from one item to another at a negligible cost. This affordance is the basis

of many of the practices we described in detail above. But is this really a

new affordance? One of our interviewees, the novelist Brian Hall, recounted

a story of offline review plagiarism in English newspapers stemming from a

blurb for one of his books:

I had noticed six months or so after the publication of the hard cover,

when the clippings of the really little papers are coming in, that there was

two or three [of these duplicated], and it may be of course some of these

little papers in England, like here, are just syndicated with each other. So

it may have been one person who did this. That then got farmed out to

like three or four of these different little papers. It was basically just publish-

ers blurb. ‘‘This in enthralling journey into. . . .’’ That kind of publisher talk.

And so they just copied that, and at the end they added one sentence of

like ‘‘so all in all a good read,’’ and then signed it and got paid for it. I

chuckled when I saw it and stuck it in a box. ‘‘Oh look some lazy guy scam-

ming his editor, and the editors to lazy to even notice.’’ . . . And then six
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months later when [my publisher] came out with the paperback, and they

were putting together the back and trying to quote things, sure enough

they quoted one of these things. Of course it sounded great, it was the pub-

lishers copy! And there too the editors of the paperback hadn’t noticed that

it was exactly the same language as the flat copy on the hardcover. So I

called them up and said, ‘‘Yes this is a wonderful review, it sounds great.

I don’t think we should have it because if you’ll just turn to your hard

cover you’ll notice that we wrote that.’’ So they took it off.

In summary, we are not claiming that plagiarism and copying do not

take place in the offline world (clearly they do); it is just that in the online

world copying is easier. Speaking in the language of affordances, we can

say that the new online recommendation systems offer opportunities for

greater participation and for larger variance in review style and length, but

also for easier copying and abuse. More people participate in the review

process, but more foul play occurs.

Cross-Influences

An often overlooked aspect of the new systems is their influence on older

systems. Such cross-influence can work in any of the six degrees of reputa-

tion. For example, one author encouraged all his friends to buy his book at

a special ‘‘Amazon hour.’’ The resulting spike in sales brought the book to

the fourth position among the best-sellers in its category. The author then

received ‘‘Amazon best-selling author’’ status, which has no time limit.

This author can now enjoy that status for the rest of his career, online or

offline, despite the fact that his best-selling tenure was only a few hours

long.

We have been in offline bookstores that allow users to ‘‘publish’’ book

reviews written on ‘‘sticky notes’’ (figure 11.4). This cross-influence shows

the profound ways in which online participation changes offline practices.

Once user reviews have been legitimized online, there is little resistance off-

line to users’ intervening in a process that formerly was a simple business

transaction between a shop and a customer. Evidently, shops that allow

this practice do so in the belief that, overall, the shopping environment

they foster will allow their business to flourish. At the same time, they are

engaging in ‘‘me-too’’ behavior, offering their customers an online-like

experience.

As we noted earlier, we have seen product reviews written on billboards

in New York subway stations. In those cases, random users, some anony-

mously and some by name, chose to share their opinions of a well-known
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manufacturer’s stereo system. Started by a negative review, a dialog of

sorts ensued. What these cases show is that the boundaries between on-

line and offline practices are permeable if not non-existent, and that cross-

influences work both ways.

Conclusion

Clearly, the world of online recommendation systems is a world in transi-

tion. New systems in the changed materiality produced by online purchas-

ing introduce new technological affordances that make certain activities

easier then others. Authors, artists, editors, and users find creative ways to

interpret those technologies and often use the system in richer ways then

the designers originally intended.

Laurence Lessig’s (2000) model of norms, law, markets, and code and

their interplay is useful as a way of making sense of this changing world.

Lessig argues that the above four categories constitute regulatory regimes

that influence the behavior and the freedom of individuals within a soci-

ety, and particularly in cyberspace. Law, norms, market forces, and archi-

tecture (code) work together to set constraints and limitations on what

Figure 11.4

Sticky notes as users’ reviews.
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we can or cannot do. All forms of regulation on human practices, they

determine how individuals, groups, organizations, communities, or states

regulate and are regulated. Lessig argues that we must consider these four

forms of regulation as they pertain to one another because they interact

and can compete, and that each of these concepts can reinforce or under-

mine another. Lessig further describes in detail how power nexuses (such as

the movie industry) use their control to influence a combination of these

categories in order to fortify their long-standing interests. In Lessig’s view,

we should understand those interactions, and we should intervene in them

if we want to create a more equitable and just society.

We have seen that what is ostensibly an activity within a market (online

book and CD sales) is actually influenced directly by code (the techno-

logical affordances that the system offers), by norms (which, as we have

seen, are often not yet stabilized), and to a lesser degree by the law. (The

legal aspects of this system are beyond the scope of the present work.) In-

deed, we can expect all four components to come into play as the system

matures. Lessig’s account, however, does not place enough emphasis on

the power of users to interpret technologies and their use in ever-new con-

texts. The user practices we have documented are not things that can be

read formally into the system in advance. User practices in the form of local

resistance, much before they stabilize into norms, can have a significant

influence on the stabilization of a technology. Norms, laws, markets, and

code—in essence the things that make up our material infrastructure—are

often, as this case shows, in flux in the early days of a technology, and will

further change as users evolve new practices and as designers and operators

respond to users. And here our intervention as scholars produces another

interesting potentiality in the system. The sorts of practices we have docu-

mented in this chapter could have been documented by Amazon (and for

all we know may indeed have been documented). Furthermore, if we can

write an algorithm to detect copying, then it is possible for Amazon to use

such algorithms to alert users to copying and, if necessary, to remove mate-

rial. If Amazon were to write such an algorithm and to remove copied ma-

terial, that would not be the end of the story. Users will adapt to the new

feature and will, no doubt, look for new ways to game the system. But we

assume that at some point, as with offline reviewing, the system will be-

come fairly stable.

In this chapter we were able, by studying a technology in transition, to

focus on novel user practices. What we hoped to gain from studying these

cases is a better understanding of the system as a whole—not only of where

it ‘‘fails’’ but also of its potential when it functions properly. There is little

368 David and Pinch



doubt that online book reviewing is here to stay and that it is already

changing many aspects of the book world. Whether these changes are for

the good depends significantly on users. As we have shown, technology

unfolds as user practices evolve. Users can and must play a part in shaping

this technology, and can and must exercise their agency in living in a ma-

terial world.
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Appendix: Technical Description of Copy-Detection Algorithm

The copy-detection algorithm we used is based on a modification of the

winnowing algorithm (Schleimer et al. 2003). Originally the algorithm

worked on the level of symbols. Daria Soronika’s adaptation of this algo-

rithm to text problems moves it to the level of words and sentences. Win-

nowing has two parameters: k and t. Sequences of k symbols are called

k-grams. Each k-gram can be converted into a number by some hash func-

tion. A document is represented by the set of fingerprints—a subset of all

possible k-grams extracted from this document. The main idea of winnow-

ing is the following: For each window (sequence) of size t > k there is at
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least one k-gram from this window that is chosen into the set of finger-

prints. This k-gram depends only on the content of the window and does

not depend on its place in the document. Therefore, if two documents

share substrings of length at least t, then their sets of fingerprints will share

some fingerprints.

In summary, in our version of the algorithm we are comparing texts

based on sentence level. Therefore, we don’t need k-grams crossing sen-

tence borders. And k-grams crossing word borders don’t make much sense,

so we redefine k-gram as a sequence of k words, not k symbols, and we are

considering only those k-grams that fit inside some sentence. Sentences

are considered similar when they share at least one non-widespread

k-gram. By our definition these are k-grams used by three or fewer authors.

Notes

1. For an early review, see Resnick and Varian 1997.

2. For a neutral account of larger trends and the rise of the network society, see Cas-

tells 1996.

3. Source: http://www.amazon.com/gp/product/customer-reviews/0743244508/ref

=cm_cr_dp_2_1/102-6460714-8298569?%5Fencoding=UTF8&customer-reviews.sort

%5Fby=-SubmissionDate&n=283155

4. http://www.amazon.com/exec/obidos/tg/detail/-/0674008898/qid=1124793312/

sr=8-2/ref=pd_bbs_2/102-6460714-8298569?v=glance&s=books&n=507846

5. http://www.amazon.com/exec/obidos/tg/detail/-/1931140170/qid=1124793411/

sr=1-1/ref=sr_1_1/102-6460714-8298569?v=glance&s=books

6. Source: http://www.amazon.com/gp/product/customer-reviews/1931140170/ref

=cm_cr_dp_2_1/104-8520953-6108702?%5Fencoding=UTF8&customer-reviews.sort

%5Fby=-SubmissionDate&n=283155

7. Further research is needed primarily to establish correlations between review type

and copying practices. Further research is also necessary to fully evaluate editorial re-

view practices and its uptake within user reviews. As the research progresses, it is our

intention to stabilize the software and offer it for free download as an open source

package so that interested parties can corroborate our data and use it for further

research.

8. http://www.amazon.com/gp/cdp/member-reviews/AGEJE3WH26UBR/ref=cm_cr

_auth/103-4232317-9497407

9. http://www.amazon.com/gp/cdp/member-reviews/AF4XMZXOYWR7L/ref=cm_cr

_auth/103-4232317-9497407?%5Fencoding=UTF8
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http://www.amazon.com/exec/obidos/tg/detail/-/1931140170/qid=1124793411
http://www.amazon.com/gp/product/customer-reviews/1931140170/ref
http://www.amazon.com/gp/cdp/member-reviews/AGEJE3WH26UBR/ref=cm_cr
http://www.amazon.com/gp/cdp/member-reviews/AF4XMZXOYWR7L/ref=cm_cr


10. http://www.amazon.com/gp/cdp/member-reviews/AHSOTSV5VRTAH/ref=cm_cr

_auth/103-4232317-9497407?%5Fencoding=UTF8

11. http://www.amazon.com/exec/obidos/ASIN/B0000028SR/qid%3D1115574821/

sr%3D11-1/ref%3Dsr%5F11%5F1/103-4232317-9497407 and http://www.amazon

.com/exec/obidos/ASIN/B0000026E5/qid%3D1115575375/sr%3D11-1/ref%3Dsr

%5F11%5F1/103-4232317-9497407

12. http://www.amazon.com/exec/obidos/ASIN/B0000AOV4I/qid%3D1115573323/

sr%3D11-1/ref%3Dsr%5F11%5F1/103-4232317-9497407 and http://www.amazon

.com/exec/obidos/ASIN/6305368171/qid%3D1115573451/sr%3D11-1/ref%3Dsr

%5F11%5F1/103-4232317-9497407

13. http://www.drugratingz.com/ShowRatings.jsp?tcvid=618

14. http://www.drugratingz.com/ShowRatings.jsp?tcvid=754

15. A section of the report discusses anti-plagiarism measures taken in the e-print re-

pository arXiv.org. For this project we have used an adopted version of the software

developed and used by arXiv. See appendix for details.

16. A related notion here is Madeline Akrich’s (1992) notion of a technological

‘‘script.’’ As with a literary script, designers try and designate particular patterns of

use which are ‘‘scripted’’ into the technology.

17. This issue is much debated within the field of Science and Technology Studies.

See, e.g., Grint and Woolgar 1992.

18. For a nuanced study of how social and technical processes work together to en-

able new sorts of affordances in online newspapers, see Boczkowski 2004. Hutchby

(2001) uses the notion of affordances in discussing how an interactionist approach

to telephone conversations can be integrated with the sociology of technology.
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12 Transfer Troubles: Outsourcing Information Technology

in Higher Education

Nicholas J. Rowland and Thomas F. Gieryn

This chapter is about transfer—but not the kind of transfer one might

expect from two specialists in science and technology studies (STS). We

do not consider ‘‘technology transfer’’ the movement of scientific knowl-

edge from laboratories into industry for development and commodification

(Etzkowitz 1990). Nor do we consider the international transfer of scien-

tific knowledge and technology from developed to less developed coun-

tries (Shrum and Shenhav 1995). Our focus is on the transfer of processes

and practices from one organizational setting to another. Specifically, we

consider a transfer that has, in recent years, thoroughly changed how

universities and colleges conduct their organizational routines: outsourc-

ing information technology (IT) to external vendors that sell diverse pack-

ages of software for data management. In general, outsourcing transfers

some function or operation from within an organization to outside ven-

dors who assume responsibility for handling the tasks—and who seek to

profit from providing these services. Lately, colleges and universities have

outsourced a wide range of auxiliary services in order to save money and

enhance performance: college bookstores, residence halls, food services,

student health care, campus security, real-estate management, laundry

services, custodial labor, vending machines, parking lot management,

printing, alumni relations management, bus services, golf courses, building

design and maintenance, travel agencies, and even movie theaters (Biemil-

ler 2005; Blom and Beckley 2005; Davies 2005; Gose 2005; Lund 1997). Per-

haps the most visible marker of campus outsourcing is the ‘‘food court’’:

golden arches and branded pizzas have migrated from shopping malls and

airports to dormitories and student activities buildings, replacing cafeterias

that once were fully operated by the university itself. As universities and

colleges increasingly begin to outsource information management systems,

many of them are discovering (often painfully) that IT is not exactly like

hamburgers.



Our analysis centers on the recent experiences of Indiana University,

which has traded in its long-standing ‘‘legacy’’ information systems for

new integrated software packages marketed by PeopleSoft—one vendor of

Enterprise Resource Planning systems (ERPs). Indiana University is a large,

state-assisted research university. Its Bloomington campus has more than

35,000 students and an annual budget for campus operations of more

than $1 billion. Like most public universities, Indiana University offers a

huge array of undergraduate degree programs as well as graduate and pro-

fessional schools. The Kelley School of Business is among the most presti-

gious and best-endowed professional schools on the Bloomington campus.

When the university switched over to PeopleSoft in 2004, transfer trou-

bles began to appear as administrators and counselors at the Kelley School

of Business sought to implement the crown jewel of its undergraduate de-

gree program: ‘‘I-Core,’’ an ‘‘integrated core’’ of courses in finance, market-

ing, operations and strategy that enables students to relate what they have

learned in one course to problems raised in another. These courses are rig-

orous and demanding, and successful performance in I-Core is a student’s

only pathway to an undergraduate degree in business at Indiana Univer-

sity. Much of the prestige of the Kelley School stems from I-Core, and grad-

uated students praise I-Core as good preparation for the real world of

interconnected business challenges. However, I-Core is administratively

organized in ways that set it apart from the curriculum of courses in all

other teaching units at Indiana University. As we shall see, the distinctive

process through which students register for courses in I-Core is not well

aligned with the PeopleSoft system purchased by Indiana University, which

was designed to handle the ordinary class registration procedures standard-

ized throughout the rest of the Bloomington campus. Transfer troubles

ensued, and officials at the Kelley School squawked about the time and

money needed to protect their precious I-Core.

Our discussion of transfer troubles as a chronic feature of outsourcing

will draw on two bodies of research. For new institutional economists,

transfer of organizational practices creates economic costs that are calcu-

lated by organizations trying to decide whether or not to outsource. For

STSers, transfer creates cognitive and communication problems stemming

from the impossibility of articulating exactly and fully the practices to be

outsourced.

Why Universities Outsource IT

When critics bemoan the corporatization of higher education, they often

point to outsourcing as an instance where local traditions and collegiality
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have given way to the bottom line. Never mind that students now might

actually prefer to eat franchised fast food instead of the ‘‘mystery meat’’ tra-

ditionally served up on ancient steam tables run by university-owned food

services. Universities, in effect, have little choice: retrenchments in state

support for higher education, coupled with increasing competition both

for those qualified students with the ability to pay skyrocketing tuition

and fees and for lucrative research grants, have made outsourcing a neces-

sary tool of fiscal management (Barnett 2000; Breneman, Finney, and Roh-

erty 1997; Goldstein, Kempner, and Rush 1993; Slaughter and Rhoades

2004). The decision to hire PeopleSoft to run a university’s information sys-

tem is easily justifiable these days in terms of good business practices—and

it is no accident that ERPs were first developed to serve profit-seeking cor-

porations (Klaus, Rosemann, and Gable 2000).

The use of ERPs is so widespread in business—and so profitable for its

vendors—that the early 21st century is being called the ‘‘Enterprise Re-

source Planning Revolution’’ (Ross 1998). In the United States, a majority

of Fortune 500 firms are running ERPs (Kumar and van Hillegersberg 2000;

Langenwalter 1999; Norris et al. 2000), and globally more than 60 percent

of multinational firms have adopted them. In 1998, ERP vendors made

nearly $17.5 billion in profits (PricewaterhouseCoopers 1999). By 2000, ap-

proximately $40 billion in revenue was generated by ERP software pro-

ducers (including their consulting services) (Willcocks and Sykes 2000).

The use of ERPs is so widespread that even other software companies pur-

chase ERP systems to manage their businesses, including such industry

giants as IBM and Microsoft (O’Leary 2000). Organizations in higher educa-

tion may have jumped on the ERP bandwagon a little late, but they are

unhesitatingly going in now with both feet. By 2002, 54 percent of the

480 universities and colleges included in Kvavick et al.’s (2002) extensive

study had implemented an integrated IT system such as PeopleSoft, Oracle,

SCT Banner or SAP. Overall, American universities and colleges have

invested more than $5 billion in ERPs, making higher education a small

but growing source of revenue for ERP vendors.

Before ERPs arrived on campus, universities and colleges relied on ‘‘leg-

acy’’ computer systems to handle their organizational information (student

records, admissions, budgets, payroll, human resources, and course sched-

uling). These homegrown systems were typically run on early-generation

mainframe computers and were tailor-made by ‘‘in-house’’ staff, producing

considerable variation from school to school. ERPs are different from legacy

systems in two important ways. First, a legacy system is highly depen-

dent upon the expertise of the few people who built it, and their knowl-

edge is valuable because it is idiosyncratic: it is embedded, local, and
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organization-specific. By contrast, a vendor’s integrated information system

is ‘‘standard’’ enough to serve the needs of a number of client organiza-

tions. Although ERP systems offer a variety of modules to be chosen by

each client in different ways, PeopleSoft and its competitors depersonalize

and delocalize the expertise and practices surrounding IT—and this inevita-

bly makes a vendor’s system less flexible for the adopting school. Second,

legacy systems comprised a number of discrete databases spread through-

out campus, and these functioned more or less autonomously. By contrast,

ERPs centralize the collection, processing and storage of organizational data

for a variety of purposes, and predictably managerial authority over these

systems is also centralized.

In practice, ERPs in higher education do three things for a university

(Brady, Monk, and Wagner 2001). First, they consolidate data management

into a single system. Second, they integrate information systems in a way

that makes discrete sub-units more dependent upon each other. Third,

they digitize and automate the processes of data collection and retrieval—

processes that once produced long paper-trails now appear as fleeting traces

on a website designed by PeopleSoft. Each of these changes translates into

significant cost savings and enhanced performance for universities and col-

leges, at least in theory. Legacy systems were becoming increasingly expen-

sive to maintain, as the skilled programmers who designed them faded into

retirement and as Web-based systems replaced mainframes. Costly repairs

and constant updates now became PeopleSoft’s burden. Moreover, the inte-

grated and consolidated character of ERPs saves money by requiring data

to be entered only once (previously, the same data might be entered repeat-

edly, in different functional domains). The likelihood of errors in data-entry

is reduced if the data are entered only once, and there are other improve-

ments in performance: because ERPs are capable of providing ‘‘real-time’’

data, university administrators can (in principle) make wiser decisions

based on the best possible information.

Outsourcing IT is an especially effective way for universities and colleges

to save money because of its back-office character. PeopleSoft itself does not

appear on university websites, many of its tasks are invisible to students

and their tuition-paying parents, and its influences seem remote from core

activities of classroom teaching or research. In a sense, universities can

‘‘quietly’’ save money by adopting an ERP—avoiding the outcries that

would surely attend an increase in tuition or a decrease in financial aid.

But the advantages and efficiencies of PeopleSoft will stay quiet only if the

new system works; if the ‘‘fit’’ between the newly adopted integrated in-

formation system and ongoing routine organizational practices goes bad,
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PeopleSoft can become a lightning rod for rancor and complaint. And there

are several good theoretical grounds for assuming that the adoption of an

ERP will inevitably become a misfit.

One Source of Transfer Troubles: Transaction Costs

According to new institutional economics, transfer troubles in outsourcing

result from cost-benefit decision-making by the two organizations involved

in the outsourcing of IT: a university and a vendor. Both organizations pur-

sue the economies they need in order to survive—vendors (like PeopleSoft)

seek profits and market share, universities seek cost savings and enhanced

performance. In this arrangement, universities must somehow deal with

‘‘transaction costs,’’ which Williamson (1985) describes as the economic

equivalent of friction in physical systems. Friction occurs when a process

or product purchased from an external vendor is introduced into an

organization—but where the resulting fit is less than perfect. The organi-

zation must then pay to fix these imperfections, i.e., transaction costs.

Williamson’s model is designed to explain the organization’s choice to out-

source (or not) in terms of anticipated transaction costs.1 Transaction costs

are one important source of ‘‘transfer troubles’’ facing organizations that

outsource, but (as we shall see) they are not the only source.

Vendors face the following challenge: How can the many idiosyncratic

information practices among a population of universities be translated

into a single standardized system that will be ‘‘close enough’’ to extant

practices? To be sure, PeopleSoft could build individualized information

systems for each university in order to satisfy the unique needs of each

and every potential client—but that would eliminate the significant econo-

mies of scale gained by the design of a single system that can be sold more

or less off-the-shelf to a large number of universities and colleges. That is,

the number of clients for an ERP must be large enough to cover the signifi-

cant upstream costs of design—plus profits. The risk would be that the

standardized package is so much at variance with routine practices at differ-

ent universities that none of them would be enticed to purchase the sys-

tem. To reduce that risk, PeopleSoft chose seven ‘‘beta universities’’ and

modeled its new information system on the existing data management

practices at these schools. By mimicking practices at the ‘‘beta universities,’’

and by removing or translating lingering idiosyncrasies, PeopleSoft hoped

to arrive at software that would be ‘‘close enough’’ to the local practices

at most universities and colleges throughout the country. But inevitably,

the effort to generalize specific procedures from supposedly exemplary
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prototypes will fail to produce a system that matches the needs of any

other potential client. PeopleSoft must hope to convince colleges and uni-

versities that its ‘‘off-the-shelf’’ base model is good enough at least to start

with. If PeopleSoft were forced to build unique systems for each of its

clients, the bottom-line price would likely become so high (design-work

and programming costs are expensive) that no school would gain worth-

while savings over their legacy system. PeopleSoft ultimately produced a

somewhat standard system good enough for most universities, but a perfect

fit for none of them. Remaining gaps are filled-in by PeopleSoft’s willing-

ness to allow any university to add functionalities to the standard base by

customizing—in exchange, of course, for a not-so-modest fee.

Universities and colleges face a different cost-benefit quandary. The goal

is to off-load their information systems onto a system built and maintained

by a private vendor, at a cost less than what they are paying to keep the

legacy system operational. The cheapest product for them to buy would be

the ‘‘vanilla’’ PeopleSoft, an integrated information system with absolutely

no customizations or add-ons. Such a purchase would seem to guarantee

the greatest cost savings—except, of course, for costs associated with the

bad fits that emerge after the system is implemented. Either the university

can pay up front for costly customizations that would make the transfer

smooth, or they can pay down the line to correct misalignments (for exam-

ple, retraining staff to do routine tasks in a completely new way). Finan-

cially strapped public universities like Indiana are more likely to come

down on the side of lower initial cost—buying the standard model with

only the absolutely essential local modifications, hoping that the later costs

of bad fits can be minimized or spread out over time.

A bad fit results from PeopleSoft’s need to standardize their product to

cover the costs of design, and the clients’ need to save money by not insist-

ing on expensive customizations that could in principle create a perfect

copy of their unique data management practices. This situation will be fa-

miliar to those who study the effects of transaction costs on firms’ decisions

to outsource. If the organization is unwilling or unable to pay up front for a

sufficiently customized IT system, it must be willing (later on) to absorb the

inefficiencies created by the bad fit between their extant practices and the

exigencies imposed by the new standardized package. Williamson (1981,

1985) classically described these inefficiencies as ‘‘transaction costs’’—costs

beyond the actual price that are associated with drag or friction inherent

in the transfer process itself. If costs are exorbitant, the organization

might rationally decline the opportunity to outsource or find a cheaper

vendor. Our only reason for rehearsing the transaction costs model—where
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organizations make choices to in-source or outsource based on available

information—is to suggest that this narrowly economistic orientation fails

to capture all of what brings about transfer troubles as universities and col-

leges adopt ERPs. The literature in science studies suggests what might be

missing: transfer troubles that emerge from the processes of articulating

and translating an organization’s routines.

Replication in Science: More Transfer Troubles

A working premise among scientists is that all experimental findings are,

in principle, replicable. Confidence and trust in scientific knowledge is

grounded on the assumption that if competent scientists were to repeat

the same experiment in the same laboratory conditions but distant from

where it was first conducted, the observed results would be identical. How-

ever, the replication of experiments is better thought of as an institution-

alized myth of science rather than as an accurate sociological description

of routine practice. The assumption that experimental claims are replicated

is a key determinant of the public credibility of scientific knowledge and of

scientists’ cultural authority, even if—on the ground—few experiments are

ever replicated, and even when they are, the decisiveness of the replication

in confirming or falsifying the original claim is fraught with complications

(Collins 1975).

Most experiments are never replicated by anybody. Merton’s studies of

the reward and evaluation system of science suggest that there are few

career payoffs to be won by doing an experiment that somebody else has

already done—Nobel Prizes (and lesser recognitions, along with symbolic

and material resources) are awarded to those scientists accorded priority

in making a revolutionary scientific discovery (Merton 1996). To be sure,

some experimental replications are attempted, and occasionally their re-

sults are reported in the scientific literature—but typically only when the

original findings are dramatically at variance with common understandings

of reality or when suspicions are raised about the technical ability or moral

propriety of the scientists who first performed the experiment. In 1989,

Pons and Fleischmann’s ‘‘cold fusion’’ claim generated countless replica-

tion attempts, for all of these reasons—and that episode begins to suggest

exactly why experimental replication (even in those rare cases where it is

attempted at all) is something less than a straightforward and immediately

convincing adjudication of the initial claim (Gieryn 1999, chapter 4).

Transfer troubles in scientific replication, as Collins (1975: 206) first

pointed out, arise from complexities involved in deciding exactly what
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constitutes an ‘‘exact copy of the original.’’ Did the replication in fact use

exactly the same specimens (or whatever raw data), exactly the same instru-

ments and equipment, in exactly the same laboratory conditions? Perhaps

most importantly, did the replication follow exactly the same step-by-step

methodological procedures as the original? Collins presents a conundrum:

how can anyone know whether a replication has been competently per-

formed in a way faithful to the initial experiment? Plainly, if the results

from the replication match those found in the original experiment, scien-

tists are inclined to say that the copy was a good one—and that the claims

should be sustained. But if different results are found, then it is not easy to

decide if the original experiment is simply wrong in its depiction of Nature

or if the replication attempts are incompetently and inaccurately per-

formed. As Collins (1975: 219–220) puts it, ‘‘scientists’ actions may then

be seen as negotiations about which set of experiments in the field should

be counted as the set of competent experiments.’’ Pons and Fleischmann

tried to ‘‘save their phenomenon’’ in the face of failed replication attempts

by suggesting that something in the ambient environment at their Utah

lab made cold fusion happen only there.

Collins’s analysis of replication in science enables us to think about

transfer troubles as resulting from something more intransigent than cal-

culated transaction costs (as in the economistic frame). The adoption of

PeopleSoft in organizations of higher education involves a transfer of prac-

tices and procedures from their initial organizational setting (the univer-

sity) to the ERP vendor (where those practices and procedures are more or

less fit into standardized packaged software), and then they are transferred

back again to the client-university (where goodness of fit is discovered dur-

ing implementation). To be sure, some of the bad fit that inevitably occurs

when a university brings in PeopleSoft to manage its information system

results from the market necessity of the vendor to sell a standardized prod-

uct and the reluctance of the client to pay huge sums for customization.

But there is a deeper source of transfer troubles, inherent in the problem-

atic notion of a ‘‘working copy,’’ which is apparent in Collins’s description

of two models that he uses to describe the process of transfer in scientific

replications.

In an ‘‘algorithmic’’ model, the knowledge and skill required to perform

an experiment (or, by extension, to run the IT system of a university) can

be expressed as a sequence of precise commands—like those found in a

computer program. These ‘‘instructions’’ would ideally incorporate all of

the information needed to replicate the experiment—and present it in an
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‘‘unambiguous’’ way (Collins 1975: 206). However, based on his long-

standing studies of scientists who work on gravitational radiation in phys-

ics, Collins (2004) suggests that it is impossible to capture in a finite set

of instructions all of the knowledge that the replicating scientist might

need to know in order to produce an exact ‘‘working copy’’ of the original

experiment. He proposes an ‘‘enculturation’’ model to describe better how

knowledge gets transferred from one experimental group to another—and

we think this model also adds to the understanding of what happens when

universities outsource their data management systems.

The knowledge and skill needed to do an experiment is deeply embedded

in the local culture of a group of scientists—specifically, it is ‘‘embodied in

their practices and discourse and could not be explicated’’ (Collins 2004:

608). Much of what goes into experimental work is ‘‘tacit knowledge,’’ a

term that Collins borrows from Michael Polanyi (1958) and then redefines

this way: ‘‘knowledge or abilities that can be passed between scientists by

personal contact but cannot be . . . passed on in formulas, diagrams, or ver-

bal descriptions and instructions for action’’ (Collins 2004: 609). By partic-

ipating in the life of a specific laboratory group, a scientist gets enculturated

into a distinctive way of seeing and acting—a ‘‘disposition,’’ for Bourdieu

(2004)—that enables the performance of experimental operations. That

group’s local knowledge cannot be articulated fully and unambiguously as

a set of rules or procedures—so that any account of experimental protocols

will inevitably be incomplete, which in turn leads to transfer troubles when

a replication is tried by a scientist who lacks the necessary tacit skills.

Experiments are so thoroughly entrenched in the local culture of a labora-

tory that their performance cannot be extracted from that initial context

and successfully replicated elsewhere—unless accompanied by scientists

who shared first-hand the tacit understandings and skills of the original

group.

When a university enters into a contract with PeopleSoft to outsource

its IT systems, it begins by preparing an algorithmic list of the ‘‘function-

alities’’ they need from the modular but standardized ERP. University

administrators and technical support staff must describe their extant data

management processes and systems in enough detail so that both parties

can see how closely (or not) the ‘‘standard issue’’ PeopleSoft approximates

the procedures already in place. When discrepancies become apparent, the

university must decide whether or not it wants to pay for customizations

designed to preserve some ‘‘idiosyncratic’’ features of the legacy sys-

tems. Not all customizations will be affordable, which means—following

Transfer Troubles 383



Williamson—the university will later absorb transactions costs inherent in

the imperfect fit between PeopleSoft’s packages and previously established

routines.

But when Collins’s analysis of experimental replications in science is

extended to IT outsourcing, an even deeper source of transfer troubles

is expected. Every university has its own organizational culture, and its

employees share tacit knowledge about their embodied practice that is

impossible to retrieve and articulate precisely and unambiguously—as an

algorithmic set of rules and procedures then compared to PeopleSoft’s

standardized package. In effect, as the university debates about which

costly customizations to buy, they are able to consider only a truncated

subset of all the possible differences between their legacy system and

PeopleSoft. Transfer troubles arise not just from an economistic decision

to delay the costs of outsourcing until after an imperfect ‘‘replication’’ is

implemented, but also from the unavoidable and unrecognized inability

of university officials and staff to formalize exactly and completely their

practices status ante quo. Universities will be able to anticipate only those

transfer troubles that result from their choice not to purchase some expen-

sive customizations; they will be surprised by additional instances of ‘‘bad

fit’’ emerging from deeply sedimented implicit knowledge—which is ex-

actly what happened to Indiana University as it transferred the ‘‘I-Core’’

program to PeopleSoft.

Case Study: The I-Core ‘‘Fit Gap’’

The Integrated Core (‘‘I-Core’’) is the signature feature of the undergraduate

training program in the Kelley School of Business at Indiana University.

I-Core is an integrated set of courses taken by business majors during their

junior year. Four classes covering basic areas of business expertise—finance

(F370), marketing (M370), operations (P370), management ( J370), along

with an integrated discussion section (I370)—are all taken during the

same semester. The pedagogic goal is for students to be able to make sub-

stantive connections among issues raised in these courses. Instructors in

the course on finance, for example, make explicit links to what is being dis-

cussed in the courses on marketing, operations, and management.

Saving I-Core with ‘‘Block Enrollment’’

As Indiana University contemplated the outsourcing of its data manage-

ment systems to PeopleSoft, it was obvious to all that the vaunted I-Core
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was one functionality that needed to be maintained at any cost. That is, the

university was willing to pay extra for a customization of the standardized

PeopleSoft package that would enable I-Core to continue through the IT

transition. Specifically, the Kelley School of Business needed a system that

would allow their students to ‘‘co-register’’ for the five courses that make up

I-Core—so that admission into one of those courses automatically involved

admission to the other four. This ‘‘co-registration’’ facility was not available

on PeopleSoft’s standardized package of services.

To preserve I-Core, Indiana University and PeopleSoft devised a plan for

‘‘block enrollment,’’ in which the five courses are conceptually tied to-

gether into a ‘‘pseudo-block.’’ Under PeopleSoft, students entering I-Core

enroll in a single ‘‘pseudo-course’’ labeled BE370 (Block Enrollment 370),

rather than registering for separate courses with distinctive numbers

(F370, M370, etc.). In effect, all I-Core courses share the same number for

purposes of registration—BE370—but in actuality, BE370 is just a fictive

place holder that secures a student’s seat during the registration and enroll-

ment process. Only on the very last day of registration are I-Core students

then ‘‘decomposed’’ from BE370 into the five constituent courses that

make up the program. Block enrollment is a significant change from the

now-retired legacy system, where students registered separately for each of

the five courses.

Because I-Core is a crown jewel of the undergraduate business program

at Indiana University, everybody agreed that it must be allowed to con-

tinue in spite of the different course registration procedures introduced by

PeopleSoft. ‘‘The university thought it [block enrollment] would work,’’

said one official, ‘‘and so did I.’’ Administrators at the Kelley School ‘‘told

them [the transition team] what we wanted . . . at the beginning, there

was a Christmas list of all the things we needed’’—and the ability to ‘‘co-

register’’ students into the five integrated courses was at the top of the list.

PeopleSoft’s block-enrollment function appeared to be the right customiza-

tion for the job: it would, in principle, allow students to get seats in all five

I-Core classes during the same semester, in a way that was hoped to be just

as smooth as in the tried and true legacy system.

Authorization Complications

Unfortunately, the transfer of I-Core registration procedures to PeopleSoft’s

block enrollment system introduced several unanticipated troubles—that

became apparent only when the ERP went ‘‘online.’’ Not just any Indiana

University student may be admitted to I-Core: only those students who are
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‘‘authorized’’ to enroll may actually get seats, and this authorization pro-

cess made the transfer of I-Core less than smooth. To understand those

troubles, we need to say a little more about how Indiana University orga-

nized its course registration procedures under the legacy system.

Before PeopleSoft, Indiana University worked with a hierarchical system

involving both ‘‘courses’’ and ‘‘sections.’’ Courses were given names like

Introduction to Sociology and unique numbers that included a letter indi-

cating its department or school—in this instance, S100. Some courses—but

not all—have multiple sections, and each of these was assigned a four-digit

code number (in any given semester, the Sociology Department might offer

as many as twelve different sections of S100, on different days and times, in

different rooms, with different instructors and substantive content). Impor-

tantly, when registering for classes, students signed up for a specific section

rather than for the course as such. Under the legacy system, granting au-

thorizations for I-Core was a laborious but doable process: the integrated

discussion course had three sections, while the other four courses had two

sections each. In practice, students could mix and match as many as 23 dif-

ferent combinations of sections that would get them seats in the five differ-

ent courses that make up I-Core. In a typical fall semester, 700 students are

seeking authorization for I-Core: the challenge was to get these students

distributed among the different sections in a way that did not overbook

the capacity of assigned classrooms and that did not introduce overlapping

time-conflicts for the student. We were told that ‘‘it took one whole day for

one administrative assistant’’ to grant authorizations for I-Core courses—

but it got done.

PeopleSoft has introduced a different terminology as well as different pro-

cedures. Now, what used to be called ‘‘sections’’ are called ‘‘classes’’—and

each class is assigned a unique five-digit number. In the legacy system,

individual sections were (from a data management perspective) grouped

under a designated course—so, for example, when a student was autho-

rized for section 3865, they were automatically authorized for S100. In

PeopleSoft, individual classes now functioned as autonomous units (again,

from a data management perspective), and the system did not automati-

cally link a specific class number to the umbrella course number. This

seemingly trivial difference—one that went largely unnoticed as the trans-

fer of I-Core was planned out—introduced massive complications that

resulted specifically from the Block Enrollment innovation that was sup-

posed to be a quick fix. Recall that I-Core students register for BE370—

a dummy course number that supposedly would secure seats in all five

courses. Now, because the block is only ‘‘conceptually’’ related to the spe-
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cific courses, and because individual classes cannot be mapped directly

onto the actual five course numbers (which, in effect, disappear from the

authorization and registration process until the very last day when ‘‘de-

composition’’ occurs), authorization must be granted for the block and for

the separate classes. This has greatly enlarged the work-load: ‘‘Now, autho-

rization takes more than a week for three assistants.’’ Transfer troubles

indeed.

More Complications: Timing and Room Assignments

I-Core courses are integrated not only in their substance, but temporally

and spatially too. The Kelley School of Business wishes to organize I-Core

class times back to back, so that students move directly from finance at

2:30 p.m. to management at 4:00 p.m. These classes are 75 minutes long,

and there is little downtime between them—a virtue, because students get

the feeling of being thoroughly immersed in their studies. Moreover, les-

sons from the early class may be picked up for further consideration in the

later one. Because there is so little time between classes, instructors also

prefer to locate the sequential classes in rooms that are adjacent or at least

nearby—this proximity also reinforces the ‘‘integrated’’ nature of I-Core.

The sequential scheduling of classes in rooms close to each other was

routinely accomplished under the legacy system—largely because it was

relatively easy throughout the authorization and registration process to

attach specific sections to specific times and rooms. In the old system, stu-

dents signed up for a ‘‘real’’ section, with a designated time and room (not,

as with PeopleSoft, for a pseudo-block). It was ordinarily a simple matter for

Kelley School administrators to change class times and rooms during the

registration process (in response, say, to a professor’s request for back-to-

back classes to be closer together): a student’s schedule could instantly be

updated because each section was a real and autonomous entity.

These adjustments of class times and room assignments quickly became

unmanageable once PeopleSoft went live. Because of the Block Enrollment

system, it was impossible to know whether the time or room assigned to a

class could be changed—because, until the very end of registration, it was

impossible to know which students were in which specific classes. The

Block Enrollment system was the only way, under PeopleSoft, that students

could be co-registered for the five composite course-set in I-Core. Yet this

necessary ‘‘solution’’ created a huge new problem: any requested change

in time or room could introduce impossible overlaps where a student

was now assigned to more than one class on the same day at the same

time—and these potential overlaps were not easy to detect or avoid with
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PeopleSoft. The I-Core schedule of courses remained in flux throughout the

registration process, frustrating coordinators and confusing students. In

response to this instability, a student might provisionally be assigned to

three different blocks with three different sets of room assignments and

starting times—and the situation would be resolved only just before the

semester would begin. One I-Core administrator felt like an ‘‘air traffic con-

troller of students; they keep coming in and we need to land them some-

where, somehow.’’ Blocks, they claim, are a ‘‘pain to arrange, a pain to

decompose and a pain to track.’’

Conclusion

A rather large ‘‘fit gap’’ emerged when the Kelley School of Business tried to

transfer the registration procedures for its I-Core program from Indiana

University’s legacy system to PeopleSoft. These troubles did not arise from

the university’s unwillingness to spend money to customize the off-the-

shelf ERP in a way that would avoid the costly problems we have just de-

scribed. Importantly, the new complications arising from PeopleSoft were

not anticipated as university officials decided which customizations they

needed to buy. Given the lofty stature of the Kelley School of Business on

the Bloomington campus, and given the profound importance of I-Core for

that School’s reputation, Indiana University would have been happy to pay

for a customized solution to the authorization and scheduling problems—

if only they could have seen them coming. The university did not know-

ingly choose to absorb downstream ‘‘transaction costs’’; they did not

know, in advance, that the Block approach would necessitate so many ex-

pensive expenditures for increased staff labor and (eventually) re-training.

Transfer troubles result from something more than the willingness of an

organization to incur transactions costs associated with outsourcing. Our

analysis shifts the focus from market pressures to the inherent cognitive

and communication problems associated with the transfer of practices

among organizational contexts. Universities can calculate transaction costs,

but only if they are capable of describing their extant practices in sufficient

and accurate detail. Outsourcing IT is like the replication of a scientific ex-

periment in that it is impossible to create an algorithm that effectively cap-

tures everything involved in the original experimental protocols—or (by

extension) in the previously established data management system. The old

routine procedures for handling authorizations for I-Core classes—and for

assigning their times and rooms—were so deeply embedded in a local orga-

nizational culture that they were beneath explicit recognition and articula-
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tion. Those who ran the legacy system possessed an abundance of tacit

knowledge and skill that they were unable to transfer into a set of for-

malized rules that PeopleSoft could—at a price—incorporate. One spokes-

person for Indiana University lamented the disappearance of its legacy

system: ‘‘it’s the little things . . . that’s what I miss . . . but you don’t know

till they’re already gone.’’
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Note

1. Williamson’s model assumes that a vendor’s product is either standardized (gen-

eral asset specificity) or customized (firm-specific) when it goes to market, and that

it remains fixed while on the market. Moreover, the model assumes that the purchas-

ing organization has fixed needs, either for a standardized and general product or for

something highly customized and tailor-made. As it happens, the adoptions of ERPs

in higher education have not conformed exactly to the assumptions in Williamson’s

model. Neither the products made available by vendors nor the level of generality/

specificity needed by the client is a fixed and stable entity. Rather, universities and

PeopleSoft negotiate the substance of the outsourced product—moving it along a hy-

pothetical gradient in which one pole would be ‘‘exact equivalence to the univer-

sity’s legacy system’’ and the other pole would be ‘‘PeopleSoft’s baseline standard

package of services.’’ We describe in the text how and why PeopleSoft and univer-

sities negotiate the range and scope of customized modules, but the important point

is this: from the standpoint of identifying ‘‘transfer troubles’’ resulting from out-

sourcing, there is essentially no difference between an organization choosing from a

menu of fixed outsourced products and an organization negotiating with a vendor

over the substance of the product and its cost. At the end of the day, no matter how

much negotiation and customization might have gone on upstream, the organiza-

tion must still make a decision to buy the product or not—and, thus, to absorb or

not the transaction costs that Williamson has discussed.

Transfer Troubles 389



References

Barnett, R. 2000. Realizing the University in an Age of Supercomplexity. Open University

Press.

Biemiller, L. 2005. The life of a campus: Books, buses, and chicken strips. Chronicle of

Higher Education, January 28: B15–B19.

Blom, S., and S. Beckley. 2005. Six major challenges facing student health programs.

Chronicle of Higher Education, January 28: B25–B26.

Bourdieu, P. 2004. Science of Science and Reflexivity. University of Chicago Press.

Brady, J., E. Monk, and B. Wagner. 2001. Enterprise Resource Planning. Course

Technology.

Breneman, D., J. Finney, and B. Roherty. 1997. Shaping the Future: Higher Education Fi-

nance in the 1990s. California Higher Education Policy Center.

Collins, H. 1975. The seven sexes: A study in the sociology of a phenomenon, or the

replication of experiments in physics. Sociology 9: 205–224.

Collins, H. 2004. Gravity’s Shadow. University of Chicago Press.

Davies, P. 2005. Outsourcing can make sense, but proceed with caution. Chronicle of

Higher Education, January 28: B20–B22.

Etzkowitz, H. 1990. The capitalization of knowledge. Theory and Society 19: 107–121.

Gieryn, T. 1999. Cultural Boundaries of Science. University of Chicago Press.

Goldstein, P., D. Kempner, and S. Rush. 1993. Contract Management of Self-Operation:

A Decision-Making Guide for Higher Education. APPA.

Gose, B. 2005. The companies that colleges keep. Chronicle of Higher Education, Janu-

ary 28: B1–B12.

Klaus, H., M. Rosemann, and G. Gable. 2000. What is ERP? Information Systems Fron-

tiers 2: 141–162.

Kumar, K., and J. van Hillegersberg. 2000. ERP experiences and evolution. Communi-

cations of the ACM 43: 23–26.

Kvavik, R., et al. 2002. The Promise and Performance of Enterprise Systems for Higher Ed-

ucation. Educause Center for Applied Research.

Langenwalter, G. 1999. Enterprise Resources Planning and Beyond: Integrating Your Entire

Organization. St. Lucie Press.

Lund, H. 1997. ‘‘Outsourcing’’ in commonwealth universities. CHEMS Paper 18.

http://www.acu.ac.uk.

390 Rowland and Gieryn

http://www.acu.ac.uk


Merton, R. 1996. On Social Structure and Science. University of Chicago Press.

Norris, G., J. Hurley, J. Dunleavy, J. Balls, and K. Hartley. 2000. E-Business and ERP:

Transforming the Enterprise. Wiley.

O’Leary, D. 2000. Enterprise Resource Planning Systems: Systems, Life Cycle, Electronic

Commerce, and Risk. Cambridge University Press.

Polanyi, M. 1958. Personal Knowledge. University of Chicago Press.

PricewaterhouseCoopers. 1999. Technology Forecast.

Ross, J. 1998. The ERP Revolution: Surviving versus Thriving. Working paper 307,

MIT Sloan School of Management.

Shrum, W., and Y. Shenhav. 1995. Science and technology in less developed coun-

tries. In Handbook of Science and Technology Studies, edited by S. Jasanoff et al. Sage.

Slaughter, S., and G. Rhoades. 2004. Academic Capitalism and the New Economy: Mar-

kets, State, and Higher Education. Johns Hopkins University Press.

Willcocks, L., and R. Sykes. 2000. Enterprise Resource Planning: The role of the CIO

and IT function in ERP. Communications of the ACM 43: 33–38.

Williamson, O. 1981. The economics of organization: The transaction cost approach.

American Journal of Sociology 87: 548–577.

Williamson, O. 1985. The Economic Institutions of Capitalism: Firms, Markets, Relational

Contracts. Free Press.

Transfer Troubles 391





About the Authors

Daniel Beunza is an assistant professor of management at the Columbia

Business School and the acting director of Columbia University’s Center

on Organizational Innovation. He studies how social relations and technol-

ogy shape value in the capital markets.

Michel Callon is a professor of sociology at the École des Mines de Paris and
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at the École des Mines de Paris. He has published several articles on the so-

cial studies of finance. His research interests include economic experiments

and the anthropology of calculation.

Edward Nik-Khah is an assistant professor of economics at Roanoke Col-

lege. His recent work has examined the relationship between the auction

theory project in economics and neoliberalism. He is working on a study

of the development of the University of Chicago business program.

Trevor Pinch is a professor of Science and Technology Studies and of sociol-

ogy at Cornell University. He has published numerous books and articles

on the sociology of science and technology. His latest research concerns

the use of vintage technologies in music and the sociology of online music

communities.

Elizabeth Popp Berman is an assistant professor of sociology at the Univer-

sity at Albany. She is writing a book on the emergence of market-oriented

institutions within academic science, and is also studying how economic

growth became taken for granted as a public good.

Alex Preda teaches sociology at the University of Edinburgh. He is doing re-

search on anonymous electronic markets.

David Stark is Arthur Lehman Professor of Sociology and International

Affairs at Columbia University and an external faculty member of the Santa

Fe Institute. He is the author of a number of articles in the American Journal

of Sociology and elsewhere.

Richard Swedberg is a professor of sociology at Cornell University. He is

the author of a number of works on economic sociology, including Max

Weber and the Idea of Economic Sociology.

394 About the Authors



Index

Accounting, 15, 131, 136, 140–143,

147–150, 153, 154

ACIDplanet.com, 342, 359

ACT platform, 299, 301

Actor-network theory, 3–6, 13, 38, 91–

108, 112–118, 163, 291

Actors, 13, 29, 33, 221, 256, 292, 319,

332. See also Users

Affordance, 4, 35, 164, 342, 364–366

Agencement, 32, 35–51, 291, 292

Agency, 5, 13, 33, 34, 37, 40, 41, 47,

291

collective, 50

disciplined, 42, 47, 48

distributed, 33, 36–41, 51

dressed, 33

human and technological, 5

individual, 32–34, 37, 40–42, 45–51

interactive, 39–42, 48, 49

Agenda, promotion of, 355, 361

Agents, 33, 89, 90, 221

Agriculture, 63, 70, 71

Airtouch, 105, 106

Amazon.com, 326, 330, 332, 342, 346–

358, 361, 365–368

ANT. See Actor-network theory

Appadurai, Arjun, 2

Arbitrage, 17, 254–273, 277, 278, 281–

284

Aristotle, 14, 59–64, 67, 76, 82

Arrow, Kenneth, 77, 89

Asian Development Fund, 167, 181

Association Française contre les

Myopathies, 44

Auction theory, 114

Audit society, 40, 153

Baby Bells, 112, 113

Bacon, Francis, 283, 284

Baltimore, David, 206

Barnes, Barry, 132–136

Barry, Andrew, 39, 41, 45

Bayesian learning, 104

Bayes-Nash games, 108

Bayh, Birch, 201, 204

Bayh-Dole Act, 16, 194–205

Becker, Gary, 58

Beecher, Catherine, 79

Bell Atlantic, 105, 106

Bell Labs, 196

Beunza, Daniel, 17, 18

Bijker, Wiebe, 82

Black box, 1, 109

Black-Scholes formula, 254, 255, 269

Bloomberg, 165, 171, 254, 263, 274–

282, 296, 297

Bloor, David, 132–136, 148, 149

Boeing, 197, 261

Boltanski, Luc, 39

Bookkeeping, 149, 150, 223

Bourdieu, Pierre, 30, 383

Bretton Woods Agreement, 173



Bruegger, Urs, 254–256, 266, 276

Bruford, Bill, 355

Bucket shops, 241

Bulow, Jeremy, 105

Bush, Vannevar, 198, 199

Bykowsky, Mark, 112

Calahan, Edward, 218, 227–230

Calculative practices, 11, 254

Callon, Michel, 5, 11–15, 38, 57, 60, 82,

91–102, 114–118, 262, 322

Capitalism, 7, 8, 73, 75, 83, 84, 152

Carter, Jimmy, 204

Cash flow, 136, 137

Castells, Manuel, 16

Castells’s paradox, 266

Chiapello, Eve, 39

Chicago Board of Trade, 241

Chicago Board Options Exchange, 255

Cochoy, Franck, 35, 47

Cognitive tools, 218, 243

Cold fusion, 381

Collective action, 37, 39

Collins, Harry, 352–354, 381–384

Commercial spaces, 322

Commission on Government Procure-

ment, 200

Communities of practice, 4

Competitive equilibrium, 108, 112

Compustat, 146

Computational mathematics, 112

Computer science, 90

Computer software, 12

Computer Telephony Interface, 295,

303, 305

Consolidated Stock and Petroleum

Exchange, 242

Consumption, 6, 9, 12, 49, 321, 331

Cornell University, 14, 59, 76–80

Cotation Assistée en Continu, 299, 300

Critobulus, 62, 63, 66

Cull, Robert, 112

Cultural goods, 324

Customer Relationship Management,

295, 303, 305

Daimler-Benz, 140, 141

David, Shay, 19

Debt crises, 177

Debt Management System, 167

Debtor reporting system, 171

Deleuze, Gilles, 38, 39, 291

Department of Health, Education and

Welfare, 197

Diamond v. Chakabarty, 191

Distributed action, 32–35

Distributed calculation, 36

Distributed cognition, 4, 35, 279

DMFAS (Debt Management and

Financial Analysis System), 15, 162,

166–184

Dole, Robert, 201

Double-click rule, 334

Dow Industrials, 277

Dow Jones, 261

Dow, Charles, 232

DrugRatingZ.com, 343, 360
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