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Introduction

It is difficult to imagine what life would be like without language. Even if
we could visualise such a state of affairs, our imaginations and thoughts
would themselves depend upon the language we are brought up with. For
most of us, we think in the language we learn as children, and in some
curious way it could be said that our thoughts are not truly ‘our own’. In
other words, although each of us has a unique way of putting together the
sounds we know in order to carry out the innumerable activities which
depend on the use of language, we need to remind ourselves that the forms,
structures, rules and parameters of that language exist before we are born.
Using language in everyday contexts is, for most of us, similar to using our
bodies — we don’t think about it unless we have to — and we rarely
remember how we learned to do so in the first place. However, if we wish
to understand human psychology, then the study of mental life and human
action would be incomplete, if not impossible, without a knowledge of the
relationship between language and psychological processes. One aim of this
book is to provide a broad view of the study of language, with particular
emphasis on identifying important relationships between language and
human psychological processes.

Our everyday understanding and use of the word ‘language’ can lead to a
certain amount of confusion where our concern is with the psychology of
language. When we say that somebody has a very distinct body language,
we are probably referring to the fact that he/she uses particular arm or
facial gestures when talking to us. Again, where we describe somebody as a
good communicator, we are likely thinking of the way he/she speaks. The
word ‘language’ derives from the Latin l/ingua, meaning tongue, and Harris
(1989) reminds us that ‘it was the invention of writing that made speech
speech and language language’ (p. 99). This quote should help remind us
that there are a number of important differences between the words
‘language’ and ‘communication’. Consider examples of how the words are
defined in the Oxford English Dictionary,

language: a system of human communication using words, written and spoken,
and particular ways of combining them; any such system employed by a
community, nation, etc.

communication: the transmission or exchange of information; making or
maintaining of social contact, conveying or exchanging information; succeeding
in evoking understanding.
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There is considerable difference between the systematic, structural and rule-
governed phenomenon called language and a quite different behaviour
altogether, communicating (talk, speech, sound, gesture, and so on). Com-
municating can clearly take many forms (textual, audio, visual,
kinaesthetic), and it will be important in the following chapters not to
lose sight of key distinctions between communication and language. The
latter can be subsumed within the former, as in one commonly used
definition of communication theory, ‘the branch of knowledge which deals
with language and other means of conveying or exchanging information’
(OED - my italics). At the same time language can find expression in a
variety of ‘de-contextualised’ forms (loosened from the constraints of
immediate participative contexts), where it is not always clear what the
originating communicator intended to convey. One only has to consider the
difficulties philologists of ancient Egyptian or Armenian have in
interpreting obscure texts, or the continuing criticism and debate over
interpretations of James Joyce’s Ulysses or Finnegans Wake.

This book aims to cover in detail three forms of communication which
have particular significance for a psychology of language: self-
communication (or thinking); talk — where the emphasis is upon everyday
conversation; and text, including the study of reading and writing.
Throughout, what will be of central significance is understanding how the
many and diverse areas of language study contribute to a psychology of
language concerned with communication processes. There is clearly more
than one ‘system of communication’ or form of language available to us
when we are attempting to ‘evoke an understanding’, i.e. communicate, and
we will be considering the many forms such systems can take.

Understanding how language bears upon communicative processes,
broadly conceived, requires that we move beyond the commonly observed
boundaries of the psycholinguistics textbook. There are important historical
and institutional reasons why psycholinguistics has tended to emphasise
certain aspects of language (particularly the formal-structural ones) at the
expense of others. During the late 1960s and 1970s, the bringing together of
descriptive linguistics with the experimental methodology of psychology
resulted in a creative and mutually beneficial antidote to the rather stilted
conservatism of late behaviourism. However, the emergence of psycho-
linguistics glossed over or ignored many areas of language, some of which
should be of considerable interest to the psychology student. Such topics as
conversational analysis, social semiotics, deixis, power relations in talk,
narrative analysis, and so on, can be found in domains which border
psychology (e.g. sociology). Often, however, relevant approaches to the
study of language are found in more distant disciplines (e.g. literary
criticism). Part of the reason for this is that post-war psychology was
particularly sensitive to the accusation that it was not a proper scientific
discipline, and thus it tended to avoid disciplines which employed non-
scientific methods of academic inquiry. We will go on to discuss the
relationship between methodology and the study of language in due course.
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For the present, and at some risk of oversimplification, an overview of
those disciplines which study language (and their related sub-branches)
would help inform what is to follow.

The study of language in different disciplines

Given the central significance of language as a human activity, there are
many academic disciplines which have an interest in the study of language,
and for several different reasons. Speech therapists study language because
they want to know how best to assist people who display some difficulty in
communicating; computer scientists study language because they wish to
build artificial intelligence systems that can communicate with us;
neuroscientists study language because they want to understand those
parts of the brain with a causal/physical role in language comprehension
and production. And of course, within the humanities, the study of
language is interdependent with our cultural outlook, in addition to its
primary aim as part of a humanities education: i.e. critical analysis through
textual comparison (in whatever form).

One way to gain an overview of the primary subject areas with an
interest in language is to consider the variety of disciplines found within the
four faculty areas commonly found in institutes of higher education (see
Figure 1.1). The first thing to note is that at least one subject area within
each faculty has the word ‘linguistics’ attached to it (except of course in
humanities, where linguistics itself is to be found), reflecting the con-
siderable influence linguistics has had on emerging sub-disciplines such as
sociolinguistics, computational linguistics and psycholinguistics. Linguistics
is generally defined as the scientific study of language, and linguists are
primarily concerned with the description and explanation of the formal
structure of language. We will go on to consider how historical develop-
ments within linguistics have influenced the three themes of this book —
thinking, talk and text.

Within the social sciences, language studies are to be found in social
anthropology, the social psychology of language and sociolinguistics. Social
anthropologists are interested in understanding how different cultures use
language in order to classify and categorise their experience of the world,
and a sub-branch of the discipline is known as linguistic anthropology
(Hickerson, 1980). Sociolinguists examine the association between language
and society. Their primary concern is with the social function of language
and they examine how factors such as gender, environment, social class,
upbringing, and so on, influence the way we use language. Social psycho-
logists study the ways in which individuals are influenced by, and in turn
influence, their membership of different groups. For them, questions about
language have to be answered with respect to issues such as personal and
social identity, social categorisation and power relations between people.

Information technology, and in particular the various branches of



4 Psychology of Language

Social science

Sociolinguistics
Social psychology of language
Social anthropology

Humanities Information technology
English studies/ Computational linguistics
Literary criticism Artificial intelligence
Linguistics Hypernnedia/hypertext

Philosophy of language

Natural science

Psycholinguistics
Neuroscience

Figure 1.1 Subject areas which study language

computer science, also have a growing interest in language. Computational
linguistics is concerned with the description and explanation of formal
languages (natural and purely symbolic languages). Trask (1993) notes that
the term now covers a very broad range of activities, all involving
computers. These include machine translation of natural language texts,
computer searching of texts and the construction of large concordances of
literary works. One example of this is what is now known as hypermedia
and hypertext. This area examines the possibilities and problems associated
with having an infinitely large number of texts (including video and sound-
clip ‘texts’) available on computer which can be linked together in a
multitude of different ways. Within computer science, the field known as
artificial intelligence (AI) has had the greatest interest in the study of
language. Attempting to construct intelligent systems which could com-
municate called for modelling of knowledge processes and procedures,
including human thinking. Researches in AI were particularly influenced by
the developments in linguistics which followed the publication of Noam
Chomsky’s (1957) work on grammar. Providing a mathematically precise
way in which to describe and formalise language created considerable
enthusiasm within the research community which continues to the present.

The post-Chomskian revolution in linguistics also gave rise to the
emergence of psycholinguistics. By bringing together the methodological
approach of experimental psychology and the descriptive formalism made
available by Chomsky’s proposals about the nature of grammar, a whole
new range of topics were opened up for study. Psycholinguistics continues
to have considerable interest in how people understand words and
sentences, their knowledge of sentence construction, their comprehension of
metaphors and numerous other topics. We will go on to look at the
historical development of psycholinguistics in more detail below. For now,
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we can note an increasing interest in study of language from other areas of
the natural sciences. Neuroscientists and neuropsychologists, for example,
attempt to map out those areas of the brain which underpin language
processing. Given the central hypothesis of neuroscience, i.e. the brain is
the source of behaviour, research which identified areas of the brain
responsible for language contributed significantly to the emergence of
neuropsychology as a distinct research field. Technological advances in the
area are interdependent with the progress of theory and method, and the
more recent enthusiasm for the study of language processing is due in part
to the development of brain scan procedures (such as CT and PET"). This
makes it possible to study in detail brain activity during language
comprehension and production.

It hardly needs to be said that within the humanities there are many
areas where the study of language has a long tradition. Aristotle and Plato
discussed and debated sentence structure, propositions and the nature of
metaphor. Theology and religious studies contain many instances where
influential writers and commentators turn their attention to the nature of
language. Throughout history, different cultures have sought to understand
the relationship between myth, ideas and language as cultural anthropology
and psychoanalytic studies have demonstrated. Many key religious proposi-
tions have a pronounced reliance on beliefs about the divine nature of
language. And of course, debate and controversy regarding the importance
of language can be found in many contemporary fields within the
humanities (e.g. certain schools of philosophy propose that a philosophical
critique of any kind, is first and foremost a critique of language).

Language as the object of study is, of course, central to English and
other languages as academic subjects. English studies and literary criticism
rest upon a detailed and continuing critical commentary on language and
the texts which make up its subject matter. Literary criticism in particular
has had considerable influence on ideas surrounding authorship, the role of
the reader in text comprehension, narrative models, the social conventions
which bear upon the act of writing, and so on. Such studies also have a
significant bearing on cultural developments more generally, for example
where academic debates and commentary over postmodernism, deconstruc-
tion and post-structuralism find expression in our everyday experience of
language — attention to criteria underpinning the language of ‘political
correctness’.

Influences on the emergence of psycholinguistics

There is little doubt, however, that the formal study of language within the
humanities is primarily the domain of linguistics. One way to better
understand the significance of linguistics for the psychology of language is
through a consideration of its primary historical developments. This is
summarised in Figure 1.2. This figure can be used as a kind of navigational
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Behaviourism 4—/—/—’ Semiotics and structuralism

/N

Individualistic Collectivist or
orientation societal orientation

Information processing

metaphor and
experimental
methodology
Chomsky
Post-structuralism and Structuralism
/ deconstructionism
Psycholinguistics / \ /

Discursive social Literary
psychology criticism

Cognitive science
approaches

Figure 1.2 Different theoretical strands in the psychology of language

aid in our efforts at identifying the underlying influences on any given
approach to the study of language. One thing which should be clear by this
point is that one of the greatest difficulties for the student of language is
understanding why there are so many different approaches in the first
place. Another difficulty, particularly for the psychology of language
student, is understanding why a neuropsychologist’s approach to the study
of language seems to be nothing like that of the developmental psycho-
linguist (somebody studying the acquisition of language in children). Again
the psychologist interested in understanding how people comprehend
extended texts will use theories and methods quite distinct from the
conversational analyst who wants to know how people manage their
conversational interchanges (everyday talk). These are some of the issues
which this book seeks to address; for the present, it is important to gain
some familiarity with the theoretical ideas which inform contemporary
psycholinguistics, as well as understanding why some topics remain
somewhat marginalised.

Psychology had originally emerged as a discipline which to some extent
crossed the divide between science and the humanities. However, by the
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1940s it was clear that without a firm commitment to scientific principles,
there would be little progression and development. The study of behaviour
or behaviourism provided a means whereby the appropriate methods and
procedure of science could be applied to the study of human beings and
their activities. The goal was the development of nomothetic theories of
generalised human behaviour, rather than idiographic explanations of the
behaviours of specific individuals. In fact, the concern with the estab-
lishment of the discipline as a science, combined with the scepticism about
earlier ideas regarding the nature of the mind (e.g. what was known as
introspection), gave rise to the view that ‘mentalistic’ questions (e.g. what it
might mean to have an internal image in your head) were viewed as very
suspect. If a psychologist at that time was to use the word ‘mind’, he/she
would have been considered as either improperly trained or maybe even a
little demented. Behaviourism was the dominant theme up until the late
1960s.

A behaviourist approach to language was primarily concerned with
function. The kind of question a behaviourist would ask would be: what is
being accomplished with the use of particular words in specific circum-
stances? The answers to such questions were to be sought in the relation-
ship between the responses ‘called out’ by exposure to the particular
stimulus involved. The essential nature of this approach is summarised by
Skinner (1957) in his book Verbal Behavior. A popular account of this view
of language would propose that, as children, over time we learn to respond
(make a sound) in an appropriate way, because any noise attempts we.
make which sound anything like real words are reinforced, i.e. we gain a
pleasurable reward through the positive responses others direct to us on
hearing these noises. Commentators have noted that there are certain
correspondences between this approach and the ‘taxonomic’ developments
within descriptive linguistics during the 1940s and 1950s. Sturrock (1986),
discussing behaviourism, reminds us that ‘language was a certain kind of
physical event in the world, a response to stimuli from the environment,
and its structures, accordingly, were all on the surface, being the sum total
of all known grammatical practices’ (pp. 7-8).

However (and see Figure 1.2), in contrast to the behaviourist approach
to language, from the 1920s onwards, in both Europe and the United
States, as a central part of the movement that became known as struc-
turalism, linguists began to move their attention away from the description
of different languages, which had dominated their activities throughout
the nineteenth and early twentieth century, towards a theory of language.
Ferdinand de Saussure, who is often looked on as the patron of struc-
turalism, was interested in uncovering the structural nature of language,
in other words he was seeking to articulate what was constant in all
languages. Structuralism, as a definition, is used both as a description of an
influential intellectual movement and as a specific set of ideas which can be
utilised in a diverse number of disciplines (e.g. history, literary criticism,
philosophy). The definition of a language offered by a Saussurean
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structuralist would be that it is a system formed of linguistic signs. And
semiotics, as the science of signs, would include language as one of many
different possible sign-systems (see Sturrock, 1986, for a wvaluable
introduction to structuralism).

A structuralist would point out that there are at least two ways to study
language, a diachronic approach, which involves the study of the evolution
of language over time, and a synchronic approach, which involves a static
structural analysis — an examination of linguistic facts in a single system.
Structuralism is really concerned with the synchronic view. The earlier
work by descriptive linguists and linguistic anthropologists had provided
sufficient evidence for the formulation of a synchronic ‘theory of language’.
Saussure was fundamentally concerned with the semiotic analysis of
language as a sign-system, and one of the first important distinctions he
formulated was between langue (language) and parole (the speech or written
event). The first is an abstract theoretical system, the second the actual
concrete event. The first is system, the second practice. But you cannot
have one without the other, and what is critical in understanding the
process and principles of signification is the production and comprehension
of recognisable signs.

Every word is a sign, and the sign has both a phonetic or acoustic
element (if you like, a sound aspect, but note written signs would not
necessarily have to be sounded out or pronounced) and a meaning element.
Saussure used the term ‘signifier’ for the first and ‘signified’ for the second,
but he was always at great pains to stress that in recognising or producing
a sign, the elements are indissoluble. It is also very important to recognise
that the term ‘signified’, or the meaning element, has nothing to do with
what philosophers of language call the ‘referent’. When you ask a child
what the word ‘cow’ means, and you are lucky enough to be out in the
countryside at the time, then she will quite understandably point to one
nearby. However, a structuralist would remind you that although the word
(sign) ‘cow’ may have many different signifiers (cow in English, vache in
French, kuh in German), this does not mean that it has a common
signified. The signified of ‘cow’ is to be found in the collective con-
sciousness of the English-speaking community, the signified of vache in the
collective consciousness of the French speaking community, and so on.
And none of these signifieds is to be found standing in a field. This is not
an easy idea to keep a hold of, as we are particularly susceptible to
confusing signified with real objects in the world (their referents). Such
correspondence might be possible if language consisted of only nouns and
verbs, but you only have to think of the difficulties of pointing to a
‘perhaps’ or an ‘although’ to see why the comprehension of signs is not as
simple as it might first appear.

Saussure took as his originating object of semiological enquiry the word.
He went to considerable lengths to show that the recognition and status of
any sign, as sign, was only with reference to the whole system of which it
was one element or part. In contrast, the influential linguist Chomsky took
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the sentence to be the key structural aspect of language. For Saussure,
signification processes were essentially collective; linguistic structures and
their meaning pre-existed any specific individual, and ‘signifieds’ (the
conceptual element of this abstract sign-system) were part of the human
collective consciousness. For Chomsky, meanings were individual
competencies, part of any human being’s genetic inheritance. He argued
that children had to be genetically endowed with the ability to comprehend
and produce language. Significantly for psychology, he also wrote a
thorough, and damning, critique of Skinner’s book Verbal Behavior
(Chomsky, 1959), and during the same period provided a mathematically
rigorous outline of language competence which, he argued, could explain
the inherent creativity of children’s language abilities (Chomsky, 1957).

Two quite distinct accounts of language emerged from structuralism.
One emphasised the role of society and has an essentially collectivist
orientation (social semiotics). The other, and one which had considerably
more influence on psychology during the 1960s and 1970s, was distinctly
individualistic (leading to the emergence of a distinct psycholinguistics).
There were other important factors which bear upon the emergence of
psycholinguistics. Experimental work within what had been known as
‘verbal learning’ (now memory research) implicated the existence of more
than one kind of memory, which was simply anathema to the behaviourist
approach, which eschewed any serious consideration of mental states
(Postman, 1961). At the same time, psychologists were beginning to borrow
metaphors and ideas from information theory and were proposing theories
of human information processing (Lindsay & Norman, 1972). And
although this new cognitive psychology inherited the operational
methodology of behaviourism, it had a much closer kinship to Chomsky’s
proposal that language competence should be considered as the internal
manipulation of symbols.

The coming together of Chomsky’s theories of grammatical competence
with the experimental procedures and methods of experimental psychology
produced an enthusiastic flurry of new studies into language comprehension
(see Garnham, 1985, for a review). There is little doubt that the birth of
psycholinguistics as a new branch of the discipline is interdependent with
the publication of Chomsky’s (1957) book Syntactic Structures. We will go
on to consider Chomsky’s ideas in more detail in the next chapter; for now
it is important to recognise that cognitive psychologists hold to the
principle that human cognition is essentially concerned with the internal
manipulation of symbols (mental states, propositions, and so on).
Arguably, many post-Chomskian linguists share the same views, and
both these disciplines have a significant influence on what is now known as
cognitive science. Cognitive science is a collocation of different subjects
(artificial intelligence, cognitive psychology, linguistics, neuropsychology
and the neurosciences, philosophy and social anthropology) which all share
a commitment to understanding symbol-manipulating systems, human and
artificial. The research programme has been described as
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a formally complete understanding of the nature of human mental processes
[where the fundamental premise] is that human behaviour is rule governed and
generative. That is to say, algorithmic rules intervene between different stages in
coding processes in order to permit goal-directed problem solving. (Sinha, 1988,
p. 115)

Returning to Figure 1.2, in parallel to the developments within psycho-
logy, during the 1960s and 1970s structuralism and semiotics were having a
significant influence on disciplines outside psychology. In social
anthropology, the work of Lévi-Strauss (1963) illustrated how a structural
analysis could be applied to the study of myth and folklore. In history,
structural analysis was employed by Braudel and became known as struc-
tural historiography. Rather than concentrating on events, a structuralist
historian looks for ‘the system within which events happened and by
reference to which their historical value may be assessed’ (Sturrock, 1986,
p- 59). Within philosophy structuralist and post-structuralist ideas and
theories have come to dominate ‘Continental’ philosophy (Descombes,
1986). And within cultural criticism, debates surrounding post-structuralist
and ‘deconstructionist’ ideas have generated considerable interest in the
media and the quality press.

Some of the reason for this interest stems from the radical nature of the
propositions being discussed. Post-structuralists such as Derrida (1977)
argued that Saussure, although providing the necessary tools for the
structural analysis of language, did not take the programme far enough.
Derrida, as a philosopher of language, took the view that the Saussurean
critique and analysis of language provided the means to dispel some long-
cherished and ‘idealist’ views about the nature of thought and language.
Derrida’s accusation was that Western philosophy since Plato and Aristotle
presupposed the existence of a realm of ‘meaning’ underpinning language.
For Derrida, this is simply wrong; nobody can step outside language and
somehow attain a pre-semiotic intuition. One essential point of the
deconstructionist view is that no ‘sign’ exists somehow on its own, and
every ‘signified’ has the potential for being another’s signifier. The upshot
of this kind of view is that meanings cannot be somehow easily ‘contained’
within texts, given that they depend in part on an ever-receding
interconnected ‘field of unlimited semiosis’.

In parallel with these developments, within literary criticism post-
structuralists such as Roland Barthes and Julia Kristeva were calling into
question long-cherished notions about authorship and the role of the
reader. In a well-celebrated essay ‘The Death of the Author’ (Barthes,
1977), the traditional view that the originating author is the ultimate
authority on the text is critically analysed or ‘deconstructed’. As Selden
(1985) notes:

[Barthes’s] author is stripped of all metaphysical status and reduced to a location
(a cross-road) where language, that infinite storehouse of citations, repetitions,
echoes and references, crosses and re-crosses. The reader is thus free to enter the
text from any direction; there is no correct route. The death of the author is
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already inherent in structuralism, which treats individual utterances (paroles) as
the products of impersonal systems (langues) . . . [readers] are free to connect the
text with systems of meaning and ignore the author’s intention. (p. 75)

The intricacies and complexities of the debate between structuralists and
‘deconstructionists’ deserve considerably more space than can be allowed in
a book on the psychology of language. Suffice it to say that the study of
language within literary criticism (reading, writing, text analysis, compre-
hension) adopts methods and procedures quite different from those found in
experimental psycholinguistics, as we well go on to consider in Chapter 9.

Post-structuralism as a movement is not concerned solely with the study
of language. Architecture, art, media and film studies, social anthropology,
sociology and cultural studies have all been influenced by changing con-
ceptions of originality, authorship, responsibility, accountability, thinking,
the nature of literary texts, and so on. We should not be surprised, given
the close affinity between sociology and social psychology, that a specific
‘discursive’ social psychology has emerged. Discursive social psychology
has adopted key ideas and methods from discourse analysis (linguistics) and
ethmethodology (sociology) and integrated these in a social psychological
approach which focuses upon the ‘discursive’ nature of action and
cognition. For discourse analysis language

exists as a domain of social action, of communication and culture, whose
relations to an external world of event, and to an internal world of cognitions,
are a function of the social and communicative actions that talk is designed for.
(Edwards, Potter & Middleton, 1992, p. 442)

Certainly the agenda within this sub-branch of psychology is different from
the concerns of psycholinguists. There have been some noteworthy debates
over the nature of the relationship between language and memory
(Baddeley, 1992). Some philosophers of the social sciences argue that the
orientation of the discursive social psychologists and other social con-
structionists will have a pervasive and radical influence on psychology as a
discipline (Harré, 1993). Leaving aside such prophecies for the moment,
our brief history of the study of language has only touched on the influence
of sociolinguistics and social semiotics. Essentially sociolinguists search for
general patterns in the relationship between language and society. For
example, they will examine linguistic variation within different speech
communities and attempt to identify the social factors which explain
specific trends. In a useful introduction to the subject Holmes (1992)
suggests that these common trends can be seen as sociolinguistic universals,
e.g. the observation that as the social power and status between people
increases you tend to find an increase in linguistic forms expressing negative
politeness.

Social semiotics can be described as a contemporary critique of semiotics,
and has developed from the position that the social dimensions of semiotic
systems are so intrinsic to their nature and function that systems cannot be
studied in isolation. Hodge and Kress (1988), for example, argue that the
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orientation developed in semiotics (largely of an abstract and ‘independent’
form - i.e. as the study of sign-system structure) appeared to ignore the
very thing it was said to study — the social basis of sign-systems. Although
Saussure affirmed the social over the individual, he did so only as an
abstract, somewhat immobilised, version of social reality. This order itself
is open to potential threats by the particular actions of individuals and
groups, and social semioticians consider that the study of language, as an
examination of signification processes, is interdependent with an analysis of
culture, politics and ideology. There is a recognisable affinity between
feminist social psychologists and discourse analysts and the theoretical
approach of contemporary social semiotics.

A cognitive account of language processing

This short, and deliberately selective, overview of historical developments
in the study of language will help provide a background frame for placing
the topics and themes of this book. Throughout the following chapters,
orienting comments and reminders should assist the reader in under-
standing why one or other approach appears either similar to, or quite
distinct from, another. Given the considerable diversity of this field, unless
the reader can occasionally refer back to the underlying theoretical
orientation of any given approach (and its historical antecedents), it will
remain difficult to gain a coherent global picture of the psychology of
language. We have seen already how language can be treated as an object
of study, as the study of human behaviour, and as a method of examining
the relationship between language and thought. All such views (and more)
are to be found in the psychology of language.

Another difficulty the psychology of language student faces is with
terminology. Linguistics as the scientific description of language has a
whole variety of terms and definitions which serve to identify the basic
elements and objects of inquiry. At this point it would be useful to provide
a summary description of the areas of language study which have received
the most attention within psycholinguistics. Figure 1.3 outlines the principal
fields, as described by Greene (1986).

Lexical processing: The study of lexical processing rests on the fundamental
assumption that each of us has within our heads some kind of dictionary or
‘mental lexicon’. Within linguistics the term ‘lexicon’ describes that com-
plete list of words which make up any natural language. Traditionally the
lexicon has been seen as ‘the repository of miscellaneous facts forming no
part of any generalisation’ (Trask, 1993). Within psycholinguistics lexical
processing has focused on word recognition and there have been well over a
thousand studies of word recognition over the last ten to fifteen years.
Considerable effort, for example, has been spent on identifying the
relationships between the ‘visual lexicon’ and cognitive letter detection
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Figure 1.3 Greene's (1986) model of language processing

processes. There is also extensive research within neuropsychology which
employs the word recognition paradigm in studies of brain damage and
related disorders. Given the already well-documented texts on this topic
(Garnham, 1985; Taylor & Taylor, 1990) and the problems of including all
aspects of language in a text of this nature, this is an area which will not be
covered in any great depth in the following chapters.

Syntax and syntactic processing: Syntax is the analysis of sentence structure,
the rules and procedures whereby individual words go together to form
sentences. In Chapter 2 we will consider how significant the study of
syntactic processing has been for psycholinguistics, particularly with respect
to the models of mind and cognition which underpin theories of syntactic
processing.

Semantics and semantic processing: This part of the study of language is
concerned with what words and sentences might mean. Understanding the
nature of meaning has been a central problem for the philosophy of
language for many years. Psycholinguists are interested in the ‘rules of
meaning’ which people appear to employ when they make sense of the
language they hear and read. The study of semantics has close ties with
developments within formal logic, and for many researchers in artificial
intelligence and computational linguistics formalising rules of meaning
remains an important goal of their work.

Discourse processing: Within linguistics, discourse analysis has traditionally
meant the application of methods developed in research on syntax and
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semantics to the study of extended texts. In contrast, some psycholinguists
use the term ‘discourse processing’ to refer to how people comprehend text,
whereas social psychologists use ‘discourse analysis’ to refer to study of
everyday language behaviour. This is a good example of the care we must
take in identifying not just what a definition might mean, but who happens
to be using it. In the Greene (1986) model in Figure 1.3, she uses th€ term
to refer to the rules which we appear to use when understanding text (i.e.
our comprehension of the structural devices in texts which help us
understand how a story develops and so on).

Judith Greene’s (1986) model (Figure 1.3) serves as a useful illustration
of how one school of psycholinguistics would approach the study of
language. When we read or hear language, we first have to be able to
recognise the individual letters and words which make up the basic
elements (lexical processing). This is said to depend on the lexicon, a store-
house of words which we have built up throughout our lives and exists
somewhere in our memory as general knowledge (as do all four of the
above components). Next, we are able to recognise how these words are
put together in meaningful chunks, according to the rules of the language
that we happen to understand. We could not utter intelligible sentences if
we did not (intuitively) know the rules for grammar. But of course, it is not
enough to know the rules of sentence structure, if we don’t know what this
sentence or utterance is meant to convey. The often quoted example
‘Colourless green ideas sleep furiously’ was employed so as to remind us
that structure can be recognised, without anything meaningful being
communicated (people tend to say that this strange expression is a
grammatical sentence even though it is meaningless). There has to be an
element of semantic processing, therefore, and meaning must be structured
and obey particular rules and conventions. Finally, larger chunks of
meaning as ‘discourse’ are processed, and thereby we can understand and
construct extended texts.

In this cognitive ‘linear stage model’ approach to language, there are a
number of missing topics which are of considerable interest to psycho-
logists. How people interact during everyday conversation, how language is
used to carry out particular speech acts, the use of specific words in order
to indicate social status, are all topics which call for an approach to the
study of language which goes beyond the boundaries of a cognitive
orientation. A contemporary psychology of language will include key topics
such as conversational analysis and pragmatics. Again, we can summarise
these briefly:

Conversational analysis: As the name suggests, conversational analysis is an
approach which examines the structural elements of conversation, including
turn-taking procedures, use of intonation patterns, interruption strategies
and methods of opening or closing a conversation. It derives from an
approach within sociology known as ethnomethodology, which takes as its
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starting point the investigation of participants’ own methods, techniques
and forms of rationale for interpreting and producing their social worlds.
In contrast to the ‘deductive’ approach found in experimental psycho-
linguistics, the methodology employed is largely ‘inductive’, ie. it concen-
trates on identifying rules and regularities through an examination of a
large body of naturally occurring examples.

Pragmatics: The sixth, broadly defined area of language study is prag-
matics. Some commentators have described pragmatics as the study of
every phenomenon within language, except for formal syntactic analysis
(i.e. everything beyond the level of the sentence — see Levinson, 1983), and,
as such, this would include conversational analysis. Within psycholinguis-
tics, the study of pragmatics has focused principally on intentionality,
speech acts and issues of co-operation and communication (e.g. Grice,
1975). In later chapters we will go on to consider the extent to which both
pragmatics and conversational analysis have become central topics in a
psychology of language.

The aim of this book: extending the scope of the psychology of
language

So far, this introduction has accomplished two things. The first is in
providing a brief historical overview of some of the key influences which
bear upon the contemporary study of the psychology of language. In
considering this, it has been clear not only that there are many distinct and
equally interesting approaches to language, but also that it is increasingly
difficult to provide an overview conceptual framework for one distinctly
psychological approach to the study of language. The study of language
within psychology has at least four distinct divisions. There is the primarily
cognitive approach of psycholinguistics, which includes research which
studies the relationships between memory, attention and problem solving
with language processes (and this would include the extensive work on
reading). Alongside this, the ‘neuroscience’-inspired orientation of neuro-
psychology has a particular interest in language, one which shares many of
the theories, methods and concerns with the cognitive psychologists. There
is also a distinct social psychology of language, which, although sharing
theoretical and methodological allegiances with cognitive psychologists
(particularly methodological), also incorporates ideas from sociology and
communication studies. More recently, a ‘discursive’ social psychology has
emerged, and, as we noted above, its interest in the study of language is
informed as much by disciplines outside psychology as it is by other themes
within the discipline.

The second aim of this introduction has been to provide some back-
ground to what is to be accomplished in the following chapters. In service
of the previously noted aim of working to clarify distinctions between
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language as a formal object of inquiry and the study of communication, the
aim of this book is to outline a psychology of language which places at
centre-stage the importance of communication in a broad sense of the tern.
To fulfil this goal, we will begin by considering the relationship between
language and thinking, with the proviso that thinking is ultimately a form
of ‘self-communication’ (at least some of the time). Thus, the early part of
the book will move from ‘in the head’ formulations of language and
thought which have tended to emphasise the importance of syntax and
semantics (Chapters 2 and 3), outwards through ‘the interface with the
social’, by studying what are known as deictic terms,> and on to con-
siderations of everyday talk (language in practice).

The second theme, talk, begins in Chapter 4 by picking up on key aspects
of social interaction implicated in certain studies of deixis (Oshima-Takane,
1988), thus introducing conversational analysis (CA). First, the ethno-
methodological basis of the CA approach is outlined and key principles
explained (e.g. intersubjectivity). Rather than going into details at this
point, however, the importance of the approach is highlighted by comparing
and contrasting CA with the achievements and limitations of what has
traditionally been known as non-verbal behaviour. Too often, non-verbal
behaviour has been confused with non-verbal communication, and CA
studies of telephone conversations encourage a reconsideration of the
significance of what is popularly known as ‘body language’. Chapter 6 will
summarise the primary details of the CA approach, covering such topics as
the ‘local management system’, adjacency pairing, openings and closing
sections in talk, and so on. Here, examples are used throughout so as to
convey the significance of the principal phenomena, for example by
considering research which has shown that children as young as two years
are oriented towards structure and predictability in talk.

Moving towards the end of the talk theme, Chapter 7 will serve as an
important extension of the previous chapter (by outlining criticisms of the
CA approach) and a link to the final theme of the book (text) — power and
ideology. The focus in this chapter is on the role of power relations in talk
and how (as Goffman has proposed) talk can be considered as a micro-
sociological context where participants act with regard to the institutional
forces which bear upon everyday interaction. The role of power relations in
talk is (towards the end of this chapter) compared with expressions of
power as instituted in language (where considered as a formal object).
Here, the feminist critique within text linguistics serves as an important
avenue for moving on to the third theme of the book — text.

The final theme of the book begins by outlining the dangers of pre-
supposing a simple and generalist notion of communication when we treat
text (sentences) in much the same way as talk (speech or utterances), and
vice versa. Building upon recent work within the philosophy of language,
reasons why a psychology of language would benefit by clarifying the
distinguishing features of talk and text are outlined. This is then followed
by a chapter on semiotics and a consideration of the extent to which
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structuralist and post-structuralist ideas can inform the study of text in the
psychology of language. The study of reading and writing is then
considered (Chapters 9 and 10), concluding with an analysis of what has
become known as a postmodernist psychology of language: discourse
analysis.

This concluding chapter begins by highlighting aspects of the previous
chapters which indicate the ‘postmodernist’ turn within the study of
language (e.g. the deconstructionist critique and ‘political correctness’ in
Chapter 7; post-structuralist theories of reading in Chapter 9). Then, as a
way of drawing together the three themes of the book (thinking, talk and
text) the emergence of discourse analysis in social psychology is considered
in some detail. Primarily this serves as a ‘test-case’ for considering whether
the psychology of language (as a sub-discipline) now encompasses more
than what would traditionally be conceived as ‘psycholinguistics’. The
implications of this perspective for other areas of psychological inquiry are
outlined in the concluding comments.

Notes

1. CT is better known as computer axial tomography and PET as positron emission
tomography. See Posner, Peterson, Fox and Raichle (1988) for an example of the use of such
techniques in neuropsychological research.

2. Deictic terms are all those examples of language which tie the comprehension of an
utterance to the interaction context of the speaker and hearer (such as this and that or here and
there).
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Language Structure and the
Significance of Recursion

You have only to stop for a second and consider the nature of language to
recognise that it has structure. As children we learned in the first few years
of life that we couldn’t just arrange the sounds we made in any old fashion;
they had to follow a certain order. There were ‘sound-rules’ to comply
with, ways of saying things in the correct fashion. As adults we know that
it is simply impossible to communicate any thought independently of
language,' and it has been suggested that when we give attention to the
medium, we are giving attention to the substance of our thoughts. But, the
age-old question of which comes first, thought or language, remains as
controversial as ever. Certainly some structuralists would argue that if we
talk of language as if it somehow serves to convey ‘thought’, thus assuming
the existence of some ‘beyond’ of language to which we are given access,
then this is simply misleading (Sturrock, 1986). In this chapter we will see
that much of psycholinguistics and cognitive psychology rests on the
assumption that there is indeed a level of cognition underpinning language.
Whether this is innately specified, symbolic or diffuse, serial or parallel in
operation, and so on, are the kinds of questions that make up the agenda
of contemporary cognitive science. Before going on to consider why the
study of language structure serves to inform these debates, we need to
understand the specifics of the approach to language comprehension which
owes its existence to Chomsky.

There were two developments which together helped inaugurate the new
field within psychology which become known as psycholinguistics. The first
was the distinctively individualistic interpretation of structuralism outlined
in Chomsky’s writings. Within structuralism, signification (sign-system)
processes were viewed as essentially collective. Linguistic structures and their
meaning pre-existed any particular individual and were part of the human
collective consciousness. Chomsky, partly in response to the behaviourist
orientation of American descriptive linguistics, which he saw as very limited,
was convinced that the ‘grammatical competence’ we seemed to possess,
almost as an intuitive skill, had to be genetically endowed and was a
fundamental part of an individual’s mind.

The second development, which occurred in parallel with Chomsky
publishing his ideas on formal grammar, was the shift in emphasis within
psychology from the study of behaviour to the study of mind. A new
‘cognitive psychology’ was becoming the dominant framework, and, in
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contrast to the previous climate of suspicion for topics ‘mentalistic’,
research paradigms were emerging which employed the operational method-
ology of behaviourism to study internal cognitive life. The cognitive
processes associated with language comprehension and production were
obvious candidates, and understanding issues such as grammatical com-
petence were high on the agenda.

But what exactly are we talking about when we refer to ‘grammatical
competence’? Simply the ability to recognise that sentences or utterances
such as Rachel is tired of working so hard all the time or Angela looked
closely into Jonathan’s eyes are grammatical, while Of is hard so Rachel
working time the and Eyes Jonathan's closely Angela looked into is not are
ungrammatical (at least for English-speaking people). The famous example
employed by Chomsky to make this point, ‘Colourless green ideas sleep
furiously’, is normally recognised as grammatical, even though it is mean-
ingless. A common definition of the word ‘grammar’ might be a system for
organising individual words into larger units (usually called sentences). More
technically, however, a grammar is essentially a theory, and as with any
other theory, it is an attempt to explain some aspect of the phenomenal
world. Here the natural phenomenon is the knowledge of a language that is
possessed by every native speaker of that language. Dale (1976) suggests
that grammars are theories in at least two senses:

1 They represent a linguist’s best attempt to summarise and characterise
the language of a speaker.

2 They are an attempt to describe the organisation of language in the
mind of the speaker.

For the psychology of language, the second sense is of more interest than
the first, although their interdependence should be clear. Understanding
grammatical competence will depend in part on an understanding of
syntax. Syntax is the analysis of sentence structure, the rules and pro-
cedures whereby individual words go together to form sentences, and, as a
method of linguistic analysis, it is indispensable to psycholinguistics. For
individualistic structuralists like Chomsky, knowledge of grammatical
competence is going to be closely tied to conceptions of the mind and
thinking.

Cognitive representations of grammar

Already, in trying to summarise even the basic framework for introducing
ideas in this field, technical terms are inescapable. In order to guard against
an understandable resistance to engaging with what might appear to be
unnecessary detail, this section begins by outlining, as clearly as possible,
the essential ideas within Chomsky’s theory. Let us start with the issue of
grammatical competence and our apparently intuitive ability to recognise
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when a sentence is grammatical, and when it is not. Remember, syntactic
theory is relevant in a cognitive sense because the main task of any
syntactic theory within psycholinguistics is ‘to model the system that
enables us to know which sentences are part of our language . . . and which
are noise’ (Stillings et al., 1987, p. 242). In other words, speakers know the
patterns of their language, and the argument is that these patterns are
represented as a set of rules that define what is a permissible sentence, and
what is not. This account can provide us with one explanation for the
inherent creativity of language, an issue which seriously undermined a
strictly behaviourist account of language.

Chomsky’s (1957) theory of syntax rests essentially on the assumption
that the mind is some kind of recursive computational entity. To recur
commonly means describing a situation where something comes back or
comes around again. The process of recursion is where an algorithm or
procedure which involves reference to itself (re)occurs in a repetitive
fashion. Many programming operations in computers involve procedures
(sections of code) which ‘call themselves’ when activated. This is a
paradoxical, yet very important, idea for understanding theories of syntax.
Recursion is the main reason why people have argued that the human
mind has the capacity to recognise and produce an infinite number of
sentences, even though our brains are clearly finite entities. In order to
gain some idea why this proposal is significant we can try the following
exercise:”

First, imagine a very minimal abstract language that consists of only two
symbols (A and B) and one simple rule, and of course some system for
processing or comprehending language. The system has to be able to
recognise these symbols and have the ability to substitute one string for
another if need be (arguably a fairly basic set of abilities). The rule states
that whenever the system (human, artificial, or whatever) ‘sees’ or recog-
nises the symbol A, then it has to substitute the A symbol with an AB
string (i.e. the A and the B beside each other). The basic elements, rules
and activity are shown in Figure 2.1(a).

It is important before continuing to recognise the importance of the
recursive nature of this re-application rule or algorithm. On the second
application, the system simply sees the A at the end of what resulted after
the first application (BA), and AGAIN applied the rule, this time resulting in
a string that had a new BA, this time placed alongside the first B, left over,
if you like, from the first application (now to BBA). And so it continues.

Now, this simple system will reject as ungrammatical any ‘sentence’
which takes a form such as ABAB. Such a combination of elements could
not be a ‘real’ sentence, could not have been ‘generated’ from within the
system. In Figure 2.1(b) we can simply turn what we have in Figure 2.1(a)
through 45 degrees, and represent the outcome of this recursive procedure
hierarchically.

So, the ability to be able to ‘compute’ symbols in a recursive way makes
it possible to conceive of a system which can ‘generate’ an infinite number



Language Structure and Recursion

21

A simple abstract language containing
1 Two symbols — A and B
2 Arule
Symbols = A or B
Rule is when you ‘see’ A — apply string BA
Original state = A
so,
Ist application of rule substitute A — BA
2nd application of rule o A — BBA
3rd application of rule . A — BBBA
4th application of rule " A — BBBBA
10th application of rule g A — BBBBBBBBBBA
nth application of rule " A — B"A

(a) Basic constituents

System recognises A

A
Ist application — B A
2nd application —

3rd application —

nth application —»

Important points to note

B/ \A
B/\A

B"/ \A

3 Anything else will be ungrammatical.

1 No limit to the number of ‘sentences’ of this abstract language.
2 Grammatical sentences in this language will always be of the form B"A.

(b) The minimalist system represented hierarchically

Figure 2.1 Recursion as a computational process
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Sentence (S) — Noun phrase (NP) + tense + verb phrase (VP)
Noun phrase (NP) — Article (art) + adjective (adj.) + noun (N)
Tense = Tense marker (past)

Verb phrase (VP) — Verb (V) + noun phrase (NP)

Noun phrase (NP) —» Article (art) + adjective (adj.) + noun (N)

(phrase marking before lexical insertion, i.e. putting in the actual words)

Noun phrase (NP)
Tense

Verb phrase (VP)
Noun phrase (NP)

Article (the) + adjective (small) + noun (child)
Tense marker (past)

Verb (is crushing) + noun phrase

Article (the) + adjective (sweet) + noun (flower)

L1l

(phrase marking after lexical insertion)

Represented hierarchically as:

S
/ \
NP VP
Art. Adj. N \Y% NP\
Art. Adj. T
the small child is crushing the sweet flower

Figure 2.2 Sentences as ‘rewrite rules’ in a recursive system

of sentences. It was for this reason that Chomsky’s theory was originally
entitled a theory of ‘transformational generative grammar’. Consider what
happens when we represent sentences, and the elements which make them
up, as components in a system which applies rules recursively, as in Figure
2.2. Now, instead of As and Bs, you have sentences (Ss) and the parts that
make them up (noun phrases — NP; verb phrases — VP). As in the previous
diagram, the system applies recursive ‘rewrite’ rules (when you see S, then
substitute with NP and VP and so on). The system is the mind and the
significance of Chomsky’s proposal is that the mind must be some kind of
‘recursion’ engine.

The hierarchical representation above is what you find peppered
throughout linguistic textbooks. Open one up and you will find it replete
with hierarchical ‘trees’ of this nature. Such representations are known as
‘phrase structure’ trees, and phrase marking is represented by the form of
the structure (i.e. without reference to the actual sentence which we have at
the bottom of the diagram). The latter has popularly been known as the
‘surface structure’ of the sentence, a distinction Chomsky emphasised when
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Active
Present tense VP
Art. Adj. N \Y% NP
Art. Adj. N
the small child is crushing the sweet flower
Passive / S
/ Past tense / VP \
Art. Adj. \Y% NP
Prep. Art. Adj. N
the small child was crushed by the sweet flower

Figure 2.3 A simple transformation from the ‘active’ to the ‘passive’

talking about grammatical competence, i.e. between ‘surface structure’ and
‘deep structure’. The ‘deep structure’ is represented by all those parts of the
Figure 2.2 sentence above the actual words. To understand what Chomsky
meant when he talked of ‘transformational rules’, consider the differences
between the two phrase structure trees in Figure 2.3. The sentence has
changed from being in the present (active) to the past (passive) tense.
Leaving aside the slight difficulties we might have imagining a small child
being crushed by a sweet flower, the important point to grasp is that such
transformations are essential elements of any given language, and that our
ability to generate, as if ‘intuitively’, distinctions between, for example,
‘active’ and ‘passive’ forms of a sentence is something we inherit.
Remember, this was one of the important differences between ‘collectivist’
and ‘individualistic’ orientations in structural linguistics (see Figure 1.2,
p. 6). Chomksy’s aim was to discover the universal features which under-
pinned the communicative power of human language. He was particularly
concerned to show that it was simply impossible to explain the acquisition
of language through a simplistic notion of imitation. In the spontaneous
language of a five- or six-year-old child, one can find numerous examples
where utterances seem to have been ‘transformed’ in appropriate ways
representing the past-tense rule (adding -ed to verbs, talked for talk), or
rules for plurals, negative and so on. Developmental psycholinguists have
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debated this ability at length, sometimes referring to it as the ‘learnability
problem’ — a young child simply couldn’t just generalise these complex
rules from only listening to the speech he/she hears around him/her. There
simply isn’t enough time (the child simply would not hear enough
examples) to do so® Many researchers are compelled to accept the
proposition that somehow this ability must be genetically endowed, an
innate predisposition. This ‘innateness’ hypothesis has been summarised by
Garmmham (1985) as follows:

The features of language that children must acquire from the speech around them
are the unique features of their language, and they include the transformations of
that language. ... Children do not have to learn those features of the deep
structure that are universal. (p. 89)

The surface structure is what you hear or read, in the exact serial order it
occurs, and the corresponding ‘deep structure’ encapsulates or represents
the grammatical relationships from which a sentence is derived. Any
grammar that claims to assign to each sentence that it ‘generates’ both a
deep structure and a surface structure, and to systematically relate the two,
is said to be a transformational grammar. In Chomsky’s original theory
there were many key transformations and transformational rules, elements
of which were said to be universal features (common to all languages).
Chomsky’s cognitive model is summarised in Figure 2.4.

It is important to remember that this theory is about competence, not
performance (competence as our ability to ‘automatically’ recognise
whether a sentence is grammatical or not). This is a proposal about the
nature of grammatical competence as it comes to be represented in the
individuals mind. The competence—performance distinction has its parallels
in the langue-parole differentiation proposed by Saussure. The first in
either pair is always an abstract theoretical structure, the second actual
language behaviour, speech or text. And a key assumption underpinning
Chomsky’s model, as we noted, was that the mind has to be some sort of
computational engine. Without the recursive nature of ‘phrase structure’
rewrite rules, the possibility of recognising an infinite number of gram-
matical sentences was unrealisable. Towards the end of this chapter we will
consider some of the problems that have arisen with respect to the
Chomskian paradigm, but there is no doubt that this model has had
considerable influence within psycholinguistics, and it represents a key
example of the relationship between a model of the mind (in this case
recursion) and language processing.

Before continuing, however, it may help the reader to step back a little
and consider the association between underlying theoretical assumptions
and whatever particular model we are concerned with. All too often we
fail to see the way in which a particular theory is both informed, and
constrained by, the constructs which permeate its philosophical under-
pinnings.
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Syntactic
component
Transformational Phonological
—— Surface structure — [
rules component
Phrase structure D S Semantic
— eep structure —
rules P component

Sounds of a sentence . . .

Meaning of a sentence . . .

e The sounds of a sentence rely on a ‘phonological’ component which informs those
cognitive processes implicated in transformational procedures.

e The meaning of a sentence will rest in part upon phrase structure, but Chomsky was
careful at times to divorce meaning from issues regarding structure.

Figure 2.4 Relations between deep structure and surface structure
( Chomsky, 1965)

Psychology and language: the relationship between theory, data and
explanation

In a useful commentary on the developmental psychologist Vygotsky,
Williams (1989) draws attention to the relation between methodology and
psychological theory, which is pertinent here. As he puts it:

The formation of a theory is a twofold process: The theory begins with some
object of study, or unit of analysis; for example a reflex, an introspectible
subjective state, a behavior, a cognitive capacity or whatever. It then develops a
general explanatory principle; for example, appeal to conditioning, introspection,
flow chart model, and so defines itself from the perspective of the logic of this
philosophical tradition. This view of the relation between psychological theories
and philosophical perspectives underscores the importance of developing a critical
awareness of the presuppositions that support the content of a particular theory.

(p. 111)

Developing an awareness of the relationship between underlying theoretical
assumptions and particular models in the study of language is not very
easy. The models are of such complexity in themselves that trying to
identify what kinds of assumptions about ‘mind’ lie beneath them is an
additional level of complexity we would often rather avoid. However,
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precisely because there are so many diverse approaches to language, having
some idea of what kinds of theoretical assumptions they share can often
help us understand the orientation of a specific approach. Arguably, there
are two general approaches to the mind—language relationship found in the
psychology of language:

e Cognition-dominant: Concepts, cognitive states and categorisation pro-
cesses generally constrain and support thinking and language.

e Language-dominant: Language constrains and facilitates thought. Our
language determines the order of our experience and the world.

We have already looked in some detail at a ‘cognition-dominant’ view in
Chomsky’s proposals. Without the underlying assumption that the mind is
a ‘recursive’ computational system, language competence would not be
possible (in the way described). In contrast, a language-dominant view
emphasises the primacy of language — as a set of social practices that pre-
exists any individual life. Philosophers of language such as Wittgenstein
have had considerable influence on the development of this orientation,
arguing that it is only on the basis of language practice (Wittgenstein’s
‘language games’) that we can make any justifiable inferences about
cognition or conceptual processes at all.

The cognition-dominant view

By far the greater number of models in the psychology of language have
favoured the ‘cognition first’ view. This should be of no great surprise given
the importance regarding ideas about individuation, thinking and ego-
identity pervasive in Western thought and culture over the last three
centuries. Prior to Descartes, it is fair to say that issues of identify, the self,
thinking and language were closely tied up with theology and the import-
ance of the relationship between the ‘soul’ and the divine (God). What was
important about Descartes, reflected in that often misunderstood phrase ‘I
think, therefore I am’, was his articulation of the relationship between self
(I), or intuition or identity, and judgement (the emphasis in the quote is on
the word ‘therefore’, which presupposed the ability to draw a conclusion, to
judge and to categorise). As Sinha (1988) points out, it was the creation of a
space between intuition and judgement that helped initiate the
‘methodological individualism’ central to the human sciences, and ‘secured
the foundations of the tradition in Western philosophy . .. within which
empiricism and rationalism contested the claims of experience and
inheritance’ (p. 6).

For Kant, however, Descartes’s ideas did not adequately account for the
problem of internal representation or mental images. Rather than judge-
ment being derived from intuition, he turned the problem on its head and
proposed that the conditions of the possibility of representation derived
from the nature and operations of judgement. There had to be a cogito in
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the first place before any notion of experience could come into play —
judgement and sensation were synonomous. Representation becomes a
psychological (not an epistemological) problem and Kant can certainly be
seen as the founding father of ‘mental representation’ as it is understood in
cognitive psychology and cognitive science. Why this is important for our
understanding of the study of language is summarised succinctly by Sinha
(1988), where he reminds us:

Although Kant was not a philosopher of language, his investigations profoundly
influenced the development of theories of language. Firstly, his separation of
representation from language and discourse implied that language itself could no
longer be seen as a transparent tool for the revelation of both nature and reason,
but must rather be studied as an object of investigation in its own right. Language
. . . was henceforth subject to the higher claims of empirical investigation. (p. 12)

The Cartesian (after Descartes) and Kantian influence on psycholinguistics
remains significant. Again, it might help to identify why by tracing the form
this influence takes, as in Figure 2.5. On the one hand (top of Figure 2.5),
we have a view of language and cognition that has a clear commitment
to individual cognition, the cognition-dominant orientation. In contrast,
a social-constructionist approach would argue that the criterion for assert-
ing this or that view of individual cognition ultimately rests on social
practices (conventions of one sort or another), i.e. the language-dominant
orientation. We can go through the steps of each level of the contrasting
frameworks.

Starting with the cognitivist view, it is the ‘existential status’ accruing to
the existence of propositional attitudes which supports the view that con-
cepts underlie language in the first place. A propositional attitude is said to
describe the relationship between an intentional stance and mental states.
The fundamental assumption is that mental states are essentially represen-
tational, and thus psychological concepts are ‘objects’ of intentional
stances. So, in order for mental states to exist at all they have to be the end
product of a cogito which permits the existence of critical judgement in the
first place. Thus the starting point is the assumption of the existence of
propositional attitudes, and the status of individuation is assured by the
foundational criteria of a cogito or an epistemic subject.

We find concepts and categorisation processes at the next level. The
extensive work of Rips, Shoben and Smith (1978) and Rosch (1975) and
her colleagues provides evidence that people appear to possess prototype
concepts and categories. And one such set of concepts will be those
underpinning identity, self, personality and all those essential categories and
ideas which are said to underpin our comprehension and use of language.
These conceptual processes are also ‘rule-governed’ in the sense that the
processes and procedures involved in cognition can be described formally.
This idea is so important for cognitive psychology and experimental
psycholinguistics that we need at this point to take a slight detour and
explain another key assumption underlying cognitive science: a commit-
ment to methodological solipsism.
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Figure 2.5 Cognition, categorisation and language

Cognitive science and methodological solipsism

The word ‘solipsism’ comes from the Latin solus, meaning alone. It can be
defined as the theory that self-existence is the only existence, a form of
absolute egoism. The reason why it is important for cognitive psychology,
and experimental psycholinguistics, is that although there is plenty of
scientific evidence that we do indeed experience a ‘cognitive life’, it is much
more difficult to show how that cognitive life or cognitive system directly
interacts with the outside world. This is the case both with the relationship
between stimuli from the environment and the internal workings of the
human cognitive information processing system, and between our cognitive
systems and the responses and actions we carry out on the environment.

Figure 2.6 summarises methodological solipsism as a principle.
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Figure 2.6 Methodological solipsism in cognitive science
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The autonomy principle (after Stitch, 1983)

A popular way of explaining what cognitive scientists call the auton-
omy principle is by telling a science-fiction story about kidnap and
deception. First, you have to imagine that some malevolent person
has succeeded in building a ‘robot’ which is in fact, an exact replica
of you (and you happen to be a cognitive psychologist). Next, one
night when you are asleep, this person kidnaps you and you are
replaced with the robot replica. Now, this replica is so perfect that it
is totally exactly the same as you. So much so, that the replica has no
consciousness that it is not really you at all. And, although the story
really ends there (not much of a narrative I know), as a cognitive
psychologist you are asked to consider the state of the replica’s
psychology.

Consider, the replica is an exact physical copy and will always
behave in exactly the same way as the real you would behave, if
you were in the same circumstances. And if the replica is exactly the
same physically, and you (as a cognitive psychologist) were interested
in understanding the replica, then there is no need for you to pay
attention to anything at all concerned with the physical body (irrele-
vant really to a cognitive psychologist). Furthermore, the replica’s
psychology must be exactly the same as the cognitive psychologist
| him/herself. As Stillings et al. (1987) put it, ‘this is what methodo-
| logical solipsism comes to . . . for the purposes of cognitive science,
an organism’s information-processing states can be characterised
without reference to their meaning or their connection to the external
world’ (p. 337).

Information comes to us from the environment through the myriad of
ways the cells of our bodies react to stimulation (light stimulating cells in
our retina; touch stimulating cells on our skin and so on). Correspondingly,
when we wish to act on the environment, we either react spontaneously
(e.g. a reflex action ) or seek to carry out an intentional action (I am going
to raise my arm so as to reach something on my bookshelf) and
‘automatically’ find our body reacting in accordance with our wishes (most
of the time). However, the precise way in which the input (stimuli) and the
output (responses) actually interact with our cognitive system remains
unknown for a great number of activities. This is not to say that such work
is not continuing, and is doing so at some considerable pace (e.g. work on
the visual system by Livingston & Hubel, 1988, and Marr, 1982), only that
for the present cognitive psychologists await the research findings of
neurobiologists and neurophysiologists.

Continuing with Figure 2.6, it also remains unclear how exactly our
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neurophysiology interacts with our cognitive systems. In the recent past
considerable work has been carried out by neuropsychologists who have
been slowly and painstakingly piecing together many parts of this very
complex jigsaw (Luria, 1973; Petrides & Milner, 1982; Roland, 1984).
Many important insights have been gained by examining the relationships
between our cognitive systems and the environment through careful study
of people who, for one reason or another, have experienced some
neurological dysfunction. By analysis of what we know occurs when things
are not operating as we would expect, we might gain some insight into how
the relationship between cognition and neurophysiology works in the first
place.

However, it has to be recognised that there is still a long way to go, and
thus we need to understand and remember the rationale underlying the
orientation a cognitive psychologist has. In other words, given that there is
a good deal of sound scientific evidence that there is a cognitive system,
and, of course, our everyday experience of possessing a rich ‘internal’
cognitive life, we do not have to await all the fine detail of how this system
interacts precisely with the environment, but can proceed with our scientific
investigations of the system as an internal formal abstract entity. This is a
very important idea to understand. Cognitive psychologists rely on data
from experiments which are complex in the sense that it is only on the basis
of a careful analysis of the results that we can build up a picture of how the
internal workings of our cognitive system operate. Moreover, we have to
have models of what this system might look like in the first place for
conducting experiments at all. Thus model building is a very important part
of cognitive psychology (and what has become known as cognitive science).

So, the term ‘methodological solipsism’ reflects: (a) that we are dealing
with the study of an internal formal abstract entity — our own cognitive
system; and (b) methodologically, while we wait for the final story of how
this system interacts precisely with the environment, we will proceed by
employing the full range of scientific procedures and processes utilised
when studying any formal system.

Some commentators have argued that it is the shared commitment to
methodological solipsism which is the defining, and unifying, construct
within cognitive science. Disciplines as diverse as neuropsychology and the
philosophy of language can recognise that although they may be approach-
ing issues from very different perspectives, nevertheless they can recognise
the commonality in the presuppositions which inform their theory building.
Many linguists, and without doubt computational linguists, have no
difficulty in articulating reasons for the emphasis on rigour and formal
process. Numerous aspects of descriptive linguistics focus on the analysis of
that abstract side of the langue—parole formulation, and they are content to
side-step the issue of whether there is a core set of cognitive concepts and
categories underpinning language understanding.

To conclude our outline of the cognition-dominant view of the relation-
ship between mind (thinking) and language, many contemporary versions
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of how language maps onto underlying cognitive constructs remain in
sympathy with the ‘conduit’ or information transmission model of Shannon
& Weaver (1949). The idea that language is the medium for communication
between people is so pervasive in our culture that we may find it difficult to
consider the proposal that the ‘idea’ itself can be viewed as a cultural
product (i.e. the outcome of language practices, not the cause). We think of
language as a way of conveying ideas, and the ideas (concepts, constructs)
are ‘in our heads’. And because our everyday experience of the ideas we
have is often of fleeting, vague, ill-defined, half-articulated sensations and
thoughts, it seems perfectly reasonable to talk about the language system
somehow ‘packaging up’ the ideas and sending them (through speech and
writing) to others. These others then unpack the system (in reading text and
listening to speech) and then ‘get the message’, cognise the ideas, recognise
the propositions, and so on. This is often referred to as the ‘conduit’
metaphor (Lakoff & Johnson, 1980). Returning to the top half of Figure
2.5, language, finally, provides the system within which categories of self
and other (e.g. through the pronoun system) are defined and clarified.
Within this cognition-dominant orientation, social psychologists of
language will study those variables said to influence self-categorisation
and identity through a detailed analysis of the use of language in context.

The language-dominant view

We can now move to the language-dominant view within the psychology of
language. Here, the source of the criteria underlying the analysis of
language starts from, and is embedded within, particular social, cultural
and institutional practices. So, if one treats language as a formal object for
analysis, then the rationale for proceeding in this way rests upon certain
assumptions regarding what it is to be objective, analytical, precise, and so
on. These assumptions are themselves interdependent with the language
you use, the practices you ascribe to, the historical precedents provided by
prior research, ie. the procedures deemed appropriate in the particular
cultural context you are in. Analysing language as a formal system should
be conducted with due concern with, and respect for, reflexive critical
inquiry.

Throughout the later half of the twentieth century, philosophy (particu-
larly European philosophy) has been particularly concerned with the
problematic status surrounding notions of truth and identity, which is
beginning to exert some influence upon contemporary psychology (e.g.
Feldman & Bruner, 1989; Kvale, 1992). Although at times this orientation
may look like an extreme form of behaviourism, it does not rely on a
‘stimulus—response’ metaphor, nor is it predicated on the social-discursive
practices of the experimental laboratory (Lachman, Lachman & Butterfield,
1979). A social-constructionist orientation to language takes as axiomatic
the significance of social practice and semiotic systems (any sign-system
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used for communicative purposes). The comprehension of any commu-
nicative phenomena must rest upon sets of social practices and ‘forms of
life’ without which representational processes would remain unrealisable.
The most significant of these social practices is language, which of course
would not exist without the reality of self and other.

Adopting this view and playing the Robinson Crusoe-fantasy game, the
significance of the relationship between language and thought can be
foregrounded. Somebody asks you to imagine what you would think if you
had been left as an infant on a desert island. Would you think? If you did,
would you think in words or images? What would your dreams be like?
Would you ‘communicate’ with animals using signs? Would you speak?
Leaving aside the remarkable ability we have to place ourselves in such
‘imaginary contexts’, clearly such questions are simply unanswerable, and
in fact we could never ‘step outside’ language in order to ascertain the
status of this or that ‘truth’. However, playing such a fantasy game does
highlight the continuing controversy over which comes first, language or
thought (Brown, 1986).

A language-dominant view of cognition owes part of its allegiance to
existential philosophy. This philosophical outlook rejects the Cartesian—
Kantian view of eternal or absolute truth in favour of an orientation which
focuses on our ‘being-in-the-world’, where an understanding of our exist-
ence should not entail turning away from our everyday experience. At the
same time, there is the recognition that any answers or glimpses of under-
standing will be inherently paradoxical: on the one hand, our experience is
that we ‘live’ in bodies which are quite categorically ‘real’, but yet, on the
other hand, our very recognition or comprehension of self, body and ‘other’
is interdependent with our use of language (conceived here very broadly as
encompassing all sign-systems). Moreover, language itself ‘produces’
versions and visions of reality as codes and conventions embedded within
particular cultural contexts. Existential philosophy

stresses that we are not neutral observers [in the world] but rather, situated
participants in an ongoing, open-ended, socio-historical drama. It claims that
truth comes into being in our concrete co-existence with others and cannot be
severed from language and history. (Langer, 1989, p. 19)

Language as social practice exists before any of us are born and thus,
although it might be argued that we share some kind of ‘pre-reflective
bond* with others (Merleau-Ponty, 1962), in our everyday lives we are
participants in the shaping of our world, including the multiplicity of
discourses (re)produced and extended in a continuous and negotiated
dynamic construction of ‘reality’. DeBarnadi (1994) reminds us that the
argument that language shapes its speakers more than its speakers shape
language is one that repeatedly recurs within the study of language. Sapir
(1921) and Whorf (1956) were strong proponents of the view that language
shapes world view: i.e. if you want to learn about my culture, then iearn
my language first. Anybody who has tried to learn a second language to
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any considerable depth® will recognise that learning the idiom involves
attaining a deep understanding of the social practices which underlie the
use of any particular expression in a specific context: a formal grammatical
translation of one sentence into another will not get you far enough.

So, and to return to our diagram in the lower part of Figure 2.5, we are
bom into a culture with its own particular set of social practices, everyday
activities, institutions and conventions which form the presuppositional
framework underpinning language practices. The ‘reality of others’ is
interdependent with our inculcation into the language community, in fact
our very recognition or awareness of ‘self” and ‘other’ is embedded in the
use of language. This problematic nature of this view is an issue often side-
stepped by developmental psychologists where they are concerned to
understand the earliest forms of intentional behaviour. Dore (1979), for
example, employs a communication model to explain the infant’s early
attempts to ‘bridge the gap’ between him/herself and his/her mother.
However, as Freud recognised, the whole notion of separateness in the first
place (why identity?) is linked to language practice and use. Why should
the very young infant have any notion of separateness at all, and if he/she
has, how are we to access such an understanding?

For example, consider a young child around one year old, out of her
mother’s sight and helping herself to some jam in the larder (assuming she
can reach it of course!). Having helped herself for a while she comes back
into the living room, and, with jam all over her face, hears her mother say
to her, ‘Oh, so you've been at the jam then have you!"” From this infant’s
point of view, there is no reason to believe that she didn’t know that her
mother was unaware she was helping herself to the jam in the first place.
Thus, it might be argued that it is through the use of language itself that
separateness (and identity) is being created and shaped in the first place
(oh, so YOU’ve been at the jam, have YOU).

Such an example can only give a flavour of the view developed by
psychoanalysts such as Lacan (1977) who propose that it is only through
language that the child begins to attain any notion of self and other at all.
Enculturation into language also implies an entry into the ‘Symbolic order’
— that aspect of language which both facilitates and constrains our
developing sense of ego and identity. Even our dreams and unconscious
desires are infused with the signs and signifiers of the culture we are
brought up in — we cannot recognise a word, object, sign, visual image,
except through the prism of our language.

Sociologists have also emphasised the pervasive nature of language and
its interdependence with thinking. Throughout the 1960s and 1970s,
although social psychologists of language were increasingly influenced by
the cognition-dominant paradigm (e.g. Giles, 1979; Robinson, 1978),
sociologists and sociolinguists continued to focus on language as social
activity. In later chapters we will go on to examine the influence that
ethnomethodology had on such developments. For now we can note that
social theorists such as Berger and Luckman (1967), in their emphasis on
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the social construction of reality, point to the foundational role of language
as social practice. The power and pervasiveness of language activity is
paramount:

Language originates in and has its primary reference to everyday life; it refers
above all to the reality I experience in wide-awake consciousness, which is
dominated by the pragmatic motive (that is, the cluster of meanings directly
pertaining to present or future actions) and which I share with others in a taken-
for-granted manner . . . as a sign system language has the quality of objectivity. I
encounter language as a facticity external to myself and it is coercive in its effect
on me. Language forces me into its patterns. (p. 53)

The relation between language and self can be considered as the next
level of concern (Figure 2.5). In his insightful analysis of the roles and
rituals people display in different contexts, Goffman (1981) focused on how
everyday conversational contexts can be considered as ‘micro-sociological’
contexts. In other words, in face-to-face interaction with each other we
produce and re-enact conventional codes of behaviour, rules and pro-
cedures which are not so much determined by institutional forces in the
wider society as (re)produced with reference to such ‘outside’ forces. In fact,
notions of self and identity are so closely tied up with such practices that
Goffman might have claimed that the self is much more akin to a subset of
predispositions or expectations tied to specific role scenarios. Commenting
on this aspect of Goffman’s theory, Collins (1988) notes:

We are compelled to have an individual self, not because we actually have one
but because social interaction requires us to act as if we do. . . . The self is only
real as a symbol, a linguistic concept that we use to account for what we and
other people do. It is an ideology of everyday life, used to attribute causality and
moral responsibility in our society, just as in societies with a denser (e.g. tribal)
structure, moral responsibility is not placed within the individual but attributed to
spirits or gods. (p. 50)

Moreover, if the self is an ‘ideology of everyday life’, then arguments and
proposals surrounding the existence of concepts and categorisation
processes cannot be considered separately from language use. The question
of linguistic relativity has a bearing on this issue as many people hold to
the position that language structures the way we think, such that people
who speak quite different languages (i.e. particularly languages where the
rules and regularities at the level of grammar and syntax are very different)
actually think in quite different ways. Brown (1986) comments that often
this view of language is asserting not simply that cognitive structures
covary with language structures, but that the language structure shapes and
limits cognitive capacities.

At this point we can simply clarify what the implications of a language-
dominant view are for the study of concepts and categorisation processes.
A language-dominant view is not trying to say that there is no such thing
as a ‘cognitive life’ (certainly our everyday experience might make a strong
version of such a view untenable). Rather, it is a question of theoretical
emphasis within the psychology of language and a call for more critical
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reflection regarding the status and authority accruing to the existence of
cognitive structures, concepts, and so on. So, where we are concerned with
examining investigations of concepts or propositional attitudes (Fodor,
1983; Rosch, 1975), if we ignore the particular social-discursive context
which surrounds asking somebody to take part in a psychology experiment
or whatever, then we will fail to see the extent to which the ‘evidence’
produced is interdependent with the task, the context, the underlying theory
and philosophical position taken, in other words the whole set of social
activities which underpin the nature of carrying out tasks associated with
conventions of scientific practice.

According to the language-dominant view, the existence of propositional
attitudes cannot simply be assumed and considered as the philosophical
starting position. Rather, what needs to be asked is under what conditions
can we justifiably infer that this cognitive behaviour, model, rational
process, or whatever, rests upon the individual possessing propositional
attitudes? And the word ‘justifiably’ awakens our attention to the set of
accountable practices which surround the drawing of a warrantable con-
clusion: a set of socially ascribed criteria which is foregrounded by a set of
conventions or codes.

Summary

Understanding the significance of Chomsky’s conception of grammatical
competence for psycholinguistics is not an easy or a particularly accessible
task. The nature of language as structure can strike the unacquainted as
both technically complex and sometimes irrelevant. Our everyday familiar-
ity with language as practice (talking, reading and writing) can make
questions such as what is the relationship between language and thought
seem akin to asking what is the relationship between walking and sitting
down. Language as a form of life’ in which we are prime participants can
often make us resistant to examining what this particular human activity
actually involves. However, it can be argued that once we have taken the
initial plunge, then we find ourselves considering the most fundamental
human activity: critical for any understanding of psychology.

This chapter began by considering the importance of Chomsky’s ideas
for the birth of psycholinguistics and in particular his conception of the role
of the mind as a ‘recursive engine’. Certainly this has been one of the most
elegant mathematical explanations of how the infinite generative power of
language can be derived from the limitations of a finite system (ie. the
brain). We should not lose sight, however, of the principal reasons why
transformational grammar has had such an influence on cognitive
psychology and cognitive science. First, it was an exceptionally welcome
antidote to behaviourist accounts of language (e.g. Skinner, 1957), which
simply couldn’t accommodate the inherent creativity of language. Second,
it was precise, formal and abstract, in the sense that the formalism could be
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utilised by any rule-governed system. This was particularly important for
the later contributions that artificial intelligence would play within cog-
nitive science. Third, it permitted a whole new range of addressable
questions for psychologists of language, given that they now had a formal
theory to use alongside the methodological rigour inherited from behav-
iourism. Fourth, it was a uniquely individualistic formulation of the
structuralist conception of langue—parole. Rather than langue existing in the
collective consciousness of the culture, it was to be found in the innate
capacities of the individual mind. Mentalism was certainly once more on
the agenda for psychologists. And fifth, transformational grammar helped
establish methodological solipsism as research methodology. There is no
doubt that without Chomsky a distinct experimental psycholinguistics
would not have emerged, or if it had, it would have looked quite different.

The relationship between theory, data and explanation is sometimes
overlooked in psychology textbooks, and this next point we looked at in
some detail, as well as clarifying precisely what is meant by methodological
solipsism. However, the history of experimental psycholinguistics can be
better understood by comparing and contrasting two primary views of the
study of language: the cognition-dominant view and the language-dominant
orientation. This helps articulate why on occasion the study of specific
topics within research areas (e.g. language acquisition) can look very
different, i.e. dependent upon the orientation the researcher has adopted.
Without an understanding of the world view that a particular theory holds
to, it is much more difficult to ascertain why there is considerable diversity
in the study of language.

Notes

1. Leaving aside for now whether such displays as non-verbal glances and so on are
language in the formal sense — certainly to be recognised at all they have to be recognised as
‘signs’ and thus fulfil the criteria of being a language.

2. This example rests upon the detailed description provided by Stillings et al. (1987) in
their discussion of transformational grammar.

3. Although see Howe (1993) for a theoretical account of language acquisition which does
not rely on the innateness assumption.

4. Being alive at a minimal level entails that we share with others some kind of intuitive
pre-linguistic empathy simply due to the very facticity of our existence.

5. Particularly where there is little ‘cultural overlap’, say English-Japanese rather than
Italian-French.
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Semantics: The Concept of Meaning

One of the problems with syntactic approaches to the study of language is
the precise role of semantics or meaning in the models proposed. On
occasion critics of Chomsky have ridiculed the theory of transformational
grammar as being largely irrelevant with respect to what words and
sentences actually mean in context (Grice, 1957). However, it needs to be
remembered that the Chomskian tradition in linguistics and psycholinguis-
tics does not evade the question of meaning (see Figure 2.4, p. 25), and it is
often recognised that transformational grammars and other such formal-
isms, although providing insights into the form or structure of language,
are not appropriate analytical tools for studying meaning. Saussure and
Chomsky, as structuralists, are concerned primarily with language as an
abstract structure: language use in context (what utterances mean for
communicators) is another issue altogether. In this chapter a number of
approaches to the study of meaning are considered. In doing so, I will
develop the argument that the study of meaning in psychology and
psycholinguistics may be better understood within the broader framework
of pragmatics.

When many people discuss the nature of ‘meaning’ it is very often where
somebody has said something, or written something, that somebody else
doesn’t understand. What did she mean when she said that? What does this
diagram mean? Does this sign on the wall mean something? The question
of meaning arises whenever there is a gap or break in communication — the
recognition that somebody has tried to communicate something but this
‘something’ is not clear. For the most part we consider meaning as trans-
parent: meaning is something we generally take for granted.

Leaving aside for the present the distinction between meaning in conver-
sations (talk) and meaning in texts (sentences), many psycholinguists equate
the study of meaning with the study of word meaning (e.g. Greene, 1986;
Taylor & Taylor, 1990). Here, the idea is that words refer to things in the
world, and we use words to build sentences — chunks of communication
with can encapsulate meanings of varying levels of complexity. This view
might be summarised by

SYMBOL (word) = THING

In contrast to this view, semioticians argue that the problem cannot be as
simple as that, given, for example, that there is no referent or thing which is



Semantics 39

surface form

r -~

A
Signifier

Meaning = Sign =

Signified
T w
.

v

meaning(s)

sound

letter

word

visual image

icon

musical note

mathematical symbol
and so on

Figure 3.1 Semiotics and meaning

associated with the word ‘happiness’ or ‘perhaps’. For semioticians, the
nature of meaning is tied up with the notion of the sign.

Semiotic definitions of meaning

Semiotics as the scientific study of sign-systems is concerned with the nature
of meaning or the process of signification. All languages (verbal, non-
verbal, iconic, visual) are sign-systems. Frawley (1992), in his analysis of
theories of meaning, restricts the definition of semiotics to the discipline
that studies all meaningful signal exchange. All meaningful signal exchange
includes culture as sets of rules for acceptable behaviour, talk, text, the
visual media and literature and art as conventionalised aesthetic meaning.
So, the study of Meaning' is the study of signification processes, where the
essential element is the sign (see Figure 3.1).

Any semiotic theory of meaning is critically concerned with the nature of
the sign and associated signification processes. However, the Meaning of
any sign is an indissoluble association between signifier and signified. For
example, if we consider the process of signification encapsulated in our
everyday use of traffic lights, the sign for the occasion where traffic is
instructed to stop can be described as in Figure 3.2.
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Figure 3.2 The semiotics of traffic lights

The importance of recognising the arbitrary nature of signs is crucial, a
point we will go on to to consider in more detail in Chapter 8. For now,
Frawley (1992) provides us with a succinct semiotic definition of meaning:

To say that something has meaning is to say that it is a sign, a composite unit
consisting of a relation between an overt signal, called the signifier, and the
information that this overt signal evokes, called the signified. The signifier,
signified and the relation make up the sign. (p. 5; my emphasis underlined)

Philosophical underpinnings of psychological theories of meaning

It should come as no surprise that underneath any psychological theory of
meaning you find a commitment to one or other philosophical school or
theory of meaning. The philosophical enterprise itself is critically concerned
with the analysis and investigation of what things mean in the world, and
so in every culture you will find competing accounts, or philosophies, of
how to make sense of things. Again at the risk of oversimplification, within
philosophy it has been argued that there are two general orientations to the
question of meaning: the direct and the indirect views. The direct view
is often traced back to the Greek philosopher Plato and his theory
of knowledge. Plato was concerned to show that knowledge of the world
was knowledge of those things in the world that don’t change. However,
the meanings of such objects are treated as abstractions, they are ideal
forms. The universe is to be understood as divided between appearance and
reality. Although we can have views or opinions about the world of
appearance, Plato believed only our souls can have true knowledge about
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the world. Thus our inforination about the universe is divided between
opinion and knowledge. True knowledge about the world is knowledge
about the world of Platonic ideas. The direct view asserts that meanings are
abstract objects that exist independently of the minds that perceive them,
and, furtherinore, actual forins of language (in use) derive from a world of
pure linguistic forin. In a contemporary version of this approach, Katz
(1981) asserts:

Meaning is a transparent relation between signifier and signified. The signifieds of
language (entities, dynamic relations, names) are recoverable from the signifiers
(nouns, verbs, sentences). (p. 17)

In contrast to the indirect approach to meaning, adherents of the direct
approach owe their allegiance to Aristotle. Convinced that Plato was
mistaken, Aristotle argued that the everyday world we encounter can be
accounted for without having to appeal to the notion of an abstract world
of Ideal Forins. Historically, this view is expressed in a number of guises
and is seen in contemporary psycholinguistics in the work of Lakoff (1987).
Furthermore, we need to distinguish two general orientations within the
indirect view of meaning: the individualistic and the societal. The indi-
vidualistic would assert:

Meaning in the natural world is an information structure that is mentally
encoded by human beings.

whereas, the societal orientation supports the view that:

Meaning is the relation between words and their referents and is con-
ventional . . . social rules determine how meanings are paired with overt
formns.

Frawley (1992) contrasts these different orientations as two instances of
the ‘semiotic triangle’ (see Figure 3.3). In both instances the problem is
posed as to what exactly is the relationship between a symbol and the thing
(object, entity, relation) which it represents or stands for. The individual-
istic approach argues that it is the mental apparatus of the individual
psyche which encodes or computes the meaning imputed in the relation
between symbol and referent. The role of what Sinha (1988) calls the
‘epistemic’ subject becomes paramount in this case (ie. some kind of
‘logocentric’ subject must exist in our minds, a subjective structure which
does the processing). In contrast, the societal orientation asserts that the
relationship between symbol and referent is a matter of social convention.
So, in this second view the relationship is always arbitrary, ie. inter-
dependent with the way language is used in a particular social-cultural
context. One implication of this for a distinctly psychological theory of
meaning is that, in a curious sense, the thoughts in our heads are not our
own. The language we use existed before we did, and while we may put
words together in ways which are uniquely our own, the words, sentences
and discourses are provided by the culture we live in. We are both limited
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Figure 3.3 The semiotic triangle

and enlivened by our language. This view is echoed in literary criticism,
where Selden (1985) argues that we cannot step outside, as if onto some
neutral ground, the limits of our language in order to objectively analyse
the nature of linguistic meaning. In the different approaches to indirect
meaning outlined below, we will see that there are more adherents to the
individualistic than to the societal orientation.

Five approaches to indirect meaning

Bearing in mind that we are concentrating on approaches to meaning
which focus on the manner in which meaning (semantics) and form (actual
syntax) must be linked in the act of speaking or understanding, the five
approaches summarised by Frawley (1992) provide us with a useful
overview. These are:

Meaning as reference.

Meaning as logical form.
Meaning as context and use.
Meaning as conceptual structure.
Meaning as culture.

wnHWN -

Meaning as reference

The word ‘reference’ or the expression ‘to refer to’ is used by linguists in a
number of ways, sometimes ways that are rather confusing. The logician
Frege (1952) uses the term ‘reference’ with regard to any sentence’s truth
value (he distinguished between a sentence’s ‘sense’ and its ‘reference’ — the
former being what it means, the second what it refers to). Stevenson (1993)
prefers to concentrate on the more everyday sense of reference, i.c. with
regard to the specific situation that a sentence is said to ‘refer to’. The
important point for our purposes is to remember that this theory of
meaning as reference is a theory of meaning as mental projection. ‘The
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Figure 3.4 Meaning as reference and the conduit metaphor

contents of semantic representations (i.e. what we mean) is found in the
components of the mentally projected world of reference’ (Frawley, 1992,
p- 25). So, the idea is that the meanings we have are tied up with our
understanding of the constructions we ‘impose’ on the world through our
everyday use of language. Consider a deep-rooted metaphor we often hold
to in our discussions on communication, the ‘conduit metaphor’ (Figure
3.4). The general idea is that if I want to communicate something to
somebody else, then I ‘package up’ my meaning in language and (through
talk or text) communicate it to this person, who in turn unravels the
‘package’ (through listening or reading) and thus ‘gets’ the message. The
language used to do the packaging only makes sense because it refers to
things, objects, entities, and so on, in the world. My meanings (semantic
representations) are made up of all such projects which link words with
‘things in the world’.

Meaning as logical form

A second approach to indirect meaning stems from logic. Semantics here
is defined as the study of the meaning of natural language expressions
(and pragmatics the study of how such expressions are used). Zeevat and
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Table 3.1 Encoding events grammatically

to run versus to slap Question: Can
we say this?
(non-punctual verb) (punctual verb)
(a) Alice ran on Tuesday (a) Jenny slapped Fred on Yes
Tuesday
(b) Alice ran for an hour (b) Jenny slapped Fred for Unlikely
an hour
(c) Alice ran in an hour (c) Jenny slapped Fred in No
an hour
key: Semantic property absent Semantic property present

Scah (1992) comment, ‘The meaning of a natural language expression is
normally analysed as the truth-conditions of the (natural language) ex-
pression in so far as these can be analysed independently of its context of
utterance’ (pp. 18-19). And as logic is concerned with the conditions under
which statements can be truly inferred from other statements, then given
two sentences such as (a) and (b)

(a) Jenny bumped into Alice.
(b) Jenny made contact with Alice.

if sentence (a) is true, sentence (b) must also be true. On the other hand, if
(b) is true, then it does not necessarily follow that sentence (a) is true. So,
formal semantics is meaning as logical truth.

Frawley (1992) draws our attention to some interesting aspects of this
approach to meaning. For example, he emphasises that meaning is ‘gram-
maticalised’, i.e. essential components of understanding what an utterance
or sentence means are encapsulated in the grammar (rules of syntax) of any
sentence. Consider the role of punctual verbs, and what is known as the
implicit encoding of meaning. What is important to recognise is that the
particular combination of words that make up the sentence is constrained
by the presence or absence of a ‘semantic property’ that is not given explicit
form. In Table 3.1, ‘slapped’ is the past tense of the verb ‘to slap’, known
as a punctual verb. This verb encodes a momentary event. In other words it
does not unfold over time or occupy an extended space. And arguably,
only in the first instance (a) is the semantic content of the prepositional
phrase (on) compatible with that of the verb. There exist implicit encodings
of meanings in our everyday use of such expressions.

Investigations into the role that formal semantics plays for our everyday
understanding of language have had a significant impact in the study of
artificial intelligence (AI). Al was traditionally conceived as a branch of
computing engineering concerned with robotics. However, as computing
developed to the point where (a) sophisticated machines were being placed
in the hands of the non-technical expert and (b) the ‘computational
metaphor’ (human and machine as symbol-manipulating information
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processing entities) came to dominate psychology, Al has become a central
part of what is known as cognitive science. Various semantically based
models of language understanding can be found within AL Schank and his
co-workers (Schank, 1977; Schank & Abelson, 1977) made a significant
impact on the development of this field. The central idea behind two of
their more well-known models (one called MARGIE - Memory Analysis
Response Generation and Inference on English; the other SAM, i.e. Script
Applier Mechanism) was that of conceptual dependency. Conceptual
dependencies are sets of representations which are said to arise from the
semantic analysis we carry out when trying to comprehend any sentence.
This is not meant to be a conscious process of any kind, rather the aim is
to specify in a formal way semantic (meaning) processes and, at the very
least, be in a better position to establish whether a particular semantic
theory has any internal validity.

The study of meaning as logical form (i.e. where the emphasis rests
primarily on the specification of truth-conditional semantics) is now being
extended to, and incorporated with, areas of pragmatics (i.e. language use).
Such efforts have been considerably facilitated by developments within
logic which allow for the formal specification of ‘non-probabilistic’ logic
(Ortony, Slack & Stock, 1992). Certainly, the boundaries between the
strictly formal conceptions of meaning as logical form and other areas of
pragmatics are becoming less rigid.

Meaning as context and use

A third approach to the study of indirect meaning concentrates on the
function or use of language. Meaning as context and use was emphasised
by Wittgenstein (1953) in his metaphor of language games. Language use
can only be understood when it is integrated within patterns of everyday
actions. ‘Meaning is located in the function that words have as “signals”
passed back and forth between people in the course of purposeful and
shared activity. . . . Only in the stream of thought and life do words have
meaning’ (Wittgenstein, 1953, p. 180). Bloor (1983) points out that
Wittgenstein was careful to emphasise that the term ‘language game’ was
meant to bring into prominence the fact that the speaking of language is
part of an activity or a ‘form of life’. So, context and use determine
meaning, and the meaning of an expression is a function of its use in
particular context.

A useful way to think about this approach to indirect meaning is to
consider the relationship between semantics, the study of the meaning of
words and sentences, and pragmatics, the study of language use,” on a
dimension from the ‘language as formal object’ through to ‘language as
practical activity’ (see Figure 3.5). Underlying this semantics—pragmatics
dimension, presupposition points towards our understanding of the
relationship between language use and practical actions, certainly those
actions and activities which, in any given culture, we assume other speakers



46 Psychology of Language

Semantics P . Pragmatics
(sentence meaning) (language use)

Presupposition

Figure 3.5 Presupposition and pragmatics

and hearers know and understand. Levinson (1983) notes that there is often
some confusion over what is meant by the term ‘presupposition’, as the
linguistic technical meaning often becomes mixed up with our everyday
sense of the term. Consider how we might understand a sentence such as:

(A) I'm sorry I'm late, ’'m afraid my car broke down.

spoken by a student who enters a seminar some time after it has started
(and maybe a little out of breath). This statement, at the very least,
presupposes that the speaker actually has a car, even though this is not
actually stated. However, if the same person has rushed into the seminar
late and said:

(B) I'm sorry I'm late, I’'m afraid my fire engine broke down.

this statement presupposes that the speaker owns a fire engine or works on
one part-time, probably a very unlikely scenario. In the latter case, at best
we might view this statement as an attempt to make a joke, at worst as
slightly insulting (i.e. a display of the disdain she holds for the seminar
leader). The point here is that the meaning of this utterance is critically
related to its context and use, and the mutual knowledge which is held
between any speaker and hearer (writer and reader).

As an example of the importance and permeating nature of such
presuppositions, Reason (1984) cites Sacks’s (1980) noteworthy example:

(C) The baby cried. The mummy picked it up.

where although we are told nothing about whether the baby and the
mother were related, whether it actually stopped crying, whether it was
lying in a cot, and so on, all such ‘material presuppositions’ come into play
and provide for an understanding of the sentence (even in such a simple
example). In other words, whenever we understand a sentence, it is a little
like the sentence is the tip of an iceberg, where the hidden ice is a long
history of use, action, comprehension, change, cultural convention, prac-
tice, and so on, i.e. all those activities which we simply accept as ‘taken-for-
granted’ cultural practices, available and understood by each other when
we communicate.

Language meaning and language use are irretrievably bound up together
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within this theory of indirect meaning. Underpinning the comprehension of
any utterance (sentence) there are a host of presuppositions which come
into play automatically the minute you understand any sentence. More
often than not, they are not conscious inferences, rather the immediate
bringing into play of our understanding of the mutual knowledge
communicators possess about the social practices and activities associated
with the particular words used. Mutual knowledge between speaker and
hearer is critical here, and this knowledge is intimately bound up with the
social practices and ‘forms of life’ shared by the users of the language
concerned.

Meaning as conceptual structure

In this theory of meaning the orientation moves from use to conceptual
structure. Starting from the position that all human minds are the same (or,
at least, the structure and function of the neuronal substrate of mind, the
brain, is shared by all), then the semantic properties of sentences, which
underlie their meaning, are conceptual. As Jackendoff (1987) puts it,
‘semantic information is conceptual information’. A good example of this
notion of meaning underscores the research on metaphor by Lakoff and
Johnson (1980). Their analysis of how people understand metaphorical
expressions such as:

It was clear she was letting off steam when she jumped down his throat.

rests upon the fact that we possess core conceptual constructs for under-
standing metaphor. In this case the core constructs are ANGER IS HEAT IN A
PRESSURISED CONTAINER (first part) and ANGER IS ANIMAL-LIKE BEHAV-
IOUR (second part). The conceptualist position is defined by Frawley
(1992), where he notes:

Linguistic meaning precedes and enters into a context of use because speakers
bring this meaning with them, in their heads, into the context of communication.
Context and use are relevant to meaning only because speakers have a prior
conceptual structure. (p. 54)

The existence of propositional attitudes, conceptual categories and struc-
tures which can be utilised by speakers and hearers is supported by the
work of cognitive psychologists such as Rosch and Mervis (1975) and
Hampton (1988). Certainly, for this particular view of meaning the reliance
on cognitive psychology as the ultimate arbiter in theoretical disputes is
recognised by Frawley (1992). We should also keep in mind the fact that
this approach favours the proposal that culture itself is a ‘mental projec-
tion’. Certainly there will be continuing theoretical debate over whether
observed consistencies across languages (i.e. with regard to the way that
meaning is grammaticalised) point to the existence of universal internal
categorisation processes or to a renewed emphasis on investigating whether
social practices engender the similarities observed (e.g. in the work of
Brown & Levinson, 1978, on politeness phenomena).
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Meaning as culture

The fifth main perspective on meaning is diametrically opposed to the
preceding view. In the ‘meaning as culture’ approach, linguistic meaning is
entirely determined by the cultural context in which the language occurs. It
is more than simply saying, if you want to learn all about my culture then
learn my language, rather, the acquisition of language is coterminous with
the acquisition of a set of cultural practices. You cannot separate one from
the other. As Wittgenstein famously put it, ‘the limits of my world are the
limits of my language’. Even a weak version of this view would propose
that language provides both the foundation of a shared cultural identity
and the means for the reproduction of social differences. DeBernardi
(1994), for example, makes the point that the acquisition of a language is
not only the internalisation of a linguistic code, but also entails the learning
of status and role, appropriate social affect and the foundation framework
for a ‘world view’.

Earlier proponents of this view of meaning as culture developed the idea
that the parameters of language were interdependent with culture practices.
What was known as the Sapir/Whorf hypothesis (Whorf, 1956) was the
assertion that language shaped world view, a form of linguistic relativism.
Frawley (1992) argues that this orientation led to the view that:

Language, culture and thought are all mirrors of each other . . . so it is possible
to read thought off language, and language off culture because linguistic
distinctions reflect cultural distinctions, which in turn generate distinctions in
thought. (p. 46)

Certainly the most often cited example of linguistic relativism is the obser-
vation that Greenland Eskimos have approximately fifty words for snow
(Fortesque, 1984), whereas peo