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Welcome Message from 3PGCIC-2017
Organizing Committee

Welcome to the 12th International Conference on P2P, Parallel, Grid, Cloud and
Internet Computing (3PGCIC-2017), which will be held in conjunction with
BWCCA-2017 International Conference, from November 8-10, 2017, at Open
University of Catalonia, Barcelona, Spain.

P2P, Grid, Cloud and Internet computing technologies have been established as
breakthrough paradigms for solving complex problems by enabling large-scale
aggregation and sharing of a variety of computational resources and services.

Grid computing originated as a paradigm for high-performance computing, as an
alternative to expensive supercomputers. Since late 80s, Grid computing domain
has been extended to embrace different forms of computing, including Semantic
and Service-oriented Grid, Pervasive Grid, Data Grid, Enterprise Grid, Autonomic
Grid, Knowledge and Economy Grid.

P2P computing appeared as the new paradigm after client—server and Web-based
computing. These systems are evolving beyond file sharing toward a platform for
large-scale distributed applications. P2P systems have as well inspired the emer-
gence and development of social networking, B2B (Business to Business), B2C
(Business to Consumer), B2G (Business to Government), B2E (Business to
Employee), and so on.

Cloud computing has been defined as a “computing paradigm where the
boundaries of computing are determined by economic rationale rather than tech-
nical limits.” Cloud computing is a multi-purpose paradigm that enables efficient
management of data centers, time-sharing, and virtualization of resources with a
special emphasis on business model. Cloud computing has fast become the com-
puting paradigm with applications in all application domains and providing utility
computing as a service.

Finally, Internet computing is the basis of any large-scale distributed computing
paradigms; it has very fast developed into a vast area of flourishing field with
enormous impact on today’s information societies. Internet-based computing serves
thus as a universal platform comprising a large variety of computing forms.
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The aim of the 3PGCIC conference is to provide a research forum for presenting
innovative research results, methods, and development techniques from both theo-
retical and practical perspectives related to P2P, Grid, Cloud and Internet computing.

Based on the reviewers’ reports, the Program Committee selected 38 papers
(30% acceptance rate) for presentation in the conference and publication in the
Springer Lecture Notes on Data Engineering and Communication Technologies
Proceedings.

Many people have helped and worked hard to produce a successful
3PGCIC-2017 technical program and conference proceedings. First, we would like
to thank all the authors for submitting their papers, the PC members, and the
reviewers who carried out the most difficult work by carefully evaluating the
submitted papers.

The General Chairs of the conference would like to thank the PC Co-chairs Jordi
Conesa, Open University of Catalonia, Spain, Nicola Capuano, University of
Salerno, Italy, and Xu An Wang, CAPF University, China, for their great efforts in
organizing a successful conference and an interesting conference program. We
would like to appreciate the work of the Workshop Co-chairs Pere Tuset, Open
University of Catalonia, Spain, Flora Amato, University of Naples, Italy, and
Tomoki Yoshihisa, Osaka University, Japan, for supporting the workshop orga-
nizers. Our appreciations also go to all workshops’ organizers for their hard work in
successfully organizing these workshops.

We thank Shinji Sakamoto, Donald Elmazi, and Yi Liu, Fukuoka Institute of
Technology, Japan, for their excellent work and support with the Web Submission
and Management System of conference.

We are grateful to Prof. Marta Aymerich, Open University of Catalonia, Spain,
and Prof. Makoto Takizawa, Hosei University, Japan, Honorary Co-chairs, for their
support and encouragement.

Our special thanks to Isaac Woungang, Ryerson University, Canada, Zahoor
Khan, Higher Colleges of Technology, United Arab Emirates, and Deborah Richards,
Macquarie University, for delivering an inspiring keynotes at the conference.

Finally, we would like to thank the Local Arrangement at Open University of
Catalonia, for making excellent local arrangement for the conference.

We hope you will enjoy the conference and have a great time in Barcelona,
Spain!

Santi Caballé

Leonard Barolli

3PGCIC-2017 General Co-chairs

Jordi Conesa

Nicola Capuano

Xu An Wang

3PGCIC-2017 Program Committee Co-chairs



Welcome Message from 3PGCIC-2017
Workshops Chairs

Welcome to the Workshops of the 12th International Conference on P2P, Parallel,
Grid, Cloud and Internet Computing (3PGCIC 2017), which will be held from
November 8-10, 2017, at Open University of Catalonia, Barcelona, Spain. The
objective of the workshops was to present research results, work on progress, and
thus complement the main themes of 3PGCIC 2017 with specific topics of Grid,
P2P, Cloud and Internet computing.

The workshops cover research on Simulation and Modelling of Emergent
Computational Systems, Multimedia, Web, Streaming Media Delivery, Middleware
of Large Scale Distributed Systems, Network Convergence, Pervasive computing,
and Distributed Systems and Security.

The 3PGCIC-2017 workshops are as follows:

1. The 10th International Workshop on Simulation and Modelling of Emergent
Computational Systems (SMECS-2017)

2. The 8th International Workshop on Streaming Media Delivery and Management
Systems (SMDMS-2017)

3. The 7th International Workshop on Multimedia, Web and Virtual Reality
Technologies and Applications (MWVRTA-2017)

4. The 7th International Workshop on Adaptive Learning via Interactive,
Cognitive and Emotional approaches (ALICE-2017)

5. The 5th International Workshop on Cloud and Distributed System Applications
(CADSA-2017)

6. The 4th International Workshop on Distributed Embedded Systems
(DEM-2017)

7. The 3rd International Workshop on Signal Processing and Machine Learning
(SiPML-2017)

We would like to thank all workshop organizers for their hard work in orga-
nizing these workshops and selecting high-quality papers for presentation at
workshops, the interesting programs and for the arrangements of the workshop
during the conference days.

vii
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We hope you will enjoy the conference and have a great time in Barcelona,
Spain!

Pere Tuset

Flora Amato

Tomoki Yoshihisa
3PGCIC-2017 Workshops Chairs
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Welcome Message from SMECS-2017
Workshop Organizer

On behalf of the Organizing Committee of 10th International Workshop on
Simulation and Modelling of Engineering & Computational Systems, we would
like to warmly welcome you for this workshop, which will be held in conjunction
with the 12th International Conference on P2P, Parallel, Grid, Cloud and Internet
Computing (3PGCIC-2017), from November 8-10, 2017, at Open University of
Catalonia, Barcelona, Spain.

Modeling and simulation have become the de facto approach for studying the
behavior of complex engineering, enterprise information, & communication sys-
tems before deployment in a real setting. The workshop is devoted to the advances
in modeling and simulation techniques in fields of emergent computational systems
in complex biological and engineering systems, and real-life applications.

Modeling and simulation are greatly benefiting from the fast development in
information technologies. The use of mathematical techniques in the development
of computational analysis together with the ever greater computational processing
power is making possible the simulation of very large complex dynamic systems.
This workshop seeks relevant contributions to the modeling and simulation driven
by computational technology.

The papers were reviewed and give a new insight into latest innovations in
different modeling and simulation techniques for emergent computational systems
in computing, networking, engineering systems, and real-life applications. Special
attention is paid to modeling techniques for information security, encryption, pri-
vacy, authentication, etc.

We hope that you will find the workshop an interesting forum for discussion,
research cooperation, contacts, and valuable resource of new ideas for your research
and academic activities.

Leonard Barolli
SMECS-2017 Workshop Organizer
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Welcome Message from MDMS-2017
Workshop Organizers

It is my great pleasure to welcome you to the 2017 International Workshop on
Streaming Media Delivery and Management Systems (SMDMS-2017). We hold
this 8th edition of the workshop in conjunction with the 12th International
Conference on P2P, Parallel, Grid, Cloud and Internet Computing (3PGCIC-2017),
from November 810, 2017, at Open University of Catalonia, Barcelona, Spain.

The tremendous advances in communication and computing technologies have
created large academic and industry fields for streaming media. Streaming media
have an interesting feature that the data stream continuously. They include many
types of data like sensor data, video/audio data, stock data. It is obvious that with
the accelerating trends toward streaming media, information and communication
techniques will play an important role in future network. In order to accelerate this
trend, further progresses of the researches on streaming media delivery and man-
agement systems are necessary. The aim of this workshop is to bring together
practitioners and researchers from both academia and industry in order to have a
forum for discussion and technical presentations on the current researches and
future research directions related to this hot research area.

I would like to express my gratitude to the authors of the submitted papers for
their excellent papers. I am very thankful to the Program Committee members who
devoted their time for preparing and supporting the workshop. Without their help,
this workshop would never be successful. A list of all of them is given in the
program as well as the workshop Web site. I would like to also thank to
3PGCIC-2017 Organizing Committee members for their tremendous support for
organizing the workshop.

Finally, I wish to thank all SMDMS-2017 attendees for supporting this
workshop. I hope that you have a memorable experience you will never forget.

Tomoki Yoshihisa
SMDMS-2017 Workshop Chair
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Welcome Message from MWVRTA-2017
Workshop Organizers

Welcome to the 7th International Workshop on Multimedia, Web and Virtual
Reality Technologies and Applications (MWVRTA 2017), which will be held in
conjunction with the 12th International Conference on P2P, Parallel, Grid, Cloud
and Internet Computing (3PGCIC-2017), from November 8-10, 2017, at Open
University of Catalonia, Barcelona, Spain.

With the appearance of multimedia, Web and virtual reality technologies, dif-
ferent types of networks, paradigms, and platforms of distributed computation are
emerging as new forms of the computation in the new millennium. Among these
paradigms and technologies, Web computing, multimodal communication, and
tele-immersion software are most important. From the scientific perspective, one
of the main targets behind these technologies and paradigms is to enable the
solution of very complex problems such as e-Science problems that arise in dif-
ferent branches of science, engineering, and industry. The aim of this workshop is
to present innovative research and technologies as well methods and techniques
related to new concept, service, and application software in Emergent
Computational Systems, Multimedia, Web and Virtual Reality. It provides a forum
for sharing ideas and research work in all areas of multimedia technologies and
applications.

We would like to express our appreciation to the authors of the submitted papers
and to the Program Committee members, who provided a timely and significant
review.

We hope that all of you will enjoy MWVRTA 2017 and find this a productive
opportunity to exchange ideas and research work with many researchers.

Kaoru Sugita

Leonard Barolli
MWVRTA 2017 Workshop Co-chairs

XXi



MWRTA-2017 Program Committee

Workshop Co-chairs

Kaoru Sugita
Leonard Barolli

Fukuoka Institute of Technology, Japan
Fukuoka Institute of Technology, Japan

Program Committee Members

Tetsuro Ogi
Yasuo Ebara
Nobuyoshi Satou
Makio Ishihara
Akihiro Miyakawa

Akio Koyama

Keita Matsuo

Fatos Xhafa

Vladi Kolici

J. Joan Arnedo-Moreno
Hiroaki Nishino
Farookh Hussain

Xxii

Keio University, Japan

Osaka University, Japan

Iwate Prefectural University, Japan

Fukuoka Institute of Technology, Japan

Information Policy Division of Nanao-City,
Ishikawa, Japan

Yamagata University, Japan

Fukuoka Institute of Technology, Japan

Technical University of Catalonia, Spain

Polytechnic University of Tirana, Albania

Open University of Catalonia, Spain

Oita University, Japan

Sydney University of Technology, Australia



Welcome Message from ALICE-2017
Workshop Organizers

Welcome to the 7th International Workshop on Adaptive Learning via Interactive,
Cognitive and Emotional approaches (ALICE-2017), which will be held in con-
junction with the 12th International Conference on P2P, Parallel, Grid, Cloud and
Internet Computing (3PGCIC-2017), from November 8-10, 2017, at Open
University of Catalonia, Barcelona, Spain.

Many researchers argue that learners must be meaningfully engaged in the
learning process for effective learning to occur. Engaging learners long enough to
see them through to the end of a course is one of the most significant issues faced
today by learning developers. Learning tools and resources are today more effec-
tive, interactive, and easily accessible than in the past. Nevertheless, the current
generation of students is native speakers in the language of digital media and their
expectations are even higher. New learners expect to be in control of their learning
experience while in a supportive and cooperative environment. They expect the
course material to be motivating, challenging, well linked to their prior knowledge,
and relevant to everyday lives and careers.

The 7th International Workshop ALICE 2017 aims at providing a forum for
innovations in adaptive technologies for e-learning especially designed to improve
the engagement of students in learning experiences. Works that combine adaptive
techniques with approaches based on gamification, affective computing, social
learning, storytelling, interactive video, and new forms of assessment are welcome
as well as works describing approaches based on educational data mining, learning,
and academic analytics aimed at improving learners’ motivation and teachers’
experience also taking into account aspects related to multimedia and security.
Special emphasis is given to approaches based on P2P, Parallel, Grid, Cloud and
Internet computing as well as on computational intelligence and knowledge-based

XXiii
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technologies. Empirical results from real users in learning and training settings are
particularly welcome in order to evaluate and discuss the impact of the proposed
innovations.

Santi Caballé
Nicola Capuano
ALICE-2017 Workshop Organizers
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Welcome Message from CADSA-2017
Workshop Organizer

Welcome to the 5th International Workshop on Cloud and Distributed System
Applications (CADSA-2017), which will be held in conjunction with the 12th
International Conference on P2P, Parallel, Grid, Cloud and Internet Computing
(BPGCIC-2017), from November 8-10, 2017, at Open University of Catalonia,
Barcelona, Spain.

This International Workshop on Cloud and Distributed System Applications
brings together scientists, engineers, and students for sharing experiences, ideas,
and research results about Domain Specific Applications relying on Cloud
computing or Distributed Systems.

This workshop provides an international forum for researchers and participants
to share and exchange their experiences, discuss challenges, and present original
ideas in all aspects related to the Cloud and Distributed Systems applications design
and development.

We have encouraged innovative contributions about Cloud and Distributed
computing, like:

— Distributed computing Applications

— Cloud computing Applications

— Collaborative Platforms

— Topologies for distributed computing

— Semantic Technologies for Cloud

— Modeling and Simulation of Cloud computing
— Modeling and Simulation of Distributed System
— Distributed Knowledge Management

— Distributed computing for Smart Cities

— Distributed computing for E-Health

— Quality Evaluation of Distributed Services

Many people contributed to the success of CADSA-2017. First, I would like to
thank the Organizing Committee of 3PGCIC-2017 International Conference for
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giving us the opportunity to organize the workshop. Second, I would like to thank
our Program Committee members, and, of course, I would like to thank all the
authors of the workshop for submitting their research works and for their partici-
pation. Finally, I would like to thank the Local Arrangement Chairs of the
3PGCIC-2017 conference.

I hope you will enjoy CADSA workshop and 3PGCIC International Conference,
find this a productive opportunity for sharing experiences, ideas, and research
results with many researchers, and have a great time in Barcelona, Spain.

Flora Amato
CADSA-2017 Workshop Chair
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Welcome Message from DEM-2017
Workshop Organizers

Welcome to the 4th International Workshop on Distributed Embedded systems
(DEM-2017), which will be held in conjunction with the 12th International
Conference on P2P, Parallel, Grid, Cloud and Internet Computing (3PGCIC-2017),
from November 8-10, 2017, at Open University of Catalonia, Barcelona, Spain.

The tremendous advances in communication technologies and embedded sys-
tems have created an entirely new research field in both academia and industry for
distributed embedded software development. This field introduces constrained
systems into distributed software development. The implementation of limitations
like real-time requirements, power limitations, memory constraints within a dis-
tributed environment requires the introduction of new software development pro-
cesses, software development techniques, and software architectures. It is obvious
that these new methodologies will play a key role in future networked embedded
systems. In order to facilitate these processes, further progress of the research and
engineering on distributed embedded systems is mandatory.

The International Workshop on Distributed Embedded Systems (DEM) aims to
bring together practitioners and researchers from both academia and industry in
order to have a forum for discussion and technical presentations on the current
research and future research directions related to this hot scientific area. Topics
include (but are not limited to) virtualization on embedded systems, model-based
embedded software development, real time in the Cloud, Internet of Things, dis-
tributed safety concepts, embedded software for (mechatronics, automotive, health
care, energy, telecom, etc.), sensor fusion, embedded multicore software, dis-
tributed localization, distributed embedded software development, and testing. This
workshop provides an international forum for researchers and participants to share
and exchange their experiences, discuss challenges, and present original ideas in all
aspects of distributed and/or embedded systems.

I would like to appreciate the Organizing Committee of the 3PGCIC 2017
International Conference for giving us the opportunity to organize the
workshop. My sincere thanks go to Program Committee members and to all the
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authors of the workshop for submitting their research works and for their
participation.
I hope you will enjoy DEM workshop and have a great time in Barcelona, Spain.

Peter Hellinckx
DEM 2017 Workshop Chair
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Welcome Message from SiPML-2017
Workshop Organizers

Welcome to the 3rd International Workshop on Signal Processing and Machine
Learning (SiPML-2017), which will be held in conjunction with the 12th
International Conference on P2P, Parallel, Grid, Cloud and Internet Computing
(BPGCIC-2017), from November 8-10, 2017, at Open University of Catalonia,
Barcelona, Spain.

The workshop brings together engineers, students, practitioners, and researchers
from the fields of machine learning (ML) and signal processing (SP). The aim of the
workshop is to contribute to the cross-fertilization between the research on ML
methods and their application to SP to initiate collaboration between these areas.
Machine Learning plays an important role in the transition from data storage to
decision systems based on large databases of signals such as the ones obtained from
sensor networks, Internet services, or communication systems. These systems imply
developing both computational solutions and novel models. Signals from
real-world systems are usually complex including the ones from speech, music,
bio-medical, and multimedia, among others. Thus, SP techniques are very useful for
these types of systems to automate processing and analysis techniques to retrieve
information from data storage. Topics of the workshop range from foundations for
real-world systems, and processing, such as speech, language analysis, biomedi-
cine, convergence and complexity analysis, machine learning, social networks,
sparse representations, visual analytics and robust statistical methods.

We would like to thank the 3PGCIC 2017 International Conference for giving us
the opportunity to organize the workshop. The time and efforts of the PC members
of the workshop as well as of the authors of the workshop for submitting their
research works and for their participation are highly appreciated.

We wish you enjoy the workshop at the 3PGCIC-2017 Conference and have a
pleasant stay in Barcelona, Spain.

Ricardo Rodriguez Jorge
Jolanta Mizera-Pietraszko

SiMPL-2017 Workshop Co-chairs
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InterCloud and HetNet for Mobile Cloud
Computing in 5G Systems: Design Issues,
Challenges, and Optimization

Isaac Woungang

Ryerson University, Toronto, Canada

Abstract. Emerging 5G systems will be featured by a closer collaboration
between mobile network operators and Cloud service providers to meet the
communication and computational requirements of modern mobile appli-
cations and services in a mobile Cloud computing (MCC) environment. In
this talk, we will show how the marriage between heterogeneous wireless
networks (HetNets) and multiple Clouds (referred to as InterCloud) stands
out as an effective response for the mobile data deluge. First, we review the
building blocks of a HetNet and an InterCloud as well as the resource
management entities in both domains. Second, we will discuss on how they
can be orchestrated to better support the task offloading process. Third, we
will identify the key design criteria and challenges related to interoperation
between an InterCloud and a HetNet. Finally, we will introduce a novel
revenue sharing approach for a coalition between a mobile network operator
and Cloud service providers and show that using the Shapley concept, this
approach can achieve the maximum revenue for the coalition by optimally
associating the users to the Clouds through the base stations.
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Advancements in Internet of Things (IoT);
Design Challenges and Importance of Fog
Computing over Cloud Computing

Zahoor Ali Khan

Higher Colleges of Technology,
Abu Dhabi, United Arab Emirates

Abstract. Advancements in the field of Internet are increasing at a
remarkable rate. Currently, only 1% things are connected via Internet.
Internet of Things (IoT) is a new revolution which will interconnect
approximately 50 billion computing and non-computing devices (things) by
2020. Advances in IoT bring new challenges of managing this real-time
sensor data. In this talk, we will focus on these challenges with their possible
solutions. The importance of Fog computing over Cloud computing in IoT
will also be analyzed with the demonstration of real-life scenarios.



Intelligent Virtual Agents for Education
and Training

Deborah Richards

Macquarie University, Sydney, Australia

Abstract. This talk will provide an overview of the types and uses of
intelligent virtual agents. Intelligent virtual agents (IVAs) have been a
growing area of research within the field of artificial intelligence in the past
20 years. An IVA is a piece of software, generally considered to be
autonomous in some way, that imitates the behavior of a human or animal
and is embodied within a virtual environment. A primary aim in the field of
virtual agents is the creation of believable characters that are useful in their
situated paradigm (e.g., games, narratives, education, assistive computing).
There is a significant body of work in the area of believable characters
which may be known as pedagogical agents, embodied conversational
agents, artificial companions, talking heads, empathic or listening agents
depending on their function, level of sophistication, or the particular
research focus such as emotion and appraisal systems or language tech-
nology. The talk will provide an overview of the field, including my
research concerning IVAs and memory, emotions and collaborative learning
for applications such as debriefing and reminiscing, border security officer
training, scientific inquiry and science education, real estate assistance,
museum guidance, and adherence to treatment advice.
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Home Energy Management by Differential
Evolution and Enhanced Differential Evolution
in Smart Grid Environment

Fatima Tariq, Samia Abid, Muhammad Talha, Musa Ahmad, Haq Nawaz,
Ayesha Areej, and Nadeem Javaid (™)

COMSATS Institute of Information Technology, Islamabad 44000, Pakistan
nadeemjavaid@comsats.edu.pk

Abstract. This paper introduces Home Energy Management System
(HEMS) which is the most revolutionary application of Smart Grid (SG)
technology. It allows consumers to schedule the appliances according
to their desires and requirements without effecting their living comfort
along with the advantage of reducing electricity expenses. As a result,
Peak to Average Ratio (PAR) is reduced for the benefit of utility. This
paper focuses on optimizing power consumption in residential sector
using Demand Side Management (DSM) strategy. Authors estimate the
performance of Home Energy Management System (HEMS) by using
optimization techniques: Differential Evolution (DE) and Enhanced Dif-
ferential Evolution (EDE) and Real Time Pricing (RTP) signal is used for
the calculation of electricity bills. As there is always a tradeoff between
two parameters, so in our approach there exists a tradeoff between User
Comfort (UC) and electricity cost. Simulation results show that in terms
of waiting time DE performs better than EDE, however EDE performs
better in terms of cost.

1 Introduction

In early times, the households were simple, most of the work was done manu-
ally and simple machines were used in industrial sector. In the past few years,
with the development in technologies, human life has been relieved in different
aspects. From 1970 to 1990 there was a drastic increase in power demand which
urged the need to find alternate sources to meet the demand. This issue is not
worthy because traditional power system are becoming incompatible to these
changes. Therefore, smart grids are introduced which enables bidirectional com-
munication between utility and consumers. Smart grids include smart meter,
smart appliances and smart homes. Smart grid is shown in Fig. 1. Smart meter
provides exchange of information between consumers and utility. This informa-
tion is used for optimization of energy in smart homes. For energy optimization
in smart grid, DSM is one of the most important strategy. DSM is most impor-
tant feature in implementation of smart grid technology.The main components
of DSM are shown in Fig.2. This revolution of smart grid allows user to take
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intelligent and optimal decision for their power consumption. DSM approach
enables the user to shift their load from on peak hours to off peak hours and
provides benefit to both user and supplier. DSM provides equilibrium between
demand and supply which reduces the likelihoods of blackouts and plays a very
important role in reducing power consumption, electricity cost and PAR.

DSM could be developed by various different technical approaches. In this
paper, authors shift the load on the basis of pricing signals. Dynamic pricing
rates such as Time of Use (ToU), Inclined Block Rate (IBR), Critical Peak
Pricing (CPP) and Real Time Pricing (RTP) reflect the relationship between
demand and supply. Pricing rates encourages the users to shift the appliances
from on peak hours to off peak hours. This shift benefits both the utility and
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consumers. Among all pricing tariffs RTP is the most proficient pricing scheme
for electricity markets.

Rest of the sections are organized as: Sect. 2 shows the literature review in SG,
Sect. 3 highlights the problem addressed in the paper, and Sect. 4 incorporates
the proposed solution and optimization techniques used in the paper. Simulations
and results are described in Sect.5 and finally, Sect. 6 gives the conclusion and
research in future work.

2 Related Work

Many researchers around the world worked to optimally schedule appliances in
smart grid. Some of the related work in this regard is as follows:

In [4], author proposed an efficient model using Multiple Knapsack Prob-
lem (MKP) for residential area. Author addressed the problem of electricity bill
reduction at the cost of increased computational time. In this paper author
have used three heuristic optimization techniques: Genetic Algorithm (GA),
Binary Particle Swarm Optimization (BPSO), and Ant Colony Optimization
(ACO) to achieve their objectives. Time of Use (ToU) tariff model is used with
Inclined Block Rate (IBR) to calculate electricity bills for end users. Appliances
considered are; fixed, shiftable and elastic appliances. Integration of RESs and
Energy Storage System (ESS) has also been discussed in this paper. The objec-
tive function of proposed model is to minimize electricity bills, user comfort,
energy consumption and PAR reduction with integration of RESs. By apply-
ing heuristic algorithms author have reduced electricity bill, reduced PAR and
energy consumption is minimized. With the integration of RES, GA performs
better than BPSO and ACO. In this paper user comfort is minimized however
waiting time is still very large for end users. In [3], author have proposed a
general architecture of energy management for scheduling appliances in homes.
Demand Response information is received by Home Gateway that is transferred
to an Energy Management Controller (EMC). In this paper author addressed
the problem of high PAR with RTP. By combining RTP with IBR electricity
cost and PAR is reduced. Appliances are categorized as Automatically Operated
Appliances (AOA) and Manually Operated Appliances (MOA). Nine AOA are
considered, as one appliance is used more than one time in a day so total 16
appliances are scheduled. 1h is divided into 5 time slots, so the time resolution
is 12min and 1day has 120 slots. In this paper GA is used to optimize opera-
tion start time of all AOAs. As there is a tradeoff in between electricity price
and Delay Time Rate (DTR), the author has just focused on the reduction of
electricity price and PAR so the DTR is compromised.

In [2], author have proposed a consumption scheduling mechanism for load
management in smart grid. Author addressed the problem of scheduling power
consumption. The proposed mechanism will be able to minimize the peak hourly
load and satisfy both the user preferences and specific needs of all appliances.
Appliances are categorized as; non-shiftable, time-shiftable and power-shiftable
appliances. Integer linear programming is used to formulate the constraints of
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power pattern. The scheduling scheme proposed is suitable for fixed price sce-
nario where the operators can achieve load control without hurting consumer’s
preferences to reduce the peak load. Author considered 7 appliances and define
user preferences and power requirements of particular appliance. After applying
all the constraints, integer linear programming problem is solved and optimal
scheduling is achieved. Author also performed simulations for the four houses and
each house has similar appliances. When multiple homes take part in scheduling,
a more balanced hourly load is achieved. By reducing the PAR, the scheduling
mechanism proposed is able to reduce maximum load. The assumption of fixed
price is very old, now a days price rate changes in on and off-peak hours. In
[6], author addressed the problem of trade-off between waiting time and elec-
tricity price. Author assumed that consumers are equipped with energy control
systems, and devices are installed inside the smart meters and connected to
a communication network. Day ahead pricing is used, so electricity prices are
declared in advance of a time. On the basis of which consumers can normalize
the operation of appliances to reduce the electricity price. Three operational
modes are discussed in the paper. In the operation mode I, without considering
discomfort level consumer minimizes the payments. Only discomfort is consid-
ered by consumers in operation mode II, without considering the payments. In
the 3rd mode consumer achieves a preferred trade-off between the payments and
the uneasiness. By the comparison of day-ahead price and flat price rate, it is
concluded that day-ahead price can reduce the peak load, the PAR, the electric-
ity payments and the average price comparing with the flat price rate. In this
paper, integration of RESs is neglected by the author.

In [1], an energy management controller based on heuristic algorithm is
designed by the author for residential area in smart grid. Five heuristic algo-
rithms GA, BPSO, Bacterial Foraging Optimization Algorithm (BFOA), Wind
Driven Optimization (WDO) and the hybrid Genetic Wind Driven (GWD) algo-
rithm proposed by author are assessed in this paper. These algorithms are used
for scheduling load between off-peak hours and on-peak hours. Author addressed
the problem of user comfort maximization, cost minimization and computa-
tional complexity of algorithms. RTP is used for maximization user comfort and
minimizing cost and PAR. Multiple homes are considered with three types of
appliances: fixed, elastic and shiftable appliances. Class A contains fixed load
appliances, while elastic and shiftable appliances are included in class B. Appli-
ances are scheduled using the frame format which consist of eight bit pattern.
Each appliance is assigned a priority bit in order to reduce the peaks during
on-peak hours. Simulation scenarios for single home and multiple homes are dis-
cussed in the paper. Each home has 12 appliances. Energy consumption of hybrid
GWD is better than WDO. GWD also performs better than other algorithms
in terms of electricity cost and PAR reduction due to combination of crossover
and mutation. To reduce the cost user comfort is also compromised at some
level. The main flaw of this paper is that there is no proper plan for organiz-
ing appliances using scheduling bits and integration of RESs is also neglected.
In paper [8], for optimization of residential energy load without hurting user
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comfort author proposed mathematical optimization model of household energy
units. Along with minimum electricity cost, user comfort is maximized by imple-
menting WDO. Knapsack problem (K-WDO) algorithm is used by authors for
maximization of electricity bill and peak reduction. Author addressed the prob-
lem of trade-off between user-comfort and electricity cost. The model proposed
uses hourly electricity prices (ToU) in combination with user’s desires. Author
assumed six appliances, when the scheduling process starts, appliances turn on
immediately. After one hour of working, the remaining hours are rescheduled by
EMC when the electricity price is low. K-WDO and K-PSO are used for mini-
mizing energy consumption and PAR reduction. WDO algorithm is efficient in
reducing electricity bill and waiting time as compared to PSO, which has high
convergence time. User comfort is neglected in this paper, as the main focus
of author is electricity cost reduction. In [9], author addressed the problem of
meaningful balance between energy saving and comfortable lifestyle for a smart
Home Energy Management System (HEMS). An intelligent DSM is discussed
that minimizes the electrical peak load and cost of electricity. A Multi Objective
Mixed Integer non-Linear Programming (MOMILP) is developed for optimal
usage of energy in a home. Three dependent objectives: energy saving, user’s
convenience rate and Thermal Comfort Level (T'CL) are considered in a home.
This paper includes a moderate sized house in a domestic micro-grid with Home
Automation Energy Management System (HAEMS) and collection of schedula-
ble appliances. Performance is calculated by six scenarios, focusing upon each
household based on the proposed approaches. Optimization problem is solved
by benefits from HAEMS to smart controller. PAR is not considered by author
in this paper which is the major drawback. In [10], an efficient HEMS model
has been proposed which is comprised of two types of appliances: Real time
appliances and Schedulable appliance. Author addressed the problem of energy
optimization to minimize the cost by scheduling the load within limited schedul-
ing hours. By utilizing Dijkstra Algorithm, lower complexity is achieved which
impacts the scheduling of the appliances within limited hours. ToU is taken
under consideration to balance load according to on-peak hours and off-peak
hours. Computational efforts are done to provide better results in contrast to
the non-optimized schemes. DijCostMin Algorithm and Sub-Optimal Algorithm
are considered to evaluate the most efficient computational mechanism as these
techniques above are only applicable for multiple homes. The performance of
the various proposed solutions have attained significant reduction in electricity
cost and decreases computational complexity. PAR reduction is not considered
in this paper, as it benefits both the utility and the consumer. DSM is obtained
by optimizing the consumption of energy in home by HEMS in smart grid envi-
ronment. In paper [7] author addressed the problem of scheduling of appliances
in smart home. A six layered model: Comprehensive Home Energy Management
Architecture (CHEMA) has been proposed by authors in this paper. Four of the
layers are implemented in MATLAB and next two layers are planned for future
work. The proposed architecture has multiple options of appliance scheduling,
for reducing peak load user’s energy consumption. First layer is used for basic
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parameters and scheduling of appliances. Second layer is used to discuss the
cases for energy minimization and its results are used for theft and fault detec-
tion in third layer. Forth layer is used for green effects to encourage the user to
reduce energy consumption. Author used ToU pricing tariff in this model. PAR
has been neglected in this paper by authors.

The problem of power trading and scheduling of load with deployment of
Renewable Energy Resources (RERs) has been addressed in this paper [5].
According to the model, excess generation of electricity is offered by users to
other users with a properly nominated price. Author considered a game the-
oretic approach for modeling the interaction between users. The problem in
selection of offered price and output generation is formulated as linear mixed-
integer program and to tackle this problem author adopted the generalized Ben-
der’s decomposition approach. Based on the demand requirement of user, each
user appliances can be set as must-run and controllable. Further controllable
appliances are categorized as: Interruptible and Non-Interruptible. There is a
competition between users with excess amount of energy to sell their genera-
tions. For the better utilization of RERs and match demand and supply, author
assumed each user with a storage device. An approximate dynamic programming
approach has been proposed by author to schedule the operation of must-run,
interruptible controllable and non-interruptible controllable appliances. Appli-
ances are scheduled independently to reduce the complexity of the scheduling
algorithm. In this paper users are encouraged to integrate RERs, however the
cost of implementation of RERs is neglected and there is no system for storage
of excess generation of electricity.

In [11], distributed EMS was designed by author for the optimal operation
of micro grids. This is being compared with the existing distributed approaches.
Discrete-time model with a finite horizon is used in this paper. The goal of the
EMS is to manage the power flows in order to: (1) minimize cost of production
of electricity, cost storage of energy and purchasing price of energy from smart
grids; (2) minimize the discomfort of consumers and (3) minimize the blackouts.
In this paper, author considered both renewable and conventional distributed
generation. Batteries are considered as distributed storage in the micro-grids.
Two types of loads are considered: interruptible and deferrable loads. Minimiza-
tion of operational cost while providing consistent and first-class power to the
loads is the main objective of micro-grid operators. The result shows the fast
convergence of the proposed distributed EMS. Consequently, the whole scenario
may lead to uncertainty in processing times, prices and changes in demands. In
[12], on the basis of Lyapunov optimization the author has modeled the online
energy management as a stochastic optimal power and proposed an online EMS.
An online EMS consists of Virtual queue design, Lyapunov optimization, and
performance gaps in the optimizations. Authors used greedy algorithm to min-
imize the cost at each time individually. The results show that an online EMS
surpasses greedy algorithm and is close to an optimal offline algorithm. The
online EMS may leads to the security and reliability problems as well as it may
not assure the quality of service for users.
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3 Problem Statement

Electricity plays an important role in our daily life. Whether it is at residential,
commercial or industrial level, our daily routines depend on the use of electric-
ity. As discussed earlier due to the industrial revolution human life has changed
radically. Even the modern means of transportation has been revolutionized by
electricity and modern communication like radio, email and internet etc. heavily
depends on electricity. Other than the varying behavior of energy consumption
the steady increase in world population, unexplored RER and aging infrastruc-
ture of existing power system has led to severe energy crisis. So a secure, envi-
ronmental friendly and home designed plan is the most important need of the
world. Which lead to the evolution of smart grid. Smart grid provides a bidirec-
tional communication between user and utility to fulfill the demand of available
resources. Smart grid is provoked in order to make enhancement in maintenance,
preparation and procedure of the electricity supply. DSM is known as the amend-
ments made by the consumers demands for energy usage by using various meth-
ods. The main reason behind DSM is to convince the user to consume energy in
off peak hours rather than in on peak hours for reducing electricity cost. Most
of the time cost is minimized and PAR is ignored which shift the appliances
in off peak hours and burden the utility. Therefore, in this work optimization
techniques are used which have considered PAR reduction to benefit the utility
and electricity expenses are also reduced for the benefit of user. While trying to
minimize the cost, most of the schedulers shift the load in on peak hours and
neglect the PAR. This type of load shifting can reduce the cost, however PAR is
increased which may lead to shortage of electricity. So appliances are scheduled
in such a manner that it provides benefit to both the consumer and utility.

4 System Model

In contrast with conventional grid, smart grid provides bi-directional communi-
cation between consumer and utility and smart homes contains smart meters.
Smart meters are used to facilitate the consumer, as consumers can inform utility
about their energy consumption outline. Consumers are encouraged to arrange
their energy consumption outline in such a manner that minimum of electricity
cost is charged and this is known as DSM. In past years, many optimization
techniques have been implemented for scheduling of appliances in smart homes.
In this work, single home is considered with sixteen appliances. Appliances can
be Interruptible and Non-Interruptible. One time slot is divided into five time
slots. So, each hour is divided 12 min and one day has 120 time slots. RTP tariff
is used for calculation of electricity bills. The main objectives of this paper are
to reduce PAR, reduction of electricity bills and maximization of user comfort.
Many optimization techniques have been used to change electricity bill.
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4.1 Optimization Techniques

The optimization techniques used by the authors to find optimal solution are as
follows:

(1) DE: DE is a heuristic algorithm based upon population. It is efficient in
many ways like convergence is fast and it helps to solve real world problems.
DE involves three main operations: mutation, crossover ad selection. First of all
it generates initial population randomly. Than for each target vector, randomly
select three vectors which are distinct from each other. Multiply difference of two
vectors with constant factor and then it is added to the third to form mutant
vector. For the generation of trial vector, elements of mutant and target vector
are exchanged. Compare target vector with the trial vector, the one with the

Initialization (popsize,D,Maxltr,xl,xu)
1: for i =1 — popsize do

2:  Mutant= r1140.5*(r21-r31);
3: end for

4: fori=1— D do

5: for j=1— Maxzltr do

6: if rand(1)> 0.3 then

7 Y11(1,i)=r11(1,D);

8: else

9: Y11(1,i)=Mutant(1,D);
10: end if

11: end for

12: end for

13: fori=1— D do
14:  if rand(1)> 0.6 then

15: Y21(1,i)=r11(1,i);

16:  else

17: Y21(1,i)=Mutant(1,i);
18: end if

19: end for

20: fori=1— D do
21:  if rand(1)> 0.9 then

22: Y31(1,i)=r11(1,i);

23: else

24: Y31(1,i)=Mutant(1,i);
25: end if

26: end for

27 fori=1— D do
28:  Y41(1,i) = rand(1)*r11(1,i);
29: end for
30: fori=1— D do
31:  Y51(1,i)=rand(1)*Mutant(1,i)+(1-rand(1))*r11(1,i);
32: end for
Algorithm 1. EDE for generation of trial vectors
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better fitness is admitted to the next generation. All the steps are continued
until it reaches some stopping criteria.

(2) EDE: EDE is the enhanced version of DE. In comparison with DE, EDE
generates five trial vectors as shown in Algorithm 1. First three trial vectors are
generated by taking three cross over rates instead of one. Fourth trial vector
is generated to increase the convergence speed of technique. Diversity of search
space is increased by last trial vector. By performing all three operations: muta-
tion, crossover ad selection, the vector that has minimum fitness value is selected
for next generation.

5 Simulations and Discussions

Simulation is performed on MATLAB by considering 16 appliances. No. of appli-
ances are total nine and one appliance is used more than once in one day so,
total 16 appliances are scheduled. Appliances are divided in two categories: Auto-
matic and manually operated appliances. Only manually operated appliances are
scheduled here. These appliances can be Interruptible and Non-Interruptible.
One time slot is divided into five time slots. So, each hour is divided 12 min and
one day has 120 time slots [3]. It is very useful for consumers to save energy
consumption in homes. The shortest Length of Operation Time (LOT) of any
appliance is set to be 12min. Each appliance should be assigned LOT which is
multiple of 12 (Table1).

For example, if dish washer needs to operate 20 min than LOT should be set
as 2 which is equal to 24 min. RTP tariff is used for calculation of electricity bills.
In EDE scheduled appliances electricity cost is reduced because EDE balance
the load by shifting appliances from on peak hours to off peak hours. RTP price
signal is used for scheduling of appliances and total electricity cost of appliances

Table 1. Description of symbols

Symbols | Description

popsize | Size of Population

D No. of Appliances

MaxItr | Maximum no. of Iteration
x1 Lower bound

xu Upper upper

Y11 1st trial vector

Y21 2nd trial vector

Y31 3rd trial vector

Y41 4th trial vector

Y51 5th trial vector

Mutant | Mutant vector
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is shown in Fig. 3 and electricity cost per hour is shown in Fig. 4. Figure 5 shows
that in unscheduled load, load is increased during peak hours that increases the
electricity cost and energy consumption but in EDE, load is managed by shifting
it in off peak hours that reduces the consumption of energy in specific hour. If
appliances are not scheduled power consumption is increased which maximizes
the electricity cost and peak is generated. Load is scheduled in such a manner
that it is shifted from on peak hours to off peak hours.
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PAR is increased in unscheduled load because the maximum load is shifted
to a specific hour of a day and creates the peak. In EDE when load is scheduled
it reduces the PAR by shifting the load to off peak hours. As shown in Fig.6
PAR in EDE is minimum as compared to DE and unscheduled. The reduction in
PAR provides benefit to both utility and consumer. Waiting time is the delay in
operation time of appliances. Fig. 7 shows that by applying EDE, waiting time
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is reduced, however not as much as electricity cost because there is trade-off
between desired lifestyle of user and cost of electricity. User comfort is sacrificed
when we reduce the electricity cost of appliances and vice versa. As the cost of
electricity is reduced from unscheduled cost so the user comfort is compromised
at some level.

6 Conclusion and Future Work

In this paper, we have scheduled appliances on the basis of load management
in residential homes. The main objective of the proposed technique is to reduce
the consumption cost and maximize the user comfort while considering peak
consumption into account. The residential power consumption behavior in time
significantly affect the electricity cost. The proposed algorithm optimally dis-
tribute the residential load over the time horizon. Simulations results show that
there exist a trade-off between electricity cost and user comfort in term of wait-
ing time. The saving in electricity cost depends on how long consumer is willing
to face the inconvenience. The overall performance of the proposed technique
shows that consumer has achieved a significant reduction in electricity cost with
a reasonable waiting time for residential devices. In future work, we can integrate
RES in smart grid and implement it in real time scenario.
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Abstract. Electricity is a valuable resource. With the increase of pop-
ulation, this valuable resource is being used inefficiently. To overcome
this problem, electricity providers use various techniques like introduc-
ing different pricing schemes. In peak hours, when the usage of electricity
is high, the utility increases the per unit cost. Therefore, usage of elec-
tricity in peak hours result in high electricity bills. The electricity bills
can be reduced by efficiently scheduling the home appliances so that
few appliances are operated during peak hours. For this purpose many
techniques have been proposed. In this paper, we propose a Social Spi-
der Algorithm (SSA) for Demand Side Management (DSM). Harmony
Search Algorithm (HSA) has been adapted to evaluate the results of
SSA. These algorithms schedules the appliances in such a way that the
usage of electricity in peak hours is reduced. This results in reduction of
electricity bill and Peak to Average Ratio (PAR).

1 Introduction

Electricity is one of the fundamental needs in the current era. Most of the things
we see around us are powered by electricity. The number of devices that use
electricity to operate are growing day by day. This is because things are becoming
smart and computer-operated. The traditional grid system does not provide any
communication system between the utility and consumers. This causes many
problems. The users are unaware of the prices and the utility is unaware of the
demand of the users. This lack of communication can cause many problems like
high electricity bills, high peak hour usage, etc.

Smart Grid (SG) [1] overcomes the drawbacks of the traditional grid system.
SG has the ability of monitoring the grid and incase of any failure it can heal
itself. In SG, the flow of electricity and communication is bi-directional. The
bi-directional communication keeps the users and the utility updated of the
usage and demand. The bi-directional flow of electricity is a key element in the
SG. In SG, users can generate their own power using solar panels or any other
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Fig. 1. An overview of Smart Grid

resources like mini-hydropower plants or wind. When the electricity exceeds the
user demands, the users can then sell the extra electricity. This can be done
by pushing the excess electricity back to the grid. Another advantage of sending
electricity back to the grid is to enable the utility to meet high electricity demand
(Fig.1).

High demand of electricity at a specific time creates peak usage at that
specific time. This peak is because the demand of electricity is higher than that
available. To reduce the high demand, power to some areas is cut from time
to time. This is called load shedding. In severe conditions where the demand is
very high, the transmission grid might collapse. This might result in blackouts.
To ensure reliability of the transmission grid, DSM [2] is used. DSM is the
management of the load used by the consumers. DSM motivates users to shift
their loads from peak hours to off-peak hours to avoid peak formation. However,
inefficiently shifting loads may create peak usage at another time. Therefore, in
DSM, efficient shifting of load is necessary. This is achieved by Home Energy
Management Systems (HEMS). HEMS schedules the load according to the data
received from the utility. Hence, reducing the electricity bill and the PAR.
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2 Related Work

With the increase in population, the number of electric appliance required to
fulfil the needs of humanity is also increasing. This increasing number of appli-
ances require large amount of electric power. The traditional power grid system
is unable to manage such high load requirements. This results in the increase in
Peak to Average Ratio (PAR), which in return results in high electricity bills
and power blackouts.

For this reason, researchers have proposed many Supply Side Management
(SSM) and DSM techniques. These techniques help in reducing the total power
consumption, PAR and electricity bills while increasing the user comfort. Some
of the proposed techniques are discussed below (Fig. 2).

In [3], Integer Linear Programming (ILP) has been used for DSM. The main
objective is to decrease the maximum load by reducing the peak hour usage.
Three appliances are taken into consideration, non-shiftable, time-shiftable and
power shiftable appliances. Non-Shiftable appliance are supplied with continuous
power. The time shiftable appliances require a fixed power for some time slot.
The controller can schedule the appliance at any time period but should provide
it the fixed power that it requires. The power shiftable appliance can operate
with a flexible power. They can be scheduled with a fixed power throughout the
day, subject to the condition that they are provided the daily required power.
Simulations are carried out for single and multi-home scenarios and the effects
are discussed. However, UC and pricing signal have not been taken into consid-
eration. In [4], authors have used heuristics techniques and proposed a hybrid

Solar Power Coal Power Hydro Power Wind Power

Smart Home

Fig. 2. Home Energy Management System
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technique called Genetic Wind Driven (GWD) optimization. Real Time Pric-
ing (RTP) scheme has been used as a pricing scheme. Authors have conducted
simulations for single and multiple homes. The main objective is to maximize
user comfort while minimizing cost and PAR. However, simulations show that
there is a tradeoff between UC and PAR. In most cases, the UC is compromised
from 50 to 90% in different techniques. Kai Ma et al. [5] have proposed their
own optimization technique. Authors have discussed two types of appliances.
The first type of appliances have flexible starting time and can be shifted in
the scheduling horizon while the second type of appliances have flexible power
rating. The electricity cost can be reduced if the starting time of the appliances
is delayed to the time where the price is low. However, the user comfort will
be affected in this case. If we consider the user comfort the electricity cost will
increase. Therefore, the authors have proposed a scheme in which both UC and
electricity bill has been considered. PAR has not been considered because there
is a tradeoff between PAR and UC.

Samadi et al. [6] have discussed the side effects of the RTP Scheme. According
to the authors, while using RTP, most of the load will be shifted to the time
where the electricity price is comparatively low, thus increasing the PAR in
the low cost time. This may result in high demand from the utility and maybe
blackouts. Therefore, the authors suggest that a RTP combined with Inclined
Block Rate pricing scheme is necessary. For scheduling the appliances the authors
use Genetic Algorithm because other optimization techniques like PSO and game
theory are non-linear. In [7], Zhuang Zhao et al. have discussed the EMS in
home area network. The main objective is to reduce the electricity cost for the
consumer and the PAR. RTP with IBR has been used as a hybrid pricing scheme.
UC has been compromised in an effort to reduce cost and PAR.

In [8], authors proposed a scheme for balancing the user-comfort and elec-
tricity price keeping in view the user budget. PAR has been ignored. The main
target of the authors is cost per unit satisfaction. Genetic Algorithm (GA) has
been used because of its efficiency, convergence speed and flexibility and because
GA searches for a globally optimal solution. In [9], authors have discussed the
inefficient power consumption in industrial and residential buildings which leads
to power blackout. GA techniques has been used and a reduction of 21.91% in
PAR has been observed. The authors have not used any pricing scheme. There-
fore, electricity cost has not been taken into consideration.

In [10], authors focus on the integration of RES to reduce the use of natural
resources. Multi Knapsack Problem has been used using GA, binary particle
swarm optimization and ant colony optimization. Authors say that in previous
researches the of power consumption and user comfort have been ignored in
previous studies. Three types of home appliances have been taken into consid-
eration: fixed, shiftable and elastic. However, the author have ignored the initial
installation cost of the RES and the maintenance cost.

In [11], RES with energy storage system has been introduced. The authors
have used photovoltaic along with storage batteries. Using this technique, the
load from the power grid and PAR has been decreased. But the effect on
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electricity cost and the cost of RES and energy storage system has not been
addressed by the authors. Kanzumba et al. [12] have discussed Hydro Kinetic
(HKT) system and battery storage system for generation and storage of power
respectively. Time of Use (ToU) tariff has been used here. The main purpose
here is to minimize the electric cost by maximizing the use of power generated
by the HKT system. The HKT system supplies power to the load. If the load is
less than the power generated by HKT then the extra power is stored in the bat-
teries or sold to the grid depending on the state of the battery. In case the power
supplied to the load is less than that generated by the HKT then the extra power
is gained from the battery or the grid. The battery can also be charged from the
power grid in off peak hours. Using this strategy, the electricity bill has been
reduced. The UC has not been effected in any way, because of continuous power
supply either from HKT, battery of the power grid. However, it would have been
better if the charging of the battery from the power grid had been considered
as it might affect the PAR because the battery is being charged in the off peak
hours. If many consumers do so, it might affect the utility negatively. Moreover,
the installation and maintenance cost along with the maintenance complexity of
the HKT system has not been considered.

3 Problem Statement

The population of the world is increasing day by day. Ultimately, the usage of
electricity is also increasing. Maximum usage of electricity by consumers create
peaks in the usage of electricity. The time at which these peak are created are
called peak hours. Peak hours are a problem for the stability of the utility. A
utility can provide a specific amount of electricity per unit time. If the demand
increases, blackouts are created. There are two ways to tackle this problem. The
first is to increase the power generation. The second is to manage the consumer
load in such a way that the demand at a specific time is less than or equal to
the distribution. Since increasing the generation is not easy, therefore the utility
increases the price of electricity in peak hours. This may result in higher elec-
tricity bills. This encourages the consumers to shift their loads to off-peak hours
where the prices are comparatively low. Manually managing this load shifting is
not easy. An Energy Management Controller (EMC) tackles this difficulty. An
EMC schedules the appliances keeping in view the prices throughout the day
and the usage constraints of the appliances.

4 Proposed Scheme

4.1 Classification

In SG, an EMC schedules the appliance according to their use. Here, we classify
the appliance into two categories: base and shiftable appliances. These type of
appliances are explained below.
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4.1.1 Base Appliances

These appliances are also known as fixed appliance because their operation time
cannot be changed. For example, lights, fans, iron, toaster, microwave oven and
coffee maker. The time slots of these appliances cannot be shifted.

4.1.2 Shiftable Appliances

These devices are also known as Interruptible devices because their time slots
as well as their length of operation can be modified. Example of these type of
devices are air conditioner, refrigerator, water heater and space heater. These
devices take part in the scheduling process.

Table 1. Load and time slots of appliances

S.no | Appliance Category | Power rating | Time slots
1 | Air Conditioner | Shiftable | 1.44 10
2 | Refrigerator 0.73 16
3 | Water Heater 4.45 10
4 | Space Heater 1.50 11
5 | Lightings Base 1.8 9
6 | Fans 0.5 16
7 | Clothes Iron 0.8 8
8 | Microwave Oven 0.78 8
9 | Toaster 3.60 5

10 | Coftee Maker 4.40 9

4.2 Pricing Scheme

Different electric providers use different pricing schemes. In this case, we will
use RTP pricing scheme. In RTP scheme, the smart meter obtained real time
prices from the utility from time. The smart meter is connected to the EMC. The
users can view the RTP prices from the EMC and can schedule their appliances
accordingly.

4.3 Techniques

In SG, many techniques have been proposed to handle different problems. Many
evolutionary algorithm have been used to schedule the appliances to get opti-
mized results. In this paper, we will use HSA and SSO to schedule our appliances.
We will compare the results of both the optimization techniques to study their
optimization effect.
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4.3.1 HSA

Inspired from musicians, HSA [13] has been used in SGs for optimization. Musi-
cians play random notes. These random notes are called Harmony Memory
(HM). Now considering this HM, the musician plays another random note. If
this note is better than the previous one, the musician replaces it in the HM.
Similarly, HSA follows three steps: random HM generation, play based on the
HM and finally pitch adjustment.

4.3.2 SSA

SSA is a swarm optimization techniques which was introduced by Cuevas et al.
[14] in 2013. It has been inspired by the social interaction of the social spiders.
In a spider communal web, there are 2 types of spiders: male and female. The
females comprise of about 70% of the web. The rest 30% are males. The males
with the higher weights are called dominant males. The female spiders show
attraction or dislike toward the dominant males based n their weight.

5 Simulations and Results

In this section, the results of the simulation are discussed. Simulations have been
carried out to evaluate HSA and SSA. Hourly load, electricity cost, PAR and UC
have been evaluated in each case. The simulations have been carried for a single
home with 10 appliances [10]. Table 1 shows the appliances, their power ratings
and length of operation. RTP pricing scheme has been used for calculating the
electricity bill.

The hourly load of the appliances can be seen in Fig. 3. We can see that the
unscheduled load create peaks in some places. These peaks result in increased
PAR. After applying HSA and SSA techniques, we can see that the peaks have
been shifted evenly. This results in reduction in PAR.
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As discussed, after applying HSA and SSA techniques, the load is evenly dis-
tributed causing reduction in PAR. Since, we have 6 fixed appliances that cannot
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Fig. 5. Total cost
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be shifted, therefore the PAR is slightly reduced. We can see that with a slight

difference, HSA and SSA reduces PAR by 27.52% and 27.011% respectively. This

difference can be observed in Fig. 4.

We know that both the algorithms work in such a way to shift the appliances
from the peak price slots to the off-peak slots. Therefore, it is obvious that the
scheduled cost will decrease from the unscheduled cost. This can be seen in

Fig. 5. We can see that HSA reduces the cost by 25.03%, whereas SSA reduces

the cost by 22.56%.
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We know that there is always a tradeoff between electricity cost, PAR and
UC. Since our objective is to reduce the electricity cost and PAR, therefore the
waiting time will increase. This means that UC will decrease. In Fig. 6, we can
see that the average waiting time of HSA is 2.6380 h. While the waiting time is
2.3724h incase of SSA. This means that SSA does not effect the UC too much.
The average waiting time can be seen in Fig. 7, which is 2.31 h incase of SSA.

6 Conclusion

In this paper, we introduced a SSA algorithm for DSM. Simulations have been
performed for both SSA and HSA. The results of SSA have been compared with
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the results of HSA. Simulations show that in our scenario HSA performs slightly
better than SSA in terms of reducing electricity cost and PAR. However, the
average waiting time of HSA scheduled appliances is higher than that for SSA
scheduled appliances. This means that compared to HSA, SSA reduces the cost
and PAR without effecting the UC too much. So we can conclude that SSA is
able to balance the tradeoff between PAR, electricity cost and UC.
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Abstract. Electricity is a controllable and convenient form of energy.
In this paper we discus about the electricity control. In current years
Demand Side Management (DSM) techniques are designed. For residen-
tial and commercial sectors. These techniques are very effective to control
the load profile of customer in grid area network. In this paper we use two
optimization techniques: Harmony Search Algorithm (HSA) and Firefly
Algorithm (FA). In our work we categorize smart appliances in three
different categories on the basis of their energy consumption. For energy
pricing we use Time of Use (ToU)pricing signal. Simulation result verify
our adopted approach significantly reduce the cost without compromise
the user comfort.

1 Introduction

Now a days increase in population electricity demand increase we need to load
balanced for fill the energy demand. In [1] Renewable Energy Resources are
used to compensate the electricity demand. The important aspect of smart grid,
its a good solution to maintain balance between demand and supply. Demand
response is taken by the customer according to the price model. It provide dif-
ferent benefits for consumer and utility. Therefore, the important thing to tackle
is demand response [5]. In [4] the authors gives the view of residential load
scheduling. Save electricity and cost and also define the cost efficiency. By using
the ratio of total consumer consumption of energy and pay total cost of using
electricity. Author also define some constant variables to maintain the efficiency
cost and residential electricity.

Demand Side Management (DSM) is ones the important key factors of SG
for load management. It is used in energy management and helps to reduce peak
load. The main goal of DSM is to encourage consumer to use less electricity
in peak hours and transfer load to off peak hours. DSM helps to reduce black-
out problem. Efficient use of electricity helps to reduce the overall electricity
cost. Moreover, harmful effect on the environment reduces by less emission of
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greenhouse gas. It maintains the demand of electricity in such a way that increase
reliability and stability of the overall system.

[12] Make a demand response program and also categorize in two different
main classes, In first class author define the program for ease of utility, In this
program utility give the schedule to the consumer for using the appliances in
off peak hour and on peak hours. Other category based on price the consumer
reduce their demand according to price signal. Calculating the electricity cost
using dynamic pricing rate (Table1).

Table 1. .

List of abbreviation
Abbreviation | Definition
EM Energy Management
HLM Home Load Management
AOA Automatically Operated Appliances
RTP Real time Pricing
AOA Automatically Operated Appliances
CPP Critical Peak Pricing
IBR Inclined Block Rate
ANOVA Analysis of variation
GHG Green House Gas
ToU Time of Use
RES Genetic Algorithm
GA Automatically Operated Appliances
BPSO Binary PSO
DSM Demand Side Management
ACO Ant Colony Optimization
ucC User Comfort
HSA Harmony Search Memory
FA Firefly Algorithm
MOA Manually Operated Appliances

In dynamic pricing include time of use (ToU), Critical Peak Pricing (CPP),
Inclined Block Rate (IBR), Day Ahead Pricing (DAP) and Real Time Pricing
(RTP). Among all the pricing scheme ToU is considered the most efficient pricing
scheme for electricity [1]. The common impartial of energy management in SG
are to minimize the electricity cost reduce PAR minimize power consumption
and maximize the user comfort. Many technique have been proposed in current
year to overcome the above deficiency by using different heuristic algorithms [1],
[16], [17] and linear programing [7].
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Our contribution include the scheduling the appliances for single and multiple
home. Moreover we used two heuristic algorithm Harmony Search algorithm
(HSA) and Firefly Algorithm (FA) to get reasonable solution for our designed
model. Result authenticate that our adopted model outperform the existing once.
The paper organized as follows: Sect.2 briefly describe the related work Sect. 3
describe the proposed model Sect. 4 problem formulation and simulation result
and then finally paper conclude in the Sects.5 and 6.

2 Related Work

Different technique has been proposed by the researchers to optimize the energy
in DSM. The basic purpose of proposed techniques is to minimize cost, PAR
and maximize UC. We discuss different paper below. We classified all papers on
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different pricing scheme. The measurement of how much cost are involved in the
production process in relationship to how much many units are produced.

In [2], the authors proposed decentralized framework for load management in
residential area in proposed system, the author main objective is to minimize cost
and PAR. In proposed framework, author scheduling home load using two mod-
ules. In first module, author focus on load management and in second module min-
imizes the electricity cost. In proposed framework, the author efficiently minimizes
the cost and PAR on the other hand, author ignores UC. Zhu et al., in [6], bal-
ance the load using demand response technique. The main objective of author is
to schedule the home appliance to reduce the electricity cost. For this purpose the
author divide the home appliances into two groups: first appliance run with flexi-
ble time and second run with flexible power. The author used RTP for electricity
cost calculation. The author minimize cost effectively in proposed system, however
author ignore UC and PAR.

In [7], the authors proposed DSM system for power scheduling of appliances.
In proposed system author ILP technique for scheduling. The objective of the
proposed technique is to minimize the PAR for DSM using ILP. The appliances
required to schedule in different category. The author categorized appliances
into two groups: Non-Interruptible and Interruptible appliances. ILP technique
is considered for optimized solution. The pricing scheme used is fixed price at any
time i.e. ToU.The proposed technique in [10], is optimize the energy consumption
using BPSO technique. In proposed system, author main objective is to reduce
the cost by load management of appliances during on peak and off-peak hours.
The author effectively minimizes cost up to 18.45%. The author ignores UC and
PAR.

Authors in [4], presented load scheduling framework based on cost efficiency.
RTP scheme and fractional programming approach is used. Distributed energy
resources are integrated in smart homes. Author addressed the problem of cost
of energy consumption. Residential user takes different scheduling method to
manage their power consumption. These scheduling methods either increase or
decrease the consumption cost. To solve this problem the residential user takes
the cost efficiency as a metric to manage its consumption. By using this proposed
approach author achieve cost efficiency and efficiently managed the energy con-
sumption on the other hand this approach not consider user comfort. Another
efficient DSM controller in residential area is proposed in [8]. The objective of the
author is minimizing cost, PAR and compromise the UC. Non-renewable energy
resources are used to provide electricity. They are so expensive and cause carbon
emission. To solve this problem author proposed the approach of heuristic algo-
rithm based on DSM. This approach helps to schedule the load according to user
demand. The authors proposed a hybrid wind driven algorithm, and also used
ANOVA test for statistical analysis for measuring the variation in algorithms
performance metrics. Appliances are classified in to two categories i.e., (i) non
shift able appliances and (ii) shift able appliances. RTP pricing scheme is used.

In [9], the authors objectives is to balance the load during on peak and off-
peak hours and addressed power trading problem in his proposed system RES.
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In this paper authors used game theoretic technique. For scheduling the appli-
ances dynamic programing approach is used. Objective of this paper is reduce
the electricity cost and utilization of RESs. For this purpose the researchers use
demand response as a pricing scheme. The proposed technique in [10], is opti-
mizing the energy consumption. The authors scheduled the power usage of smart
appliances on the bases of ToU pricing scheme. In this work author used BPSO
technique to minimize electricity cost in residential area. The author minimize
efficiently electricity cost up to 20%. The authors ignore PAR and UC.

When we combine two techniques for batter results is known as hybrid tech-
nique. The objective of [1], paper is reducing the electricity cost and maximize
UC by scheduling home appliances in one day of 24 h. With optimal solution for
using power from grid and reduce waiting time. Optimal integration, RESs to
reduce greenhouse gas (GHG) emission. Authors consider three heuristic tech-
nique GA, BPSO and ACO to achieve the objectives as compared their result.
Authors presented EMC model in residential area to minimize electricity cost
and PAR by energy management according to user usage pattern. The authors
combine the ToU scheme with IBR price scheme to calculate electricity cost.
However, Neglected power consumption management, RES Integration cost. In
[5], the author proposed Energy Management System (EMS) using DR in res-
idential area. Home gateway connects smart appliances to home area network.
Author addressed the problem of PAR and electricity cost due to real time
pricing scheme. If only RTP pricing scheme is used then load of most of the
appliances is shifted in low price hour due to which peak is generated. By com-
bining RTP with IBR pricing scheme PAR ratio and electricity cost is reduced.
Genetic algorithm is used to get more optimal solution. Appliances are classified
in to two categories: automatically operated appliances (AOA) and manually
operated appliances (MOA). AOA are further divided into shift able and non-
shift able appliances. Automatically operated appliances are considered. One
hour is divided in to five time slots so in one day one hundred and twenty slots
are considered. By using this proposed scheme author achieved reduction in
PAR and electricity cost and stable whole electricity system. By combining two
pricing schemes a benefit is provided to both utility companies and resident. In
proposed system, the author reduce cost, however, author ignore UC.

3 Problem Statement

The main objective of DSM is to efficiently schedule energy consumption so that
reduction in electricity bill is achieved with maximum user comfort. There are
following problems that need to be addressed in smart grid Reduce total power
consumption Minimize electricity bill Reduce PAR Maximize user comfort level
Provide an optimize schedule of appliances. Many techniques have been adopted
in [5-8] to tackle the said issues, however there is tradeoff between user comfort
level and electricity bill. To gain our objective function heuristic optimization
techniques are used (Table2).
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Table 2. Appliances with length of operation

Group Appliances Power rating (kWh) | LOT
Fixed load appliances | Lighting 0.6 9
Fans 0.75 16
Clothes iron 1.5 8
Microwave oven |1.18 8
Toaster 0.5 5
Coffee Maker 0.8 9
Shiftable appliances Washing machine | 0.78 5
Dish washer 3.60 5
Clothes dyer 4.40 5
Interruptible appliances | Air conditioner 1.44 10
Refrigerator 0.77 16
Water heater 4.45 10

4 System Model

Smart Grid include different number of operations and energy measurement
including smart meter used in smart home for smart appliances. Smart meter
allows two way communications between user and utility. It helps the consumer
to consume maximum energy in off peak hours. Recently, different optimiza-
tion techniques are used for optimize the energy consumption and to maximize
the user comfort. In this work, we use a single home with sixteen appliances.
Appliances are dividing into three different categories: fixed appliances, shift able
appliances and elastic appliances. All section of smart grid are shown below in
Fig. 1. In fixed appliances includes lighting, fans, clothes iron, microwave oven,
toaster and coffee maker. The second category is shift able appliances which
includes washing machine, dishwasher and clothes dryer. In third category of
elastic appliances include air conditioner, refrigerator, water heater and space
heater. We use ToU as pricing scheme for electricity price calculation. In this
work, our main focus is to shift the load from on peak hour to off peak hour for
the reduction of the cost and to maintain the user comfort (Fig.2).

4.1 Harmony Search Algorithm

Harmony Search Algorithm was proposed by GEM [13]. HSA works on the basis
of musicians behavior. It is a population based algorithm. The basic steps of
HSA are as follows. Initialize the harmony memory that consist of randomly
generation of populations after initialization generate a harmony vector. Gener-
ating the new harmony it depends on two main parameters first one is harmony
memory consideration rate and the second one is pitch adjustment ratio. When
we generate harmony memory according to pitch adjustment rate then new vec-
tor generated. New generated vector compare it with existing vector in harmony



32 A. Saba et al.

User Interface

Consumer il
Appliences I 1__ _________ —

Clothe Dyer

Washing Machine

|
|
|
|
0 [— —
-

=
Water Heater SpaceLeater
I'?
S
& — ENIC
| L
_Refrigerator Dish Washer
wsmxzuas | {
e— e Ll
-y
Smart Meter
Price signal - communication between EMC and
y N smart meter
Qv e o
between

and EMC

Utility

Data
Collection
Point

Fig. 2. The architecture of home energy management system

memory. After comparison select the best one and worst discard from the har-
mony memory. In [14] define the basic steps and pseudo code of HSA.

4.2 Firefly Algorithm

Fire fly algorithm was developed in 2007 by Xin-she- young [14]. FA is determin-
istic algorithm. Deterministic algorithms are more efficient for finding efficient
optimal solution in local search. In FA the two basic variables are: light emit-
ting and attractiveness. In FA three basic step are as follows: In first step firefly
attract towards the most attractive firefly at the same time it moves randomly
in second step attractiveness is proportional to the flashing light and in last step
control the light intensity by using coefficient value. Fire fly attracted in the
direction of other fire fly that has brighter flash light than itself. In [15] define
pseudo code of FA and also define the value of light intensity, initialization of
light intensity, absorption constant of light and the distance value between two
fireflies.

5 Simulations and Discussions

Load of our adopted scheme FA with respect to HSA in scheduled and unsched-
uled are shown in Fig.1. This figure show that the value of load in FA is
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comparatively better than that of unscheduled and HSA. The maximum value
of load in FA is 11 kWh while in HSA its maximum value is 12 kwh. The energy
consumption in FA is low while its value is high in HSA and unscheduled. By
using FA load is balanced in OPHs as compared to HSA as shown figure. Results
show that our purposed technique tackles the load better as compared to HSA
and scheduled. In Unscheduled load, load is increased during peak hours that
increased the electric cost and Energy consumption but in our proposed scheme
load is managed by shifting the load in to OFF peak hours that reduce the energy
consumption of specific hour. In Unscheduled, power consumption is increased,
the electricity cost is also increased due to peak curve but in my scheme FA
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peak curve is not generated so power consumption is reduced during peak hour
by using ToU cost minimization achieved. In Schedule Load, Load is schedule
in such a manner that load shifted from ON Peak hour to OFF peak hour.
Maximum energy consumption values are limited. Electricity bill reduction. It is
verified that our designed model achieved significant results (Figs. 4, 5, 6 and 7).

PAR is increased in unscheduled load because the max load is shifted to a
specific hour of a day and creates the peak. So PAR is increases due to unsched-
uled load. In FA when load is schedule it reduces the PAR by shifting the load
to OFF peak hour. PAR in our scheme FA is minimum. As shown in figure the
PAR is slightly reduced as compared to HSA scheduled and greatly reduced as
compared to unscheduled. PAR and cost will affect each other. In FA PARs value
is 2 while in unscheduled its value is 5.2 and in HSA its value is 2.3. It shows
that peak load is expressively reduced in FA according to the comparison of
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waiting time

HSA

Fig. 7. Waiting time of all appliances

unscheduled and HSA. So PAR is increases due to unscheduled load. In FA
when load is schedule the reduction of PAR by shifting the load to OFF peak
hour. PAR in my scheme HSA is minimum. Reduction of peak load result shown
in Fig. 3. According to the result, peak load is expressively reduce. Results prove
that our proposed model effectively tackle the peak formation problem. As shown
in figure.

In FA electric cost is reduced because load is balanced. We use ToU pricing
scheme for the calculation of electricity bill. In ToU hours are divide into blocks
that helps to balance load between on peak hours and off peak hours. In case
of unscheduled the maximum value of total cost is 150 cents and in HSA its
value is 65 cents while in FA its maximum cost is 60 cents. There is trade off
between cost and user comfort. According to our purposed technique FA elec-
tricity cost reduced because balance the hours of a day. Electric Cost is increased
for unscheduled load because unscheduled load create the peak formation and
increased the total cost. Electric cost is increased in unscheduled because price
is increases in emergency situation according to price signal ToU. It is verified
that our desired model achieved better results.

Waiting time is increased because we reduce the PAR by shift the load from
ON peak hour to OFF Peak hour. User comfort also sacrifice when we reduce
the electricity cost of appliance. So there is tradeoff between waiting time with
cost and PAR. FA waiting time is 4.1 while is HSA its value is 5.4. As there
is a tradeoff between waiting time and User comfort so our purposed technique
reduce waiting time to gain user comfort. User comfort is linked to both elec-
tricity cost and waiting time of appliances. Waiting time is increased because we
reduce the PAR by shift the load from ON peak hour to OFF Peak hour. User
comfort also sacrifice when we reduce the electricity cost of appliance. When we
reduce the waiting time it increases the electric cost and PAR.
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Conclusion

In this paper we have presented the schedule of appliances for residential energy
management. Our emphasis is to avoid peak formation while focusing on con-
sumer electricity bill reduction by conserving the user comfort within acceptable
manners. Our designed objective function evaluation based on two heuristic algo-
rithm (HSA and FA) for briefly analysis. In this proposed technique we used ToU
as pricing signal for calculating the electricity cost. In future work we will focus
on different optimization technique to resolve frustration cost and improve the
security and privacy issue between utility and consumer.
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Abstract. In the past few years, a number of optimization techniques
have been designed for Home Energy Management System (HEMS). In
this paper, we evaluated the performance of two heuristic algorithms, i.e.,
Harmony Search Algorithm (HSA) and Tabu Search (TS) for optimiza-
tion in residential area. These algorithms are used for efficient scheduling
of Smart Appliances (SA) in Smart Homes (SH). Evaluated results show
that TS performed better than HSA in achieving our defined goals of cost
reduction, improving User Comfort (UC) level and minimization of Peak
to Average Ratio (PAR). However, there remains a trade-off between
electricity cost and waiting time.

Keywords: Smart grid -+ Demand side management - Heuristic tech-
niques - Tabu search - Harmony search algorithm

1 Introduction

The world is getting more and more advanced with the emergence of new tech-
nologies and their innovative use. Electricity is an important and necessary need
in todays world. Everyone tend to prefer their comfort, still no one wants to pay
higher cost for it. For the purpose of efficient use of energy with minimum cost
and maximum User Comfort (UC), home energy management is done. Electric-
ity is generated in power grid stations and distributed through different utility
companies. Traditional grids are unable to meet todays electricity demand in
an efficient way. For this purpose, Smart Grids (SG) are introduced. SG is a
system that introduces a physical power system which integrates information
control and communication technologies to form a customer satisfied platform
[3]. Electricity can be generated through variety of ways like hydro power, solar
energy, biogas, wind energy etc. This simple architecture for SG is shown in
Fig. 1. Through SG consumers can easily manage their electricity usage pattern
and reduce their electricity bills. Consumption of electricity can be reduced by
controlling the demand of electricity efficiently. One of the major aspect of SG
is Demand Side Management (DSM) that maintains a balance between demand
© Springer International Publishing AG 2018
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and supply. DSM has two functions, i.e., Demand Response (DR) and load man-
agement. Load management results in reduced cost and minimum Peak to Aver-
age Ratio (PAR), whereas DR describes the response by the consumers against
some announced pricing scheme.

As authors in research work [14], proposed a general DSM model for residen-
tial users based on the same objectives for cost reduction, PAR reduction and
enhancing UC level. Genetic Algorithm (GA) is used with Real Time Pricing
(RTP) tariff. Results show that UC is achieved to some level in terms of waiting
time. Two types of price signals are used in Home Energy Management System
(HEMS), dynamic and static. DSM is mostly affected by dynamic price signal
as they change from time to time. Main goal of DSM is to achieve maximum UC
with minimum cost. In this regard, many DSM techniques were introduced in
previous years. As in article [13], Wind Driven Optimization (WDO) technique
is used along with the Time of Use (ToU) price tariff. The purpose was to achieve
minimum cost and maximum UC. In paper [15], a review of different DR schemes
is presented. These DR schemes are classified into different categories. Various
models for optimal control of DR strategies have also been presented. In [8], the
authors propose cost efficient solution for load scheduling. Fractional Program-
ming (FP) approach is used along with day ahead and RTP pricing tariff. With
the goal to reduce cost, user can manage their electricity consumption pattern.
Simulation results prove that the proposed technique significantly achieve the
cost-effective energy consumption pattern. However, cost minimization is still
somehow compromised, UC and PAR are not discussed in this paper.

Our contribution is the efficient management of load by reducing PAR, mini-
mizing cost and enhancing UC in terms of reduced waiting time. For this purpose,
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we used two heuristic algorithms Tabu Search (TS) and Harmony Search Algo-
rithm (HSA) along with RTP pricing tariff. Results prove that TS performed
better than HSA and unscheduled in terms of cost and PAR. Also, there is a
trade-off between UC and cost.

Rest of the paper is organized as follows. Section 2 comprises of brief related
work. Section 3 describes proposed system model. Simulation results and analysis
is given in Sect. 4 and the paper is concluded in Sect. 5.

2 Related Work

Around the globe, many researchers are working to optimally schedule the smart
appliances in HEMS. In this regard, some of the papers reviewed are discussed
as follow.

The authors in paper [1-3], proposed different optimization techniques to effi-
ciently reduce cost and enhance UC level with reduced PAR. In paper [1], three
meta heuristic techniques are used i.e., GA, Binary Particle Swarm Optimization
(BPSO) and Ant Colony Optimization (ACO). ToU is used with combination
of Inclined Block Rates (IBR). Also, there was integration of Renewable Energy
Sources (RESs) to enhance the performance and reduce cost. Results show that
proposed models achieve the stated objectives of minimizing cost, PAR and max-
imizing UC. However, GA based Energy Management Controller (EMC) per-
formed better than BPSO and ACO. In [2], DSM controller is designed by using
five heuristic algorithms i.e., GA, BPSO, WDO, Bacterial Foraging Optimiza-
tion Algorithm (BFOA) and the proposed hybrid algorithm as Genetic Wind
Driven (GWD). Simulations are performed to compare the results according to
cost reduction, energy consumed, PAR reduction and UC. RTP tariff model is
used for bill calculation. Results proved that proposed hybrid technique per-
formed better than the other techniques. However, the UC level is compromised
in scheduled case upto 50%. Authors in paper [3], presented a GA based DSM
model to reduce the cost and avoid peak formation. GA based technique is used
for optimization of this non-linear problem. RTP with the combination of IBR
is used as a pricing model. Simulation results proved that the presented model
achieved the efficiency levels to reduce PAR and cost. However, congestion prob-
lem and UC level are ignored.

In papers [4-6], authors used Integer Linear Programming (ILP) to achieve
the objectives of cost reduction with maximum UC. In paper [4], authors
describes the scheduling problems of the residential areas. Two types of appli-
ances are assumed. Starting time of first type can be adjusted and the power
consumption of second type can be reduced, which will cause discomfort to
the user. So, day ahead price signal is used along with ILP to achieve tradeoff
between payments and discomfort. For simulations, it is assumed that the price
signals are announced day ahead of time. User can select between minimum dis-
comfort with maximum cost, its vice versa or tradeoff between both. Though
PAR is not efficiently managed. In article [5], there are two main objectives, i.e.,
to reduce the daily energy cost and also CO2 emissions created through energy
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consumption. Both of the objectives conflict with each other. A model is designed
to schedule the energy consumption using Mixed Integer Linear Programming
(MILP). For simulations, three different price signals are used, i.e., RTP, Critical
Peak Price (CPP) from Canada and CPP from US. Results obtained are quiet
optimum, however, still there is a tradeoff between cost and emission. Manage-
ment of UC and PAR is also neglected. The authors of paper [6], proposed a
scheduling technique for SG to manage the load through ILP. The objective is to
reduce load per hour to achieve balanced load schedule for daily. The designed
technique is able to schedule the power consumption as well as Operational Time
Interval (OTTI) for shiftable appliances, according to the power consumption pat-
terns of all the individual appliances. When the simulations are done, there is
a load reduction in per hour. Its drawback is that reduced PAR and UC is not
achieved.

Research paper [7,10,11] are evaluated on the basis of dynamic programming,.
In paper [7], the main purpose was to schedule the load and deal with power trad-
ing issues. RESs are also integrated into the system. Interaction between users
when they exchange excessive energy locally within themselves is discussed in
this paper. For this purpose, a dynamic approach is used for optimization. Simu-
lation results prove that the proposed technique minimizes the energy cost. Also,
it proves that using the extra energy locally is quite beneficial as compared to
sending it back to the utility companies. In [10], a demand queuing-based Energy
Management Scheme (EMS) is presented. Simulations are done by taking the
data from residential areas. For energy optimization, a centralized algorithm is
presented. Results show that cost minimization and delay reduction are achieved.
However, a tradeoff is noticed between delay and energy consumption. Another
methodology is proposed by using dynamic pricing scheme for minimizing the
energy price. In paper [11], RTP tariff model is used to avoid Peak Hours (PHs)
and adjust maximum load in Off Peak Hours (OPHs). The purpose is to achieve
the tradeoff between electricity bill and user satisfaction. Results show that there
is reduction in electricity cost and maximization of UC level, although PAR is
neglected.

As stated in article [9], the authors here are discussing about the user privacy
while scheduling of appliances. The drawback of distributed DSM protocols is
that they involve every user to communicate and share their energy usage pat-
terns. which may leak the personal information. Distributed privacy friendly
DSM is presented by Cristina et al. which maintains privacy by integrating data
aggregation and perturbation. Simulation result show that there is electricity
bill minimization and PAR reduction along with the maintained user privacy.
However, the total bill reduction is neglected. As in paper [12], a heuristic app-
roach is proposed for scheduling of appliances in a residential area. Comparison
of heuristic algorithm is done with an exact algorithm in terms of computational
time and cost. Different energy pricing tariffs are used. Results show that the
cost achieved is within 5% of the cost achieved from exact algorithm. However,
UC level is neglected.
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3 Proposed System

In this section, proposed scheme for power and load scheduling is discussed.
RTP pricing tariff is used for getting optimum results by applying HSA and
TS on a set of data from residential area. The main objectives are to reduce
cost, minimize PAR and to maximize UC level. For this purpose, two heuristic
algorithm are used. In the subsection below, HSA and TS are discussed in detail

3.1 HSA

Harmony search is a population based algorithm which is proposed by GEEM
et al. in 2001. This algorithm depicts musicians behaviour. HSA follows a number
of steps to provide the optimum solution. These steps are given as follows:

1. Initialize Harmony Search Memory (HSM) by random generation.

2. Improvise new harmony.

3. Update harmony memory (HM) by comparing the new solution from the step
2 with the worst number in the HM.

4. Repeat step 3 and 4 until termination criteria is satisfied.

3.2 TS

TS is basically global optimization algorithm that uses local or neighbourhood
search methods. TS steps are given as follows:

Generate neighbourhood solution from current solution.
Generate Tabu List (TL) that records forbidden moves.
Set Aspiration Criteria (AC).

Perform TS.

Update TL after each iteration.

If not in TL, update in AC.

Check stopping criteria to terminate.

N OotE N e

3.3 Electricity Consumption Pattern

Electricity is generated in SG and further distributed to the residential area via
different utility companies. Each home is considered to be a smart home having
smart meters and smart appliances. For achieving the level of UC, user has to set
the Length of Operational Time (LOT) and OTT for each appliance, mentioning
the starting time and ending time. This pattern is set on the smart appliance
controller connected to the smart meters and send to the utility company. The
proposed system is shown in Fig. 2.
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Algorithm 1. HSA

: Initialize all parammeters
: for all appliances acA
: for all time slots teT’
: Generate new population
: for j = 1:MaxItr
: PA — (PAmax — PAmin)/(MazItr) « j + PAmin
for pp = 1:NVAR
BW (pp) < bwmax x exp(coef * j)
end for

0 DU W

,_.
o ©

: Improvise new harmony

11: for i=1:NVAR

12: if (ran < HMCR)then

13: Do memory consideration

14: if (ran < PA)then

15: Do pitch adjustment

16: if (pvbRanl < 0.5)then

17: result « result + rand(1) * BW (i)
18: else

19: result — result — rand(1) * BW (4)
20: end if

21: end if

22: else

23: NCHV (i) « xl + rand(1) * (xu — zl)

24: end if

25: end for

26: Update harmony
27:  for i=1:NVAR

28: if new > 0.5

29: new « 1

30: else

31: new «— 0

32: end if

33: end for

34: Termination criteria

35: while criteria not satisfied
36: repeat step 3 and 4

37: end for

3.4 Proposed System

For simulations, a single SH is considered having SM and SA. Let T denotes the
total time interval for a single day such that t; € T'= 1h then:
T = {t1,ta,t3.....tn } (1)

SM is considered having 9 appliances divided into three sub-categories [1]. Fixed
appliances are those appliances whose LOT and OTI cannot be modified like



Optimization of HEMS Through Tabu Search 43

Algorithm 2. TS

Initialize all parameter
2: x’=Dbest solution among trails
S(x) sample of neighborhood S(x)eN (z)
4: Current solution z'eX
Set tabu list TL=150
6: Set aspiration criteria AC=0
Set iteration counter K = 0
8: Randomly generate initial solution
Randomly generate trail solutions S(z)eN(x) and sort them
in ascending order to obtain SS(X).
10: Let x’ be the best trail solution in SS(X)

ife’ >

12: X'=x
else

14: X7=x’

end while kj= number of iterations
16: For i=1:TL

Perform tabu search

18: If X" > X'

Update X” in tabu list
20: Else X” not present in tabu list
update X” in aspiration criteria
22: end end end
If stopping criteria is satisfied
24: perform termination
else k=k+1
26: end

fans, toaster, lights etc. Let F denotes the set of fixed appliances and f; € F for
each appliance. Let Py be the total power consumption of each appliance:

4
P ={P" PP PP ... PPYy ()

Shiftable appliances are those appliances whose LOT can be shifted without
having an effect on their OTI like washing machine, dish washer etc. Let S
denotes the set of shiftable appliances and s; € S for each appliance. If each
shiftable appliance s has a power consumption Py, then it is denoted as:

Py={P",P@ PP ... Py (3)

Base appliances are those appliances whose LOT and OTI both are manageable
and can be interrupted or shifted like air conditioner, refrigerators, water heater
etc. Let B denotes the set of base appliances and b € B for each appliance. Let
P, be the total power consumption of each appliance for 24 h then:

1 2 3 24
p,={PM, PP pB .. PPy (4)
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Fig. 2. Proposed system model

4 Performance Evaluation and Analysis

In this section, the simulations results are presented to evaluate the better per-
formance of our proposed scheme TS in comparison with HSA and unsched-
uled. The algorithms are compared on the basis of stated objectives of cost

Table 1. Parameters used in simulation process

Appliances Power (kWh) LOT | OTI Category
Lights 0.6 12 18:00-08:00 | Fixed
Fans 0.75 16 14:00-06:00 | Fixed
Clothes iron 1.5 06 14:00-23:00 | Fixed
Oven 1.18 07 06:00-22:00 | Fixed
Toaster 0.5 02 06:00-10:00 | Fixed
Coffee maker 0.8 02 06:00-22:00 | Fixed
‘Washing machine | 0.78 05 08:00-16:00 | Shiftable
Cloth dryer 4.40 04 06:00-18:00 | Shiftable
Dish washer 3.60 03 07:00-12:00 | Shiftable
AC 1.44 15 06:00-24:00 | Elastic
Refrigerator 0.73 14 06:00—24:00 | Elastic
Water heater 4.45 10 06:00-24:00 | Elastic
Space heater 1.50 12 06:00-24:00 | Elastic
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reduction, minimization of PAR, enhanced UC level and to observe the electric-
ity usage pattern among the PHs and OPHs. A single home is considered having
13 appliances divided into three sub-categories [1], i.e., fixed, shiftable and base
appliances. This categorization is shown in Table 1. RTP tariff model is used for
the bill calculation.

As depicted in Fig. 3, there is a peak formation due to high electricity prices
from 7 AM to 11 AM approximately and the prices are low from 2 PM to 12 AM.
Load consumption for each hour before and after scheduling is shown in Fig. 4. As
shown in the figure that there is a comparison between load pattern among sched-
uled and unscheduled appliances. Maximum load after optimization, is shifted to
the OPHs due to which the cost and PAR are also reduced. The maximum load
of unscheduled during the peak hour is approximtely 15.001 kWh. After apply-
ing optimization techniques, total load during the PHs is reduced upto 16.27%



46 S. Shafiq et al.

450

400 | Unscheduled
TS
350 |[—HSA

N w

a o

o o
T T

Cost (cent)
N
o
o
T

150 -

1 1 1
0 11 12 13 14 15 16 17 18 19 20 21 22 23 2.
Time (hours)

I T I B
12 3 45 6 7 8 91

Fig. 5. Cost

3000 w w w

2500 ¢ T

N
o
o
o

T

1500

Total Cost (Cent)
o
o
o

500 ¢

Unscheduled TS HSA

Fig. 6. Total cost

incase of HSA and upto 45.2% incase of T'S. This is because the maximum load
is shifted to the OPHs.

The comparison of electric cost for per hour is shown in Fig.5. Here it is
clearly illustrated that T'S achieved the stated goal of reducing cost as compared
to the unscheduled and HSA. This is because the cost during PHs is reduced
on a certain level because the maximum amount of load is shifted to the OPHs.
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The cost of HSA during PHs is reduced upto 15.5% as compared to unscheduled,
whereas, total cost of TS during the PHs is reduced upto 25% as compared to
unscheduled. This is because the trial matrix in TS does not allow the maximum
value to be saved than it already has. Figure 6, shows the difference of cost among
unscheduled, HSA and TS. As depicted in the figure, T'S achieves minimum cost
as compared to unsceduled and HSA.

Figure 7, illustrates the comparison of achieved PAR between unscheduled,
HSA and TS. Our results show that PAR is reduced in case of TS. PAR is
the reduction of the peak formation during 24h. It is not only beneficial for
customers but also to the utility companies as it causes load shedding and high
cost for the users. Here the TS algorithm efficiently reduces PAR by avoiding
peak creation through equal distribution of load.

Figure 8, shows the waiting time in terms of UC as this is the time user has
to wait for an appliance to be in working state. Our simulation results show
that the waiting time for TS is increased as compared to HSA, still it is quite
acceptable. Because there exists a tradeoff between waiting time and electricity
cost. The waiting time is increased due to the reason that the price signals are
getting low towards the end of the day, so scheduler shifts most of the load to
the OPHs. Though the waiting time is increased, still appliances are working
well within their defined OTI.
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5 Conclusion and Future Work

In this paper, we present an optimization technique for load management and
power scheduling of residential area. The purpose was to achieve a solution
with minimum cost and reduced PAR. We evaluated our results by conducting
simulation on different categories of appliances, i.e., fixed, shiftable and elastic
appliances. RTP pricing tariff was used and the efficiency of two heuristic tech-
niques (HSA and TS) was analysed. Results of our proposed system proved that
TS outperformed HSA in terms of cost and PAR. Load is efficiently shifted from
PHs to OPHs due to which cost is reduced. Though, there exists a trade-off
between waiting time and electricity cost. In future, we will work on other opti-
mization techniques for better results with less computational time and reduced
complexity.
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Abstract. In this modern world, the demand of energy rises exponen-
tially, that makes it a valuable resource. New techniques and methods are
being developed to solve the problem of energy crisis in residential areas.
The strategy to handle this problem is by integrating the demand side
management (DSM) with smart grid (SG). DSM enables the consumer
to schedule their load profile effectively in order to reduce electricity
cost and power peak creation, referred as peak-to-average ratio (PAR).
This paper evaluates the performance of home energy management sys-
tem (HEMS) using meta-heuristic techniques; harmony search algorithm
(HSA) and flower pollination algorithm (FPA). In this regard, a sin-
gle home is considered with smart appliances classified as automatically
operated appliances (AOAs) and manually operated appliances (MOAs).
Moreover, critical peak pricing (CPP) is used as a price signal. In this
paper, emphasis is placed on the cost minimization and load scheduling
by shifting the load between off-peak and on-peak hours, while consider-
ing the user comfort. Simulation results shows that the performance of
FPA is better in terms of cost and PAR reduction, whereas there exists
a trade-offs between electricity cost and user comfort level.

Keywords: Demand response + Optimization - Smart grid + User com-
fort - Load scheduling - Demand side management

1 Introduction

The increase use of energy in the existing system produces a significant challenges
in terms of utility management, reliability and environmental issues. Thus, a reli-
able infrastructure is required to make next generation power grid more reliable,
green and intelligent systems, which is generally known as smart grid (SG).
However, another problem of peak load is created during some hours of the day,
when there is an increased demand of energy. This situation can be handled by
controlling the load profile of the consumers in an efficient way, which can be
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achieved by demand side management (DSM). In short, SG efficiently manages
the energy consumption in such a way that it beneficial for both consumers and
utilities. The generic architecture of SG is shown in Fig. 1.

DSM is one the important aspects of SG that controls the demand side
activities of the end-users and maintains a balance between demand and sup-
ply of energy. Two main functions of DSM includes demand response (DR) and
load management. Load management placed a strategic focus on the efficient
energy management by shifting the load between off-peak and on- peak hours.
It includes the benefit of electricity bill reduction, reduced number of peak for-
mation and improved reliability of the power grid [3]. DR is defined as the
responsive action taken by the consumer against the dynamic pricing schemes
[4]. Tt allow consumers to set references to operate smart appliances, consider-
ing the price rates. In addition, it also provides the integrity to the power grid
infrastructure by managing the load optimally.

The above discussion concludes that DSM can be integrated with SG in order
to reduce peak load. Different incentive based pricing schemes have been used by
utilities to provide an information about the price rate changes during off-peaks
and on-peak hours. Some standard dynamic pricing models includes time of use
(TOU), real time pricing (RTP), critical peak pricing (CPP), inclined block rate
(IBR) and day ahead pricing (DAP). In order to achieve best out of these incen-
tives, many optimization techniques such as, binary particle swarm optimiza-
tion (BPSO), genetic algorithm(GA), ant colony optimization (ACO), enhanced
differential equation (EDE) and bacteria foraging algorithm(BFA) have been
proposed to schedule the load optimally in residential and industrial areas. In
this paper, home energy management (HEM) system is considered in order to
reduce the peak-to-average ratio (PAR) by shifting the load and cost minimiza-
tion, while maximizing the user preferences.

Rest of the paper is organized as follow: Section 2 discussed the state-of-the-
art work, Sect. 3 describes the proposed system model, and Sect. 4 contains the
simulations and results. Finally, paper is concluded in Sect. 5.

2 Related Work

Various load scheduling techniques in SG for DSM been proposed in recent years.
In this regard, some of the state-of-the-art work are discussed as follow.

In [5], authors presented a hybrid approach based on GA and wind driven
optimization (WDO) for DSM in smart grids. A heuristic algorithm based DSM
controller is designed and price tracking frame for RTP is used along with pro-
posed genetic wind drive (GWD) algorithm. The system performed the priority
load scheduling between off-peak and on-peak hours. Results indicate that GWD
significantly reduced both PAR and cost while maximizing user comfort (UC).
However, installation and maintenance cost is neglected while designing DSM
controller. Authors in [6], designed the general architecture of the DSM to effi-
ciently utilize energy with renewable energy sources. Load is classified into three
categories; fixed, shift able and elastic appliances and problem is formulated
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Fig. 1. Smart grid infrastructure

as multi knapsack problem (MKP). TOU with IBR is taken as price signal.
Formulated problem is optimized using three heuristic algorithms (GA, BPSO,
and ACO) and evaluated their results. Simulations results shows that GA out-
performed other approaches and reduced the electricity cost and PAR while
considering user comfort. However, this paper does not consider the uncertainty
in renewable resources and randomness in user behaviors.

In [7], authors proposed control algorithm to schedules the critical and non-
critical load depending on the requirements of the consumer and voltage/power
levels. Two load centers; main grid interconnection and two renewable sources are
considered to check the robustness of A.C electric springs. Results are assessed
on different case studies based on the level of voltages, the energy conserved
from the implementation of electric springs varies 4 to 15% for the different
cases. However, the proposed architecture is completely subjective and depend
highly on the values of voltage applied to non-critical loads. Additionally, the
proposed system lacks the type of communication infrastructure used.

Authors in [8] presented a two-leveled stochastic model for energy resource
scheduling in smart grids, considering the demand response and uncertainty in
renewable energy resources. Problem is formulated as a mixed integer linear
programming. Day-ahead pricing scheme is taken into account for making an
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optimal decision at first level and uncertainty of wind, solar power and electric
vehicles at the second level. The proposed stochastic model aims to reduce the
operational cost over the scheduling horizon. Results shows that the designed
significantly achieved the targeted result, reducing the operational cost by 4%
compared to deterministic approach. However, this model has limited flexibility
in the absence of DR.

Authors in [9] developed an online energy management strategy (EMS)
for real-time operation of micro grids based on Lyapunov optimization. EMS
takes into consideration the power distribution network and system constraints.
Results reveals that the proposed system performed better that greedy algo-
rithm and is close to an offline optimization algorithm. The proposed system
does not allow the control parameters to fall in timecoupled constraints due to
the convergence rate of Lyapunov optimization increases. Moreover, this system
lacks the statistical analysis to take into account the random behavior.

In [10], authors introduced sparse coding for scheduling the individual house-
hold electricity loads. Proposed model is evaluated on 5000 households. Results
shows that the sparse code features effectively reduced the forecasting errors.
Another paper [11], presented an efficient approach to handle the congestion
problems in smart grids through demand response. The proposed scheme used
fuzzy logic and ACO to select the most feasible solution. However, both systems
lacks the integration of renewable energy resources(RES).

Authors in [12], an energy consumption management approach is proposed for
scheduling. Two types of demands are considered: (i) essential and (ii) flexible. A
new centralized algorithm is presented to optimize energy for both delay-tolerant
and delay-sensitive demands. This scheme also obtained optimal energy decisions
to minimize the total cost and delay of the flexible demands. In [13], authors
presented the decentralized DR framework to minimize the cost and maximize
the user comfort and privacy. Smart meters are integrated in the management
system to exchange information to find an accurate load profile. This exchange
of information takes place until no improvement can be made in the optimized
solution.

Authors in [14], used a game theoretic approach to model the interaction
between consumers with excess power generation for power trading. Proposed
system adopt dynamic problem to schedule the load of fixed and controllable
appliances. Competing users choose their output generation and offered price
to maximize revenue. The problem of choosing offered price is formulated as a
mixed-integer linear program. Simulated results shows that proposed algorithm
reduces the cost burden of users by trading power among competing users. More-
over, proposed system facilitates the integration of renewable resources. However,
the initial and maintenance cost of renewable resources is ignored.
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3 Proposed System Model

In this section, an optimal approach for load scheduling is proposed based on
the CPP scheme.

3.1 System Description

In residential areas, every smart home is connected to smart meters having
energy management controller (EMC) to build a bi-directional communication
between consumer and the utility. User inputs their power consumption plan
via user interface which is connected to the one side of smart meter. On the
other side, smart meter is linked with all the home appliances to control their
energy consumption and scheduling of all individual appliances. EMC gathers
the information of the home appliances connected through HAN and send this
information to SG domain via WAN. Figure 2 depicts the DSM setup in residen-
tial domain. In this paper, we consider a single smart home having ‘m’ smart
appliances integrated with smart meters. Incentive-based pricing, CPP, is used
to calculate the electricity price against the power consumption cost.

User Interface

Grid Station %} Appliances

——
Smart Home

Se  ngParameters

Fig. 2. System model

3.2 Energy Consumption Model

In the proposed model, a single smart home consists of ‘m’ number of appli-
ances, such that A ={aj,as,as,....,am} and single day is divided into 120 time
slots ‘t’, each having a time resolution of 12-minutes, such that t € T =
{t1,t2,t3,....r, 120 }, then the hourly power consumption demand of an appli-
ance is given as:

Eoi(t) ={Eat,, Bajtyr o Bayy f (1)



Residential Demand Side Management 55

where Eq ¢, taty, s tat,,, denotes the energy consumption of each appliance in
the corresponding time slots. The equation for total energy consumption demand
per day for all appliances is calculated as follow [6]:

120 m
Ep = ZZE((HM) (2)
t=1 i=1

In the proposed model, ‘m’ appliances are classified into two categories
according to the points mentioned in the next section.

3.3 Classification of Appliances

Considering the length of operational time (LOT), user preferences and opera-
tional time interval (OTI), appliances are classified into two categories; namely
AOAs and MOAs. AOAs are usually referred to as non-interruptible and inter-
ruptible appliances, whereas MOAs operate only if residents are using them
manually. The home appliances that could be scheduled are only AOAs, because
MOAs would be operate manually. In addition, AOAs considered are assumed to
be smart home appliances. Consumers set the starting and ending time of each
AOA appliances, denoted by OTI. Operational time length of the smart appli-
ances should be strictly controlled; that is, it should denote the integer multiples
of 12 greater or nearest to the actual LOTs of the appliances. For example, if

Table 1. Parameters of classified appliances

AOA OTI LOT | Power (kWh)
Air conditioner | 41-60 5 1
Air conditioner | 61-85 5 1
Air conditioner 86-120 |10 1
Electric radiator | 1-30 5 1.8
Electric radiator |91-115 |10 1.8
Rice cooker 1-25 2 0.5
Rice cooker 41-60 2 0.5
Rice cooker 71-90 2 0.5
Water heater 86-105 3 1.5
Dishwasher 101-120| 2 0.6
Washing machine | 1-60 5 0.38
Electric kettle 1-25 1 1.5
Electric kettle 66-85 1 1.5
Humidifier 1-30 10 0.05
Humidifier 91-120 |10 0.05
Cloth dryer 71-91 4 0.8




56 M. Tariq et al.

the actual operation time of rice cooker is 22 min, then the LOT should be set
to 2 (24 min). In final results of appliance scheduling, there must be some errors
of few minutes that can be ignored. The details of all AOAs is shown in Table 1.

3.4 Pricing Scheme Model

CPP is taken as price signal for the proposed optimization problem. When util-
ities observe critical peak days, they substantially raised the price of electricity.
Notifications are being sent to consumers a day ahead with significant higher
charges during on-peak hours. This will provide consumer with signal to respond
either by paying the critical peak rates or reducing their consumption. Customers
that reduce their demand on critical peak days benefits from the low electricity
consumption charges.

3.5 Problem Formulation

The aims of the load scheduling are: to reduce the electricity bill of the consumer
by shifting the load between on-peak and off-peak hours, to maximize the user
comfort and to reduce the PAR by maintaining the balance between demand
and supply. We assume m number of appliances in a smart home. User input
the starting time «, and (B, of each AOA appliance, such that it fulfill the
constraint(a, < [,)and energy consumption per hour E,,t;.

3.5.1 Waiting Time

Usually consumer demand to complete their work as soon as possible without
delaying. This can be achieved by reducing the waiting time and electricity price.
However, there exist a trade-off between waiting time and cost. If we reduce the
waiting time, consumer have to pay huge price. Waiting time [6] is represented
mathematically as @ and is given as:

_ na — Qg
Ga = (ﬁa - Ta) — Qg (3)

3.5.2 PAR

PAR is defined as the ratio of maximum load to the average load in a given
time slot. It is beneficial to reduce PAR to maintain the balance between energy
production and consumption and it ensures that grid is not over stressed. It is
represented mathematically [6] as ¢ and is given as:

b= maz(A(t))
- T

7 (=1 A1)
where T denotes the total number of time slots, i.e. 120. The optimized problem
of load scheduling is solved using HSA and FPA and results are compared with

the parameters of the unscheduled load. The brief explanation of HSA and FPA
are discussed below.

(4)
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3.6 HSA

HSA imitates the musicians behavior, proposed by GEM [15]. The main steps of
HSA includes; random generation harmony memory, harmony memory improvi-
sation and update of worst consideration. Harmony memory improvisation step
consists of two control parameters; pitch adjustment ratio (PA) and harmony
memory consideration rate (HMCR). A random number is generated, which is
compared with these two parameter. If the generated random number is less than
HMCR rate, a value is chosen from existing HM for the new harmony memory
otherwise value is generated randomly. This new element is further modified
according to the pitch adjustment ratio. The equation for harmony memory

Algorithm 1. Scheduling Algorithm : FPA

Initialize all parameters (aq,84,7a)
Set lower and upper bounds

for all the appliances ac A

for all time slots tin T

1: for i =1 — popsize do
2:  for j =1 — appliances do

3: Generate random population

4: Calculate F=fitness function

5: if F()jF(i-1) && load (t)<unscheduled load (t) then
6: F(1)=F(i)

7 if (9, using (4) && (1. <,7.) then
8: appliance is ON

9: else

10: wait until off-peak hours

11: end if

12: else

13: F(i)=F(i-1)

14: end if

15:  end for

16: end for

17: for k =1 — MazItr do
18:  Generate random flowers (population)
19:  for m =1 — appliances do

20: if rand> ProbabilitySwitch then
21: use levy flight to update solution
22: else

23: select random population

24: check simplebounds

25: end if

26:  end forEvaluate new solution

27: if Few<F,ld then

28: update the solution using new fitness values
29:  end ifupdate the global best

30: end forReturn best solution
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Table 2. FPA terms in correspondence to HEM

FPA parameters HEM parameters

Flowers Array of AOAs in binary

Number of flowers | Number of appliances

Cross-pollination | Global optimum

Abiotic pollination | Local optimum

Pollinators Solution in search space

Probability switch | Appliance states

consideration and pitch adjustment ratio [16] is given as:
v;,j = {xrandj,randb < HMCR,1; + randb.(U; — 1;),else} (5)

vi, § = {vi, J + randb.bwj, randb < PA, wv;,j, else} (6)

3.7 FPA

FPA is inspired by the pollination process of flowers [15], as shown in Algorithm 1.
There are four main steps involved in the algorithm. Self-pollination and abiotic
pollination are used for local pollination. For global pollination, cross-pollination
is considered and pollinators move in a way that obeys Levy flights. Pollinators
develop flower constancy, which involved the similarity of two flowers. The switch-
ing between local and global pollination is controlled by a switch probability pe
[0,1]. Equation for fitness function is as follow:

z = {((1 — w(1)?) + 100 * (w(2) — w(1)?)? + 100 * (u(3) — u(2)?)?} (7)

In our proposed system, status (ON/OFF) of AOA appliances are initialized
randomly and initial fitness function based on minimum cost and load is cal-
culated. Improvise new population using levy function and probability switch
in order to update global best and if the new fitness function is less than old
fitness function, update the solution using new fitness function. The overlapping
of FPA terms in correspondence to HEM is shown in Table 2.

4 Simulations and Results

Simulations are conducted in MATLAB R2013a to analyze the performance of
proposed techniques. Results are then compared, considering the performance
metrics such as PAR, electricity cost and waiting time. In this paper, we consider
6h of evening (5pm to 11 pm) and 5h of morning (7 am to 11 am) as peak hours.
These hours are selected as peak hours because energy demand is high during
these hours.
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For simulations, we design a model, considering a single smart home con-
sisting of multiple smart appliances. These smart appliances are further classi-
fied into MOAs and AOAs. However, only nine AOAs are participated in load
scheduling. The 24 h time period is divided into 120 slots; each slot with a time
resolution of 12 min. This division of time slots reduce the wastage of electricity
and also it is much convenient to solve the optimization problem. HSA and FPA
using CPP pricing scheme, are implemented to schedule the load of designed
home model. Figure 3 shows the CPP pricing rates of each hour in a day. Per-
formance of both optimization techniques are discussed and compared in next
few paragraphs.

Figure4 shows the distribution of unscheduled, HSA optimized and FPA
optimized load. The graphs shows that load is optimally distribute between on-
peak and off-peak hours using HSA and FPA techniques. The purpose of using
optimization techniques is to schedule the load in order to achieve the reduction
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of electricity cost and PAR, while considering the demand and requirements of
consumers.

Figure5 shows the total cost for unscheduled, HSA scheduled, FPA sched-
uled. It can be noticed that price is quite high for the unscheduled case. The
reason being that CPP pricing model elevate the price rate during critical usage
of energy consumption, as shown by Fig. 4. However, applying the optimization
techniques, cost reduced by 2% in case of HSA scheduling and 11% for FPA
scheduling.

One of the main goal of load optimization is to maintain a balance between
demand and supply to avoid the distress of grids. This can be achieved by reduc-
ing the PAR. Figure5 shows the comparison of PAR among unscheduled, HAS
scheduled and FPA scheduled. This can be obvious that PAR of unscheduled load
is high, as load is accumulated during on-peak hours. The comparison shows that
HSA and FPA optimization techniques significantly reduce the PAR by 21% and
23%, respectively.
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There exists a trade-off between cost reduction and user comfort or waiting
time, shown in Fig.7. The load shifting between on-peak and off-peak hours
confined the user to delay their appliance operations. So, consumer has to com-
promise preferences in order to achieve the electricity bill reduction. In case
of unscheduled load, consumer does not have wait or to compromise comfort.
They are free to operate any appliance at any time, therefore waiting time is
zero. Figure6 depicts the graph bar of waiting time for HSA scheduled and
FPA scheduled. It can be seen that waiting time for FPA is higher than HAS
scheduled. As we have seen in previous graphs, FPA scheduled reduced the cost
comparatively more than HSA scheduled. That is why FPA has high bar graph
than HSA scheduled.

5 Conclusion

In this paper, we first propose the system model of smart home in residential area
for energy management system, and then perform the load scheduling using CPP
pricing scheme. The beneficial features of the proposed system is the reduction
of electricity cost while minimizing the waiting time of the appliances. Benefit
reward for the utility companies is the stability of smart grid system achieved by
reducing the ratio of PAR. Results shows that our proposed model works best
with the FPA optimization technique by reducing the cost and PAR; unscheduled
> HSA scheduled > FPA scheduled. In future, we will extend our work for
multiple smart homes and combined price tariffs. We will also work on the hybrid
optimization approaches to achieve more accurate results within less execution
time and computational complexity.
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Abstract. Demand Side Management (DSM) is an efficient and robust
strategy for energy management, Peak to Average Ratio (PAR) reduction
and cost minimization. Many DSM techniques have been proposed for
industrial, residential and commercial areas in last years. In this paper,
we have design Home Energy Management Scheduler (HEMS) using two
algorithms Genetic Algorithm (GA) and Crow Search Algorithm (CSA)
for electricity cost and PAR minimization. Real Time Pricing (RTP)
signals are used for electricity bill calculation. Simulation results demon-
strate that our proposed scheme efficiently achieved our targeted objec-
tives. However, GA performs superior than CSA due to high convergence
rate. Furthermore, a trade-off exists between electricity cost and user
waiting time; when electricity cost is low, user waiting time is high and
vice versa.

1 Introduction

Traditional Power System (TPS) has lot of challenges to face for example lack of
consistency, sustainability and reliability. TPS has to manage, produce electricity
for the consumers and distant area transmission, which causes line loses, load
shading, blackout and increases the rate of electricity bill. To overcome these
challenges TPS is now upgraded in Smart Grid (SG). This will help to decreases
the line loses, load shading and decrease the rate of electricity bill. Smart grid
are referred as Information Communications Technology (ICT) embedded tradi-
tional grids. In smart grid the flow of electricity is bi directional between utility
and consumers that helps the consumer to manage their bill. In this SG con-
sumers can sell extra electricity to the utility [1]. One of the important module
of SG is Demand Side Management (DSM) and Demand Response (DR) that
helps consumer to reduce their energy consumption and electricity bill by shift-
ing load from on peak hours to off peak hours. It also helps to avoid blackout
and manage electricity load in commercial areas by adapting clipping of load
and load shifting strategy [2]. In this paper, two metaheuristic algorithms GA
and CSA with RTP pricing signals are used to achieve targeted objects such as
cost minimization, reduction of PAR and increase in UC level (Fig. 1).

© Springer International Publishing AG 2018

F. Xhafa et al. (eds.), Advances on P2P, Parallel, Grid, Cloud and Internet Computing,

Lecture Notes on Data Engineering and Communications Technologies 13,
https://doi.org/10.1007/978-3-319-69835-9_6



64 A.A. Butt et al.

H
Ly dI‘a ul, lic Po
“eration

Wer

Fig. 1. Smart grid

2 Related Work

In [1], authors discussed five heuristic algorithms Genetic Algorithm (GA),
Binary Particle Swarm Optimization (BPSO), Bacterial Foraging Optimization
Algorithm (BFOA), and Wind Driven Optimization Algorithm (WDO). More-
over, they proposed hybrid Genetic Wind Driven Algorithm (GWD) and com-
pare with each algorithm for smart grid. The issues that addressed in this paper
are neglecting of User Comfort (UC), and inconsideration of PAR. To overcome
these issues author used DSM techniques that has been discussed above, by
using these authors achieves reduction in PAR, every technique has different
ratio to reduce the PAR. However UC is compromised with great ratio almost
in every technique and these techniques have been implemented for single home
excluding of multiple homes.

The authors addressed in [2], the problem of optimization technique that is
designed for DSM, authors describe that convex optimization technique is for
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individual appliances however it is not suitable for every appliance because of
some appliances has fixed power consumption pattern. Once the appliance is
started it cannot be stopped until the job is finished, this things produces effect
somehow on consumers comfort. To overcome this problem only starting time of
appliances is considered under the control optimizer and author proposed a DSM
model. After scheduling the fixed or shift able appliance authors achieves the user
satisfaction level by scheduling the appliances according to the requirements
when it is done properly the peak load are also decreases automatically. This
system or technique is only for single households and also for the residential area
and authors also neglected the electricity bill cost in the system.

The authors discussed in [3], about the Energy Management Controller
(EMC) that is used in Home Area Network (HAN) depends on the smart grid
and its purpose is to scheduling the method for home usage is efficiently. The
home gateway (HG) receives the demand response (DR) information and Real
Time Pricing signals (RTP) is used to transfer with the DR, EMC achieves
scheme that operates the appliances automatically in this system but the prob-
lem is that it destroys all the entire system due to high PAR and only because
RTP pricing signal scheme is used or some appliances may not work due to
this reason it is the non linear problem. To make this problem linear and make
the entire system efficient, the author used RTP with the Inclining Block Rate
(IBR) to reduce the electricity cost and PAR. The upper defined combination
of scheme is used with GA to solve the problem. By using this technique the
electricity cost is decreases and PAR is also decreases some how. However user
cannot on all appliances in the same day that are automatically operate by the
system.

In [4], authors investigates the problems that are present in traditional gird
and Smart grid system by using different techniques. The issues, authors arises
in these systems are that user comfort or integration of RESs is totally ignored
in these techniques, their aim is only to reduces electricity bill cost in any case
so there is trade-off between user comfort and electricity cost, these problems
are the common issues of the residential users. To overcome these issue authors
proposed a system know as EMC with Renewable Energy Resources (RESs)
by using three heuristic techniques Genetic Algorithm (GA), Bacterial Particles
Swarm Optimization (BPSO) and Ant Colony Optimization (ACO) and using
the pricing signals RTP and IBR. By applying these techniques and schemes in
system authors achieved 50% of the total demand through RES. The electricity
bill cost and PAR is effectively reduced in this system and user comfort is also
maximized.

The authors focused in [5], on the problem of load scheduling and power sell-
ing in system with higher penetration of RESs. To overcome these issues authors
adopted the technique of dynamic programming to schedule the different appli-
ances operational time that helps the user to sell their excess power generation
to other users and to the utility company. In this paper the author proposed a
model named as Game Theoretic approach (GAT), the purpose of this model
is that each user aims that to get higher share of the market to maximize the



66 A.A. Butt et al.

revenue and offered the cost according to the user requirements and also sells
extra generation of electric power to other users. By adopting these technique
expenses of user for the electric bill is managed, it achieves the integration of
renewable energy resource (RES), and minimization of user energy cost. However
an initial expense of this model is neglected and may be somehow user comfort
is also neglected.

In [6], authors addresses the problem that is trade off between payment and
user comfort, these problems occur when user used the appliances which have
flexible starting time and uses fixed power to work continuously, in this case the
payment is increase. On the other hand if user uses appliances which have flexible
power in already defined working hour, in this case user comfort is compromised.
To fix these problems author proposed Power scheduling strategy for the resi-
dential consumers to achieve the better results between this trade off. Author
implements power scheduling strategy on appliances that decrease power con-
sumption during on-peak hours. By applying this technique the author effectively
minimized cost through power consumption strategy. PAR is ignored by author
in proposed power scheduling strategy.

The authors addresses in [6], the problems that are Energy management in
micro grids these problem mostly formulated as an off line optimization problems
for day ahead scheduling. To solve these problems the author proposed an on
line Energy Management Strategy (EMS) for real time operations of micro grids.
These systems check the problem on line and implement the solution of those
problems in real world. This system uses two DG models which are i. renewable
DG and ii. Is conventional DG one is used for battery storage system and second
is used for dispatch able resources. By using EMS technique author achieves
better results than off line greedy algorithm that minimization of average total
cost. On the other hand if networks not works properly this system cannot give
the accurate results.

In [7], authors addresses the problem that Energy management in micro grids
is formulated as a non-linear optimization problem, in this system assumes that
all generations and loads are connected with one common bus and ignores the on
line network system and the operational constraints of the system. Thus solution
given by these systems are not considerable and implementable in real life prac-
tice. To solve this problem author have focused on the design of a distributed
EMS for the micro grids to achieve better results. To propose the distributed
EMS where MGCC and the local controller are joined with each other for best
solution that is based on IEC 61850. By using this technique authors wants to
minimize the cost of generation, minimize the classification of customer in DSM
and also wants to minimize the energy losses. By applying this system and tech-
niques author achieves fastest algorithm. However this technique is not used in
real life scenario.

The authors describes in [8], that in smart grid, residential consumer adopts
different techniques to manage their power consumption with specific objectives,
on the other hand conventional load scheduling methods wants to maximize
the consumption payoff or minimize the consumption cost. To overcome this
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issue authors introduced a novel concept of cost efficiency t based on residential
load scheduling frame work that is used to improve the economical efficiency
of the residential electricity consumption. To achieve the user reflects behavior
effectively and achieves the optimal energy consumption, authors proposed cost
efficient load scheduling algorithm. Author also considered the effects of service
of the system in practical practice. The authors purposed cost efficient load
scheduling algorithm is for the demand sides and using day ahead binding process
and real time pricing scheme by using a fractional programming approach. By
using these techniques and approaches author achieves the reduction of cost
and increases the cost consumption of electricity and have better economical
results in residential areas. However this system is only to achieve residential
area, commercial areas efficiency cost is not included.

In [9], authors describes that power companies are unable to meet the require-
ments of the consumers due to the increase in population day by day, industries
and buildings. The usage of electric appliances is automatically increased in daily
based activities. So it is difficult to maintain the balance between consumption
and the consumer demands. As a result it produces impact on user comfort
level because user shifts the load from on peak to off peak hours to reduce the
electricity bill. On the other side if all users want to use the maximum number
of appliances in off peak hours the consumption of electricity is automatically
increased. So service provider need to load balancing mechanism to avoid the
extra utilization of the power grid because when there is extra consumption the
electricity bill is automatically increased instead of consumer used electricity
power in off peak hours. To avoid this problem the author purposed to imple-
ment multi objective evolutionary algorithm to reduce the cost and energy usage,
this technique also minimize the electricity bill and the execution waiting time
of the appliances. However minimization of PAR is not discussed.

The authors in [10], describes that smart grid is that concept which is more
flexible, controllable and environment friendly. Home energy management (HSM)
system is an important component of smart grid that gives the number of the
benefits to the users and saving the electricity bill, reduction of the peak demand
and DR and Time of Use (TOU) that provides reduction to users during the time
of peak demands. The authors proposes an energy efficient optimization model
that is based on the technique BPSO, this technique is proposed for residen-
tial electric consumers. The aim of author is to minimize the electricity cost,
efficiently shifts the appliances operation time from high to low peak average
ratio and saves the electricity bill cost. The BPSO technique also used to sched-
ule the appliances. By using this technique the authors achieves 295 reduction
in energy consumption cost, minimization of daily usage cost, and also bill is
reduces 19.6%. On the other hand peak average time is neglected.

In [11], authors describe about the universal inspired Crow Search Algorithm
(CSA) recently proposed in year 2016. The motivation of this algorithm came
from crow search method that is used for hiding the food. CSA also go through
with the low convergence rate like other algorithms. To overcome this issue
new algorithm Chaotic Crow Search Algorithm (CCSA) is proposed. CCSA is



68 A.A. Butt et al.

improved form of CSA. To check the performance of CCSA, this algorithm is
compared with other algorithm for 20 appliances. After the Comparison result
it shows that clearly that this technique is suitable for 20 appliances, and this
technique has best fitness value and Convergence speed than others. However,
this algorithm is only for simple techniques.

The authors describe in [12], about the Support Vector Regression (SVR) and
Auto Regressive Integrated Moving Average (ARIMA) based hybrid method to
evaluate the speed and direction of the tidal current. To check the problem
globally new recently developed Crow Search Algorithm (CSA) is used. After
implementation and comparing the results with different algorithm its shows
that it provides better predictions than other. And by using this technique SV-
Masco is deduced. This hybrid technique provides better results in speed and
direction of the direction of the Tidal current.

3 Problem Statement

In TPS, there were lot of challenges and issues that users had to face i.e., load
shading, blackout and user has to pay maximum electricity bill. To over come
these challenges and problems HEMS was introduces in SG by using metaheuris-
tic techniques GA and CSA. In this work, 15 number of smart appliances are
considered under RTP signals, these appliances are further categorize in three
categorizes that are fixed, Shiftable, and elastic appliances that are shown in
Table 1. In SG flow of information is bi directional, consumer and utility can

Table 1. Appliances with their LOT

Group Appliances Power rating (KW) | Lot
Fixed appliances Refrigerator 0.125 3
Lightening 0.5
Electric stove 1.5
Shiftable appliances | Dishwasher 1 9
PC 0.25 16

Cloth dryer 0.5
Electric vehicle 2.5 8
Water heater 1.5 17
Pool pump 2

Elastic appliances | Hair dryer 1 8
™V 0.25 9
AC 1 10
Heater 1.5 12
Ironing appliances | 1 10
Vacuum cleaner 1 9
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easily communicate with each other. This system also secure in terms of line
losses, electricity theft as compare to TPS. DSM is an important factor of SG,
through DSM consumers can manage energy in a efficient way because it is also
known as efficient strategy to control and handle energy.

4 Proposed Scheme

In smart grid DSM facilitates many useful, efficient and reliable operations [9].
The main aim of this strategy is to handle the load management for multiple
categories of homes in residential area. It is also helpful to reduce the load from
on peak hours to off peak hours. To connect the multiple homes together smart
meter is used. Smart meter is internet using device that is used to calculate the
energy consumption of homes and buildings. Traditional meter calculates only
total consumptions of the energy, on the other hand smart meter tells that how
much energy is consumed by which device. That is helpful to reduce the load in
on peak hours. After the load management, it also provides help to avoid the
black out. There are three type of appliances that are used in multiple categories
of home. (i) Fixed Appliances, (ii) Shift able Appliances, (iii) Elastic Appliances.
These types are explained further below. The proposed metaheuristic techniques
are also discussed below in this section.

4.1 Categorization of Appliances

4.1.1 Fixed Appliances
The appliances that must run on regular basis in any case for example Refriger-
ator, Lightening, Electric Stove, Fan etc.

4.1.2 Shiftable Appliances
These appliances are known as non-interruptible appliances. These appliances
can be scheduled any time throughout the day. Ones these appliances started
cannot be interrupted for example Dishwasher, PC, Cloth Dryer, Electric Vehi-
cle, Water Heater, Pool Pump.

4.1.3 Elastic Appliances

These appliances are known as interruptible appliances. These appliances can
be interrupted for example Hair Dryer, Tv, AC, Heater, Ironing Appliances and
Vacuum Cleaner.

4.2 Techniques

Meta heuristic are the techniques that are inspired by the nature, and gives the
solution of optimization problem. The solution given by these techniques are
near to the optimal solution. These techniques are used with different searching
algorithms like GA, BFA, CSA, etc. In this paper two Meta heuristic algorithms
are used.
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4.2.1 Genetic Algorithm (GA)

GA is nature inspired algorithm and used to evaluate the population and bio-
logical problems. It is use to give better optimal solution than other algorithms
but this solution is not the exactly solution of the population. In this paper
GA is used to evaluate the results of 15 appliances for 24 h, using RTP signals.
The steps of GA algorithm that is use to evaluate the results are, (i) Initializa-
tion of Population, (ii) Selection of Parents, (iii) Cross over and Mutation, (iv)
Terminate the population.

4.2.2 Crow Search Algorithm (CSA)

CSA is population based algorithm. That defines the behavior of crow that
how they live and act in groups. Earlier in 2016, this algorithm is implemented
in real life and compare with other population based algorithms to evaluates
different results. In this paper, this algorithm is implemented using 15 appliances
with RTP price signal. CSA cumulatively compares its performance with GA
to check that which algorithms achieves best optimal results. The steps CSA
follow to evaluate the results are, (i) Initialize the population, (ii) Initialize the
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Algorithm 1. CSA

2:

4:

10:

12:

14:

16:

Randomly initialize the position of a flock of C crows in the search space
Evaluate the position of the crows
Initialize the memory of each crow
while iter < iter™** do
for i = 1C(forallCcrows) do
randomly get a crow j to follow i
Define awareness probability
if 77 > AP%%" then
xi,iterl — J;,'L,'ite'r + ,riX(mj,ite'r _ xi,iter)
else
mi,ite'r-&-l
end if
end for
Check the feasibility of new positions
Evaluate the new position of the crows
Update the memory of crows
end while

= arandompositiono f searchspace

position and memory of the crow, (iii) Evaluate fitness function, (iv) Generate
new Position, (V) Check the Feasibility, (vi) Evaluate, (vii) Update the memory

of the crow.

4.3 Pricing Scheme

In this paper RTP pricing signals are used for 15 appliances. RTP is tariff based
pricing signals and used to calculate the results of the consumption of the elec-

tricity (Fig.2).
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5 Results and Simulations

In this section, meta-heuristic techniques GA and CSA are evaluated. In order
to evaluate the performance of GA and CSA we considered a single home having
15 appliances for 24-1 hour time slot. We use RTP pricing scheme to evaluate the
result of appliances which we divided in three categories such as fixed, Shiftable,
elastic appliances. The main objective is to evaluate performance of proposed
meta-heuristic algorithms GA and CSA on the basis of PAR reduction, cost
minimization, and increase in user comfort. We had run code almost 3/4 time
than average result is taken to show the performance result. After optimizing
the load we evaluate following results that are clearly shown in the graphs.
In Fig. 4, PAR of unscheduled, CSA, and GA is shown, it is depicted that PAR
of CSA is reduced from 4.4 to 2.3 that is 62.68% and the PAR of GA is reduced
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from 4.4 to 1.9 that is 79.36%. In Fig.5 electricity cost of unscheduled, CSA,
and GA is shown, in this graph it is clearly shown that CSA and GA has less
electricity cost than unscheduled that is 17.57% and 16.66%. In Fig. 6 total cost
of unscheduled, CSA, and GA is shown, it is clearly shown that CSA and GA
has less total cost than unscheduled that is 28.28% and 5.76%. In Fig. 7 waiting
time of CSA and GA is shown, that is 2.9 and 2.55, it is clearly shown that GA
has less waiting time than CSA, and by using GA user comfort is increased. In
Fig. 3 load graph of unscheduled, CSA, and GA is shown, it is shown that the
load of CSA, and GA is 15.62% and 7.92%. Load of unscheduled and algorithms
always remains balanced and equal. In this figures it is clearly shown that our
proposed techniques have clearly reduced the results, such as reduction in PAR,
cost minimization, and desirable user comfort.
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6 Conclusion and Future Work

In this paper, we investigated and evaluated energy efficiency of meta-heuristic
techniques in SG. We implement our proposed scheme in residential area; com-
prising of 15 smart appliances, in terms of cost, PAR minimization with desir-
able waiting time. We achieved the minimum electricity cost through appliances
scheduling from on-peak to off-peak hours. The finding of our proposed scheme
are; (i) PAR is reduced via CSA and GA is 62.68% and 79.36% respectively, (ii)
Electricity cost reduction through CSA and GA is 17.57% and 16.66% respec-
tively that is less than unscheduled electricity cost, (iii) waiting time by imple-
menting CSA and GA is 2.9 and 2.55 respectively, that shows desirable waiting
time. On the other hand, a tradeoff exists between total electricity cost reduction
and user waiting time. After whole simulation and evaluation of our proposed
scheme, it clearly shows that in term of cost CSA outperforms GA and in term
of PAR reduction and desirable waiting time GA out performs CSA. This result
clearly shows that overall GA has better performance then CSA. In future, a
hybrid technique of CSA and GA will proposed for electricity cost and PAR
minimization.
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Abstract. The rise of energy demand is an alarming situation for
mankind as it can lead towards a crisis. This problem can be easily tack-
led by assimilating Demand Side Management (DSM) with traditional
grid by means of bi-directional communication between utility companies
and consumers. This study evaluates the performance of Home Energy
Management System (HEMS) using meta-heuristic optimization tech-
niques: Genetic Algorithm (GA) and Crow Search Algorithm (CSA).
The appliances are classified in three sets on the basis of their electrical
energy consumption pattern. Moreover, the Real Time Pricing (RTP)
scheme is used for power bill control. The core aims of this paper are to
minimize electrical energy cost and consumption by scheduling of appli-
ances, decline in peak to average ratio, while getting the best out of user
comfort. Besides, simulation results illustrate that there is a trade-off
between waiting time and electricity cost. The outcomes also indicate
that CSA perform better as compared to GA in relation to cost.

Keywords: Demand response - Home energy management -+ Optimiza-
tion *+ Smart grid - User comfort

1 Introduction

In the modern day world and with growing technology, electricity has become
the basic necessity of all individuals. Moreover, the demand of electrical energy
is also greater than before with the progress of population. It can result in dis-
tress as providing electricity to such masses has become a challenging problem
in the current world. Besides, the customary power system is insufficient to
tackle issues of power grid like consistency, immovability, and sturdiness [1]. As
a consequence, a different setup is desired that is capable enough to tackle the
challenges. In this regard, the novel technology of smart grid has been introduced
in the literature which excels in the exciting features like communication exper-
tise, computational facilities, control schemes and different measuring devices
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with present grid. Furthermore, smart grid qualifies bidirectional course of infor-
mation concerning utility and consumers as presented in Fig.1. In addition,
smart grid has blessed the users to now become prosumers. The modern users
are proficient enough to retail their produced electrical energy to the utility
companies. It has been observed that utility is attracted in revenue percentage
increase with the decline in Peak to Average Ratio (PAR).
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Fig. 1. Smart grid

Demand Side Management (DSM) is considered one of the significant fea-
tures of a smart grid. DSM is regarded as the preeminent elucidation in order
to sustain equilibrium between demand and supply. Moreover, administration
of load and Demand Response (DR) is core utilities of DSM. On the subject of
load administration, it is beneficial in lessening of peak power plants, effective
consumption of power and decline in electricity cost of the smart grid in terms
of dependability and tractability [2]. Nonetheless, DR is an approachable accom-
plishment in use by dint of a consumer, contrary to dynamic pricing schemes.
The extremely instable nature of the load may perhaps creep up the reliability
of the grid in a trice. Consequently, DR [3] is supposed to be significant in order
to handle the qualms such as it is responsible for litheness at comparatively low
tariffs. Generally, DR is alienated in two classifications: incentive DR program
and price DR program.
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The association of supply and demand are further precisely imitated by
dynamic pricing schemes rather than flat rate pricing schemes. Time of Use
(ToU), Inclined Block Rate (IBR), Critical Peak Pricing (CPP), Day Ahead
Pricing (DAP), Real Time Pricing (RTP) and others are some of the dynamic
estimating prices. These tariffs reassure the consumers to transfer high power
load to off-peak hours as it will reduce the PAR and cost. RTP is deliberated as
an utmost proficient pricing scheme for power fairs [4] and offers buyers statistics
about the real price of electrical energy at any specified time.

The paper discusses Home Energy Management System (HEMS) in order to
diminish the PAR by shifting of peak load from on-peak hours to off-peak hours
to moderate the cost. One of the motivation for this study is all-encompassing
usage of electrical energy in local and residential region. According to a recent
survey, 21% of entire energy is being expended by domestic erections [5] which
is accumulative each year promptly. The study has been a hot debate topic in
literature from recent years as consumption of energy and its efficient manage-
ment has become a goal for scholars. The paper presents the literature review
and depicts the mechanism of smart grid optimization in Sect.2. Consequent
to this, Sect. 3 highlights the associated problem concerning the on-peak hours
and its significances on the grid and user and Sect.4 integrates the proposed
elucidation of emphasizing complications with a complete depiction of formerly
used methodologies GA and CSA. Moreover, the outcomes are demonstrated
and substantiated on the base of simulation in Sect.5. Section 6 accomplishes
the study with future work.

2 Related Work

The accumulative need for electrical energy in the grid and the request to handle
the electrical energy consumption efficiently has been premeditated in a number
of mechanisms in the literature. A lot of methodologies have been recommended
and executed in order to cope with power consumption and lessen the cost. This
paper presents some significant papers that address this specific issue associated
with this work.

2.1 Hybrid Techniques

The authors in [6,7] achieved the instability of the load during on-peak and off-
peak hours. Besides, the goals of reduction of PAR, lessened cost plus increased
User Comfort (UC) were also succeeded using hybrid techniques. The methods
of Hybrid Genetic Wind Driven (HGWD), knapsack and multi-knapsack prob-
lem, Wind Driven Optimization (WDO), Binary Particle Swarm Optimization
(BPSO) Bacterial Foraging Optimization Algorithm (BFOA) and Genetic Algo-
rithm (GA) were used as proposed techniques in these papers.

An optimum load scheduling was the main objective between the appliance
and cost effectiveness in [8] by means of BPSO with the pricing signal of ToU.
In this scenario, the users were characterized on the basis of setting up the
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specified criteria of the appliances. Furthermore, conventional consumers were
devoid of HEMS and assumed to be carefree of utility cost. Conversely, smart
users were supposed to be well acknowledged with the HEMS design while the
smart prosumers yield some energy from Renewable Energy Sources (RES) other
than consumption. In this paper, HEMS was specified as the mark and reduction
of cost was done. Nonetheless, UC and RES were found middle ground.

A Realistic Scheduling Mechanism (RSM) was proposed by [9] to condense
user distress of a customer in the pricing scheme. This was attained by catego-
rization of the appliances which had highest priorities and further lower ones.
The classification recommended was activity dependent appliance, occupancy
dependent and independent appliances and the set of rules significantly to their
working intervals.

2.2 Dynamic Programming Techniques

Power transaction as well as scheduling of load with the incorporation of RES
was achieved by [10] by means of Dynamic Programming (DP). A load control
procedure for DSM was proposed for this scenario and DP was used to set up the
functioning time of various categories of appliances. Besides, game hypothetical
methodology was used to model the superfluous power generation which assists
the user to sell their extra generated electrical power. Moreover, they could
further offer it to domestic consumers at a subordinate value as compared to the
buying price enforced by the electric company. That possibly will buoy up the
usage of RES and thus consumers can consume the surplus power locally, which
reduces the reverse power flow problem. Though, the original installation cost
of RES was not considered.

2.3 Evolutionary Techniques

The aim of reduction in cost and taking full advantage of UC was accomplished
by [11,12] by means of GA. They also scheduled appliances in different categories.
In this regard, authors anticipated an instantaneous HEMS using scheduler,
which used a GA in the company of RTP with IBR to control the uncertainty of
classification or power failure. The projected pricing scheme arrangement accom-
plished better results and gratified all profits for both domestic and utility
corporations. On the contrary, a relative examination of GA, BPSO and Ant
Colony Optimization (ACO) techniques also took into account. Moreover, the
outline of scheduling scheme with GA and other concerns of RES and Bat-
tery Storage System (BSS) was motivated as well. This particular objective was
intended to decrease the electricity bill charges and get the most out of the
UC. It was observed that RES reduced the load on the utility and offered the
prospect for end users to accumulate their formed electricity for further usage
when needed. In this scenario, BSS was not an operational idea for the real world
as it has high installation and conservation charges.
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2.4 Linear and Fractional Programming Techniques

The scheduling of appliances on different time slots and power rates was done
by [13]. Load scheduling was accomplished in DSM for 24 h using the integer lin-
ear programming technique. Besides, branch and bound method put into practice
so that UC can be scheduled. The anticipated solution can be functional in the
domestic environment and local area. The scheduling of appliances was done by
HEMS in built-up environment. Moreover, the proposed mechanism progresses
the performance of the power grid by decreasing the PAR. Conversely, the UC
and RES were not deliberated.

The authors in [14], mostly laid emphasis on electricity consumption. The
Distributed Energy Resources (DER) were combined with smart house that
delivered the substantial influence on the cost efficiency. The consumer can
enhance the consumption scheduling and a new load scheduling algorithm was
also developed to enhance the cost efficiency by using the innovative fractional
programming tool. The DER were also combined with algorithm design and
optimization was achieved. The cost efficiency was enhanced by optimal schedul-
ing ever since the indicator of previous consumption behavior was delivered.
Nonetheless, cost minimization was not measured by simulation.

2.5 Other Techniques

The authors in [15] put forward the concept of a weighted graph. The system
could distinguish the requirement of energy for users that is much closer to the
optimal need. The performance of the anticipated structure was assessed by way
of different performance metrics which took account of peak-demand, demand
variation, energy cost and the utility of the customers. Moreover, the simulations
illustrated that the dynamic scheduling scheme, i.e., Dynamic Demand Schedul-
ing (D2S), conceded enhanced performance in contradiction of the existing ones.

The regionalized structure was proposed by [16] in which the DR mecha-
nisms for the inhabited operators were focused in order to minimize electrical
energy bills and maximize the UC. In this context, customers Smart Meters (SM)
integrated Home Load Management (HLM) modules to interchange the load
allied data. Fast convergence rate and optimal arrangement were accomplished
deprived of giving in waiting time as well as cost. The projected methodology
congregated after scarce instants self-sufficiency of given size. The power effec-
tiveness of smart grid and Smart Home Security (SHS) was discussed by [17]. It
was a case study that designated the petition of electrical energy in the coun-
tryside of Colombia. The compromise was observed between the demand of elec-
tricity limit and UC.

3 Proposed System Model

The DSM facilitates more proficient and consistent grid processes in a smart grid.
The two central utilities of DSM take account of demand side control activities
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and energy management for end consumers. Likewise, the DSM reassures the
customers to put away a maximum of their energy requirements for the period
of off-peak hours. Moreover, the smart meters consents bi-directional commu-
nication between utility companies and the purchaser as shown in Fig.4. The
users are capable to notify the utility on the subject of their power consumption
configuration by means of smart meters. A number of optimization methods
have been put into practice in this decade to elucidate the optimization problem
in smart grid. In this paper, a single home is taken as an experimental model
with six pieces of equipment. In this regard, the appliances are categorized into
three sets: set A, set B and set C as illustrated in Fig.2. The set A comprises
of the interruptible appliances which consist of lights only. The appliances in
this set can be turned on all through the day and any time. Besides, the set B
encompasses base appliances like refrigerator and AC. The set C of appliances
includes non-interruptible equipment’s such as toaster, kettle and cloth washer.

Load Classification

\ 4 l \ 4

Non-Interruptible
Appliances (Toaster,
Kettle, Cloth Washer)

Interruptible Base Appliances
Appliances (Lights) (Refrigerator, AC)

Fig. 2. Load classification

+ 2 3 4 5 6 7 8 9 1 1M 12 13 14 15 1 17 1B 18 2 20 2 23 2
Time (hours)

Fig. 3. RTP signal
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The RTP pricing scheme is used for calculation of the electrical energy bill
in this paper as shown in Fig. 3. In addition, the power consumption of every
machine is assessed in kilo Watt hour (kWh). The categorization and power
consumption of each appliance is specified in Table 1. The main aim of this
research is the decline of PAR and reduce the consumption of power in order
to lessen the rate of energy. Furthermore, the paper lay emphasis on the decline
of total cost with reduction of peak load. The total cost, load and PAR are
premeditated in Egs. 1, 2 and 3 respectively.
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TotalCost = » _t;(E|} / P) (1)
h=1 1
6
TotalLoad = /P * A(Vappliances € A) (2)
1
PAR = lim Avg(TotalLoad)™" * max(Total Load) (3)
Tr—00
b |
i
I
i
| %
: TE
‘ !
!
! 1
i /
‘ /
| II
I ,l Power Line _ -
I e
i ! e
Conventional -
Electricity Gateway
Grid _ AN
T N
i .
i .
i .
! N
|
“--=% Bi-directional Communication & e LI e
. Uni-directional Communication

Fig. 4. Autonomous DSM in smart grid

4 Proposed Methodology

Lots of optimization methods have been premeditated in literature to tackle the
smart grid associated complications. Likewise, numerous methodologies of artifi-
cial intelligence have been used to improve a capable system to find the solution
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near to optimal. GA is supposed to be the common approach among others as
it is accustomed to find the paramount optimal elucidation from the group of
specified chromosomes. The Crow Search Algorithm (CSA) is a population cen-
tered method which indicates that crow stock their leftover foodstuff in smacking
places and recover it when the sustenance is desired. The paper scrutinizes the
GA and CSA and evaluates which of the technique performs efficiently and gives
better optimal results in the classification.

4.1 Genetic Algorithm

The Genetic Algorithm is an accepted selection procedure which is centered on
the human heredities. It uses the unsystematic search heuristic methodology to
resolve the constrained and unconstrained optimization complications. Gener-
ally, the practices surveyed in GA follow the standard “survival of the fittest”
specified by Charles Darwin [18]. Moreover, GA is mostly appropriate for intri-
cate non-linear models where the position of the inclusive most favorable solution
is a challenging task. Nevertheless, GA does not assure optimality even though
when it influences the solution owed to the prospect nature for expansion of
result.

Table 1. Classification of appliances

Group Appliances Power rating | Daily usage
(kWh) (Hours)

Interruptible base load Lights 0.5 10
Base load item Refrigerator | 0.2 14

AC 1.4 12
Non-interruptible base load | Toaster 1.14

Kettle 1.2 3

Cloth washer | 0.7 2

The instigation of GA starts with the chromosomes populace and latterly new
population is carefully chosen on the base of suitability value. The key segments
of GA take in the following [19]: selection, crossover and mutation. In selec-
tion procedure, the fitness significance is assigned by calculating the procedure
with genomes. The finer one is acknowledged by their fitness significance. Subse-
quently, two individuals are nominated from the selection procedure in crossover
method. The selected one is in the form of bits, which then go through phases of
crossover. However, the crossed bits are supposed to be the enhanced elucidation
instead of the optimal solution. Furthermore, the ration of the new individuals
will have more or less of their bits flicked or turnover with an approximately low
prospect in mutation phase.
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Algorithm 1. Genetic Algorithm

1: Initialize all parameters (aaq,Baq,7a)
2: Set bounds
3: for all the appliances do

4:  Generate an initial random population

5:  while itr<mazItr do

6: itr=itr+1

T calculate fitness function of each individual

8: select individual according to fitness function
9: choose pair for crossover according to roulette
10: perform crossover with prospect P,
11: perform mutation with prospect Py,
12:  end while
13: end for

4.2 Crow Search Algorithm

The CSA is a population based meta-heuristic algorithm [20]. The major ide-
ologies of CSA include some aspects which include: crows live in the group,
crows commit to memory the location of their hiding spaces, crows follow each
other for purposes of pilfering and crows defend their accumulations from being
stolen by a possibility. The strengthening and modification in CSA is mostly
measured by the constraint of Awareness Probability (AP). CSA has a tendency
to demeanor the hunt on a limited area where a recent good way out is instituted
by reduction of the AP value. Contrariwise, the prospect of examining the local-
ity of recent good results declines and CSA lean towards the search space on an
inclusive measure (randomization) by the escalation of the AP. Consequently,
the usage of large values of AP upsurges divergence [21]. In the initialization of
the problem, the decision variables are demarcated. Successively, the adaptable
parameters of CSA like flock size (n), maximum iterations (maxiter), length of
flight (fl) and the AP are esteemed. The flock size is then randomly located in a
N-dimensional search space as shown in Eq. 4.

Cll 021 R CNI

Ci2 Co2 -+ Cn2
Crows = . .o . (4)
Cl" an s CNn

Here every crow signifies a viable clarification of the problem respectively. The
memory for each crow is primed as depicted in Eq. 5. The memory for each crow
is primed.
Mll M21 AR MNl
M12 M22 AR MN2
Memory = ) . .

S )
MlnMQn"'MNn
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Algorithm 2. Crow Search Algorithm

1: Randomly initialize the position of flock of N crows (a,3a,7a)
2: Evaluate the position of the crow

3: Initialize the memory of each crow

4: while itr < iter™** do

5. fori=1— N do

6: randomly get the crow j to follow i

7 Define awareness probability

8: if 77 > AP7%" then

9: xi,iterl — a{ig,tev‘ + T,im(mj,iter _ xi,iter)
10: else
11: ™" = qrandompositionofsearchspace
12: end if
13:  end for

14:  Check the feasibility of new position
15:  Evaluate the new position of the crows
16:  Update the memory of crows

17: end while

The superiority of location is calculated for each crow by dint of introduc-
ing the values of decision variable hooked on the objective function. Then new
population is generated and the feasibility of new positions is checked for each
crow. Moreover, the fitness function of new positions is evaluated and memory
is updated until the termination criteria is reached.

5 Results and Discussion

This section provides a brief description of simulation results. The experimen-
tations and simulations were conducted in MATLAB in order to calculate the
performance of the GA and CSA. The algorithms were assessed on the basis
of electrical energy cost, power consumption, PAR and waiting time. The RTP
tariff scheme is used for energy bill calculation as shown in Fig. 3 and discussed
in Sect. 3.

The Fig. 5 expresses the variance of the entire cost among unscheduled and
scheduled patterns. It can be evidently noticed that CSA succeeds having mini-
mum cost as compared to GA. Besides, the Fig. 6 exemplifies the power cost for
each hour for the GA and CSA. The consequences indicate that price compen-
sated for the duration of on-peak hours is truncated in contradiction to unsched-
uled load since load for the period of on-peak hour has been budged to off-peak
times. Moreover, 75% and 85% maximum load during on-peak hours is abridged
in CSA and GA respectively. It is clear that CSA disturbed the load optimally
and beats the GA scheduling by 5% approximately.

In addition, the waiting time is premeditated in terms of user comfort. There
exists a trade-off concerning power cost and waiting time. The paper describes
the waiting time as the period when a customer time lags for an appliance to
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turn ON. Similarly, off-peak hour or low price hour should be favored by end
users to decrease power bills. Conversely, if luxury is chosen, then the customers
will not delay for their processes to be executed. Thus, consumers have to find
the middle ground for cost. The Fig. 7 presents user comfort of the consumer for
techniques of CSA and GA. The records display the inverse association between
cost and waiting time in cooperation.

The decrement of PAR supports to maintain the steadiness of the grid and it
progresses the capability and adeptness of the grid as well. The performance of
CSA and GA is illustrated in Fig. 8 for PAR. It can be noticed that the PAR of
CSA is approximately 9% lower contrary to GA. Furthermore, the PAR of CSA
and GA both are less as compared to unscheduled one. Nonetheless, the Fig. 9
shows the total load. The Fig. 10 signifies the consumption of power for each
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hour afore and prior to scheduling. Moreover, the inclusive power consumption
in scheduling case is fairly optimum and comparatively low.

6 Conclusion and Future Work

The paper estimates the challenge of domestic load management for different
categories of appliances. In this regard, the piece of equipment’s was arranged
on the basis of their energy consumption pattern. Moreover, the performance of
the meta-heuristic algorithms was calculated on the basis of cost decline, energy
consumption, user comfort and PAR reduction. Besides, there was a trade-off
between waiting time (UC) and electricity cost as illustrated from simulations.
CSA demonstrated the efficiency in terms of cost as compared to GA with RTP
pricing scheme. Likewise, the concentrated power consumption was abridged as
well during on-peak hours in contradiction to unscheduled one. The load was
also well-adjusted as per mandate and shifted towards off-peak hours shorn of
generating the ultimate load. For the future, the integration of RES will be
considered in smart grid for further decline in cost.
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Abstract. Question Answering is a challenging topic and is gaining
growing attention in last years being an interesting interdisciplinary
research area and having practical application. In this paper we focus
on the answer selection, a step of Question Answers that selects answers
to the questions from among the answer candidates based on the result of
question analysis. This process can be very challenging, as it often entails
identifying correct answers amongst many incorrect ones. In particular,
we focus on the ranking of the answers based on Italian language and
referring to a dataset that is closed-domain, containing questions about
cultural heritage with successive True or false answers. In this paper
we demonstrate that, using an approach based on classification, we can
reach a very high accuracy that is better than the accuracy reached with
other approaches based on fuzzy logic.

Keywords: Machine learning - Question answering - Hypothesis gen-
eration - Smart health

1 Introduction

Question answering (QA) is a challenging topic due to its central role in digital
assistants like Siri, Google Assistant, Alexa, and Cortana, and in cognitive sys-
tems like Watson [14]. Research in the field of Question Answering attempts to
address an heterogeneous and varied type of questions: facts, lists, definitions,
hypotheses, etc. Question Answering systems use knowledge bases or corpora
documents from which they extract information to try to find answers to ques-
tions posed. The size of these collections can range from small corpora to the
entire world wide web. Literature has usually split the Question Answering into
two sub-domains:

— Closed domain: questions, and consequently their answers, typically belong to
a single domain. In QA Close Domain, the knowledge base can be composed
of a small number of documents. It is also possible to use ontologies or domain
language resources;
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— Open domain: questions can address any topic and if one can not exploit
domain language resources on the other hand the available collections contain
a huge amount of data from which to extract the information.

Another classification is based on typology of question that can be classified in:

— Reality questions (factoid): Questions about the world’s general culture with
successive True or false answers.

— Questions on subjective belief: with “irrelevant/unacceptable” or “relevant/
acceptable” responses.

Traditional question answering (QA) systems typically employ a pipeline app-
roach, consisting roughly of question analysis, document/passage retrieval, and
answer selection [5]. In this paper we focus on answer selection, that selects
answers to the question from among the answer candidates based on the result
of question analysis. This process can be very challenging, as it often entails
identifying correct answer(s) amongst many incorrect ones [13]. In particular,
we focus on the ranking of the answers, that is the last step of a pipeline imple-
mented and described in [7]. The developed approach for QA is based on Italian
language and refer to a dataset that is closed-domain, with questions about
cultural heritage with successive True or false answers.

In this paper we demonstrate that, using an approach based on classification,
we can reach a better accuracy than the one described in [14], that is related
to the same pipeline and the same dataset used in this paper, but is based on
fuzzy logic.

2 Related Work

Research in the field of Question Answering attempts to address an heteroge-
neous and varied type of questions: facts, lists, definitions, hypotheses, etc. Ques-
tion Answering systems use knowledge bases or corpora documents from which
they extract information to try to find answers to questions. The size of these
collections can range from small corpora to the entire world wide web. In litera-
ture, it is common to divide the Question Answering into two sub-domains: the
closed domain, where questions, and consequently the answers, typically belong
to a single domain. In QA Close Domain, the knowledge base can be composed of
a small number of documents and it is also possible to use ontologies or domain
language resources. Open domain can address any topic and the available col-
lections contain a huge amount of data from which to extract the information.
Question Answering was born within the research field of Artificial Intelligence
and from this has drawn many techniques especially aimed at analysing and
understanding the language. One of the main areas covered by Artificial Intelli-
gence is automatic learning, known in literature as Machine Learning. The aim
pursued by this field of the AI is the design and implementation of systems
capable of synthesizing new knowledge, starting from the observation of a set of
sample data. In general here is a great deal of interest both in Machine Learn-
ing [11] and Question Answering in several domains [10] and also in applying
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Machine Learning techniques for Question Answering. In [2], authors consider
the problem of ranking a set of instances and demonstrates proving a theorem
and a number of lemmas, that the ranking problem can be reduces to a classi-
fication problem. Moreover authors show that there is a robust mechanism for
translating any binary classifier learning algorithm into a ranking algorithm.

Many existing approaches to ranking take advantage of the fact that ranking
may be reduced to classification [9]. In particular, in [9] using this reduction,
authors propose a framework designed in the DeepQA system and the capabil-
ities it provides for applying machine learning techniques discussing how capa-
bilities of that framework can address the challenges in this domain and show-
ing an experimental evaluation that demonstrates the improvements in system
accuracy. In [6] authors propose a learning to rank (L2R) approach for ranking
answers in Q&A forums approach based on Random Forests performing a set of
experiments using a Q& A test collection extracted from Stack Overflow. Authors
also perform a comparative analysis between different machine learning methods
in the task of ranking answers. In [16] authors evaluate a number of machine
learning techniques for the task of ranking answers to why-questions obtaining
he optimum score by Support Vector Regression for the pairwise representation,
and reasonable results with SVM and Genetic Algorithm (GA). Logistic Regres-
sion Models are used in [15] and in [9] where researchers experimented with
a number of different machine learning techniques, but settled on regularized
logistic regression which consistently performed better.

3 General Approach

To classify documents, you need to decide which parts to consider features of the
document before you begin. In other words you have to find the ones that are
the constituent elements of the text in question. This set takes on the feature
set name. Clearly choosing the type and number of features to consider during
the learning will affect the whole analysis and, consequently, the results. In the
face of such motivations, it is evident that the ultimate purpose of the analysis
is clear in order to make an accurate choice of the features. Features that can
be used in learning are different and you can always find new ones according to
your specific needs. In Question Answering, as well as in Information Retrieval,
having the need to analyse texts written in natural language, fractured reference
to feature types whose analysis has now become very affirmed in the literature
of these two fields.

In Question Answering what is most often required of such techniques is the
ability to learn a labeling feature that can then be used to predict the values of
a finite class of attributes. More formally we can say that for the learning phase,
we use a set of data records described by a set of attributes

A= Ay, Ay, Ay

where
|A]

denotes the number of attributes, that is, the size of A.
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This dataset also contains a special set of classes
C= C1,C2, -+, C|C|

With
|C] > 2.

The training set can then be seen as a table of Relationship between classes and
attributes in which each record in the table describes A part of past experience,
that is, a basis for learning (Fig.1).

i >- ’. 'i .

STEP 1: TRAINING STEP 2: TESTING

Fig. 1. General approach

Given a data set D, the learning objective is the production of a predictive
classification function. Learning takes place on the training set. By learning a
model, using a learning algorithm, this is evaluated with the help of a testing
dataset that is designed to evaluate the accuracy of the system, as shown in
Fig. 4. The accuracy of the system is calculated as:

Number of Correct Classifications
Total Number of Test

Accuracy =

Different learning algorithms are reported in the literature as described in
Sect. 2. We analysed the performances of the algorithm described in the following
sections.

3.1 Random Forest

Random forests [3] is an ensemble classifier that consists of many decision trees
and outputs the class that is the mode of the class’s output by individual trees.
Random Forests are a combination of tree predictors such that each tree depends
on the values of a random vector sampled independently and with the same
distribution for all trees in the forest [3]. The algorithm operates by constructing
a multitude of decision trees at training time and outputting the class that is
the mode of the classes (classification) or mean prediction (regression) of the
individual trees. The generalization error for forests converges as to a limit as
the number of trees in the forest becomes large. The generalization error of
a forest of tree classifiers depends on the strength of the individual trees in
the forest and the correlation between them [3]. It is one of the most accurate
learning algorithms available. For many data sets, it produces a highly accurate
classifier.
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3.2 Multi-Layer Perceptron (MLP)

The multilayer perceptron consists of a system of simple interconnected neurons,
or nodes, which is a model representing a nonlinear mapping between an input
vector and an output vector. The nodes are connected by weights and output
signals which are a function of the sum of the inputs to the node modified by a
simple nonlinear transfer, or activation, function [8]. Layers of different sizes can
be chained and the output of each layer is computed using the same mechanism.
It is the superposition of many simple nonlinear transfer functions that enables
the multilayer perceptron to approximate extremely non-linear functions. If the
transfer function was linear then the multilayer perceptron would only be able
to model linear functions. Due to its easily computed derivative a commonly
used transfer function is the logistic function. The output of a node is scaled by
the connecting weight and fed forward to be an input to the nodes in the next
layer of the network. This implies a direction of information processing hence
the multilayer perceptron is known as a feed-forward neural network.

3.3 Support Vector Machine

In machine learning, support vector machines (SVMs) [4] are supervised learning
models with associated learning algorithms that analyse data used for classifi-
cation and regression analysis. Support vector machines are based on the Struc-
tural Risk Minimization principle from computational learning theory. The idea
of structural risk minimization is to find a hypothesis H for which we can guar-
antee the lowest true error. The true error of H is the probability that H will
make an error on an unseen and randomly selected test example. An upper
bound can be used to connect the true error of an hypothesis H with the error
of H on the training set and the complexity of H measured by VC-Dimension,
the hypothesis space containing H. Support vector machines find the hypothesis
H which approximately minimizes this bound on the true error by effectively
and efficiently controlling the VC-Dimension of H. SVMs are very universal
learners [12]. In their basic form, SVMs learn linear threshold function. Never-
theless, by a simple plug-in of an appropriate kernel function, they can be used to
learn polynomial classifiers, radial basic function RBF networks, and three-layer
sigmoid neural nets.

3.4 Logistic Regression

Logistic regression [9] is a statistical method for analysing a dataset in which
there are one or more independent variables that determine an outcome. Logistic
regression produces a score between 0 and 1 according to the formula:

B 1

1 + e Bo= 01 BmTm

f(x)

where m ranges over the M features for instance x and (3 is the bias. An instance
x is a vector of numerical feature values, corresponding to one single occurrence
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of whatever the logistic regression is intended to classify. Output f(x) may be
used like a probability, and learned parameters (,, may be interpreted as the
contribution of each feature.

3.5 Experimental Results

For the experimental phase have acquired a collection of questions under the
Cultural Heritage domain, using a manually annotated gold-standard dataset
containing 907 questions and the related answer’s features described in [7].
The software that has been utilized for machine learning in the experimental
phase is KNIME Analytics Platform (Konstanz Information Miner)!, an open
source software issued under the GNU General Public License. KNIME has a
modular data pipelining concept that integrates various components for machine
learning and data mining. A graphical user interface allows assembly of nodes
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for data pre-processing, classification, regression, clustering, association rules,
and visualization. Moreover tools for data mining and machine learning schemes
are provided (Fig. 2).

We create a training test and a test set containing 80% and 20% of the
dataset, respectively randomly selected.

We create four parallel execution using the Weka implementation of the four
algorithm described in the previous section. The decision of utilize Weka algo-
rithm is due to the fact that, according to several papers that propose an eval-
uation of several of the most popular Open Source and Free Data Mining Tools
[1,17] WEKA outperforms the highest accuracy level and subsequently the best
performance.

The Random Forest (RF) algorithm setting was: number of trees to
build = 100.

An analysis of the internal and external performances of the selected mod-
els has been provided by calculating several parameter such as the sensitiv-
ity (true-positive rate), specificity (true-negative rate) and accuracy (overall
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predictability). In addition, the areas under receiver operating characteristic
(ROC) curves were employed to describe true performance with more clarity
then accuracy. The plotted ROC curves show the true-positive rate, either ver-
sus the false-positive rates or versus the sensitivity as shown in Fig. 3.
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Fig. 4. Cross validation

For internal validation, we employed a k-fold cross-validation, with k=10.
It consists of randomly partition of the original sample into 10 equal sized sub-
samples. A single subsample of the 10 subsamples was retained as the validation
data for testing the model while the remaining k — 1 subsamples were used as
training data. The cross-validation process was then repeated 10 times (that
constitutes the folds), using each of the 10 subsamples exactly once as the val-
idation data. In order to produce a single estimation, the 10 results from the
folds were then averaged. The advantage of this method, over repeated random
sub-sampling, is that all observations are used for both training and validation,
and each observation is used for validation exactly once (Fig. 2).

As shown in Table1 all the algorithm reached a better accuracy than the
fuzzy approach proposed in [14] and the best accuracy was reached using the
Random Forest.

Table 1. Accuracy

Algorithm Accuracy

Random forest | 0.9309662888429071
Multilayer 0.9140283093149731
SVM 0.9070333815531669
Logistic 0.9012286901906209
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The approach using Random Forests (RF) has been shown consistently effec-
tive in this experimentation. Among its advantages, we cite its insensitivity to
parameter choices, its resilience to overfitting, and its high degree of paralleliza-
tion.

The dataset that we used for the experimental phase is a small one so we
do not investigate scalability issues, in terms of time and space complexity.
Nevertheless, in the case of huge dataset or Open Domain QA it is necessary
to parallelize the processes designating specific nodes to be run on separate
machines in order to support scalability.

4 Conclusions

Question answering is a challenging topic that is gaining attention in recent years.
In this paper a machine learning approach was proposed for ranking answers in
QA. The proposed approach is applied using and comparing several algorithm
of machine learning on an original dataset based on Italian language. Evaluation
results show that Random forest as a classifier proved to outperform the other
techniques. Ongoing work is focused on addressing similar problems in Open-
domain question answering. In this case, the idea is to designate specific nodes to
be run on separate machines, allowing parallelization of the processes in KNIME
thanks to its modular architecture. In this way it is possible to improve scalability
performance.
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Abstract. Due to its seriously damage to computer and network, malware (short
for malicious software) has caught the attention of both anti-malware companies
and researchers for decades. Although signature-based detection is the most
significant method used in commercial anti-malware, it fails to recognize new
and unseen malware. To solve this problem, n-gram of the Opcodes, generated
by disassembling the executables, is used to be the features for the classification
process. However, many researches in the past set n small such as 1 or 2. In this
paper, firstly, we use various n-gram size from 1 to 15. Then we compare different
feature select methods. Lastly, we perform experiments with different MFP, short
for malicious files percentage to demonstrate which setting is better.

1 Introduction

The term malware (e.g., virus, worm), short for malicious software, is created to damage
or destruct modern computer and network without owners’ authorization. Malwares are
classified into several categories: worms, viruses, Trojans, backdoors and so on. The
rapid development of information technology has led to an increase in the creation of
new malwares for various purposes which are based on political, economic, terrorist or
criminal motives. Some of these malwares are used to steal sensitive information such
as password and some are deployed to threaten the hosts and services. Due to the enor-
mous loss and adverse effect cause by malware, malware detection has been one of the
network security issues.

In order to protect legitimate users from the attacks, the most significant way to
defense against malware is anti-malware, which mainly use signature-based method to
detect malware. This method relies on identification of unique strings in the binary code.
While signature-based method is fast to identify known malware precisely, it fails to
recognize unknown malicious code and it is a tough work which requires a great deal
of time, funds and expertise. In fact, such signature-based method can be easily bypassed
by simple obfuscation techniques. Due to the economic benefits, the growth of creating
malware is at a high speed.
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To solve the problems existed in the signature-based method, heuristic-based
method, which utilizes machine learning as well as data mining, is proposed to detect
unknown characteristic features for both malicious samples and benign software. Then
these extracted features are used to build classification tools, which can predict the soft-
ware in the test set. For example, Schultz et al. [1] were first to introduce the idea of
applying data-mining methods to detect different malware based on their respective PE
files. Application Programming Interface calls, system calls, byte codes and opcodes
are usually selected to be features in the training phase.

In this paper, we use a representation based on opcodes (i.e., operational codes in
machine language). To select the suitable features which will be used to train the clas-
sification, we use Information Gain and Categorical Proportional Difference, which are
widely used in text categorization. At last, we use the trained model to detect sample in
the test set. The main contributions of this paper can be summarized as follows:

Well represented feature for malware detection: opcode sequences are extracted from
the PE (Portable Executable) files as the preliminary feature, from which the top features
are selected using information gain and categorical proportional difference. Such kind
of features can be easily used to represent the PE files.

Extensive factors in this paper: Not only we extend the opcode n-gram size which
is ranging from 1 to 15, but also extend the malicious files percentage between 30% and
70%.

Comprehensive experimental studies: We conduct a series of experiments to evaluate
each part of our framework and the whole system is based on real sample collection,
which includes both malicious and benign PE files.

The remainder of this paper is organized as follows: Sect. 2 introduce the related
work. In Sect. 3, an overview of our framework is presented. Section 4 describe the
process of extraction and feature selection, we present the concept of IG (Information
Gain) and CPD (Categorical Proportional Difference). Section 5 describes the classifi-
cation algorithm: SVM (Support Vector Machine). Section 6 presents the evaluation
method. Experimental results are presented in Sect. 7. Finally, Sect. 8 concludes.

2 Related Work

This research is an investigation into malware detection using opcode n-gram. So a
summary of the related research is given here to aid the discussion within this paper.
Signature-based method is widely used in anti-malware industry to detect malware [2].
Anexample of a signature is a sequence of bytes that is always present within a malicious
executable and within the files already infected by that malware. However, this classic
method always fails to detect variants of known malware or previously unseen malware,
due to the fact that the signatures can be easily bypassed [3]. Malwares writer always
use code obfuscation techniques [4] to hide the actual behavior of their malicious crea-
tions. The obfuscation algorithms include variable renaming, which replaces a variable
identifier with another one; code reordering, which changes the order of program
instructions and garbage insertion, which adds sequences that do not modify the behavior
of the program. Another technique is polymorphism [5]. Polymorphic malware uses
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encryption to change parts of the malware which is controlled by a decryption key which
is changed when the malware is executed.

To solve the problem mentioned above, two approaches have been proposed:
anomaly detectors and data-mining-based detectors. Anomaly detectors use information
extracted from the benign software to build a benign behavior profiles. Then this profile
is qualified as suspicious as noon as a significant deviation appears. To detect malware,
Cai et al. [6] used byte sequence frequencies as the information extracted only from
benign software to measure the deviations. However, their method has a high false
positive ratio. Data-mining-based approaches rely on datasets which include several
characteristic features for both benign software and malware. Then these features are
used to build classification tools that can predict unknown sample. For instance, Schultz
et al. [7] introduce the idea of applying data-mining to detect different malware based
on their respective PE files. They extracted three different types of features which are
byte sequences, constant strings and system resource information from the files. Later
these features are used as inputs for Naive Bayes, Multi-Naive Bayes and Ripper to
classify benign and malicious files. Actually, the performance of the data-mining-based
methods mainly relies on the features extracted from the PE files.

Over the past few years, API calls [8], machine instructions [9], byte code, system
calls are widely used features. Besides these, there also exists several studies depending
on other features such as data flow graph, Dynamic Link Libraries. To detect variants
of known malware families, Santos et al. [10] proposed a method based on the frequency
of appearance of opcode sequences. Furthermore, they describe a method to mine the
relevance of each opcode and thereby, weigh each opcode sequence frequency. Fan et al.
[9] used the instruction sequences extracted from the sample files as the feature which
is used in the proposed sequence mining algorithm. Later, they used the malicious
sequential pattern to build the All-Nearest-Neighbor (ANN) classifier. Robert et al. [11]
proposed the use of (Operation Code) Opcodes, generated by disassembling the execut-
ables. They use n-grams of the Opcodes as features for the classification process. They
present a full methodology for the detection of unknown malicious code, based on text
categorization conceptions. Our research relies on the opcode n-gram which has been
used in previous study. However, most of these researches extracted n-grams with small
n such as 1, 2, 3. In this paper, not only we extend the opcode n-gram size which is
ranging from 1 to 15, but also extend the malicious files percentage between 30% and
70%. At the same time, we conduct an experiment to figure out that how the sum of train
set influences the classification.

3 System Architecture

Figure 1 shows the system architecture of the malware detection framework, which
consists of two major components: one is opcode extractor and feature selection, another
is the classifier for malware prediction. We briefly describe each component below.

1. Opcode extractor and feature selection: In this module, we used the IDA Pro to obtain
the assembly files. Using the generated assembly files, we extract the opcode and
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build the preliminary vocabulary. Later, we use IG and CPD to compute each opcode
in the vocabulary. Then we selected the top 100 opcodes as the feature.

2. SVM classifier: In this module, the input executables (including the training samples
and the testing samples) are transformed into vectors based on the feature obtained
from the module above. Then the SVM is used to conduct malware prediction.

Training Sample

—>» Opcode Extractor

Feature Selection

Testing Sample Classification

A

Result

Fig. 1. The framework of detection system

The detail processes will be presented in the following two sections.

4 Opcode N-Gram Extraction and Feature Selection

In this section, we describe the method used to extract opcode n-gram from training
sample set. Then we describe the feature selection method based on IG and CPD.

4.1 Representing Executables Using Opcode

An Opcode (short for operational code) is the portion of a machine language instruction
which can specify the operation to be performed [12]. A complete machine language
instruction consists of an Opcode and the specification of one or more operands. There
are several operations of an Opcode which include program control, logical operations,
data manipulation and arithmetic.
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The first step is designed to represent each PE files in a long symbol sequence, where
each symbol corresponds to an opcode appearing in the executable. This is accomplished
by disassembling the PE files followed by parsing the opcodes, as follows:

Disassembling: A third party disassembler IDA Pro [13] is used to disassemble each
sample, creating an assembly representation for the sample. Figure 2 shows an example,
which is a fragment of the disassembly for the malware named Virus.Win32.Hezhi.

lea ecx, [esi+3ch]
push [ebp+var 4]
call sub_4016F4
push [ebp+Vvar 4]
call ebx

mov ecx, esi

call sub_401404

Fig. 2. A fragment of the output of disassembled Virus.Win32.Hezhi

Parsing: Based on the assembly instructions generated in the first step, a compact repre-
sentation in obtained for the samples, making using of the opcodes but ignoring the
operands. This is because it is the opcode which stands for the behavior of an instruction.
Moreover, the machine instructions may vary across different malware variants,
however, their opcodes usually remain the same. So we developed a parser in JAVA to
translate the sample to a sequence of opcodes discarding the operands, encoding each
opcode with a unique number (say ID). For example, the Virus.Win32.Hezhi shown in
Fig. 2 now is represented in 100 103 55 22 251, with 100 and 103 being the ID of lea,
push, respectively.

The second step is to create vocabulary/words corresponding to the selected n-gram
size. For example, from the opcode sequence in Fig. 2, we can get opcode 1-gram: lea,
push, call, mov and opcode 2-gram lea push, push call, call mov.

4.2 Feature Selection

An important task when preparing the data set is to reduce the data set complexity while
maintaining or improving performance of the classification model. For this purpose, the
most common approach is to apply a feature selection algorithm. The objective of feature
selection is basically to apply a feature quality measure to prioritize the available features
and then keep only the best features from the prioritized list. In the information retrieval
domain, the bag-of-words model (in which the logical order of words has no importance)
performs better than other models in representing text documents.

Different feature selection measures, such as Document Frequency, and Fisher
Score, are commonly used for obtaining reduced data sets. Information Gain and Cate-
gorical Proportional Difference are relatively new additions in the feature selection
algorithm family for text classification tasks. In this step, we compare the two methods

Mutual information is a measure that indicates how statistically dependent two vari-
ables are. In the context of machine learning, the term information gain is sometimes
used synonymously with mutual information. The definition of mutual information is
presented as follow:
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In our particular case, we define the two variables as each opcode frequency and
whether the instance is malware. In this way, X is the sample number including the
opcode and Y is the class of the file (i.e. malware or benign software), p(x, y) is the joint
probability distribution function of X and Y, p(x) and p(y) are the marginal probability
distribution functions of X and Y.

CPD (Categorical Proportional Difference) represents a measure of the degree to
which a word contributes to differentiating a specific class from others [9]. The possible
value of CPD is within the interval of —1 and 1. A CPD value close to —1 indicates that
a word to large extent occurs in an equal number of instances in all classes and a value
in proximity of 1 indicates that a word occurs only in one class. Given that A is the
number of times word w and class ¢ occur together and B is the number of times word
w occurs without class c, then we may define CPD for a particular word w and class ¢
as follows:

A—-B

CPD(w,c) = AT

@)

Furthermore, once we compute the mutual information or CPD between each opcode
and the executable class (malware or benign software), we sorted them in a file. Then
the top 100 opcodes help us to achieve a more accurate detection of malware variations.

5 SVM C(lassifier for Malware Prediction

Due to the increasing growth of malware, offering protection from unknown malware
is an important challenge in malware detection. Data mining approaches usually depend
on machine-learning algorithms that use both malicious and benign software to detect
malware in the wild.

Machine learning is a discipline in Artificial Intelligence (AI) concerned with the
design and development of algorithms that allow computers to reason and make deci-
sions based on data. Generally, machine-learning algorithms can be classified into three
different types: unsupervised learning, supervised learning and semi-supervised learning
algorithms. First, unsupervised machine-learning algorithms, or clustering algorithms, try
to assess how data are organized into different groups called clusters. In this type of
machine-learning, data do not need to be labelled. Second, supervised machine-learning
algorithms, or classifying algorithms, require the training dataset to be properly labelled
(in our case, knowing whether an instance is malware). Finally, semi-supervised machine-
learning algorithms use a mixture of both labelled and unlabeled data in order to build
models, thus improving the accuracy of unsupervised methods. Since in our case malware
can be properly labelled, we use the supervised machine-learning method - Supported
Vector Machine. The n-dimensional-space-based representation of the data is divided by
the hyperplane constructed by the SVM into two regions (shown in Fig. 5). The hyper-
plane maximizes the margin between the two regions or classes (in our case, malware or
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benign software).The optimal hyperplane is represented by a vector w and a scalar b in a
way that the inner products of w with vectors ¢(X;) from two class are divided by an
interval between —1 and 41 subject to b:

(W, d(X;)) —=b>+1 3)

for every Xi that belongs to the first class (in our case malware) and

(w.9(X;)) -b< -1 @

for every Xi that belongs to the first class (in our case benign software).

There are several kernels used in SVM, such as polynomial, radial, or sigmoid kernel
which can optimize the problem that involves finding w and b. In this paper, will use
the LIBSVM [14] - A Library for Support Vector Machines.

6 Evaluation

6.1 Research Questions

We want to evaluate the framework for detection of unknown malicious software
through three experiments, by answering:

1. which dimension of n-gram is the best: small (say 1, 2, 3, 4, 5), medium (e.g. 6, 7,
8,9, 10), or big such as 14 and 15?

2. Which feature selection method is better: IG or CPD?

3. What is the best MFP in the training set in our situation?

6.2 Evaluation Measures

For evaluation purposes, the following evaluate measures are used in the results:
True Positive Ratio (TPR): The number of malware instances correctly detected
divided by the total number of malwares files (shown in Eq. 5):

TP

TPR = ———
TP + FN )

Where TP is the number of malware instances correctly classified (true positives)
and FN is the number of malware cases misclassified as benign software (false nega-
tives).

False Positive Ratio (FPR): The number of benign executables misclassified as
malware, divided by the total number of benign files (shown in Eq. 6):

FP

FPR = ————
FP + TN

(6)
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Where FP is the number of benign software cases incorrectly detected as malware
and TN is the number of legitimate executables correctly classified.

Furthermore, we measured accuracy: the total number of the classifier’s hits divided
by the number of instances in the whole dataset (shown in Eq. 7)

TP + TN
TP + TN + FP + FN

Accuracy =

(N

7 Experimental Result and Analysis

To answer the three questions presented earlier, we implement most components of the
framework under Java Development Kit environment and then design a wide and
comprehensive set of evaluation runs. We collect 3000 malicious instances and 1000
benign instances. Malware are downloaded from http://vxheaven.org/, while the benign
file are system programs coming from a newly installed Windows XP system. Because
a PE file is may be compressed or encrypted, we use PEiD to detect packers, cryptors
and compilers. Finally, we sample 1000 records from our dataset, which includes 500
records of malicious executables and 500 records of benign executables. All the exper-
imental studies are conducted under the environment of Windows 10 operating system
plus Intel i5-4200 M 2.50 GHz and 4 GB of RAM.

7.1 Opcode N-Gram Size

When the n is small, the result of the framework is obviously excellent which will be
demonstrated in the experiments later.

7.2 Feature Selection

In this experiment, we compare two feature selection methods: IG and CPD.

Figures 3 and 5 present the accuracy and TPR of IG are generally higher than CPD.
Figure 4 presents that the FPR is similar when opcode n-gram size is small. Conse-
quently, the better feature selection method is IG, which will be used in next experiment.
Another fact can be presented in figures above that when the size of n-gram is small, the
accuracy is high, while the large size decreases the accuracy.
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7.3

In this experiment, we use different MFPs from 30% to 70%, while the benign records

remain constant.

Figure 6 presents that the accuracy of MFP-50% and MFP-60% are similar, both are
higher than others. Figure 8 presents that the TPR of MFP-50%, MFP-60% and
MFP-70% are similar which are higher than MFP-30% and MFP-40%. Figure 7 presents
nt MFPs except MFP-70% are similar. Consequently, MFP-50%

that the FPR of differe

Malicious Files Percentage

is the best one in this experiments.
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8 Conclusion and Future Work

In this paper, we extend the method for malware detection. We conduct a set of experi-
ments with a widely range of opcode n-gram size from 1 to 15, which is never used
before. First we compare different feature selection method: IG and CPD. Finally, we
use different malicious file percentage.

The pivotal elements of outstanding detection system are opcode n-gram size, the
MFP. When the n is greater than 7 or 8, the accuracy, TPR and FPR decrease. After our
study, we found that there are no n-gram such as 14-gram among most of the malicious
files. So these n-gram with greater n cannot represent these malwares very well.

The future development of this malware detection system will be concentrated in
three main research areas. First, we will expand the size of training set. Second, we will
focus on the packed executables using hybrid dynamic-static approach. Finally, we will
use advanced classifiers to improve our detection system.
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Abstract. Wireless Mesh Networks (WMNs) have many advantages such as low
cost and increased high speed wireless Internet connectivity, therefore WMNs
are becoming an important networking infrastructure. In our previous work, we
implemented a Particle Swarm Optimization (PSO) based simulation system for
node placement in WMNs, called WMN-PSO. Also, we implemented a simula-
tion system based on Simulated Annealing (SA) for solving node placement prob-
lem in WMN:Ss, called WMN-SA. In this paper, we implement a hybrid simulation
system based on PSO and SA, called WMN-PSOSA. We evaluate the performace
of WMN-PSOSA by conducting computer simulations considering Constriction
Method (CM) and Linearly Decreasing Vmax Method (LDVM). The simulation
results show that the LDVM has better performace than CM for this scenario.

1 Introduction

The wireless networks and devises are becoming increasingly popular and they provide
users access to information and communication anytime and anywhere [11,12,14-17].
Wireless Mesh Networks (WMNSs) are gaining a lot of attention because of their low
cost nature that makes them attractive for providing wireless Internet connectivity. A
WMN is dynamically self-organized and self-configured, with the nodes in the network
automatically establishing and maintaining mesh connectivity among them-selves (cre-
ating, in effect, an ad hoc network). This feature brings many advantages to WMNs
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such as low up-front cost, easy network maintenance, robustness and reliable service
coverage [1]. Moreover, such infrastructure can be used to deploy community networks,
metropolitan area networks, municipal and corporative networks, and to support appli-
cations for urban areas, medical, transport and surveillance systems.

Mesh node placement in WMN can be seen as a family of problems, which are
shown (through graph theoretic approaches or placement problems, e.g. [8,20]) to be
computationally hard to solve for most of the formulations [33]. In fact, the node place-
ment problem considered here is even more challenging due to two additional charac-
teristics:

(a) locations of mesh router nodes are not pre-determined, in other wards, any available
position in the considered area can be used for deploying the mesh routers.
(b) routers are assumed to have their own radio coverage area.

Here, we consider the version of the mesh router nodes placement problem in which
we are given a grid area where to deploy a number of mesh router nodes and a number
of mesh client nodes of fixed positions (of an arbitrary distribution) in the grid area.
The objective is to find a location assignment for the mesh routers to the cells of the
grid area that maximizes the network connectivity and client coverage. Node placement
problems are known to be computationally hard to solve [18,19,34]. In some previous
works, intelligent algorithms have been recently investigated [2-4,6,7,9,10,21,23,25—
27,35].

In our previous work, we implemented a Particle Swarm Optimization (PSO) based
simulation system, called WMN-PSO [28]. Also, we implemented a simulation system
based on Simulated Annealing (SA) for solving node placement problem in WMNs,
called WMN-SA [24].

In this paper, we implement a hybrid simulation system based on PSO and SA. We
call this system WMN-PSOSA. We evaluate the performance of hybrid WMN-PSOSA
system considering Constriction Method (CM) and Linearly Decreasing Vmax Method
(LDVM).

The rest of the paper is organized as follows. The mesh router nodes placement
problem is defined in Sect.2. We present our designed and implemented hybrid sim-
ulation system in Sect. 3. The simulation results are given in Sect. 4. Finally, we give
conclusions and future work in Sect. 5.

G: Global Solution

P: Particle-pattern

R: Mesh Router

n: Number of Particle-patterns
m: Number of Mesh Routers

Fig. 1. Relationship among global solution, particle-patterns and mesh routers.
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2 Node Placement Problem in WMNs

For this problem, we have a grid area arranged in cells we want to find where to distrib-
ute a number of mesh router nodes and a number of mesh client nodes of fixed positions
(of an arbitrary distribution) in the considered area. The objective is to find a location
assignment for the mesh routers to the area that maximizes the network connectivity
and client coverage. Network connectivity is measured by Size of Giant Component
(SGC) of the resulting WMN graph, while the user coverage is simply the number of
mesh client nodes that fall within the radio coverage of at least one mesh router node
and is measured by Number of Covered Mesh Clients (NCMC).
An instance of the problem consists as follows.

e N mesh router nodes, each having its own radio coverage, defining thus a vector of
routers.

e Anarea W x H where to distribute N mesh routers. Positions of mesh routers are not
pre-determined and are to be computed.

e M client mesh nodes located in arbitrary points of the considered area, defining a
matrix of clients.

It should be noted that network connectivity and user coverage are among most
important metrics in WMNSs and directly affect the network performance.

In this work, we have considered a bi-objective optimization in which we first max-
imize the network connectivity of the WMN (through the maximization of the SGC)
and then, the maximization of the NCMC.

In fact, we can formalize an instance of the problem by constructing an adjacency
matrix of the WMN graph, whose nodes are router nodes and client nodes and whose
edges are links between nodes in the mesh network. Each mesh node in the graph is a
triple v =< x,y,r > representing the 2D location point and r is the radius of the trans-
mission range. There is an arc between two nodes u and v, if v is within the transmission
circular area of u.

3 Proposed and Implemented Simulation System

3.1 PSO Algorithm

In PSO a number of simple entities (the particles) are placed in the search space of
some problem or function and each evaluates the objective function at its current loca-
tion. The objective function is often minimized and the exploration of the search space
is not through evolution [22]. However, following a widespread practice of borrowing
from the evolutionary computation field, in this work, we consider the bi-objective func-
tion and fitness function interchangeably. Each particle then determines its movement
through the search space by combining some aspect of the history of its own current
and best (best-fitness) locations with those of one or more members of the swarm, with
some random perturbations. The next iteration takes place after all particles have been
moved. Eventually the swarm as a whole, like a flock of birds collectively foraging for
food, is likely to move close to an optimum of the fitness function.
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Each individual in the particle swarm is composed of three D-dimensional vectors,
where D is the dimensionality of the search space. These are the current position x;, the
previous best position p; and the velocity v;.

The particle swarm is more than just a collection of particles. A particle by itself has
almost no power to solve any problem; progress occurs only when the particles inter-
act. Problem solving is a population-wide phenomenon, emerging from the individual
behaviors of the particles through their interactions. In any case, populations are orga-
nized according to some sort of communication structure or topology, often thought of
as a social network. The topology typically consists of bidirectional edges connecting
pairs of particles, so that if j is in i’s neighborhood, i is also in j’s. Each particle commu-
nicates with some other particles and is affected by the best point found by any member
of its topological neighborhood. This is just the vector p; for that best neighbor, which
we will denote with p,. The potential kinds of population “social networks” are hugely
varied, but in practice certain types have been used more frequently.

In the PSO process, the velocity of each particle is iteratively adjusted so that the
particle stochastically oscillates around p; and p, locations.

Initialization

Our proposed system starts by generating an initial solution randomly, by ad hoc meth-
ods [35]. We decide the velocity of particles by a random process considering the area
size. For instance, when the area size is W x H, the velocity is decided randomly from
—VW2+H?to VW2 +H?2.

Particle-pattern

A particle is a mesh router. A fitness value of a particle-pattern is computed by combi-
nation of mesh routers and mesh clients positions. In other words, each particle-pattern
is a solution as shown is Fig. 1. Therefore, the number of particle-patterns is a number
of solutions.

Fitness function

One of most important thing in PSO algorithm is to decide the determination of an
appropriate objective function and its encoding. In our case, each particle-pattern has
an own fitness value and compares other particle-pattern’s fitness value in order to share
information of global solution. The fitness function follows a hierarchical approach in
which the main objective is to maximize the SGC in WMN. Thus, the fitness function
of this scenario is defined as

Fitness = 0.7 x SGC(x;;,y;;) +0.3 x NCMC(x;;,y;)-

Routers replacement methods

A mesh router has x, y positions and velocity. Mesh routers are moved based on veloci-
ties. There are many moving methods in PSO field, such as:

Constriction Method (CM)
CM is a method which PSO parameters are set to a week stable region (w = 0.729,
C1 = C2 = 1.4955) based on analysis of PSO by M. Clerc et al. [5,31].
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Random Inertia Weight Method (RIWM)
In RIWM, the w parameter is changing randomly from 0.5 to 1.0. The C; and C;
are kept 2.0. The @ can be estimated by the week stable region. The average of @
is 0.75 [31].

Linearly Decreasing Inertia Weight Method (LDIWM)
In LDIWM, C; and C; are set to 2.0, constantly. On the other hand, the @ parameter
is changed linearly from unstable region (w = 0.9) to stable region (@ = 0.4) with
increasing of iterations of computations [31,32].

Linearly Decreasing Vmax Method (LDVM)
In LDVM, PSO parameters are set to unstable region (w0 = 0.9, C; = C, =2.0). A
value of V,,,, which is maximum velocity of particles is considered. With increasing
of iteration of computations, the V., is kept decreasing linearly [30].

Rational Decrement of Vmax Method (RDVM)
In RDVM, PSO parameters are set to unstable region (0 = 0.9, C; = C; = 2.0).
The V4. is kept decreasing with the increasing of iterations as

T —
Vinar(x) = VW2 + HZ x —,
X

Where, W and H are the width and the height of the considered area, respectively.
Also, T and x are the total number of iterations and a current number of iteration,
respectively [29].

3.2 Simulated Annealing

3.2.1 Description of Simulated Annealing

SA algorithm [13] is a generalization of the metropolis heuristic. Indeed, SA consists
of a sequence of executions of metropolis with a progressive decrement of the temper-
ature starting from a rather high temperature, where almost any move is accepted, to a
low temperature, where the search resembles Hill Climbing. In fact, it can be seen as
a hill-climber with an internal mechanism to escape local optima. In SA, the solution
s is accepted as the new current solution if & < 0 holds, where & = f(s') — f(s). To
allow escaping from a local optimum, the movements that increase the energy function
are accepted with a decreasing probability exp (—0/T) if & > 0, where T is a para-
meter called the “temperature”. The decreasing values of T are controlled by a cooling
schedule, which specifies the temperature values at each stage of the algorithm, what
represents an important decision for its application (a typical option is to use a propor-
tional method, like 7y = o - T;—1). SA usually gives better results in practice, but uses
to be very slow. The most striking difficulty in applying SA is to choose and tune its
parameters such as initial and final temperature, decrements of the temperature (cooling
schedule), equilibrium and detection.

In our system, cooling schedule (o) will be calculated as

( SA Ending temperature

1.0/Total iterations
SA Starting temperature)
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Algorithm 1. Pseudo code of PSO-SA.

/* Generate the initial solutions and parameters */
Computation maxtime:= Ty, t := 0;
Number of particle-patterns:= m, 2 < m € N';
Starting SA temperature:= Temp;
Decreasing speed of SA temperature:= Ty;
Particle-patterns initial solution:= P?;
Global initial solution:= GO;
Particle-patterns initial position:= x?i;
Particles initial velocity:= v?i;
PSO parameter:= 0, 0 < w € R,
PSO parameter:= C;, 0 < C; € RY;
PSO parameter:= C;, 0 < C, € R';
/* Start PSO-SA */
Evaluate(GO,PO);
while 1 < T, do

/* Update velocities and positions */

v§j“ =0V
+Cy -rand() - (best (F};) —xi;)
+C; -rand() - (best (G') — xﬁj);
xﬁj’l :xﬁj—o—v;"l;

/¥ if fitness value is increased, a new solution will be accepted. */
if Evaluate(GU*1, P+1)) >= Bvaluate(G""), P")) then
Update_Solutions(G’, P");
Evaluate(GU+1), pU+1)y,
else
/* a new solution will be accepted, if condition is true. */
( Evaluate(GUHYD) PUHDY_Evaiuare( 1) p1)) )
if Random() > ¢ fenn then
/* “Reupdate_Solutions” makes particle back to previous position */
Reupdate_Solutions(G' !, P+1);
end if
end if
Temp = Temp X tg;
t=t+1;
end while
Update_Solutions(G’, P");
return Best found pattern of particles as solution;

3.2.2 Acceptability Criteria

The acceptability criteria for newly generated solution is based on the definition of a
threshold value (accepting threshold) as follows. We consider a succession #; such that
e > try1, i > 0 and #; tends to O as k tends to infinity. Then, for any two solutions s;
and s;, if fitness(s;) — fitness(s;) < t, then accept solution s;.
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For the SA, #; values are taken as accepting threshold but the criterion for acceptance
is probabilistic:

o If fitness(s;) — fitness(s;) < 0 then s, is accepted.

o If fitness(s;) — fitness(s;) > O then s; is accepted with probability exp|[( fitness(s;)
— fitness(s;))/t] (at iteration k the algorithm generates a random number R € (0, 1)
and s; is accepted if R < exp|(fitness(s;) — fitness(si))/t]).

In this case, each neighbour of a solution has a positive probability of replacing the
current solution. The #; values are chosen in way that solutions with large increase in the
cost of the solutions are less likely to be accepted (but there is still a positive probability
of accepting them).

4 Simulation Results

In this section, we show simulation results using WMN-PSOSA system. In this work,
We consider normal distribution of mesh clients. The number of mesh routers is consid-
ered 16 and the number of mesh clients 48, respectively. The total number of iterations
is considered 800 and the iterations per phase is considered 4. We consider the number
of particle-patterns 9. We conducted simulations 100 times, in order to avoid the effect
of randomness and create a general view of results. We show the parameter setting for
WMN-PSOSA in Table 1.

We show the simulation results from Figs. 2, 3 and 4. In Fig. 2, we see that solutions
converge before 100 phases and NCMC does not reach maximum (100%) when the
replacement method is CM. Figure 3 show that the SGC increases gradually and all
solution reaches maximum value. Comparing CM and LDVM, the LDVM has better
performance than CM. We show the visualized results for WMN-PSOSA in Fig. 4. We
see that all mesh routers are connected when we use LDVM.

Distribution of Clients=Normal distribution Distribution of Clients=Normal distribution -
INumber of Simulation= INumber of Simulation=100 =
[iteration per Phase=4 - [teration per Phase=4 R3]
= [Total Iterations=800 = = [Total Iterations=800 o
> umber of Particles-patterns=9 2 = umber of Particles-patterns=9

=100 16 5 Z 100 485
: : g
g 50 3
875 120 275 363
o S — o= o
O 50 89 380 249
=
Bl N =] 153
O 25 4% C 25 12
E]
oo o S SENARRE —— rversec B2 Z

0 150 200 0 150 200

Nurnber of Phases Nurnber of Phases
(a) SGC (b) NCMC

Fig. 2. Simulation results of WMN-PSOSA considering CM.
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Table 1. WMN-PSOSA parameters.

Parameters Values
Clients distribution Normal distribution
Area size 32.0x32.0
Number of mesh routers 16
Number of mesh clients 48
Total iterations 800
Iteration per phase 4
Number of particle-patterns 9
Radius of a mesh router 2.0
SA starting temperature value 10.0
SA ending temperature value 0.1
Temperature decreasing speed (o) | 0.99426
Replacement method CM, LDVM
Distribution of Clients=Normal distribution Distribution of Clients=Normal distribution -
INumber of Simulation=100 INumber of Simulation=100 =
[teration per Phase=4 [teration per Phase=4 R3]
= [Total Iterations=800 = = [Total Iterations=800 o
= Number of Particles-patterns=9 2 = Number of Particles-patterns=9
=100 - 165  Z100 485
= - =
g7 120 S s 363
5 R
O 50 89 35 240
= S 5 s
g o 3 -
— N o o
QO 25 4% O 2 12—@
=3
Average of Best Soions Average of Best Soions Zz
0 50, 100, 150 200 50, 100, 150 200
Number of Phases Number of Phases
(a) SGC (b) NCMC

Fig. 3. Simulation results of WMN-PSOSA considering LDVM.

(a) CM (b) LDVM

Fig. 4. Visualized image of simulation results for different replacement methods.
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Conclusions

In this work, we evaluated the performance of a hybrid simulation system based on PSO
and SA (called WMN-PSOSA) considering Constriction Method (CM) and Linearly
Decreasing Vmax Method (LDVM). Simulation results show that the LDVM has better
performace than CM for this scenario.

In our future work, we would like to evaluate the performance of the proposed

system for different parameters and patterns.
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Abstract. This paper explores whether influence can be quantified from public
Twitter data. Compared to other social media applications, Twitter is content-
centered, rather than relationship-centered. There is no indication of mutual rela-
tionships for the user within the application, making it difficult to gauge influence.
By analyzing the data that already had mutual relationships, we identify the char-
acteristics that created the boundaries of a community, and influence within it.
We looked at Twitter user data, as well as Tweet data to find ways to characterize
user influence among them. We measure type of users based on factors such as:
those that they follow and how active they are. The Expert members are mutu-
ally agreed upon, as evidenced by their large followings, and the large number of
followers who have added them to a list. They are most likely to post replies and
original tweets, and are unlikely to re-tweet. Active members keep the conversa-
tion going, as evidenced by their strong followings. They are more likely than the
other types to re-tweet. Passive members, the largest group, participate by liking
(Favorite) tweets that they consume, encouraging experts and active members to
continue their actions, and sustaining the boundaries of the group.

1 Introduction

In recent years, there have been a variety of social media platforms that have attracted
their share of attention. From Myspace [10] to Facebook [5], to Twitter [15] and Insta-
gram [8] to Snapchat [14], etc., there has been also a consistent requirement for compa-
nies to provide more social platforms for their customers to use and interact with each
other. These social networks have been credited positively, such as allowing minority
voices to be heard, enabling cross-cultural interactions, and simply allowing more peo-
ple connect with their friends with these recently introduced mechanisms. The enthusi-
asm about these platforms has generated some controversy, since opposing voices have
been allowed to be heard [1]. Complaints about harassment, bigotry and cybercrime are
only a few of the problems that these networks have suffered from, leading many to
question both the ethical viability of these platforms, as well as the financial stability of
even some of the larger networks such as Twitter.

With all of the uncertainties about Twitter and other social networks, the question
of how influence is gained inside these networks becomes extremely important. Under-
standing how particular users gain popularity would allow Twitter and other entities
(© Springer International Publishing AG 2018
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the chance to interact with Twitter audiences far more effectively. Advertisers would
be able to target more influential people, entertainers and others who use Twitter as a
marketing tool would be able to engage their audience far more effectively, and Twitter
itself would be able to limit some of the more undesirable sources of influence on their
network. The dynamic distributed structure of social networks is one of the reasons that
it appeals to its users. It offers users the unique ability to freely explore the network and
connect to people near and far without limits. From the view of online social network
analysis, the social environment can be expressed as patterns or regularities in relation-
ships among interacting units. The unit of analysis in online social networks is not the
individual but an entity consisting of a collection of individuals and the linkages among
them [16]. The concept of a network emphasizes the fact that each individual has ties
to other individuals, each of whom in turn is tied to a few or many others. According to
[13], social influence is defined as change in an individual’s thoughts, feelings, attitudes,
or behaviors that results from interaction with another individual or a group of people.
Influence has long been actively studied in marketing, sociology, communication and
political sciences.

Seemingly, users with the most followers should have the most influence, as they
would have the greatest potential reach. However, we observed that those who had
many followers were not necessarily the most active. Their potential influence went
unrealized. However, there were other users whose actions succeeded in keeping the
conversations going across a group of users. Since Twitter’s presentation is centered
around the life cycle of Tweets, rather than the relationships among the users, can rela-
tive influence among a group of users be measured?

2 Related Work

One of the well known questions about Twitter is that unlike many traditional sources of
media, there are no appointed watchdogs or gatekeepers screening the flow of informa-
tion in the network and the cost of “publishing” anything on Twitter is incredibly low,
therefore, Twitter might invalidate model based and more traditional forms of mass
media. There is also a lack of enforced boundaries or groups, like on Facebook, which
allows a much wider distribution of information, but also tends to complicate the sit-
uation more that ever, when it comes to discussing how groups of people participate
in online discussions. These situations are important motivations for defining a ratio-
nal measurement of influence in Twitter’s network and a variety of measurements that
might eventually be used as a scientific method to influence a part of the network.

Measuring influence and social networking potential on Twitter has been discussed
in several papers [2,17]. One approach is measuring influence not only with taking
followers and interactions into account, but also by analyzing similarities with the help
of a ranking method similar to PageRank [17]. Other approaches define different types
of influence on Twitter, such as in-degree and re-tweet [2]. They concluded that each
indicator leads to a different ranking of users and that in-degree, i.e. the number of
followers a user has, reveals little about the actual influence of a user. Re-tweet influence
is strongly content-oriented, whereas a higher degree of influence suggests a high value
of the user’s name. The closely related topics of tweeting dynamics and the prediction
of content popularity and information distribution have also been discussed in [2].
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Some research in [4,9] suggests that people are more affected by the opinions of
their peers than influentials. Recent studies of online social networks [2] support the
hypothesis that influentials exert disproportionate amount of influence. With the num-
bers of active users on these sites numbering in the millions or even tens of millions,
identifying influential users among them becomes an important problem with applica-
tions in marketing [2]. Twitter has no way for a user to ask another to follow them.
Instead, it suggests that users “gain friends and fans on Twitter” by engaging, following
others, reading and posting [15]. During that experience, Twitter gathers information
to provide for a user additional content and account suggestions [15]. A separate tweet
object is generated when a user tweets, which includes the original creator id, but then
additional data is captured as the tweet lives on through likes and re-tweets.

3  Our Proposed Approach

Our hypothesis is that someone attempting to be an influencer on Twitter should try
to engage their audience, but there is a definite lack of agreement on how this intend
should be achieved. It becomes especially difficult to follow such attempt when one
considers the recent work such as [7], which indicates that an individual has a distinct
limit on how many actual relationships they can form, maxing out around one to two
hundred people. There has to be some sort of strategy an influencer can use to gain
viewership without attempting to form individual relationships with thousands of indi-
viduals on Twitter. Discovering this strategy will be an important factor in revealing the
mechanisms behind influence on Twitter. For the purposes of this paper, there will be
four measurements of a user’s influence.

A social networking relationship within a smaller “inner” circle, rather than the
broader network, would seem to be more influential on social media. Twitter uses an
algorithm that pushes content into the user timeline. The first group of tweets in the
timeline will be from those the user has chosen to follow. The order of the tweets as
they appear in the timeline may correlate to their potential influence, simply because
they are more likely to be seen if they appear earlier. Those that appear further down in
the Timeline may never been seen at all, as users have many opportunities to click off
into other directions as they engage with Tweets. The challenge to identifying influence
is to first recognize the inner circle, and then quantify the relative influence of users
within it. We sought to find a set of users with a large number of mutual relationships
who are all interested in the same professional topic. We identified a subset of users
in an online community, with overlap among followers. Next step is to see what usage
patterns provide the predictability to sustain a recognizable community, thus creating an
inner circle. Then we could isolate the characteristics that correlate to influence. Four
primary characteristics for measuring influence emerged from the data:

e Number of Followers: The number of followers collected by a user increases by
both fame and activity level. A person can be well known outside of Twitter, like a
politician or an entertainment figure, and their number reflects a built-in notoriety,
regardless of regular activity. Users can also accumulate fame within Twitter by
regular engagement. As they tweet and are liked, re-tweeted or followed, Twitter
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increases the amount of times they are suggested as an account to follow for others,
often resulting in a larger number of followings.

A twitter user’s influence can be correlated to their number of followers because
of the potential reach of their tweets. The tweets of a user with a high number of
followers will go out into the timelines of a larger number of other users. However,
if they don’t engage regularly, their twitter influence is unrealized, so this measure
alone is not sufficient to measure influence.

o Number Listed: Twitter users may choose to any of the users they follow to a list,

usually created to specify a subset of related users. It is a way of prioritizing users,
whose content you value, and want to be able to view regularly.
Users seem willing to casually follow many users, giving them a high following
count. However, they seem much more selective when choosing to add one to a list.
If a user is “Listed” by a high number of users, it means his content is expressly
valued by those users, which is a indication of potential influence.

e Ratio of Followers/Followings: The ratio of the number followers (those that follow
them) to the number of followings (those they follow) is an indication of the balance
of their level of provision and consumption of content. If someone has a signifi-
cant amount of followers, and relatively few followings, they are likely successfully
acting as a provider of content that is being consumed, a sign of influence.

o Number of Twweets Per Year/Activity Level: For a twitter user to exercise their influ-
ence, they need to appear to use Twitter as a continual source of communication,
daily or weekly, not just on a promotional basis. Total number of tweets divided by
number of years of use gives a number of tweets per year, a very board indication of
activity level.

The above characteristics can be combined to compare influence among related
users: (i) The number of followers (Nr), (ii) Ratio of number of followings to number
of followers (Ax—FW) (iii) Listed, which is the number of users who specify to see their
content in best tweets first (V04 ), and (iv) Activity level, which is the average number
of tweets per year (Nr). Here ¢, 3, v and 1 are weight parameters and f is the influence
of each twitter user i:

Nr

NW + V* Njistea + 1 * Nt (1)
fa

By starting with a group of users we knew already had mutual relationships, we
observe which usage patterns provide the predictability to sustain a recognizable com-
munity, thus creating an inner circle. Then we could isolate the characteristics that cor-
relate to influence.

f}:a*NF+ﬁ*

4 Performance Evaluation

In order to collect the data, a tool developed by a Github contributor named Sferik [6]
was used. It allowed lists of the users followers, most recent tweets, and other data to
be gathered effectively and compared with one another. We ran few scripts in order to
generate an accurate picture of how the users could be measured. The data was mostly
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Table 1. Final Results, where “x” represents too many to count.

Number of | Followers” | Ratio of Activity | Total % of Tweets | Replies | Retweets
followers | followers | followers level followers
to followings

Active 11492 28030103 | 52:1 5350 | 17.7:1 34 50 16
Active 9897 30410977 | 55:1 1822 | 19:1 12 23 64
Active 15763 26842121 | 35:1 4886 | 19:1 50 22 28
Active 22680 162295654 | 17:1 11528 | 17:1 20 40 40
Active 12024 37788693 | 19:1 1248 | 13:1 58 32 10
Active 7350 16071291 | 44:1 2016 | 28:1 83 10 7
Active 13905 4671666 732:1 184 | 56:1 68 3 29
Active 16011 108383768 | 34:1 7636 | 12:1 37 48 15
Famous | 101343 * 40:1 9360 | 51:1 39 47 14
Famous | 160070 * 538:1 2185 | 86:1 41 27 32
Famous | 122337 * 543:1 5700 | 40:1 27 60 12
Famous | 117994 * 275:1 12711 | 22:1 40 39 11
Famous | 456696 * 630:1 1659 | 296:1 45 18 37
Passive 1 3 0.13:1 0o |0 * * *
Passive 203 * 0.48:1 19 1 0.015 * * *
Passive 100 31066 7:1 156 | 25:1 88 10 2

collected using the whois(), followers(), and last1000() tweets functions. Unfortunately,
the followers function did not perform as fast as we expected, due to the extensive
amount of parameters passed to the function to perform in sufficient amount of time
when targeting the higher levels of the users in the community.

The number of followers could be taken directly from the whois(), as well as the
date the user joined Twitter and the total number of tweets. Dividing the number of
tweets by the number of years leads to the average activity level for the user. The ratio
of followings to followers and the ratio of listed to followers could also be taken from
the whois(). The number of followers’ followers was taken by summing the followers
column of the results from the followers(). The percentages for original tweets, re-
tweets and replies were taken from the /ast1000tweets() data. Entries that started with
“RT” were considered re-tweets, entries starting with “@”” were considered replies, and
entries that started with neither were considered to be original tweets. As depicted in
Table 1, we categorized users into three different groups. The first category were those
users who were considered famous, or highly influential. They were characterized by
(1) high numbers of followers, (ii) large ratios of followers compared to their followings
or their listed followers, and (iii) followers with large numbers of followers. A second
category, with more moderate measures of each of these measurements, could be con-
sidered active members of the community, but not nearly as influential as the high level
members. Finally, the third category consisted of users with few, if any, followers, very
low ratios of listed or followings versus their number of followers, and very few fol-
lowers with large groups of followers themselves. The relative activity of the users were
also measured, as far as their number of tweets in the past year, and the breakdown of
their various types of tweets: (i) number of original tweets, (ii) number of re-tweets, and
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(iii) replies were also analyzed by comparing the number of each in the users’ last thou-
sand to two thousand tweets, in order to better understand the kind of effective behavior
that would lead these users to become influential within their group.

Several interesting patterns emerged as this data was analyzed. First, activity level
appeared to have little effect on the amount of influence a user had. Users who con-
tributed almost half the number of tweets as other more active users still have compara-
ble or more followers, and much higher ratios of followings/listed to followers. Types
of tweets appeared to be much more important than the quantity. The percentage of
tweets which were actually re-tweets or replies seemed to have a much greater effect
on the size of their audience and the other measurements of popularity, which had been
previously defined. Another intriguing observation is that many of these Twitter influ-
encers actually spent the majority of their time talking with each other more than their
individual users. The grand majority of their audience is made up of followers who act
more like observers than participants in the conversation. Many of them never actually
interact with the more active and influential members of the group at all, yet the replies
and re-tweets of the community’s core members still attract large amounts of attention
from the group. In addition, we observed that a successful influencer on Twitter does not
attempt to flood the network with original content, or even attempt to engage each indi-
vidual member of their audience. Instead, they establish mutual relationships with other
highly influential individuals, and then have public conversations with those individuals
online. The topic doesn’t even necessarily have to relate directly to the purpose of the
group. Our initial point of contact with this community talked about their webcomic or
writing, but most of their re-tweets and conversations ranged across other topics such as
travel, politics, or relating everyday personal experiences. Figure 1 compares the years
a user had been on twitter versus the level of activity. Of interest is the fact that users
with less years seemed to be less active overall. Figure 2 was generated using data from
the last1000tweets(). Since the dates of each tweet are included in the results of this
function, we could find the amount of time needed to generate those thousand tweets,
giving us a window of time that we could then compare to the percentages of re-tweets,
replies and original tweets. Lower percentages appeared to correlate with larger win-
dows of time, or in other words, lower activity levels on twitter. Figure 3 depicts the
total number of audiences as the number of followers and the percentages of re-tweets
and replies for the past one thousand tweets increased. In Fig. 4 the number of follow-
ers is compared to the number of followers with over nine thousand followers of their
own. High levels of high influence followers appeared to correlate with large overall
audiences.

Our result show the fact that influencers spent disproportionate amounts of time re-
tweeting and replying to other high influence individuals. Taking the data from both
the followers() function and the last1000tweets() function, the sum of the number of
re-tweets and replies that mentioned followers with over nine thousand followers of
their own was calculates. The percentage of high influence followers was then com-
pared to how often they were mentioned in re-tweets and replies, showing that they
received extremely disproportionate amounts of attention from their fellow influencers.
We observed when for an approximate number of samples 11492, only 1.9% are influ-
encers and for total re-tweets/replies is 66, there are 22.73% influencers. In order to
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gain a better understanding of how this mechanism works, we can turn to a popular
example in another forms of media: radio talk-shows. People listen to talk-shows with-
out the expectation that the radio hosts will try to engage with them directly; in fact
there is likely a very small minority of talk show listeners who bother to call in when
given the opportunity. They do, however, expect relatable dialogue, sort of an obser-
vational version of the “bikeshedding” rule [11], where people prefer to discuss (or in
this case, observe conversations about) subjects with which they are familiar. A similar
trend can happen with other digital media such as Youtube videos (particularly videos
like Let’s Plays of team based games), and podcasts. Twitter can be used in a similar
manner, effectively dividing the Twitter network into three pieces: the group that uses
Twitter as a sort of performance platform, the group which watches the performance,
and the relatively small group that uses it for actual personal relationships and commu-
nication. Just like those other forms of entertainment, then, the group of performers may
not define themselves as a community by replying and re-tweeting with each other, and
discussing the various subjects they find interesting, but the audience who watches them
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is not particularly bound by any group boundaries. This aspect of Twitter would explain
why communities are so hard to define on the network, since the groups performing for
the benefit of the others don’t actually try to draw hard, exclusive boundaries to their
audiences. They want to extend the limits as far as possible, and audiences are fluid
between the communities they observe.

In other words, an observer could watch any groups they choose, becoming a mem-
ber of an audience that doesn’t participate in the community any more than someone
listening on the radio. Similarly, the performers don’t have to try and form thousands
of relationships with their audience; they only have to connect to the other perform-
ers who can help them have engaging conversations for the benefit of their audience.
Twitter provides two public APIs, a streaming API and a REST API, specified in the
Twitter developer documentation to provide programmatic access to Twitter function
and data [15]. When logged into Twitter, a user can export his own data, or view it on
a Dashboard within the developer area of the application. To do so, each user creates
its own “Twitter App”, associated with its unique Twitter ID. That provides the API
with user authentication to perform searches. For example, Twitter uses a user’s app to
refine all the data that he has access to within the app, and provides that same access
outside of the application. The Twitter REST API offers a broad set of capabilities of
GET and POST capabilities, which most are functions that users would use as normal
usage within Twitter. However, there are some that can be used to extract data to use to
characterize interaction within a group of users. Calls to the API are allowed through
use of Twitter applications (based on a single user’s authentication) from the command
line or the Twitter console. The application has a number of functions that would be
useful, although they are constrained by Twitter’s rate limits.

Although Twitter offers open access to their data, they enforce rate limits on calls
using the REST API, in order to manage resources, and to protect them from abuse. As
an alternative, they offer streaming APIs that provide real-time streaming of Twitter’s
data for use in other applications. For our purposes, we needed the REST API to make
calls to get historical Twitter data for various users. For each of the user we identified in
our community, we could retrieve basic aggregate user information to use to character-
ize their usage of Twitter. This gave us a starting point for comparing influence across
the group of users. The size of the followings of many of the twitter users in our com-
munity fell just under the REST API limits, meaning we could also retrieve all of their
followers data, up to about 20,000 followers. For a single user, we could also extract
data to identify patterns of usage, like frequency and type of tweet. In our effort to try
to “predict the next tweet”, we first identified an established community of users with
extensive mutual relationships. From them, we can observe and characterize the mem-
bers patterns of interaction. Using user-related data from the Twitter API, we identified
a set of three distinct user types (Expert, Active, Passive) that emerged within the group
based on the scale of their followings and their average level of activity. Expert users
have Ng > 10000, NF—FW > 100 : 1, Njjsreq > 1000, and Ny > 1 per day. Active users have

1000 < Ng < 10000, A]/\‘;—FW > 10: 1, Njigreq > 100 and Ny > 1 per day. Passive users have

Nrp < 100, NF—FW < 0:1, Njigtea > 0 and Ny < 1 per day.
The next piece is to characterize the nature of the Tweets themselves, and use that
to try to predict where the next tweet will come from. The Twitter API includes a tweet
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object containing the original message, time and date it was created, and its creator. The
data is prefaced with “RT” in the case of a retweet, and an “@Username” for replies.
The Tweet object is updated data during its life-cycle to indicate how many times it has
been retweeted or favorited. A look at a user’s timeline of recent tweets reveals their
rate of activity, as well of the type of tweet. The frequency of their tweets plus the type
of tweet tells us how and when they are using Twitter. By looking at the patterns for
our user types, we can see how influence is established. Patterns of past activity, plus
our measurement of influence gives us information to predict where the next tweets
are likely to come from. For our Expert users, their timeline is a collection of tweets,
retweets and replies in a short period of time. They engage in constant passing con-
versation with their counterparts in the community (replies), while being available for
immediate response to trending topics (retweets). This sustains their following, so that
when they have a professional announcement to make, their audience is already gath-
ered and engaged, and thus more likely to pay attention to it (original tweets). For our
Active users, their timeline reveals a slightly different pattern of behavior. They are in
the process of building a following, so their activity has more retweets than original
tweets or replies. They may be increasing their followings by engaging with trending
topics, participating with others who re-tweet messages that catch their attention. Reg-
ular patterns of this result in increasing direct engagement with other users available at
the same time, who respond to similar messages.

For our Passive users, the timeline has far less activity. Their activity is not daily,
but weekly or less. Without the retweet and reply activity, their timeline includes more
original tweets, but stretched out over a long period of time. A look at their user data,
however, reveals a higher level of favorites, suggesting that they are engaging by reading
tweets and favoriting as a means of engagement. Table 2 depicts user data and nature
of Tweets on Twitter. After calculating influence for each of the 10,261 users in the
set, we assigned the type based on our thresholds, producing the following distribution:
0.68% of users are Expert, 6.21% are Active and 93.11% are Passive. Our thresholds
were established to identify patterns of increasing influence through Twitter usage, for
professional purposes. As users spend time on Twitter, the natural result is to follow,
and be followed by others with similar interest. For users with a more specific purpose,
active engagement will result in opportunities for greater influence beyond just a higher
number of followers. They are more likely to be added to “Lists”, created by other
users to identify users whose content they are most interested in viewing. They are also
likely to engage more directly with other users, expressed by a higher average number
of Tweets, original, retweets and replies. Twitter’s algorithm prioritizes the tweets into
user feeds by previous “engagement and attention” as it is also described in [12]. The
combination of higher levels of those characteristics reflects a pattern of usage that
results in gathering influence over a larger following over a period of time.

We expected that users with the highest calculated Influence would also be char-
acterized as Expert based on our thresholds. We looked at the top 1% most influential
users in our dataset, and found that only half of them were actually Expert users. The top
1% users in our set have each accumulated a very high number of followers (most have
10,000+), resulting in their relatively higher influence calculation. Some have built their
following through deliberate active engagement on Twitter. However, some accounts
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Table 2. User data and nature of Tweets on Twitter

Followers | Following | Followers/ |Listed | Tweets | Avg. Tweets
Followings per year

Expert | 86870409 | 63630383 | 137.8057609 | 222822 | 15441 | 1544.1
Expert | 14083103 762 | 18481.76247 | 37478 | 9844 | 2461
Expert | 7181423 51 | 140812.2157 | 44450 | 5304 | 663
Expert | 3663900 165 |22205.45455 | 26177 | 3316 |368.4444444
Expert 118792 429 |276.9044289 | 5275 115749 | 12861
Active 284417 4227 | 67.28578188 | 7438 |28810 | 2881
Active 216700 4012 | 54.01296112 | 4214 | 20918 | 2614.75
Active 67825 3314 1 20.46620398 | 2059 | 57123 | 6347
Active 64618 2445 |26.42862986 | 3400 209319 | 26164.875
Active 48548 795 | 61.06666667 | 1262 | 32964 | 4120.5
Passive 659 62 |10.62903226 65 | 1807 | 301.1666667
Passive 646 99 | 6.525252525 37 | 5826 | 832.2857143
Passive 594 203 | 2.926108374 28 | 2286 |457.2
Passive 574 325 | 1.766153846 39 | 7037 | 1005.285714

have simply run up a high number of followers by fame. Several accounts that could be
bots are noticeable, shedding light on the reality that bots could account for 9-15% of
all active Twitter accounts as it is also described in [3]. These accounts may have a high
number of followers, but they don’t engage in the style of engagement that meets our
thresholds for Expert users.

5 Conclusion and Future Work

Each type of user seems to play a necessary role to form a recognizable community.
The Expert members are mutually agreed upon, as evidenced by their large followings,
and the large number of followers who have added them to a list. They are most likely
to post replies and original tweets, and are unlikely to re-tweet. Active members keep
the conversation going, as evidenced by their strong followings. They are more likely
than the other types to re-tweet. Passive members, the largest group, participate by
liking (Favorite) tweets that they consume, encouraging experts and active members to
continue their actions, and sustaining the boundaries of the group. Interaction with a
large number of followers or followings might contribute to user’s tendency to engage
in behavior they might otherwise avoid. Perhaps there is a number where they begin to
feel like they are acting “anonymously”. This could be extended to analyze the ways
people commonly use Twitter, comparing narrow uses (like micro-blogging) to broader
uses (business and promotion), all inside one application.
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Abstract. In this paper we evaluate the performance of Epidemic,
Spray and Wait and their versions with congestion control and Epidemic
with TCP for Random Waypoint (RWP) and Steady State Random Way-
point (SSRWP) mobility models. For performance evaluation, we used
delivery ratio, hop count, average delay and average buffer occupancy
metrics. Simulations are conducted using NS3 simulator. The simulation
results show that the network performance is better for SSRWP mobility
model.

1 Introduction

Delay Tolerant Networks (DTNs) enable communication where connectivity
issues like sparse connectivity, intermittent connectivity, high latency, long delay,
high error rates, asymmetric data rate, and no end-to-end connectivity exists.
In order to handle disconnections and long delays, DTNs use store-carry-and-
forward approach.

In DTNs multiple copy routing protocols are mostly used. Multiple copies
can lead to congestion in networks that are typically characterized by scarce
resources, so a message deletion policy must be used for multi copy routing
schemes. These schemes can use the acknowledgement method to remove the
useless bundles from the network, preventing the nodes from the buffer overflow
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problem and avoid transfer of useless message replicas thus relaxing the resources
of the nodes.

Combining routing with a congestion control scheme would manage better
nodes buffer. In this work, we use the congestion control mechanism for DTNs
proposed in [1,2]. This mechanism locally advertises a node’s buffer occupancy to
adjacent nodes based upon which latter can take local decisions and avoid send-
ing messages to nodes whose buffers are nearly full. Congestion control mecha-
nism enables to maximize resource utilization when resources are available.

In this paper, we investigate and compare the performance of Epidemic,
Spray and Wait and their versions with congestion control and Epidemic with
TCP when Random Waypoint (RWP) and Steady State Random Waypoint
(SSRWP) mobility models are used. The performance evaluation metrics are:
delivery ratio, hop count, average delay and average buffer occupancy. For the
simulations, we use NS3 simulator [3].

The remainder of this paper is as follows. Section 2 give a short introduction
to DTN and routing protocols. The simulation system design is presented in
Sect. 3. In Sect. 4 are shown the simulation results. Finally, the conclusions and
future work are presented in Sect. 5.

2 DTNs and Routing Protocols

2.1 DTN Overview

DTN are occasionally connected networks, characterized by the absence of a
continuous path between the source and destination [4,5]. The data can be
transmitted by storing them at nodes and forwarding them later when a link
is established. This technique is called message switching. Eventually the data
will be relayed to the destination. DTN is the “challenged computer network”
approach that is originally designed from the Interplanetary Internet, and the
data transmission is based upon the store-carry-and-forward protocol for the
sake of carrying data packets under a poor network environment such as space
[4]. Different copies of the same bundle can be routed independently to increase
security and robustness, thus improving the delivery probability and reducing
the delivery delay. However, such approach increases the contention for network
resources (e.g., bandwidth and storage), potentially leading to poor overall net-
work performance.

In [6], authors have studied this model and found that it can provide sub-
stantial capacity at little cost, and that the use of a DTN model often doubles
that capacity compared with a traditional end-to-end model. The main assump-
tion in the Internet that DTNs seek to relax is that an end-to-end path between
a source and a destination exists for the entire duration of a communication
session. When this is not the case, the normal Internet protocols fails. DTNs get
around the lack of end-to-end connectivity with an architecture that is based on
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message switching. It is also intended to tolerate links with low reliability and
large delays. The architecture is specified in RFC 4838 [7].

Bundle protocol has been designed as an implementation of the DTN archi-
tecture. A bundle is a basic data unit of the DTN bundle protocol. Each bundle
comprises a sequence of two or more blocks of protocol data, which serve for
various purposes. In poor conditions, bundle protocol works on the application
layer of some number of constituent Internet, forming a store-and-forward over-
lay network to provide its services. The bundle protocol is specified in RFC 5050.
It is responsible for accepting messages from the application and sending them
as one or more bundles via store-carry-and-forward operations to the destination
DTN node. The bundle protocol runs above the TCP/IP level.

2.2 Routing Protocols

In order to handle disconnections and long delays in sparse network scenarios,
DTN uses store-carry-and-forward approach. A network node stores a bundle and
waits for a future opportunistic connection. When the connection is established,
the bundle is forwarded to an intermediate node, according to a hop-by-hop for-
warding /routing scheme. This process is repeated and the bundle will be relayed
hop-by-hop until reaching the destination node. A number of different routing
protocols have been proposed for DTNs. Most of the routing protocols create
multiple copies of the bundle in order to increase the probability of reaching the
destination. In [8-16] authors deal with routing in DTNs. In this work, we will
use two widely applicable DTN routing protocols Epidemic [17] and Spray and
Wait [18].

Epidemic routing protocol: Epidemic [17] is a protocol that is basically a
flooding mechanism. Each message spreads like a disease in a population without
priority and without limit. When two nodes encounter each other they exchange
a list of message IDs and compare those IDs to decide which message is not
already in storage in the other node. The next phase is a check of available
buffer storage space, with the message being forwarded if the other node has
space in its buffer storage. The main goals of this protocol are: maximize the
delivery ratio, minimize the latency and minimize the total resources consumed
in message delivery. It is especially useful when there is lack of information
regarding network topology and nodes mobility patterns.

Spray and Wait routing protocol: Spray and Wait [18], is a routing protocol
that attempts to gain the delivery ratio benefits of replication-based routing as
well as the low resource utilization benefits of forwarding-based routing. The
Spray and Wait protocol is composed of two phases: the spray phase and the
wait phase. When a new message is created in the system, a number L is attached
to that message indicating the maximum allowable copies of the message in the
network. During the spray phase, the source of the message is responsible for
“spraying”, or delivery, one copy to L distinct “relays”. When a relay receives
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the copy, it enters the wait phase, where the relay simply holds that particular
message until the destination is encountered directly.

3 Simulation System Design

3.1 NS3

The detailed simulation model is based on NS-3 (ver-3.26) [3]. The NS3 simula-
tor is developed and distributed completely in the C++ programming language,
because it better facilitated the inclusion of C-based implementation code. The
NS3 architecture is similar to Linux computers, with internal interface and appli-
cation interfaces such as network interfaces, device drivers and sockets. The goals
of NS3 are set very high: to create a new network simulator aligned with modern
research needs and develop it in an open source community. Users of NS3 are
free to write their simulation scripts as either C++ main() programs or Python
programs. The NS3’s low-level API is oriented towards the power-user but more
accessible “helper” APIs are overlaid on top of the low-level API.

In order to achieve scalability of a very large number of simulated network
elements, the NS3 simulation tools also support distributed simulation. The NS3
support standardized output formats for trace data, such as the pcap format used
by network packet analyzing, tools such as TCPdump, and a standardized input
format such as importing mobility trace files from NS2 [19].

The NS3 simulator has models for all network elements that comprise a
computer network. For example, network devices represent the physical device
that connects a node to the communication channel. This might be a simple
Ethernet network interface card, or a more complex wireless IEEE 802.11 device.

3.2 Simulated Scenarios

We created two different simulation scenarios: in the first scenario is used RWP
mobility model and in the second one SSRWP. In both scenarios the network
consist of 100 nodes, the simulation area is 2,5km x 2,5km and the simulation
time is 1800s. Destination nodes generate return receipts to the source node
and they are used as antipackets. Antipackets delete the bundle copies in the
buffer in order to make free space. Antipackets have a lifetime of 1000s, a size
of 10 Bytes and a 26 bytes header.

For both scenarios we evaluate the performance of Epidemic and Spray and
Wait protocols and their versions with congestion control (congestion thresh-
old 0.7) and also use epidemic with TCP. A bundle can be generated only if
the node has sufficient amount of free buffer space. DTN nodes advertise their
buffer content to each other every 100 ms by sending Hello messages. Moreover,
if DTN congestion control is enabled, a bundle can be forwarded only to such
intermediate nodes that have enough free buffer space.

RWP model is a commonly used mobility model for simulations of wireless
communication networks. Basically, in RWP every node picks up a random desti-
nation and a random velocity at certain points called waypoints. This model has
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been extended in a number of ways in order to take into account more realistic
movements.

SSRWP model [20,21] is based on RWP model for case when speed, pause
and position are uniformly distributed random variables. The difference is that
the initial values of these parameters are not from uniform distribution but from
stationary distribution of RWM model.

We use the following performance metrics are used: delivery ratio, hop count,
average delay and average buffer occupancy.

e Delivery ratio is the ratio of number of delivered messages to that of created
messages.

e Average delay is the average time elapsed from the creation of the messages
at source to their successful delivery to the destination.

e Hop count is the average number of hops counts between the source and
the destination node of bundles.

e Average buffer occupancy is the average amount of bytes stored in the
buffer nodes.

4 Simulation Results

The simulation results of delivery ratio for RWP and SSRWP model are shown
in Fig.1. Under the same simulation conditions SSRWP has higher delivery
ratio compared with RWP mobility model. This is related with the probabilistic
distribution with steady state for the initial node position and speed, because
SSRWP uses different distribution from RWP (RWP uses uniform distribution).
In SSRWP an initial time for setting them is not needed before the simulations.
When SSRWP is used the network created will be more stable, more contacts
between nodes can occur and more bundles can be delivered. The decrease of
delivery ratio for epidemic with TCP shows that SSRWP is better for one direc-
tional communications rather than two directional communication. Congestion
control improves the delivery ratio for both protocols because bundles are not
generated if the buffers are full.

In Fig. 2 are shown the results of the average delay. Decrease of average delay
for SSRWP shows that SSRWP performs better than RWP. For spray and wait
and epidemic with and without congestion control the delays are almost the
same. For epidemic with TCP, the delay is higher because of acks.

The results for hop count are shown in Fig. 3. Hop count is almost the same
for both scenarios because the number of nodes is the same. Epidemic proto-
col will have higher hop count because it make use of more network resources
(intermediate nodes) compared with spray and wait.

In Fig.4 are shown the results for average buffer occupancy. For SSRWP,
we can see a decrease of buffer occupancy for all protocols. If we have a node
“a” that have met before node “b” than it has more chances to meet it again
compared with RWP. In the encounters after the first time, nodes exchange also
antipackets that delete duplicated bundles from the buffers. The importance of
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congestion control is that it controls the buffers from being full. The usage of
congestion control and the good management of buffers helps in better delivery
ratio. For epidemic with TCP, the buffer occupancy is higher than spray and
wait because more packets are created.
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5 Conclusions

In this paper, we evaluated and compared the performance of SSRWP and RWP
mobility models for Epidemic, Spray and Wait and their versions with congestion
control and Epidemic with TCP. The performance study showed the following
results.

e When SSRWP is used the network will be more stable, more contacts between
nodes can occur and more bundles can be delivered compared with RWP.
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Congestion control improves the delivery ratio for both protocols because
bundles are not generated if the buffers are full.

For epidemic with TCP the delay is higher for both scenarios because of acks
used.

The importance of congestion control is that it controls the buffers from being
full. The usage of congestion control and the good management of buffers
helps in better delivery ratio.

In the future, we would like to make extensive simulations to evaluate the

performance of different routing protocols considering different scenarios and
parameters.
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Abstract. In the smart grid (SG) users in residential sector adopt var-
ious load scheduling methods to manage their consumption behavior
with specific objectives. In this paper, we focus on the problem of load
scheduling under utility and rooftop photovoltaic (PV) units. We adopt
genetic algorithm (GA), binary particle swarm optimization (BPSO),
wind driven optimization (WDO), and proposed genetic wind driven
optimization (GWDO) algorithm to schedule the operation of interrupt-
ible appliances (IA) and non interruptible appliances (Non-IA) in order
to reduce electricity cost and peak to average ratio (PAR). For energy
pricing combined real time pricing (RTP) and inclined block rate (IBR)
is used because in case of only RTP their is possibility of building peaks
during off peak hours that may damage the entire power system. The pro-
posed algorithm shift load from peak consumption hours to off peak hours
and to hours with high generation from rooftop PV units. For practical
consideration, we also take into consideration pricing scheme, rooftop
PV units, and ESS in our system model, and analyze their impacts
on electricity cost and PAR. Simulation results show that our proposed
scheduling algorithm can affectively reflect and affect users consumption
behavior and achieve the optimal electricity cost and PAR.

1 Introduction

The energy demand in the world drastically increases day by day and fossil
fuels are limited and being exhausted. So smart grid (SG) emerged as a smart
solution, that accommodate fossil fuels generation, renewable energy (RE) gen-
eration, and hybrid generation. Therefore it is important to increase utilization
of RE sources (RESs) because of environmental issues and need to reduce car-
bon emission. Regulatory body passed renewable portfolio standard to increase
production from RESs. Under renewable portfolio standard the utility company
and energy providers in the U.S. and the U.K. to serve some the consumers load
with RESs [1,2].

Demand side management is the utility program to balance the users sto-
chastic demand with utility generation in order to avoid capital investment on
© Springer International Publishing AG 2018
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more energy generation. In demand side management, various pricing mecha-
nisms and demand response (DR) programs are employed by utility company
to efficiently manage consumption behaviour and reshape demand of users. The
time of use (ToU) pricing tariff have three pricing tariffs in a day to motivate
consumers to shift their load from on peak demand hours to off peak hours.
Critical peak pricing (CPP) designated to critical peak hours having high price.
Real time pricing (RTP) designated to hourly varying pricing scheme [3].

Residential load scheduling has attracted significant attention, however, an
important challenge for residential load scheduling is that users are unable to
respond to the price incentives. To handle this problem authors in literature
proposed many solution. References [8-16] schedule residential load using opti-
mization techniques in order to reduce the electricity bill. In addition, to load
scheduling of consumers in response to fluctuating pricing schemes, the con-
sumers installed rooftop photovoltaic (PV) units and energy storage systems
(ESS) in order to efficiently balance load with the generation, reduce carbon
emission, and reduce electricity cost.

In this paper, we present energy management of a home that produce and
consume electrical energy. The house is equipped with PV units, ESS, and a
set of electrical appliances that consume electrical energy from PV units and
utility according to user preference. The household optimizes their energy con-
sumption behavior in order to reduce its electricity bill. Moreover, we develop
genetic wind driven optimization (GWDO) algorithm for load scheduling under
combined RTP and inclined block rate (IBR) environment to reduce electricity
cost and peak to average (PAR). Our proposed scheduling algorithm can effec-
tively improve economical efficiency of residential consumption under utility and
rooftop PV units and help consumers to save expenditure and reduce PAR.

The rest of the paper is organized as follows. Related work and motivation
is presented in Sect. 2. In Sect. 3, system model is introduced. Section 4 includes
simulation and discussion, and Sect. 5 concludes the paper.

2 Related Work and Motivation

In order to optimally cope the gape between demand and supply numerus tech-
niques and RESs integration are addressed in literature by authors. Authors in
[7], presented demand side energy consumption scheduling in presence of PAR
constraint and users preference in order to reduce the cost. Moreover, they intro-
duce multi objective optimization techniques which minimize cost and inconve-
nience posed to users. They use distributed algorithm for solving initial and multi
objective optimization problem. However, RESs integration are not addressed by
the authors.

The authors implemented electricity storage and appliances scheduling
schemes in [8] for residential sector in order to reduce electricity cost. The stor-
age system allows consumers to purchase electricity at off peak times and satisfy
its demand through storage during on peak times. However, the uncoordinated
charging and discharging of batteries results discomfort to users. The authors
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proposed smart home energy management system for joint scheduling of electri-
cal and thermal appliances [9]. The controller receive price information and envi-
ronment data in order to optimally schedule appliances to reduce cost. However,
the authors achieved economical solution at cost of users comfort. The authors
used intelligent decision support systems under generic and flexible cost model
for load scheduling in [10] to reduce the peaks and enhance the power system
efficiency. However, the authors reduced the peaks and cost while user comfort
is comprised. The authors in [11], proposed joint access and load scheduling
under DR schemes in order to reduce cost. However, PAR is increased while
reducing the cost. Authors proposed in [12], residential load control algorithm
for demand side management under combined RTP and IBR pricing scheme in
order to reduce the electricity bill and PAR. However, the authors reduced peaks
in demand while user comfort is minimized. The authors presented prosumers
demand side management in order to encourage consumers not only to take
part in generation but also in efficient load scheduling [13]. The smart sched-
uler schedules house hold appliances under utility and distributed generation
to reduce electricity cost. However, peaks in consumption are emerged while
reducing electricity cost this may damage the entire power system.

The authors proposed optimal scheduling method in [14] for distributed gen-
erations, battery ESS, tap transformer, and controllable loads for SG application.
They use BPSO technique to solve optimization problem and proved by simu-
lation that total system losses are minimized battery ESS size are considerably
reduced. However, the system objectives are achieved at cost system complex-
ity. The authors in [15], proposed two market models in order to cope the gape
between demand and supply. In [16], authors proposed novel appliances commit-
ment algorithm to optimally schedules appliances under operational constraints
and economical consideration in order to maximize comfort and reduce cost.
However, peaks may emerge while reducing cost because most users start oper-
ation during off peak timeslots.

3 System Model

We consider a smart power system with a single utility company and serval users.
Each user is equipped with RESs, such as rooftop PV units. The energy demand
of users are fulfilled by their local RE generation and power imported from utility
company. Furthermore, the home energy management control system (HEMCS)
comprises of EMCU, appliances, smart meter, and inverter. We assume that
each home is equipped with smart meter which is connected to EMCU for load
scheduling and adjusting energy consumption. We divided the scheduling time
horizon into T}, timeslots, where T}, = {1,2,3, ........ ,120}.

We classify the appliances on basis of their operation and demand require-
ments as, interruptible appliances (IA), non-interruptible appliances (Non-IA),
and must run appliances (MR-A). The operation of IA can be delayed or inter-
rupted by EMCU if required. In addition, TA completes its operation in disjoint
time interval and the interruption of operation does not impact completion of
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the task. For Non-IA, cannot be interrupted, shifted, and shutdown during oper-
ation until to completion, it is only possible to delay its operation. On the other
hand, MR-A are refrigerator, air conditioner, and dispenser, these appliances
are price inelastic because refrigerator and dispenser need to be on at all times
during the day.

We consider RTP method combined with IBR for electricity pricing because
in case of only RTP there is a possibility of building peaks during off peak
timeslots.

To take the benefit from solar energy, we integrate rooftop PV units with
households to optimally schedule household appliances in order to reduce elec-
tricity cost, PAR, and carbon emission. The output power of PV units is calcu-
lated as [5]

EPV(t) =PV APV I.(t).(1 — 0.005(T(t) — 25)) V t (1)

where V" is the percentage energy efficiency of PV unit, A"V is the area of
PV units in (m?), Ir(t) is the solar irradiance (kW/m?) at time ¢, 0.005 is
temperature correction factor [6], the outdoor temperature (°C) at time ¢ and
25 is standard room temperature (°C).

To cope the gap between the demand and supply, we assume that each user
is equipped with PV units and ESS. If the harvested energy is surplus or off peak
hours the energy is stored in ESS. If the harvested energy is deficient then all
harvested energy is used to serve the load. The energy stored in ESS is calculated
by the following formula [5]

Kk . EPPh (1)
EESS(t) = EESS(t — ].) + K . ,',]ESS . EPCh(t) — W (2)
where EF99(t) is the stored energy at timeslot ¢ while taking into account energy
charged, discharged, and self discharging rate. And 779 is the efficiency of ESS,
energy taken from rooftop PV units to charge ESS is EP"(t), and EPPe(t)
is the energy discharged from ESS to serve the load at timeslot t.

EP"(t) < EPF (3)
EPP"(t) < EPLS" (4)
EESS(t) < EESS,S}EL} (5)

where EPSE is the upper limit of charging ESS, EPPS" is the lower limit of

ESS.C
E U

discharge and ]}3 is the upper limit of the stored energy.

4 Simulation Results and Discussion

In this section, simulations results and discussions are presented in order to
evaluate the performance of demand side management under the RESs such as
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Table 1. Description of appliances

Category SA OTS | Power rating (KW)
Must run appliances Air conditioner 75 1.5

Water cooler 70 1

Refrigerator 60 0.5
Interruptible appliances Washing machine |40 |0.7

Clothes dryer 40 2

Water motor 36 0.8
Non-interruptible appliances | Electric kettle 20 1.5

Electric iron 30 1.8

Oven 25 2

rooftop PV units. In our simulation settings the scheduling time horizon 24 h
is divided into 120 timeslots. We compare our proposed algorithm GWDO with
other heuristic algorithms such as, GA, BPSO, WDO to validate the effectiveness
of our proposed algorithm. We consider a single home in residential sector under
utility and rooftop PV units having IA, Non-TA, and MR-A. The description
of the appliances are listed in Table 1. For electricity pricing, we adopt RTP
method combined IBR. The RTP signal is MISO daily electricity pricing tariff
taken from FERC is shown in Fig. 1 and the normalized form of solar irradiance
and temperature data obtain from METEONORM 6.1 for Islamabad region of
Pakistan is presented in Figs. 2 and 3. The PV units generate electricity, depends
on solar irradiance, ambient temperature, efficiency of PV units, and effective
area of PV units. When ESS is fully charged, then it is utilized later during on
peak hours in order to reduce the electricity cost and PAR.

30

—— RTP pricing

251

Cost (cents)
—_ %)
[ (=]

S

10 20 30 40 50 60 70 80 90 100 110 120
Timeslots

Fig. 1. RTP profile
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Forecasted ambient temprature

Temprature (C)
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Fig. 2. Forecasted temperature profile
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Fig. 3. Solar irradiance profile

4.1 Energy Consumption Behavior of Appliances

The load scheduled based on (GA, BPSO, WDO, GWDO) and unscheduled
without RESs and ESS is shown in Fig. 4. The unscheduled load of users without
RESs and ESS have consumption peaks of 9.1 KWh at timeslot 90, 8.90 KWh
during timeslots 91 to 93, 8 KWh during timeslots 81 to 83, 7.8 KWh during
timeslots 94 to 106, and 6 KWh during timeslots 107 to 111. The scheduled load
based on GA of users have peak energy consumption of 6.1 KWh at timeslot
1 to 2, 6 KWh at timeslots 11 and 25. The percent decrement of peak power
consumption in case of GA as compared to unscheduled is 32.96%. The BPSO
based scheduling of users have peak energy consumption of 6.2 KWh at timeslot
42 and 59 and 6.1 KWh at timeslot 40 to 41. The peak energy consumption of
BPSO is 31.86% less than as compared to unscheduled case. In case of WDO
based scheduling the peak energy consumption of 6.05 KWh at timeslot 59 and
5.8 KWh at timeslot 51 and 85. WDO based scheduling have moderate energy
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consumption in the remaining timeslots. The percent decrement in peak power
consumption in case of WDO is 33.51% as compared to unscheduled.

Our proposed GWDO technique based scheduling peak energy consumption
of 5.9 KWh at timeslots 1, 2 and 106. The percent decrement of GWDO is 35.16%
as compared to unscheduled. The load scheduled based on (GA, BPSO, WDO)
and unscheduled with RESs is shown in Fig.5. The peak energy consumption
of scheduled load based on GA, BPSO, WDO, GWDO, and unscheduled are
6.1 KWh at timeslot 1 to 2, 5.6 KWh at timeslot 28 to 29, 5.5 KWh at timeslots
6 to 7, 5.8 KWh at timeslots 1 and 103, and 8.1 KWh at timeslots 91 to 95,
respectively. The percent decrement of heuristic techinques (GA, BPSO, WDO,
GWDO,) as compared to unscheduled are 24.69%, 30.86%, 32%, 28.39%, are
respectively. Our proposed scheme GWDO over all profile load with RES is
better as compared to other heuristic techniques (GA, BPSO, WDO).

The unscheduled load and scheduled load based on (GA, BPSO, WDO,
GWDO) with RESs and ESS is shown in Fig. 6. Our proposed scheme GWDO
over all load profile with RESs and ESS is best among the other heuristic tech-
niques (GA, BPSO, WDO) and unscheduled as clear from Fig. 6.

4.2 Electricity Cost per Timeslot Analysis

The electricity cost of scheduled load based on (GA, BPSO, WDO, GWDO)
and unscheduled load without RESs and ESS is shown in Fig.7. The maxi-
mum electricity cost per timeslot of scheduled load based on GA, BPSO, WDO,
GWDO, and unscheduled load are, 0.9 cents/KWh at timeslot 31, 0.6 cents/KWh
at timeslot 43 and 58, 0.55 cents/KWh at timeslot 57, .49 cents/KWh at timeslot
1 and 103 and 2.1 cents/KWh at timeslots 88 and 89. As clear from Fig. 7 that
our proposed scheme GWDO has most stable and optimal electricity cost profile
as compared to other heuristic algorithm and unscheduled.

The electricity cost of scheduled load and unscheduled load with RESs is
shown in Fig. 8. The maximum electricity cost of unscheduled load with RESs
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Fig. 4. Energy consumption without Fig. 5. Energy consumption with RESs

RESs and ESS
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is 1.8cents/KWh at timeslot 91 to 93, 1.7cents/KWh at timeslot 89 to 91,
1.65 cents/KWh at timeslots 97 and 98, and 1.4 cents/KWh at timeslots 99 to
102 because the users do more activities in these timeslots, so therefore, energy
consumption in these timeslots is high which results high electricity cost. GA
based scheduled load has maximum electricity cost 0.8 cents/KWh at timeslot
91, 0.7 cents/KWh at timeslots 16 to 21 and 29 to 31 because the energy con-
sumption at these timeslots is maximum. The BPSO based scheduled load has
maximum electricity cost of 0.9 cents/KWh at timeslot 43, 0.85 cents/KWh at
timeslots 41, and 0.7 cents/KWh at timeslots 35 and 36 due to high energy
consumption at these timeslots. The WDO based scheduled load has maximum
electricity cost of 0.9 cents/KWh at timeslot 93 and 0.75 cents/KWh at timeslots
31, 32, 89, and 90 because in this scenario energy consumption is high in these
timeslots. Our proposed scheme GWDO is better than other heuristic techniques
(GA, BPSO, WDO) in terms of electricity cost as shown in Fig. 8.

The comparative analysis of scheduled load based on (GA, BPSO, WDO,
GWDO) and unscheduled load with RESs and ESS in terms of electricity cost
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is shown in Fig. 9. The simulation results show that GWDO has most suitable,
stable, and optimal profile as compared to unscheduled load and other heuristic
techniques (GA, BPSO, WDO) in terms of electricity cost (Figs. 10, 11 and 12).
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4.3 PAR Analysis

The PAR of scheduled load using (GA, BPSO, WDO, GWDO) and unscheduled
without RESs and ESS is shown in Fig. 13. The EMCU based on all these algo-
rithms are designed to avoid the peaks which results reduction in the PAR. The
GA, BPSO, WDO, and GWDO reduce the PAR as compared to unscheduled
case by 8.3%, 16.5%, 20.8%, and 29.1%, respectively. The percent decrement of
GWDO is more as compared to the other heuristic techniques which ensures that
our proposed scheme outperform than other heuristic techniques. This reduction
in PAR provide benefits to utility and consumers interms of power system sta-
bility and electricity bill savings, respectively.
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The PAR of scheduled load using (GA, BPSO, WDO, GWDO) and unsched-
uled with RESs is shown in Fig. 14. The simulation results show that with incor-
poration of RESs our proposed algorithm GWDO reduces the PAR by 30% as
compared to unscheduled load case. Moreover, our proposed algorithm tackle the
problem of peak formation and optimally shifts the load from on peak timeslots
to off peak timeslots.

The PAR of scheduled load based on (GA, BPSO, WDO, GWDO) and
unscheduled with RESs is shown in Fig. 15. Results show that the integration
of RESs reduces the PAR by 30% and after incorporating the ESS as well, the
PAR is reduced by 35.4%. This reduction in PAR not only enhances the stabil-
ity and reliability of the power system but also reduces the electricity bill of the
consumers.
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Fig. 14. Total cost PAR with RESs Fig. 15. Total cost with RESs and ESS

4.4 Total Cost Analysis

The aggregated cost analysis of scheduled load without RESs is shown in Fig. 13.
The heuristic techniques GA, BPSO, WDO, and our proposed GWDO reduces
the electricity cost by 4.2%, 15.49%, 18.3%, and 22.5%, respectively. The percent
decrement in case of our proposed GWDO is more as compared to unscheduled
and scheduled load using heuristic techniques (GA, BPSO, WDO).

The aggregated cost analysis of scheduled load with RESs is shown in Fig. 14.
The percent decrement of our proposed GWDO technique is 47.7% as compared
to unscheduled because it employees the crossover and mutation steps of GA
on best values rather than on random values. So our scheme outperform as
compared to other heuristic techniques such as GA, BPSO, and WDO.

The aggregated cost with RESs and ESS of scheduled load and unscheduled
load is shown in Fig.15. The percent decrement of our proposed scheme with
incorporation of RESs and ESS are more as compared to without RESs and with
RESs. So our scheme is beneficial for consumers in order to reduce their cost.
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5 Conclusion

In this paper, we adopt GA, BPSO, WDO, and proposed GWDO algorithm
for residential load scheduling under utility and rooftop PV units. The main
idea is to encourage consumers to take part in RE generation and efficient load
scheduling in order to reduce electricity cost. We used combined RTP and IBR
to avoid building of peaks during off peak hours because that damage the entire
power system. The proposed algorithm aimed to reduce the electricity cost and
PAR. Simulation results evidenced that our proposed system model for home
energy management significantly reduce electricity cost and PAR.
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Abstract. In the residential area, high electricity demand of power-
consuming household tasks has become a crucial issue. Thus, the key
objectives of home energy management system (HEMS) are scheduling
power-consuming household tasks to minimize electricity cost and max-
imize consumer’s comfort. The many utilities offer residential demand
response (DR) program to shift residential customer electricity con-
sumption during the peak time period to match demand and supply.
In this paper, we propose optimal load scheduling algorithm a hybrid
genetic based on harmony search (HGHS) for HEMS to schedule power-
consuming household tasks. The new optimal load scheduling algorithm
HGHS gives optimal solution to schedule power-consuming household
tasks based on real time pricing (RTP) electricity tariff within electricity
task time window during the day in order to minimize electricity cost,
reduce peak-to-average ratio (PAR) and maximize user comfort. The pro-
posed model implemented in a single smart home and simulation results
of proposed HGHS algorithm are compared with genetic algorithm (GA)
and harmony search algorithm (HAS) and it provides better results in
reducing the daily electricity cost and PAR by reducing load at peak
hours. Simulation results shown that the trade-off between electricity
cost reduction and user comfort exist in two conflicting objectives.

1 Introduction

In electricity grid power outages occasionally arise because of increased number
of power-consuming household tasks and over demand of electricity from residen-
tial in the period of peak hours. To meet the required high electricity demand
from customer, electricity suppliers are imposed to enhance the generation of
electricity by establishing extra electric power plants. However, this solution is
not feasible due to unsustainability and increased C'O4 emissions that contribute
to climate change [1].
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The alternative solution, demand response (DR) program that implemented
in demand side management (DSM) has been investigated to reduce electric-
ity consumption in household tasks during period of peak hours and enhance
the power plant utilization in the United Kingdom and many other countries
since 1970s [2]. The DR program plays a key role improving overall operational
efficiency and reliability of smart grid (SG) and is expected to offer economic
benefits to consumer. The original model of SG introduced with the idea of
advanced metering infrastructure (AMI). The ultimate objectives of AMI are
to improve DSM, efficient energy utilization, making self-healing reliable power
grid security and protection against spiteful damages and natural failures and
disasters [3]. Using a DSM approach electricity consumption can be minimized
with the help of changing residents’ living behavior to better match in demand
and supply by controlling the operation of household tasks from the user side [3].
The most significant feature of SG technology is interactive relationship between
utilities, power grid operators, smart energy meters and smart homes that allows
them functioning together. The emerging feature of DSM system DR program
exploits the smart energy meters that can offer two-way communication among
end users and utilities, which help the end user to make decision and schedule
power-consuming household tasks based on electricity price signal. Therefore,
a properly designed DR program offers features that help consumers to sched-
ule power-consuming household tasks so that, they can reduce electricity cost
and improve the level of their comfort based on their preference and demand
profile [4].

In literature, DR programs based on their features and functionalities are
broadly classified into incentive-based programs (IBP) and price-based programs
(PBP). In IBP, the utility can direct access and control power-consuming house-
hold tasks to reduce electricity demand in the period of peak hours by providing
financial benefits to participating end user. In PBP, end users gladly schedule
the power-consuming household tasks in their houses based on time-based and
real time electricity tariffs such as time-of-use (TOU) pricing, real time pricing
(RTP) and critical peak pricing (CPP) [5]. A smart home facilitated with price-
based DR approaches is generally operational with home energy management
system (HEMS) that allows residential consumers to control and schedule their
power-consuming household tasks associated with smart power meter [6]. By
using HEMS at domestic sector, the household electricity load entirely controlled
and automated using information communication technology (ICT) and enabling
DR programs. In last decade, many optimization approaches has been proposed
to facilitate residential consumer reducing electricity cost with changes energy
usage pattern by implementing an optimal HEMS based on various dynamic
pricing tariffs.

In [7], authors proposed GA based an efficient scheduling method for home
power usage by introducing DR program based a general architecture of energy
management system (EMS) in home area network (HAN). By adopting com-
bined pricing model of RTP and IBR, proposed method effectively reduce the
electricity cost and PAR. Roh et al. [8], introduced residential DR program to
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schedule appliances of various categories. Authors proposed an electricity load
scheduling algorithm using low computational complexity model based on gen-
eralized Benders decomposition approach, adapting TOU pricing model in order
to reduce electricity cost and obtain the optimal scheduling of power-consuming
appliances. Rastegar et al. [9], proposed a price-based HEM framework to incor-
porate the operational priority of different appliances in optimal model of an
energy management system. The value of lost load (VOLL) of each appliance
is defined to indicate the operational priority of appliances from the customer
perspective. The proposed price-based DR program considered VOLL, opera-
tion constrains of appliance and electricity tariff model to schedule household
appliances, so that energy and reliability cost reduction for next day can be
achieved.

However, in last decade mainly researchers paying attention on reducing
electricity consumption and electricity cost and ignored user comfort factor
to design DR program based HEMS. Thus, to optimally schedule and super-
vise power-consuming household tasks there must be considered all promising
parameters, such as user comfort level, peak-to-average load demand limit and
pricing tariff. In this paper, we propose optimal load scheduling algorithm a
hybrid genetic based on harmony search (HGHS) for HEMS to schedule power-
consuming household tasks. The new optimal load scheduling algorithm HGHS
gives optimal solution to schedule power-consuming household tasks based on
real time pricing (RTP) electricity tariff within electricity task time window in
order to minimize electricity cost, reduce peak-to-average ratio (PAR) and maxi-
mize user comfort. The remainder of this paper is organized as follows: in Sect. 2,
the related work is described briefly with relevant approaches, techniques and
algorithms. In Sect. 3, proposed system model is briefly described. In Sect. 4,
proposed algorithm is briefly explained. In Sect.5, the simulation results are
discussed and finally, concluding remarks are given in Sect. 6.

2 Related Work

In literature, many researchers proposed optimal solutions based on price-based
DR signal to optimally schedule household smart appliances. In this regard, we
briefly discussed a few recent journal publications.

In [10], authors proposed binary backtracking search algorithm (BBSA) based
schedule controller for HEMS to manage the energy consumption and to verify
the accuracy of developed scheduler experimental results are compared with
binary Particle swarm optimization (BPSO) schedule controller. The BBSA real
time optimal schedule controller provides better optimal schedule for household
appliances. The priority and resident comfort constrains are applied to reduce
energy consumption and total electricity bill and to save electricity at peak hours.
In [11], a novel method to design HEMS based on efficient energy scheduling
Dijkstra algorithm for an autonomous energy management-based cost reduction
solution is proposed to reduce the total cost under maximum available energy
constrains as well as household appliances constrains. A low complexity method
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is also proposed to reduce the computational efforts. To encounter the peak
demand by minimizing the overall cost, the complexity of scheduling algorithm,
help in reducing power consumption by HEMS. Shirazi et al. [12], proposed a
smart home energy management model using mixed integer linear programming
(MILP) to jointly control and schedule electrical and thermal household appli-
ances with aims to reduce electricity cost. To design the smart home energy
management model discomfort index has been considered with controllable inte-
gration of RESs and ESS to avoid peak hours and reduce electricity cost under
RTP tariff model.

In [13], a novel residential energy management system (REMS) is designed
using mixed integer nonlinear programming (MINLP) model to improve the
efficiency of energy consumption in a typical smart micro-grid (SM-G). The
competitive objectives are minimum electricity cost and maximum user com-
fortable level. The integration of RESs, ESS and thermo-electrical features of
the house help to improve efficiency of energy consumption in residential SM-G.
The different tariff model like RTP, TOU and flat rate (FLR) model are used to
measure the efficiency of proposed model. Gudi et al. [14] implement heuristic
optimization algorithm BPSO to design a DSM based simulation tool with GUI
support to control distributed energy resources, optimally schedule the opera-
tion of household appliances and an estimate for home electricity consumption
to reduce customer’s cost in a hybrid renewable energy system (HRES). In [15],
authors proposed a smart-grid strategy based on optimization approach GA
combine with a two-point estimate method in order to reduce cost and enhance
hybrid system efficiency for matching the controllable HVAC load with ESS and
hybrid-renewable energy generation. The proposed strategy applied on a resi-
dential sector and simulation results show that the efficiency of hybrid system
increase by combining the GA with a two-point estimation method.

In [16], a MILP model has been proposed to optimally schedule the DER
operation and energy-consuming household tasks in order to reduce a one-day
forecasted smart homes’ energy consumption cost in microgrid. Authors in [17]
proposed a novel cost efficiency-based framework for scheduling of residential
load using Fractional Programming (FP) approach to enhance the economi-
cal efficiency of energy-consuming household tasks. By integrating the DER in
framework, the simulation results show that proposed framework is greatly effec-
tive in enhancing the economical efficiency of energy-consuming household tasks.
In [18], GA based energy management model is designed to schedule household
appliance according to predefined time window to achieve the objective func-
tion, reduce electricity bill and avoid peak formation. Authors in [19], modeled
a new algorithm based on MILP and a heuristic algorithm for a HEM sys-
tem to schedule high power-consuming household appliances. In this study, each
high power-consuming household appliance properly modeled to achieve objec-
tives to reduce energy consumption and maximize user comfort. Logenthiran
et al. [20] proposed heuristic based evolutionary algorithm (EA) for scheduling
power-consuming appliances to reduce electricity cost for domestic, industrial
and commercial user. Based on objective curve received from utility the DSM
schedule electricity load close to objective curve.
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3 Proposed System Model

In the proposed model, we assume smart home that mainly comprises advance
metering infrastructure (AMI), home gateway (HG), smart meter, home appli-
ances and in-home display devices and communication occur between them with
the help of wireless home area network (HAN). The key features of AMI are
collecting the energy consumption data from smart meters and transmitting
it to the utility as well as communicating a DR signal for pricing tariff and
peak hours from the utility to the smart meters. The smart home pursues its
own electricity demand curve, total electricity demand depending on household
available power-consuming appliances and living habits. The household power-
consuming appliance tasks are classified into two categories flexible tasks and
inflexible tasks. The flexible tasks, this kind of household task can be scheduled
automatically in smart home using proposed model for HEMS. The inflexible
tasks, in literature these tasks referred as base line load or real time appliances.
It is assumed that AMI communicating a DR signal for RTP pricing tariff
from the utility to the smart meter one day in advance. The one day divided
into 48 time slots of half hour each. The power-consuming available household
12 electrical appliances are scheduled according to define operation time window
and their respective operating times and power rating are based on [23]. The
detail about operation time window, constant power rates listed in Table 1.

Table 1. Electricity consumption task [23].

Task Power | Earliest | Latest | Time Duration

rating | Start finish window | (h)

(kWh) | time (h) | time (h) | length (h)
1 | Dish washer 1 9 17 8 2
2 | Washing machine | 1 9 12 3 2
3 | Spin dryer 2.5 13 18 5 1
4 | Laptop 0.1 18 24 6 2
5 | Desktop 0.3 18 24 6 3
6 | Vacuum cleaner |1.2 9 17 8 1
7 | Electrical cars 3.5 18 8 14 3
8 | Cooker hob 3 8 1 1
9 | Cooker oven 5 18 19 1 1
10 | Microwave 1.7 8 9 1 1
11 | Fridge 0.3 0 24 24 24
12 | Interior lighting |0.84 18 24 6 6
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4 Proposed Scheduling Algorithm

In this paper, proposed optimal load scheduling algorithm HGHS combined GA
and HSA and results show that the new algorithm is feasible and effective. In
coming subsection, we described GA, HSA and HGHS.

4.1 Genetic Algorithm

Genetic algorithm inspired by the genetic process of living organisms, a uni-
versal heuristic optimization technique in which an evolutionary programming
approach is adopted. To solve the optimization problem, it depends upon few
constrain parameters and less computation resources as compared to traditional
mathematical approaches but can only guarantee a local optimal solution. At
present, GA application exists in numerous fields including function optimiza-
tion, pattern recognition, image disposal, machine leaning, combinatorial opti-
mization, optimization controller and scheduler and so on. The GA is effectively
influenced by crossover operator and mutation operator to find out optimal solu-
tion from search space. The crossover operator should be applied on those chro-
mosomes (strings [0, 1]) which are proficient to generate better offspring. Gener-
ally, one-point crossover operator is applied in which an arbitrary bit position in
binary string is selected as crossover point and then swapped binary substrings
of the two parents to generate offspring (child). Mutation operator play role
to preserve the genetic diversity of population from one generation to the next
generation. Mutation operator arbitrarily turns over some bits in a chromosome
(binary string) and can occur in a binary string at every bit position with very
small probability.

However, GA has limitations such as low convergence speed, high calculation
time and prematurity. In recent research, it observed that the combining random
searching algorithms with GA significantly improve the performance of GA [22].

4.2 Harmony Search Algorithm

A newly emerging algorithm comes from an artificial phenomenon, musical har-
mony of music creation is called harmony search algorithm (HSA). It was pro-
posed by Zong Woo Geem and Joong Hoon Kim [21]. To improve the local
optimization performance of HSA the fine tuning technique is adopted. HSA is
an evolutionary algorithm that based on behavior of musician such as experience-
based play, random play and pitch adjusted play. To get the initial right state of
harmony in HSA three main operations are considered such as pitch adjustment,
random selection and memory-based play and the initially generated harmony
search (HM) consists of a harmony memory size (HMS) number of randomly pro-
duced solutions for the under consideration optimization problem. There exist a
uniform distribution of random number in between upper and lower bounds of
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the problem in each part of a harmony in HM at initial stage [21]. The search-
ing space provides base to randomly generate the elements of new harmony as
follows:

x5 =l +rand().(u; —1;) (1)

where z;; is the jth element of harmony z;, and harmony memory HM =
{z1,22,....,xn}; |; and u; are the lower and upper bounds of the ith search-
ing dimension; rand() generates a real random number uniformly distributed in
[0, 1].

In next step after generation of initial HM, improvisation process started and
new harmony generated based on two control parameters — harmony memory
consideration rate (HMCR) and pitch adjustment rate. The random selection
technique is applied to choose elements of new harmony by considering HMCR
value and pitch adjustment ratio of each generation of HSA as follows.
 J%rnay rand() < HMCR @)
I i +rand().(u; —1;) else

where ,y4 ; is the jth element of the randomly selected harmony ;4.
After that, the obtained elements in the memory concern operation are
changed to their neighbors based on the pitch adjusting rate as follows.
v; ; £ rand().bw; rand() < HMCR
vij = (3)

Vs 5 else

where bw; is the random distance bandwidth for the jth element.

The newly generated harmony is compared with minimum (worst) harmony
in HM and if the new harmony is better, in that case existing old minimum
harmony is replaced with new harmony in HM.

4.3 A Hybrid Genetic Based on Harmony Search

We propose optimal load scheduling algorithm for household appliances a hybrid
genetic based on harmony search (HGHS). The harmony and HM in HSA and
chromosome and population in GA have dissimilar terminologies for feasible
solution. Based on them, it is interesting to hybridize HS with a GA in order
to obtain some possible improvement. So a new hybrid algorithm HGHS is put
forward by appropriately integrating harmony and chromosomes as well as har-
mony memory and population for optimal scheduling of household appliance.
The main procedure of the new algorithm is that to begin with initiate parame-
ters including the population size, harmony memory size (HMS) and the proba-
bility of mutate HM, the generations, the probability of crossover, HMCR, pitch
adjustment ratio, number of iteration (NI) and disturbance bandwidth (BW).
The two basic parameters HMCR, and pitch adjustment ratio of HS algorithm
significantly control the performance as well as the speed of the convergence of
the solution. The HMCR is utilized to set the probability of preceding infor-
mation stored in the HM and then adjust pitch adjustment ratio accordingly.
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As describe in Algorithm 1, in next step the fitness value of each individual in
the population is calculated. After that, using selection, crossover and mutation
features of GA the next population is generated. The next population generated
by GA considered as harmony memory and chromosome considered as harmony.
In next step, new harmony is generated by HS and the fitness value of each
individual in the harmony (population) is calculated again.

Algorithm 1. Hybrid Genetic Based on Harmony Search

1 Initialize the algorithm parameters HMS, Pitch Adjustment Ratio (PAR),
HMCR, and Bandwidth (bw) distance, problem dimension (D);

/* Initialize the HM */
2 for i=1:HMS do
3 for d=1:D do
4 ‘ HM; g = li + Tand(l).(uj - lj);
5 end
6 end
7 for i=1:HMS do
8 ‘ Evaluate the fitness for each individual in HM;
9 end
10 Applied crossover operator on HM;
11 Applied mutation operator on HM;
12 while the halting criteria is not satisfied do
13 for d=1:D do
/* memory consideration */
14 if rand() < HMCR then
15 Znew(d) = 24(d), where a € (1,2,..., HMS);
/* pitch adjustment */
16 if rand() < PAR then
17 | Znew(d) = zo1a(d) + bw - (2 rand — 1);
18 end
19 else
/* random selection */
20 xnew(d) = Tmin,d T rand - (xmaz,dv xmin,d);
21 end
22 end
23 Update the HM as z,, = Tnew;
24 | if f(new) < f(z,) then
25 Include .., to the HM;
26 Exclude z,, from the HM;
27 end

28 end
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5 Simulations and Discussions

In this section, we present the simulation results and thorough comparison
between unscheduled load and scheduled load using GA, HSA and proposed
optimal load scheduling algorithm HGHS. First we present the system settings;
the proposed operation cycle for system is 24 h and is divided into 48 timeslots
of half hour each and electricity pricing signal for 48 timeslots based on RTP
tariff taken from FERC as shown in Fig. 2. The objective of using RTP model is
to enable consumers to make decision that can be beneficial for them in terms
both of electricity bill reduction and comfort level. In residential sector, a single
home equipped with 12 basic household electrical tasks is considered that takes
electricity from utility. The household appliances or tasks are further classified
into flexible tasks and inflexible tasks. All power-consuming household tasks are
available to be scheduled according to their given power rating, operation time
window and length of operational time is based on [23] and power-consuming
household tasks for the scheduling listed in Table 1. The simulations results are
obtained from executing MATLAB R2015b in a computer with Intel Core-i5
CPU and 4 GB memory.

Energy consumption pattern of unscheduled load and scheduled load using
GA, HSA and proposed optimal load scheduling algorithm HGHS is shown
in Fig.1 It is shown that maximum energy consumption value are limited to
5.02kWh, 3.27kWh, 3.52kWh and 3.07kWh for unscheduled, GA, HSA and
HGHS respectively. The maximum value of electricity bill in unscheduled model
is 1699 cents as shown in Fig. 3. It is reduced to 1401.4 cents, 1364.3 cents and
1302.8 cents in the case of GA, HSA and HGHS respectively. The electricity bill
reduced 17.519%, 19.701% and 23.317% using algorithms GA, HSA and HGHS
respectively per day of a single home. This shows that hybrid technique is more
cost-efficient than GA and HSA.

Electricity load curves/ power consumption pattern for GA, HSA and HGHS
described that appliances are optimally distributed in given time window without

—8— UnScheduled
—%—GA

5 HSA REH
—6&— HGHS

Electricity Load (kWh)

Timeslots

Fig. 1. Energy consumption pattern
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creating peak in peak hours of a day. Peak-to-Average Ratio (PAR) of unsched-
uled and using GA, HSA and proposed optimal load scheduling algorithm HGHS
is shown in Fig.4. It shows that PAR is significantly reduced for GA, HSA and
HGHS as compared to unscheduled case. There is no peak formation in any
hour of a day and PAR is maximum reduced in case of and proposed optimal
load scheduling algorithm HGHS. It is shown in Fig. 4 that PAR values are lim-
ited to 3.3871, 3.6461 and 3.18 for GA, HSA and HGHS optimization technique
respectively.

User comfort is related to both electricity bill reduction and less waiting time
for a task to start. In order to achieve lower electricity bills, smart users must
operate their flexible appliances according to optimal schedule. During schedul-
ing of flexible appliances, operational time is not fixed due to price variation in
dynamic RTP tariff model. Generally, it is observed that tradeoff exist in elec-
tricity cost reduction and waiting time. The purpose of scheduling algorithm to
delay the operation of any flexible appliance is to optimize the system according
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to the designed objective function. When energy consumption of an appliance
is more than the power capacity of a particular hour or during high peak hour,
appliance scheduler shifts the appliance to another time slot. By ignoring wait-
ing time factor, optimized scheduling cannot be achieved. The waiting time for
inflexible load and flexible load is shown in Fig. 5.

6 Conclusion

The new proposed optimal load scheduling HGHS algorithm gives optimal solu-
tion to schedule household tasks operation. The scheduling is based on RTP
electricity tariff at each time interval and subject to the constraints at specific
electricity task time window, the earliest starting time and latest ending time
for each appliance defined by consumers in order to minimize electricity cost,
PAR and maximize user comfort. The proposed model implemented in a sin-
gle smart home to schedule household tasks and simulation results of proposed
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HGHS algorithm efficiently reduce the electricity cost and PAR by reducing elec-
tricity load in peak hours. Although, the trade-off exist between the electricity
cost reduction and user comfort, simulation results shown that new algorithm
is feasible and effective. The proposed algorithm performance may significantly
increase by integrating the renewable energy sources (RESs) and energy storage
system (ESS) features and hybridized GA and HSA more effectively.
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Abstract. Smart grid plays a significant role in decreasing of electric-
ity consumption cost through Demand Side Management (DSM). Smart
homes, a part of smart grid contributes a lot in minimizing electricity
consumption cost via scheduling home appliances. However, user wait-
ing time increases due to scheduling of home appliances. This schedul-
ing problem is considered as an optimization problem. Meta-heuristic
algorithms have attracted increasing attention in last few years for solv-
ing optimization problems. Hence, in this study we propose an efficient
scheme in Home Energy Management System (HEMS) using Genetic
Algorithm (GA) and Cuckoo search algorithm to solve optimization
problem. The proposed scheme is implemented on a single smart home
and a smart building; comprising of thirty smart homes. Real Time Pric-
ing (RTP) signals are used in term of electricity cost estimation for both
single smart home and a smart building. Experimental results demon-
strate the extremely effectiveness of our proposed scheme for single and
multiple smart homes in terms of electricity cost and Peak to Average
Ratio (PAR) minimization. Moreover, our proposed scheme obtains the
desired tradeoff between electricity cost and user waiting time.

Keywords: Cuckoo search - Genetic Algorithm - Smart grid - Demand
response

1 Introduction

Electricity cost and pollution minimization are two worldwide growing problems
[1]. Currently, energy supply systems are dependent on few large electricity pro-
ducing plants by using conventional fossil fuels. Later on, the electricity which
is produced by the traditional power plants spread to the electricity consumers
with the help of distribution and transmission networks. According to [2], dur-
ing electricity production, transmission and distribution, more than 65% of the
electricity produced is wasted.
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With the evolution of smart grid, we have good opportunity to save maxi-
mum energy. Smart grid is an efficient power system that includes control sys-
tem, communication technologies and intelligent information system. In smart
grid, we can save electricity by Demand Side Management (DSM) or Supply
Side Management (SSM). SSM involves all those activities, which are performed
for electricity production, transmission and distribution of electricity. In DSM,
the end users alleviate the electricity cost and minimize the Peak to Average
Ratio (PAR) by scheduling their home appliances from high price hours to low
price hours or by integrating Renewable Energy Sources (RES). The two main
functionalities of DSM are load management and Demand Response (DR) [3].
In this work, load management means very intelligent management of the load.
Residents can enjoy minimum electricity expenditure and reduce PAR through
proper management of load.

An opportunity is offered by DR programs for consumers to play an important
role in the operation of the smart grid by minimizing or transferring their elec-
tricity consumption from peak hours to off-peak hours in response to time-based
electricity rates or may be any other forms of financial motivation for end con-
sumers [4]. The DR programs have two types: The first one is the incentive-based
DR programs [5], where the home appliances are wirelessly shifts to OFF state by
utility with a short notice when peak is created in a