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Preface

The metamaterial science and technology are emerging as a “next higher level”
performance contributor, specifically in the electromagnetic community. After
experimental verification of negative refractive index metamaterial in 2001, the
research community is focusing on application side and an exponential growth has
been observed in various metamaterial electromagnetic applications such as
antennas, microwave devices, high NA lenses, and radar absorbers.
Electromagnetic (EM) designs including metamaterial being complex and nonlinear
in nature optimization play an important role. In this book, we focus on role of soft
computing technique-based EM computational engines in design and optimization
of a wide range of electromagnetic applications. Apart from the theoretical back-
ground of metamaterials and soft computing techniques, this contributed volume
includes novel electromagnetic applications such as tensor analysis for invisibility
cloaking, metamaterial structures for cloaking applications, broadband radar
absorbers and antennas.

Chapter 1 gives an insight to background theory of metamaterial and soft
computing techniques. The fundamental principle of metamaterial and their prop-
erties have been discussed. Toward optimization of these structures, various soft
computing algorithms such as genetic algorithm (GA), particle swarm optimization
(PSO), and bacterial foraging optimization (BFO) have been described. Various
types of metamaterial unit cells and their design and optimization procedures using
soft computing techniques have been detailed along with the development of soft
computing-based electromagnetic computational engine.

Planar inverted F antennas (PIFA) have wide range of applications in wireless
industry. These antennas are also used as wireless sensors in aircraft fuel tanks to
check the fuel availability status. Chapter 2 explores the advancements in design
optimization of PIFA systems. The literature reveals that the antenna size can
significantly be reduced by introducing metamaterial structures. Hence, design
optimization of a metamaterial-loaded compact planar inverted F antenna has been
carried out and reported systematically. The optimized antenna shows a return loss
of −51.57 dB, whereas the conventional PIFA is of −12.893 dB only.
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Chapter 3 provides an insight into the scalars, vectors, and tensors in electro-
magnetics and the significance of their analysis in the aerospace domain. The
fundamental mathematical concepts of scalars, vectors, and tensors are being
explained, and a thorough investigation on the relevance of these parameters in
electromagnetics, cloaking, and various other aerospace applications has been
conducted. This chapter connects to the detail design of metamaterial cloaking and
optimization of conformal unit cells in the subsequent chapters.

In recent years, the radar cross section (RCS) reduction characteristics of
cloaking structures have been widely investigated as it found extensive applications
in stealth platform. Chapter 4 deals with the design of ideal circular, cylindrical, and
spherical cloaking structures in accordance with transformation optics theory. The
simulations are performed by using finite element method (FEM)-based COMSOL
Multiphysics software. The performance of the designed ideal spherical cloak is
analyzed by comparing the RCS of PEC sphere without cloaking shells and with
multilayer cloaking shells. It has been observed that multilayer spherical cloak
shows reduced RCS in C band with respect to the PEC sphere. Further, the analysis
of particle ray trajectories has been carried out by performing geometric ray tracing.

Conformal metamaterial multilayer analysis for design and simulation of
invisibility cloak is a challenging task because of the curvature effects of the
platform. Chapter 5 gives the analysis of material properties of various conformal
metamaterial unit cell structures patterned on the cloaking layers. Design and
simulation of planar and nonplanar metamaterial unit cells have been carried out
and reported systematically. The extracted permittivity and permeability charac-
teristics of the conformal metamaterial structures are compared with corresponding
planar one. Further analysis of effect of radius of curvature of the platform has been
studied and explained briefly.

The advances in artificial engineered materials such as metamaterials have
created a wide interest in military aviation scientific community. The researches in
modern military aviation are endowed with techniques based on low observable
platforms. Design and development of metamaterial-based radar absorbers are one
of the cutting edge technologies in this domain. Design and development of two
metamaterial-based broadband microwave absorbers have been carried out and
described in Chap. 6. Further, the proposed structures have been optimized for
absorption in the entire X band, using soft computing-based computational engine.
The proposed pentagon-shaped metamaterial structure and novel metamaterial
structures have been fabricated, and backscattered signal power from the test
samples is measured and compared with backscattered signal power from PEC of
same footprint. The measurement result ensures the broadband absorption capa-
bility of proposed structures in the X band.

Bangalore, India Balamati Choudhury
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Chapter 1
Soft Computing for Metamaterial
Structures

Balamati Choudhury

1.1 Introduction

Metamaterials are one of the widely used artificially engineered materials in the area
of electromagnetic (EM) applications as it exhibits certain properties that are not
seen in naturally occurring materials. The most exciting property of metamaterials
is the ability to show negative refractive index. The word metamaterial was pro-
posed by Rodger M. Wasler of University of Texas. The root of this word, “meta,”
is Greek, and it means beyond, i.e., metamaterial means beyond the material.
Though the science of metamaterials is relatively new, Victor Veselago predicted
the possibility of existence of doubly negative materials in 1968, in a Russian
publication [1, 2].

Metamaterials are also known to be doubly negative materials or left-handed
materials (LHM). Material with negative permeability and permittivity possess
negative refractive index value, which not occurs in naturally occurring materials.
Consequently, EM wave propagation through these materials follows left-handed
coordinates as shown in Fig. 1.1. In a left-handed frame, the positive rotation is
clockwise about the axis of rotation. The effect of this change is that it is seen that
the group velocity vector and Poynting vector have opposite directions. Meanwhile,
power is propagated in the opposite direction to that of the phase propagation [1]. It
is also important to note that LHM is necessarily dispersive in order to meet entropy
conditions. This means that either the permittivity or permeability or both vary as a
function of frequency. Other properties shown by LHM include inverted Doppler
effect, inverted Cerenkov effect, artificial magnetism, reversal of Snell’s law.

The reversal of Snell’s law can be explained through the Fig. 1.2. Consider the
propagation of a ray through boundary between left-handed and right-handed
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media, ray 3 is the refracted ray when the second medium is right-handed, and ray 4
is the refracted ray when the second medium is left-handed.

By considering the field components at the dielectric interfaces, if the second
medium is double-negative, then the refraction of light occurs in the same side of
the incident beam, i.e., behave as medium which exhibits negative effective
refractive index.

The most commonly used definition of metamaterials [2] is given as “A meta-
material is a macroscopic composite of periodic/non-periodic structure, whose
function is due to both cellular architecture and chemical composition.” The def-
inition says that the material parameters such as permeability and permittivity of
combined metamaterial structure can be engineered through the constituent mate-
rials properties and structural properties. Hence the metamaterial structures are
considered as metallic patterns etched on substrate made of dielectric materials. In
the literature, a number of patterns are reported, such as electric ring resonators with
wires [3], graphene-based films [4], stacked rings [5], combination of FSS, I-shaped
rods [6]. The dimensions of these metallic structures as well as the individual
material properties and thickness of the substrate significantly affect the resonant
frequency, hence resulting in a frequency-dependent material characteristics. The
cellular size must be smaller than or equal to sub-wavelength. If the cell size is
equal to a quarter of a wavelength, then is called effective-homogeneity limit.

(a) E

H
K

(b) H

E
K

Fig. 1.1 a Right-handed orientation of vectors E, H, K when er > 0, µr > 0. b Left-handed
orientation of vectors E, H, K when er < 0, µr < 0

3

(a) (b)

3

θ1

θ2

2
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1 θ1
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2
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Fig. 1.2 Reflection and refraction at the interface of two media when a n2 > 0 (ray 3), b n2 < 0
(ray 4)
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It ensures that refraction dominates scattering/diffraction when wave propagates
through a metamaterial.

As mentioned earlier, metamaterials are periodic/aperiodic structures composed
of metallic strips etched on dielectric substrates. The geometry of the metallic layer
as well as the properties of the dielectric is responsible for the resonant charac-
teristics of the metamaterial. Figure 1.3 shows some of the commonly used meta-
material designs. Figure 1.3a is a circular split-ring resonator with a linear wire. The
split-ring resonator (SRR) is responsible for the magnetic response of the meta-
material, while the linear wire in the bottom side is responsible for the electric
response. Figure 1.3b shows an electric ring resonator (ELC). The resonant char-
acteristics of the ELC are similar to those of the SRR. Figure 1.3c, d shows
non-resonant metamaterials. Due to multiple rings, the metamaterial given in
Fig. 1.3c resonates at three frequencies. These designs have been explored by many
research groups around the world.

In order to respond to the magnetic component of the electromagnetic wave, the
typically used element is split-ring resonator (SRR) and this “magnetic atom” was
introduced by Pendry in 1999. According to Padilla et al. (2006), [7] in simple
terms SRR can be considered as an LC resonator [7]. An EM wave with magnetic
field perpendicular to plane of SRR induces circulating currents as in Faraday’s law.
This circulating current results charge formation across the split gap of SRR, so the
energy is stored as capacitance. Hence, the SRR is considered to be as simple LC
circuit with a resonant frequency. Above the resonant frequency even though
external magnetic field is increased, the current can no longer keep up and gradually
begin to lag, which results in a negative response or out of phase. Smith et al.
(2000) [8] fabricated the negative index (NI) material by using the metamaterial

Fig. 1.3 Common
metamaterial designs,
a circular split-ring resonator,
b electric ring resonator,
c multi-band circular ring
metamaterial structure,
d square ring resonator
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structures [8]. The structure consists of combination of a wire structure with neg-
ative permittivity and a split-ring resonator structure with negative permeability for
the same frequency band, resulting in negative refraction.

Conventionally, metamaterials are simulated using software based on Finite
Element Methods (FEM) or Finite Integration Techniques (FIT). This software
enables the designer to study the scattering parameters (S-parameters) of the
metamaterial structure and S-parameter retrieval method is used to obtain the
effective material parameters. It is clear that the material characteristics are engi-
neered through optimizing the various structural parameters such as thickness of
dielectric, size, shape of the patterns in the metamaterial structure. One of the best
choices for optimization in metamaterial design is the multidimensional artificial
intelligent optimization algorithms.

Artificial intelligent optimization (soft computing or nature-based optimization)
plays an important role in the design and optimization of various problems in
engineering field. It is used to model and enable solutions to complex real-world
problems for which the analytical solution methods do not exist. Soft computing is
an optimization technique to find the solution of a problem which is very difficult to
solve or with less mathematical formulations regarding the problem domain. The
aim of these soft computing methods is to provide quick solutions which resemble
human-like decisions.

The term soft computing was introduced by Zadeh (1992) [9]. Soft computing is
a multidisciplinary system which includes artificial neural network (ANN), fuzzy
logic (FL), and various evolutionary computing techniques such as genetic algo-
rithm (GA), genetic programming (GP), simulated annealing (SA), particle swarm
optimization (PSO), bacterial foraging optimization (BFO). Much of the soft
computing techniques are inspired from biological phenomena and the social
behavior of biological populations. Earlier in most literature, the term soft com-
puting was confined to ANN, GA, and FL (Jang et al. 1997) [10]. The recently
developed methods based on swarm intelligence, and foraging behavior of natural
and biological populations such as birds, fishes, ants, and bacteria, are also con-
sidered to be part of the growing array of soft computing techniques ([11, 12],
Passino 2002).

Soft computing methods do not require extensive mathematical formulation of
the problem. Thus, the necessity of exclusive domain-specific knowledge can be
reduced. Also it can handle multiple variables and multiple objective functions
simultaneously. These make the soft computing techniques quite useful in EM
applications to provide cost-effective solution to the user in less computational time.
From last decade onwards, various soft computing techniques are used in the field
of electromagnetics. This book gives an introduction to the implementation of soft
computing techniques in the design of metamaterial-based applications such as
PIFA antennas, cloak, and radar absorbers.
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1.2 Soft Computing Techniques

Soft computing is a computational technique based on behavior of biological
systems and theory of natural selection. It is used in computer science to sort the
problems whose solutions are unpredictable and uncertain. The main advantages of
these techniques include robustness, low-cost solution, imprecision, and uncer-
tainty. Soft computing technique is a best choice for problems without enough
information about the problem domain. Classification of optimization techniques
are given in Fig. 1.4. A brief description about different soft computing techniques
is given in this section.

1.2.1 Neural Network (NN)

Neural network or artificial neural network is an information processing system or a
computing system which consists of highly interconnected processing elements
called as neurons working in parallel to solve particular problems. The artificial
neural network was first developed by McCulloch in 1943 [13]. It is inspired from
the biological brain system’s capability to recognize and perceive for processing
information. Figure 1.5 shows a typical structure of neural network.

Optimization Methods

Global 
Optimizer

Particle Swarm 
Optimization

Ant Colony

Evolution Based:
Genetic Algorithm
Genetic Programming

Local Optimizer

Interior-point Method

Conjugate Gradient 
Method

Gauss-Newton Method

Quasi-Newton Method

Bacterial Foraging 
Optimization

Wind Driven 
Optimization

Fig. 1.4 Flowchart of
optimization techniques
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Neural networks are normally arranged in layers. Layers are made up of inter-
connected nodes called neurons along with connection weights (strengths). The
neurons are the processing nodes which contains the activation function. Patterns
are presented to the network by using input layer which communicates to hidden
layers, and the actual processing is done by system of weighted connections. Then,
the hidden layer connects to an output layer to display the output of the network. In
Fig. 1.5, each circular node represents the artificial neurons and each arrow rep-
resents a connection from the output of one neuron to input of another neuron. As
like human brain intelligence, artificial neural networks gain the knowledge by
learning and also the acquired knowledge from experience is stored as synaptic
weights called connection strength.

The various steps in implementation of ANN are data generation, training of
network and testing. In data generation phase, a large set of predetermined input
output data is created and stored as biases and weights of each neuron. By using the
data set available, the network learns to obtain the desired output by modifying the
bias and weights. The final phase is testing of neural network by using certain test
vectors. ANN can learn in both unsupervised and supervised modes. For unsu-
pervised mode, the network self-organizes and extracts output from the dataset
presented to it, whereas in supervised mode the network is provided with correct
response (Wasserman 1993) [14]. ANN is best choice for solving pattern-matching
problems, since it processes in parallel rather than in serial mode. The advance-
ments in VLSI technology make the hardware implementation of these kinds of
systems possible.

1.2.2 Genetic Algorithm (GA)

Genetic algorithm is an optimization procedure based on genetic inheritance and
natural selection. Basic concept of optimization is based on evolution and concept
of survival of the fittest.

Input layer

Connections

Output layer

Hidden layer

Fig. 1.5 Basic structure
neural network
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GA is inspired by Darwin’s theory of natural evolution. According to Darwin’s
theory, the well-suited organism survives in the natural world and poorly suited
organism dies off. The algorithm starts by generating the population randomly.
Population is set of initial solutions. Then, the algorithm includes three operators
such as selection, crossover, and mutation.

1.2.3 Particle Swarm Optimization (PSO)

PSO is an efficient, robust, and simple optimization algorithm which is proposed by
Kennedy and Eberhart in 1995 [15]. PSO is a population-based optimization
algorithm based on swarm intelligence. The inspiration for the particle swarm
optimization (PSO) algorithm is to find the highest density of flowers inside a field
(garden) by swarm of bees. The bees start at a random location with a random
velocity and optimize the path to reach their goal without any prior knowledge of
the field. This behavior was modeled as an optimizer. The swarm behavior is shown
below in Fig. 1.6. The selection of parameters plays an important role in opti-
mization performance.

1.2.4 Bacterial Foraging Optimization (BFO)

Natural selection tends to eliminate animals with poor foraging strategies such as
locating, handling, and ingesting food and favor the propagation of genes of those
animals that have successful foraging strategies. The foraging behavior of
Escherichia coli (E. coli) is adopted for an evolutionary computation algorithm and

Fig. 1.6 Swarm behavior during the search of food
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is named as bacterial foraging optimization (BFO). E. coli is a bacterium, which is
having 1 lm diameter and 2 lm length, and reproduction rate of 10–7 by means of
splitting in 20 min. E. coli has the ability to move up to 100–200 rps by means of
six rigid flagella. The control system of these bacteria that dictates how foraging
should proceed can be subdivided into four sections, namely chemotaxis, swarm-
ing, reproduction, and elimination and dispersal.

1.3 Trends in Soft Computing for Metamaterial Design

Soft computing methods play an important role in the design and optimization in
electromagnetic applications for which analytical optimization is quite hard. In this
work, soft computing techniques for metamaterial applications are carried out.

Metamaterials are artificially engineered materials made of designed structures
exhibiting inimitable and exotic electromagnetic properties, which are not intrinsic
in the constituent components. Metamaterial absorber is an electromagnetic
absorber which absorbs all incident radiation without reflection and transmission.
The performance of an absorber depends on its structural parameters such as
thickness, morphology and material properties. Hence, the metamaterial absorber
designs turn out to be a complex task and require optimization of various param-
eters. High-performance electromagnetic absorber can be implemented by
exploiting the characteristics of metamaterials using various soft computing tech-
niques. A number of literatures are available regarding metamaterial design using
various soft computing techniques. This section gives a review of works done in
this field.

Kern and Werner (2003a) [16] designed a metamaterial absorber to optimize
high-impedance frequency selective surfaces (HZ-FSS). An ultra-thin electromag-
netic band gap absorber was designed at 6 GHz. The parameters of HZ-FSS
structure optimized using GA were thickness, dielectric permittivity and unit cell
size. Without placing a separate resistive sheet in close proximity to the FSS, the
overall thickness of the metamaterial absorber was moderated.

Kern et al. (2003c) [17] realized a thin multi-frequency artificial magnetic
conductor by placing a FSS above a perfect electric conductor, which was separated
by a thin dielectric layer [17]. Micro-genetic algorithm used for optimization which
operates at multiple narrow frequency bands. In dual-band FSS, the operational
frequency ranges were 8 and 23 GHz and in triple-band FSS the operational fre-
quency ranges were 3.5, 11 and 18 GHz.

Huang et al. (2009) introduced an ultra-thin metamaterial absorber comprises of
microstrip lines arranged periodically on a lossy dielectric substratewithmetallic back
plate [18]. The physical dimensions and electromagnetic properties of the substrate
used are optimized using genetic algorithm for better absorption performance.

Jiang et al. (2010) presented a same kind of metamaterial absorber for
single-band and dual-band applications [19]. The absorber design consisted of two
metallic layers separated by a thin dielectric spacer. The top layer has an array of
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patterned metallic screens, and a bottom layer has continuous metallic sheets. The
geometrical parameters of the metamaterial absorber were optimized using genetic
algorithm to provide an absorption greater than 0.94.

Guodos et al. (2006) used multi-objective particle swarm optimization (MOPSO)
to design a planar multilayer coating with high absorption for desired range of
frequencies and angles [20]. Multi-objective PSO (MOPSO) was more efficient and
faster compared to multi-objective genetic algorithm.

Choudhury et al. (2013) used particle swarm optimization for designing meta-
material absorber for terahertz frequency applications [21]. The optimized design
results enhanced absorption characteristics; around 99.32% absorption is obtained
at the required frequency of operation.

Bacterial foraging algorithm is still new to applications in the field of meta-
material technology. Choudhury et al. (2013) use BFO for design and optimization
of circular split-ring resonator [22]. By using BFO, the structural parameters of
CSRR are estimated at the required operating frequency and better absorption is
obtained. Also a comparison study of computational time and accuracy of various
soft computing techniques are discussed.

1.4 Design of Metamaterial Structure Incorporating Soft
Computing Optimization Techniques

This section deals with the design of various metamaterial structures along with soft
computing based optimization techniques.

1.4.1 Genetic Algorithm

Genetic algorithm is regarded as a general purpose search algorithm and as a robust
optimization procedure works based on process of natural selection. In 1975, John
Holland developed this algorithm inspired from Darwin’s theory about natural evo-
lution, the concept of survival of fittest among population [23]. The goal of GA is to
understand the adaptive processes of natural systems and to design artificial systems
software that holds the robustness of natural systems. Genetic algorithm is used for
solving complex problems for which analytical solutionmethods are not feasible. The
implementation of genetic algorithm begins with a population of chromosomes. The
goodness of a solution is described with respect to the current population.

Genetic algorithms differ from other ordinary search algorithms in the following
way:

• Instead of assigning exact values to the parameter, coding of parameters is used
(real or binary).

• Searching is done through population of points rather than through single points.
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• Instead of using derivatives, GA uses evolution function called fitness function.
• The rules used in GA are probabilistic in nature rather than deterministic.
• Probabilistic rules are used instead of the deterministic ones.

The most important parameters in genetic algorithm are population size, evo-
lution function (fitness function), crossover and the mutation rate. The basic
workflow of genetic algorithm is shown in Fig. 1.7.

• Population:

Population is defined as collection of individuals. Each state of population is called
as generation that undergoes the changes to give new generation. The basic concept
of GA is to maintain a population of chromosomes with a static population size.
A chromosome is a collection of genes. Each individual chromosome gives possible
solution to the optimization problem. Different methods are used to represent the
chromosomes such as binary encoding, value encoding, permutation encoding.
Usually, binary encoding is used in which individual values are encoded as bit string
consist of binary values either 0 or 1. The dimension of GA is referred by dimension
of search space which is equal to the number of genes in each chromosome.

• Fitness:

Fitness function takes main aspect in every optimization problem. The fitness
function provides the way to evaluate the performance of each chromosome in the
population, that is, the ability of chromosomes to compete in the population. Fitness

Initialize 
Population

Selection

Crossover

Mutation

Insert into population

Criteria 

Satisfied?

Stop

No Yes

Fig. 1.7 Flow of genetic
algorithm
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evaluation function is either complex or simple, and it depends on optimization
problem. For a particular chromosome, the fitness function returns a single value
which denotes the merit of corresponding solution to the given problem. As the
algorithm maintains static population size, the chromosomes with low fitness value
are eliminated and give space for offspring with better fitness.

• Selection:

Selection process is used to select the chromosomes from the current generation to
be the parents for next generation, so that the offspring generated have better fitness
than their parents. Different methods used to select the parent chromosomes are
uniform selection, Roulette wheel selection and tournament selection, etc. Out of
these methods, most commonly used selection method is Roulette wheel selection.

– Roulette wheel selection:

In this selection method, the individual which has greatest fitness value has the
highest chances of selection. Each individual is allocated in the spaces on a Roulette
wheel according to their fitness value.

Algorithm of Roulette wheel selection is given below:

(i) Do summation of fitness for all members of population and store the results
in S.

(ii) Generate a random number R between 0 and S.
(iii) Go through the population and sum the fitness from 0 to S. Check whether

S is greater than R, then stop, and return to the corresponding chromosome.
(iv) Repeat the steps from (ii) to (iii) until the number of chromosomes and size

of population become equal.

So here the total fitness score of the population is represented by a Roulette
wheel. A part or slice of a wheel is allocated to each chromosome of the population.
The size of the slice is proportional to that member or chromosomes fitness value.
Then the chromosome number can be identified though the position of the spin ball
that stopped after rotation of the roulett wheel.

• Crossover:

Crossover is a genetic operator or a process of taking more than one parent solu-
tions to produce a offspring solution from them. Along with selecting the parent
chromosomes, the crossover site is also selected randomly along the string. After
the crossover points, the genes of parents are exchanged, so that new offspring is
created and parents are eliminated. A number of crossover techniques are there,
which are given below.

– Single point crossover:

In this crossover, a single crossover point on both parents is selected randomly and
is illustrated in Fig. 1.8. Data from the starting of the chromosome to the crossover
point are copied from the first parent, and the rest are copied from the other parent.
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– Two-point crossover:

Crossover operator randomly selects two crossover points in the chromosome.
Binary string will be selected from the first parent from the beginning of chro-
mosome to the first crossover point. Then the binary string from first crossover
point to second crossover point will be taken from the second parent, and rest will
be taken from the first parent. The schematic representation is shown in Fig. 1.9.

– Uniform Crossover:

In uniform crossover, bits are selected randomly from the first or second parent as
shown in Fig. 1.10. The amount of crossover is controlled by crossover probability.
If the mixing ratio is 0.5, then the offspring will contain the half gene from the first
parent and other half from the second parent.

• Mutation:

Mutation is a genetic operator which selects a random position of a random
chromosome and replaces the corresponding gene or bit by some other information
or through flipping of bits as shown in Fig. 1.11. It requires only one parent to
generate the offspring. Mutation results either offspring with desirable traits or
offspring that are not suitable for environment as compared to the parent chro-
mosomes. Through natural selection, the former propagate to the next generation

Parent 

Parent =

Crossover
Offspring

Fig. 1.8 Single point
crossover

=

Crossover pointParent Offspring

Fig. 1.9 Two-point
crossover

=

Parent Offspring

Fig. 1.10 Uniform crossover
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and exterminated the latter. Probability of mutation is determined before starting of
the algorithm which is applied to each individual bit of each offspring chromosome
to determine whether it is to be inverted.

The rate at which the new gene values propagate to next generation is controlled
through mutation probability. Premature convergence such as solutions fall into
local optimum value is avoided by using mutation along with crossover operation.

1.4.2 Particle Swarm Optimization (PSO)

PSO is an efficient, robust, and simple optimization algorithm which is proposed by
Kennedy and Eberhart in 1995 [15]. The inspiration for the particle swarm opti-
mization (PSO) algorithm is to find the highest density of flowers inside a field
(garden) by swarm of bees. The bees start at a random location with a random
velocity and optimize the path to reach their goal without any prior knowledge of
the field. This behavior was modeled as an optimizer. The selection of parameters
plays an important role in optimization performance.

In PSO, the key terms used are given below

• Swarm: It is the entire collection of bees (particles) in the field. It relates to the
search space for the particular optimization problem.

• Particle or Agent: The individual bees in the swarm are referred as particle. All
the particles in the swarm act individually and accelerate toward the best overall
location.

• Position or Location: This refers to the particle’s spatial place within the field.
A particle’s N-dimensional coordinates represent a solution to the problem.

• Fitness: Fitness is defined as a single number representing the accuracy of a
given solution. The fitness function must take the position in the solution space
and return a single number representing the value of that position. This function
provides the interface between the physical problem and optimization algorithm.

• pbest (personal best): It is defined as the best position found by the particle. Each
particle has its own personal best. It is updated whenever the particle reaches a
position with better fitness value than the fitness value of the previous personal
best.

• gbest (global best): It is defined as the best position found by all the particles in
the swarm. For entire swarm, there is only one global best. It will be updated
whenever a particle reaches a position with better fitness value than the fitness
value of the previous global best.

Before Mutation

After Mutation

1 0 11 1 1 10 1 1

0 11 1 0 0 1 1 1 1

Fig. 1.11 Mutation operation
in genetic algorithm
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Algorithm
The algorithm of PSO starts with defining solution space. Initially, the number of
parameters to be optimized and fitness function are defined along with various
constants involved in the algorithm. The algorithm steps are given below.

Step 1: Define the solution space. The parameters to be optimized are selected in
this space. A minimum (xmin(n)) and a maximum (xmax(n)) range is
defined, where n ranges from 1 to N (dimension of the optimization
space).

vmin ¼ �0:2ðxmax � xminÞ ð1:1Þ

vmax ¼ 0:2ðxmax � xminÞ ð1:2Þ

Step 2: Define a fitness function: The fitness function exhibits a functional
dependence that is relative to the importance of each characteristic being
optimized.

Step 3: Initialize random swarm location and velocities. Each particle begins at
its own random location with a velocity that is random in its direction
and magnitude. Also pbest and gbest are found.

Step 4: Systematically fly the particles through the solution space. The algorithm
acts on each particle one by one, moving it by a small amount and
cycling through the entire swarm. The following steps are encountered
on each particle.

• Evaluate the particle’s fitness and compare to gbest and pbest.
• Update the particle’s velocity (v) using the following equation.

v ¼ w� vþ c1r1ðpbest � xÞþ c2r2ðgbest � xÞ ð1:3Þ

where c1 is called the social constant and c2 is called cognitive
constant and w is the inertial constant. From these equations, it is
understood that movement of particles is explained using Newtonian
mechanics. For better results, the inertial constant value w is
decremented from 1 to 0.4 during the start of algorithm to end. Also
the values of social and cognitive constants are set to 0.5 to increase
the convergence rate of algorithm.

• Move the particle to next location: Once the particle velocity has
been updated, the particle has to move to its next location. The
velocity is applied for time-step t, and new coordinate x is computed
for each of the N dimensions according to the following equation.

x ¼ xþ v ð1:4Þ
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Step 5: For each particle in the swarm, step 4 is repeated. Every second, the
snapshot is taken for the entire swarm, such that the time and the
positions of all particles are evaluated and modifications are made to
pbest and gbest values if required.

The flowchart of the PSO algorithm is shown in Fig. 1.12.

Binary, Continuous, and Hybrid Optimizations:
According to the optimization variables, the PSO is classified to be binary, con-
tinuous and hybrid optimizations. A set of real values for optimization variables are
determined from the infinite solution domain for continuous PSO algorithm.

In each application, the PSO algorithm is used for optimization of different
parameters for different fitness function or objective function. Sometimes more than
one variable or multiple objective functions need to be optimized.

Application:
Analysis of metamaterial structures is carried out using equivalent circuit analysis
method. Here, double-ring square SRR is analyzed. PSO is used to optimize the size
of double-ring square SRR in order to find out minimum error in resonant fre-
quency. The parameters that are optimized are the three dimensions of square SRR
such as side length, conductor width and dielectric spacing between inner and outer
ring. Optimization is done with respect to a desired resonant frequency.

Double-ring square SRR:
A double-ring square SRR is a metamaterial structure, which consists of two
square-shaped rings with the gaps in between them on the opposite sides of both
rings. Figure 1.13 shows the structure of double-ring square SRR, which is gen-
erally printed on a dielectric substrate. Here a, w, d denote the side length of the
square, width of conductor, space between the inner and outer squares, respectively,
and g is the gap present in the rings. The gap width does not vary from the inner
ring to the outer ring.

Equivalent Circuit Analysis:
The square SRR can be represented as a parallel LC tank circuit. The resonant
frequency of a square SRR is obtained using equivalent circuit analysis method [7].
In this method, the distributed network is converted to lumped network as shown in
Fig. 1.14 and the analysis has been carried out.

From the analysis of the above equivalent circuit, the resonant frequency of the
double-ring square SRR is given by

f0 ¼ 1
2p

ffiffiffiffiffiffiffiffiffi
LCs

p ð1:5Þ

where

Cs is the equivalent capacitance
L is the effective inductance due to both rings.
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Fig. 1.12 Flowchart of PSO algorithm
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The effective inductance of the square SRR is given by [8]

L ¼ 4:86 l0
2

a� w� dð Þ ln
0:98
q

� �
þ 1:84q

� �
ð1:6Þ

q is the filling factor of the inductance and is given by

q ¼ wþ d
a� w� d

ð1:7Þ

The effective capacitance is given by

Cs ¼ a� 3
2

wþ dð Þ
� �

Cpul ð1:8Þ

where Cpul is the per-unit-length capacitance between the rings which is given as
below

Cpul ¼ e0 eeff
K

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2

p� �
K kð Þ ð1:9Þ

Here, eeff is the effective dielectric constant which is expressed as

eeff ¼ er þ 1
2

ð1:10Þ

g

w

a

d

Fig. 1.13 Structure of double
square split-ring resonator

Fig. 1.14 Equivalent circuit
of square split-ring resonator
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K(k) denotes the complete elliptical integral of the first kind with k expressed as

k ¼ d
dþ 2w

ð1:11Þ

The accuracy and efficiency of PSO algorithm optimization depend on cost
function formulation. The cost function to be optimized is

fer ¼ fdesired � fcalcj j
fdesired

ð1:12Þ

where fcalc denotes the obtained calculated frequency through equivalent circuit
analysis and fdesired is the desired frequency.

The algorithm steps implemented for this cost function optimization and cor-
responding structural parameters such as square SRR, side length of the square,
width of conductor, space between the inner and outer squares and g the gap present
in the rings is obtained. These parameters are given as the input for simulation
studies, and output responses are obtained.

Simulation and Validation of double-ring square SRR
Validation example of double-ring square SRR is described through simulation
studies having resonant frequency 9.6 GHz and dielectric constant of the substrate
as 4.4. The unit cell structure is as shown in Fig. 1.15. The simulation is carried out
for a side length a = 2.8 mm, width of the ring w = 0.3 mm, and gap in the rings
g = 0.3 mm. After obtaining the structural parameters, the simulation studies were
carried out and the corresponding permittivity and permeability have been
extracted.

The simulation results are shown in Fig. 1.16a, b.
It is clear that the designed metamaterial square double-ring SRR has negative

permeability from 9.35 to 9.94 GHz, which fulfills the design objective.

Fig. 1.15 PSO optimized
double-ring square SRR
designed using FEM solver
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1.4.3 Bacterial Foraging Optimization (BFO)

As compared to GA and PSO, the bacterial foraging optimization (BFO) is fairly new
in the field of applications in electromagnetics. K.M. Passino introduced this tech-
nique in 2002 [12]. The algorithm is inspired from the imitation of food-ingesting
(foraging) E-coli bacteria, which are present in our intestines. Here, a group of
bacteria moves in search of rich nutrient concentration and away from noxious ele-
ments. The BFO proceeds by selecting or eliminating bacteria based on their foraging
strategies. The natural selection tends to eliminate animals with poor foraging
strategies and favor those having the successful ones. After many generations, the
poor foraging strategies are either eliminated altogether or reshaped into the good
ones. The foraging strategy is governed by four different steps which includes
chemotaxis, swarming, reproduction, and elimination–dispersal are given below.

• Chemotaxis:

This process is achieved through swimming and tumbling by flagella. Depending
upon the rotation of flagella in each bacterium, it can move in two different ways; it
can move in a predefined direction (swimming) or altogether in different directions
(tumbling), in the entire lifetime. To represent a tumble, a unit length random
direction, say u(j), is generated; this will be used to define the direction of
movement after a tumble.

In particular

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞþCðiÞ/ðjÞ ð1:13Þ

where hi (j, k, l) represents the ith bacterium at jth chemotactic, kth reproductive and
lth elimination and dispersal step. C(i) is the size of the step taken in the random
direction specified by the tumble (run length unit).

Fig. 1.16 Extracted characteristics of the modeled double-ring square SRR, a permittivity,
b permeability
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• Swarming:

During the process of reaching toward the best food location, it is always desired
that the bacterium which has searched the optimum path should try to provide an
attraction signal to other bacteria so that they swarm together to reach the desired
location. In this process, the bacteria congregate into groups with high bacterial
density. The mathematical representation for swarming can be represented by

Jcc h;P j; k; lð Þð Þ ¼
XS
i¼1

Jicc h; hi j; k; lð Þ� �

¼
XS
i¼1

�dattract exp �xattract

Xp
m¼1

hm � him
� �2 !" #

þ
XS
i¼1

hrepellent exp �xrepellent

Xp
m¼1

hm � him
� �2 !" #

ð1:14Þ

where Jcc (h, P (j, k, l)) is the cost function value added to the actual cost function
which is to be minimized to present a time varying cost function. “S” is the total
number of bacteria, and “p” is the number of parameters to be optimized which are
present in each bacterium. xattract, dattract, hrepellent, and xrepellent are different
coefficients that are to be chosen properly.

• Reproduction:

The least healthy bacteria die, and the other healthiest bacteria will split into two
bacteria, which are placed in the same location. This makes the population of
bacteria constant.

• Elimination and Dispersal:

The two processes which determine the population of bacteria are elimination and
dispersal. Gradually, the elimination occurs due to consumption of nutrients in par-
ticular area and dispersal results in the spreading of bacteria from one area to another
area. These two processes destroy the progress of chemotactic step. This processmade
the BFO prevent the algorithm from local optima by preventing stagnation.

Algorithm
The algorithm of BFO is as follows

Step 1: Initialize parameters p, S, Nc, Ns, Nre, Ned, Ped, C(i) (i = 1, 2,…S), hi

where,

p Dimension of search space
S Total number of bacteria in the population
Nc The number of chemotaxis steps
Ns The number of swimming steps
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Nre The number of reproduction steps
Ned The Number of elimination and dispersal steps
Ped Elimination–dispersal with probability
C(i) The size of the step taken in the random direction specified by the

tumble

Step 2: Elimination–dispersal loop: l = l + 1
Step 3: Reproduction loop: k = k + 1
Step 4: Chemotaxis loop: j = j + 1

(i) For i = 1, 2,…S, take a chemotactic step for bacterium i as
follows.

(ii) Compute fitness function, J (i, j, k, l).
Let, J (i, j, k, l) = J (i, j, k, l) + Jcc (h

i (j, k, l), P (j, k, l)) (i.e., add
on the cell-to-cell attractant-repellant profile to simulate the
swarming behavior)
where Jcc is defined in (ii).

(iii) Let Jlast = J (i, j, k, l) to save this value since we may find a better
cost via a run.

(iv) Tumble: Generate a random vector D ið Þ 2 <p with each element
Dm(i), m = 1, 2,…, p, a random number on [−1, 1]

(v) Move: Let

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞþCðiÞ DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DTðiÞDðiÞ

q ð1:15Þ

This results in a step size C (i) in the direction of the tumble for
bacterium i.

(vi) Compute J (i, j + 1, k, l) and let

Jði; jþ 1; k; lÞ ¼ Jði; j; k; lÞþ Jccðhiðjþ 1; k; lÞ;Pðjþ 1; k; lÞÞ
ð1:16Þ

(vii) Swim

(a) Let m = 0 (counter for swim length)

(b) While m < Ns (if have not climbed down too long)

• Let m = m + 1
• If J(i, j + 1, k, l) < Jlast (if doing better), let Jlast = J(i,

j + 1, k, l) and let

hi jþ 1; k; lð Þ ¼ hi j; k; lð ÞþCðiÞ DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DTðiÞDðiÞ

q ð1:17Þ
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• Else, let m = Ns. This is the end of the while statement

(viii) Go to the next bacterium (i + 1) if i 6¼ S (i.e., go to (ii)) to
process the next bacterium.

Step 5: If j < Nc, go to Step 4. In this case, continue chemotaxis since the life of
the bacteria is not over.

Step 6: Reproduction:

(i) for the given k and l, and for each i = 1, 2,…S, let

Jihealth ¼
XNc þ 1

j¼1

Jði; j; k; lÞ ð1:18Þ

Be the health of the bacterium i (a measure of how many nutrients it
got over its lifetime and how successful it was at avoiding noxious
substances). Sort bacteria and chemotactic parameters C(i) in the
order of ascending cost Jhealth (higher cost means lower health).

(ii) The Sr bacteria with the highest Jhealth values die and remaining Sr
bacteria with the best values split (this process is performed by the
copies that are placed at the same location as their parent).

Step 7: If k < Nre, go to Step 3. In this case, we have not reached the number of
specified reproduction steps, so we start the next generation of the
chemotactic loop.

Step 8: Elimination–dispersal: For i = 1, 2…, S with probability Ped, eliminate
and disperse each bacterium (this keeps the number of bacteria in the
population constant). To do this, if a bacterium is eliminated, simply
disperse another one to a random location on the optimization domain.

Step 9: If l < Ned, then go to Step 2; otherwise end.

Application:
In metamaterial design, the basic structure used is split-ring resonators which
possess negative refractive index at the corresponding frequency of resonance.
Analysis of metamaterial structures has been carried out using equivalent circuit
analysis method. The structural parameters such as diameter, width, gap between
rings and material properties of the substrate determine the frequency of resonance.
Here, double-ring circular SRR is analyzed. Bacterial foraging optimization
(BFO) algorithm is implemented for design optimization of circular SRR with
respect to a desired resonant frequency.

Circular SRR:
Figure 1.17a represents the schematic of the circular SRR along with dimensions.
The external radius is represented by rext, width of rings is denoted by w, d is the
separation between inner and outer rings, and s is the gap in each ring. For the
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analysis, the distributed circuit is represented by the corresponding lumped network
and is shown in Fig. 1.17b.

From the equivalent circuit of circular SRR, the resonance frequency of oper-
ation is

fr ¼ 1

2p
ffiffiffiffiffiffi
LC

p ð1:19Þ

where C and L are the capacitance and inductance of the CSRR, respectively.

Formulation of problem:
The accuracy and efficiency of BFO algorithm implementation depend on cost
function formulation. The cost function to be optimized is

fer ¼ fdesired � fcalcj j
fdesired

ð1:20Þ

where fcalc denotes the obtained calculated frequency through equivalent circuit
analysis and fdesired is the desired frequency.

The algorithm steps implemented for this cost function optimization and cor-
responding structural parameters such as CSRR external radius, width of rings and
separation between rings are obtained. These parameters are given as the input for
simulation studies, and output responses are obtained.

Also a feasibility study is carried out among GA, PSO, and BFO; results show
that in terms of CPU time and accuracy, BFO is more efficient. Table 1.1 shows the
comparison between various soft computing techniques. The CPU time and accu-
racy in any soft computing technique depend on the selection of parameters,
complexity and type of problem.

Fig. 1.17 a Schematic of circular SRR along with dimensions. b Distributed circuit represented
by corresponding lumped network

Table 1.1 Comparison of
soft computing techniques for
optimization of a CSRR at
8.25 GHz (Intel core, 4 GB
RAM)

Techniques Accuracy (ferror in GHz) CPU time (in s)

BFO 0.0181 0.058939

PSO 0.0285 0.213547

Genetic
algorithm

1.5710 0.226509
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By using the obtained parameters from optimization through BFO algorithm,
simulation studies are carried out. From the obtained results, permeability and
permittivity are also extracted for ensuring the metamaterial properties.

Simulation Results
The metamaterial dual circular SRR is designed for a resonant frequency of
4.5 GHz. The dielectric constant of substrate used is 3.8, and other structural
parameters are height of substrate of 2.4 mm, external radius of 2.7 mm, width of
ring w of 0.3 mm, and gap in each ring as 0.3 mm. Figure 1.18 shows the unit cell
of the CSRR designed. The obtained S-parameter shows that resonance frequency is
obtained at 4.5 GHz and fulfills the objective of design. The reflection and trans-
mission characteristics of the designed structure are shown in Fig. 1.19.

The extracted material parameters are shown below in Figs. 1.20 and 1.21. From
the responses, it is clear that permeability of the metamaterial is negative in the
range of frequency of resonance (Fig. 1.21).

Fig. 1.18 Unit cell of the
CSRR designed

Fig. 1.19 Reflection and
transmission characteristics of
the designed CSRR structure
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1.5 Linking Optimization Algorithm to EM Tools

The lack of mathematical formulation in EM domain leads to the integration of the
optimization tool with EM simulators in order to achieve optimization through
iterative EM simulations. In this work, the soft computing optimization code acts as
a kernel, which calls a FEM-based EM solver, in order to determine the fitness as
shown in the Fig. 1.22. This technique involves calling the solver-specific com-
mands (such as visual basic language (VBA) EM simulation solver) in the Matlab
framework. The soft computing optimization algorithm, along with the EM simu-
lation tool, creates a computational engine for optimization.

Fig. 1.20 Extracted
permittivity and permeability
of the designed CSRR

Fig. 1.21 Negative
permeability at the desired
resonant frequency
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The developed computation engine passes the coordinates of each particle
(structural parameters) during every step in the iteration to EM solver. Using this
dimensional information, and solver-specific commands, which involve assigning
of material properties to each component in the structure, the solver is able to design
the structure, assign boundary conditions, assign EM solver parameters, simulate
the structure for a particular frequency range and output the S-parameters obtained
from the simulation. These S-parameters are sent back to the algorithm kernel,
where these values are used to calculate an application-specific fitness function.

1.6 Conclusion

The basic concepts of soft computing algorithms have been reported in this chapter
in detail along with their stepwise development procedure in terms of flowchart.
The same algorithms have been implemented in design and analysis of metama-
terials in conjunction with equivalent circuit model as electromagnetic tool.
Nature-based algorithms being the best intelligent algorithms, genetic algorithm,
particle swarm optimization and bacterial foraging optimization techniques are
considered in this book. The algorithms described in this chapter will be the basis
for the subsequent chapter where real-time electromagnetic design optimization
applications have been demonstrated.
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Chapter 2
Metamaterial-Based Miniaturized Planar
Inverted-F Antenna

S. Manjula and Balamati Choudhury

2.1 Introduction

The fast-growing high-profile mobile communication systems demand miniatur-
ization of mobile systems, which leads to the reduction in antenna size. The design
of compact antennas with enhanced performance such as low specific absorption
rate (c), large bandwidth and multiband operation is gaining momentum. Efficient
use of metamaterial structure has got great importance in this miniaturization
process.

Planar inverted-F antennas (PIFA) are widely used in mobile applications as it is
compact, easy to fabricate, integrate into the printed circuitry and is light weighted.
The inclusion of metamaterial structures to the PIFA system makes it more com-
pact, which will overcome the challenges faced in the miniaturization of antenna
systems in mobile communication. This chapter gives an insight to the possibilities
of designing a compact metamaterial PIFA system.

2.1.1 PIFA System

The conventional PIFA is also known as quarter-wavelength patch antenna as it is
resonating at quarter wavelength, i.e., at k/4. Since the antenna is resonant at the
quarter wavelength, the size of the antenna is less and hence occupying little space.
PIFA systems have wide applications such as mobile hand sets. This chapter also
provides a feasibility study of metamaterial PIFA system in the cellular bands. The
frequency bands for cellular phone systems are as follows: GSM (Global System
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for Mobile Communications: 880–960 MHz), DCS (digital communication system:
2.71–1.88 GHz), PCS (Personal Communication System: 1.85–1.99 GHz) and
IMT-2000 (3G: 1.92–2.17 GHz).

Advantages of PIFA System
PIFA systems are chosen for its simple and compact structure. They can be easily
installed in cellular devices. The main advantages of PIFA are mentioned below:

• The advances in printed circuit technology make antenna fabrication quite easier
and cost-effective.

• As the size of the PIFA antenna is in the order of quarter wavelength, it found
applications in UHF and VHF range.

• Enhanced antenna performance such as low SAR due to its reduced backward
radiation.

• A single-patch PIFA system itself provides a maximum gain in the range of
6–9 dBi.

• The gain of the antenna can be enhanced by using an array of patches on a single
substrate, which makes the antenna cost-effective as compared to other
antennas.

• PIFA systems possess good electrical characteristics.
• It can be tuned easily, and impedance matching can be done by varying the

position of the feed.
• It can be used for MIMO (multiple-input and multiple-output) applications.
• The losses of PIFA system are low as compared to other antennas.

Limitations
Planar inverted-F antenna is characterized by narrow bandwidth. The shorting pin
known to reduce the size of the antenna will result in narrow impedance.

2.1.2 Applications of PIFA System

Planar inverted-F antenna finds applications in wireless applications such as cellular
devices, biotelemetry communication, healthcare applications, WLAN and
WIMAX applications for laptop. These applications require a much smaller antenna
with a better performance and enhanced bandwidth.

Biotelemetry application: Recently, PIFA systems have been used in
biotelemetry communication system for treatment of human diseases and also to
monitor the signals within the human body. In biotelemetry systems, the antenna is
implanted into the body. The body is continuously monitored by transmitting and
receiving the physiological signals between implanted antenna and the medical
communication device.

Radio frequency identification: Hospitals have advanced a lot in the recent years,
by making use of the technologies available in the market to minimize medical
errors and to provide better quality of healthcare in the hospitals. RFID tags which
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make use of PIFA system comes in handy by providing security solutions, and
locating and tracking hospital staff in case of emergencies which is efficient for the
hospitals to deliver a prompt service. RFID collars are also developed using PIFA
system. The collars are usually worn by the cattle in a large herd. In case of theft or
any other danger, the cattle will start running. The acceleration is detected by the
device, and a message is sent to farmer through GSM network, making it easy to
find the cattle.

WLAN/WIMAX applications: PIFA offers many attractive features such as small
structure, low cost and better performance. These features have made it attractive in
the field of wireless technology. PIFA serves as wireless local area network antenna
for the laptop computers. In the recent trends, it has become a standard element in
laptops for wireless internet access, due to its small structure. PIFA system is also
used in cellular devices to provide wireless LAN services.

2.1.3 Design Challenges

Although there are various techniques and different simulation tools, the following
issues make the design of PIFA system a truly challenging aspect.

Downsizing the antenna: The size of the antenna cannot be decreased just by
scaling or by reducing the dimensions of the antenna since the impedance at
antenna’s terminals will be affected. The other factors which will be affected by
reducing the size of the antenna are its radiation characteristics. Also, the gain,
bandwidth and efficiency will be greatly influenced. The other limitation in
reducing the size of the antenna is the difficulty in feeding small antennas correctly.
Small antennas are greatly affected by their surroundings, so care should be taken to
integrate such antennas into a system so as to obtain the maximum efficiency.
Hence, we can say that reducing the size of antenna is to compromise the best
bandwidth and efficiency among the obtained set of values. The other issues in
design of antenna are discussed below.

Integrating with other components: While integrating an antenna onto the board
of the mobile phones, the neighboring components has to be taken into consider-
ation since they influence the performance of antenna greatly. With the advance-
ment of multimedia components in cellular devices, the space for antenna started
shrinking and antenna had to be integrated with other components. The cellular
device consists of battery, display, speakers, camera and other components. These
components act as noise source to the antenna since they emit RF noise which will
degrade the performance of the antenna. Hence, care should be taken while inte-
grating these components with the antenna so as to minimize its effect on the
antenna performance and obtain maximum output performance.

Mechanical issues: Once the antenna is being designed electrically, the next step
is to provide a mechanical solution to the electrical design. To maintain the effi-
ciency of the antenna, it is necessary to have good mechanical contact and
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tolerance. Also, the distance between metal objects and lossy objects needs to be
optimized for the better performance.

Quality issues: An antenna is quality-controlled through its design. To have a
better quality, the antenna needs to be simple with few contact points. The distance
between feeding pins and the ground pins needs to be large to improve tolerance.

Connection issues: Connection is another issue which needs to be considered to
maintain the quality of the antenna. The antenna suffers ohmic losses due to the
number of connections. This can be reduced by having direct connections to the
PCB as much as possible.

2.2 Reviews on PIFA

A brief description about planar inverted-F antenna is given in this section. The
concept of miniaturization, need for it and the challenges faced in miniaturization
are discussed. Different techniques on miniaturization of the antenna are studied,
and review is provided towards enhancing the gain of the antenna. Based on the
survey, suitable technique for miniaturization is opted and is used in our design.

2.2.1 Basic PIFA System

Planar inverted-F antenna gets its name from its shape which is in the form of an
inverted F. Figure 2.1 shows the schematic of a basic PIFA antenna consisting of a
ground plane, substrate, feeding pin and a radiated patch shorted at one end through
a shorting pin. The radiating patch is placed above the ground plane so as to be
parallel with it. This in turn introduces capacitance to the input impedance of the
PIFA system which is compensated by adding a short-circuit stub. When the PIFA

Feed
Substrate

Ground 
Plane 

Radiating
Patch 

Shorting 
Pin

Fig. 2.1 Schematic of a conventional PIFA system
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is excited, currents in the ground plane are also excited, which forms an electro-
magnetic field. The ground plane and the antenna combination acts as a perfect
reflector only when the dimensions of the ground plane are larger than the antenna,
i.e., the ground plane length required is k/4, where k is the operating wavelength. If
the length of the ground plane is below k/4, then the antenna possesses problems for
the tuning mechanism, thereby reducing antenna’s performance, while multi-lobes
are introduced if the length of the ground plane is greater than k/4. The feeding pin
is placed in between the open end and the shorter end of the patch.

The input impedance of the PIFA can be controlled by varying the position of
the feed. The impedance of the PIFA decreases when the feed is closer to the
shorting pin, while the impedance increases when the feeding pin is moved away
from the shorting pin. The impedance of PIFA can be tuned using this parameter.
The resonant frequency of the PIFA system is dependent on the width “D” of the
shorting wall. If the width of the patch is equal to the width of the shorting wall,
then the shorting pin runs the entire width of the patch. The antenna has maximum
radiation efficiency when

L ¼ k=4 ð2:1Þ

If the width of the short is zero, then the antenna resonates at

LþW ¼ k=4 ð2:2Þ

From the above two equations, it is seen that the antenna resonates when the
space between the edge and the shorting area is a quarter wavelength. The resonant
length of the antenna is approximated as

LþW � D ¼ k=4 ð2:3Þ

2.2.2 Miniaturization of PIFA

In these days, the size of the antenna in cellular phones is a major concern, as the
space available for antenna in mobile phone is reducing. Hence, we primarily
focused on reducing the size of the antenna while improving the gain of antenna
with low SAR. Different techniques have been investigated for miniaturization of
PIFA system and are given below.

Capacitive loading technique
Capacitive loading is the most common technique used to reduce the size of the
conventional PIFA system. In this technique, capacitance is introduced between the
open edge and feeding point as shown in Fig. 2.2. Such antennas are known as
lumped element-loaded antennas.
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Chi et al. [1] proposed a miniaturized PIFA system by loading lumped elements
achieved from transmission line model. The electrical size of the antenna is reduced
to one-eleventh (reduction by 91%) after loading shunt capacitors periodically. The
experimental results show that although the size is reduced significantly, the
measured radiation gain and bandwidth are reduced to −22.6 dBi and 0.15%,
respectively.

Magnetic material loading technique
Loading the antenna with magnetic materials is another known technique to reduce
the size of the antenna. Kawano et al. [2] designed PIFA systems by loading
magnetic materials in the feed and the shorting pin of the PIFA system. The
corresponding input impedance, surface current distribution and the radiation
characteristics of the antenna were obtained and compared with the calculated
results. It is seen that the PIFA loaded with magnetic materials was 50% smaller in
structure than the PIFA without magnetic materials.

Karkkainen et al. [3] used magnetic material fillings to reduce the size of the
PIFA system. The PIFA system is designed using the dispersive magnetic material
fillings between the ground plane and the radiating patch. The designed PIFA is
simulated using FDTD method, and the effect of resonant frequency of the materials
on the resonant frequency of the PIFA is studied. It has been observed that the
resonance frequency of the PIFA is reduced by 20% due to the resonant magnetic
material, while the relative bandwidth is retained.

Metamaterial-based PIFA system
In the recent years, metamaterials have inspired great deal of interest due to their
unique properties such as negative permittivity and negative permeability.
Metamaterials are not readily available in nature, and these materials are artificially
engineered to obtain the negative characteristics by periodically arranging thin-wire
structures. Split ring resonators on the other hand are also known to exhibit negative
refractive index.

Xin-Yuan et al. [4] proposed a novel design of metamaterial-loaded wideband
PIFA system. An array of Jerusalem cross-shaped PEC structure used in
frequency-selective surface (FSS) is designed, which acts as a metamaterial
structure. This metamaterial structure is loaded on the ground plane of the PIFA

L1

Capacitive load Feed Shorting Pin

Fig. 2.2 Capacitive-loaded antenna
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antenna. In metamaterial-loaded PIFA system, the size was reduced by 91%. The
center frequency of the PIFA system is found to be 3.4 GHz.

EBG-based PIFA systems
The growing interest in electromagnetic band gap (EBG) structures paved way for
researchers to utilize them in miniaturization of antenna. EBG structure helps in
reducing surface waves, thereby enhancing the bandwidth, forward and backward
radiation ratio, directivity and efficiency of the antenna.

Zuazola et al. [5] proposed a miniaturized PIFA system using FSS strips which act
as EBG structures. FSS strips are incorporated on the bottom layer of the PIFA system
to increase the bandwidth and front-to-back ratio. The frequency of operation of the
FSS-based PIFA system was 1–6 GHz. PIFA with FSS strips mounted on a FR4
substrate having extra ground plane can broaden the bandwidth and is suitable for
GSM 900 band. The miniaturized multiband PIFA with FSS strips can work satis-
factorily at the DCS-1800, UMTS, Hiper LAN/2 bands and Bluetooth (WLAN).

Zhao et al. (2004) [6] proposed an EBG-based PIFA system to downsize the
PIFA system. The designed antenna consisted of mushroom-like EBG structure
operating from 2.1 to 2.4 GHz having metallic patches, connecting pins, a ground
plane and a dielectric substrate. From the simulated results, it was seen that the
PIFA with EBG had a reduced thickness of 2.6 mm as compared to the conven-
tional PIFA.

2.2.3 Performance Enhancement of PIFA

Since years, there have been growing demands in the market for smaller antennas
that can be easily embedded in cellular devices. This calls for the attention toward
enhancing the performance of the antenna. Several researchers have been trying to
find different methods to improve the performance of the antenna. Different tech-
niques are discussed here to enhance the performance of the antenna.

Using electronic band gaps
EBG structures stand out as an option because of its unique properties and char-
acteristics such as surface wave suppression and in-phase reflection coefficient. The
surface wave suppression characteristic is often utilized to enhance the gain of the
antenna and to reduce the mutual coupling, while the latter can be utilized to design
low-profile antennas. EBG as metamaterials are used to control the propagation of
waves at all incident angles and polarizations. EBG are also known as photonic
crystals and are realized using periodic arrangement of metallic structures.

Zhao et al. (2004) [6] designed an EBG-based planar inverted-F antenna to
increase the efficiency of the antenna. Mushroom-like EBG structure operating from
2.1 to 2.4 GHz having metallic patches, connecting pins, a ground plane and a
dielectric substrate was used. EBG structures are capable of controlling the flow of
electromagnetic waves. Compared to the conventional PIFA, PIFA with EBG
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structure has 6 dB reductions in backward radiation. The resonant frequency is
shifted from 2.7 to 2.4 GHz.

EBG structure reduces surface waves, thus leading to an increase in directivity,
bandwidth, forward and backward radiation ratios, and efficiency.

Abidin et al. [7] proposed a 2 � 2 U-shaped PIFA system at 2.4 GHz and
reduced the mutual coupling effect using EBG structures. The designed antenna had
a thin profile and was fabricated in FR4 substrate, which can be useful in compact
mobile handsets. The EBG-based PIFA system reduced the mutual coupling by
6 dB.

Using metamaterials
Attia et al. [8] used metamaterials as superstrate to enhance the gain of a PIFA
system working at UMTS band. Split ring resonators with high value of perme-
ability at resonant frequency of the antenna were used as superstrate. A 12 � 12
array of metamaterial SRRs was used as superstrate on a conventional planar
inverted-F antenna, which increased the antenna gain by 3.2 dB.

Xin-Yuan et al. [4] designed a metamaterial-loaded wideband PIFA antenna
using frequency-selective surfaces (FSS). The FSS consisted of an array of
Jerusalem cross-shaped PEC structure which acts as a metamaterial structure. This
metamaterial structure is loaded on the ground plane of the PIFA system. The
metamaterial-loaded PIFA system has an enhanced bandwidth of 49.4% from 2.56
to 4.24 GHz at a center frequency of 3.4 GHz.

To summarize, metamaterials play an important role in miniaturization and
performance enhancement of PIFA system. The antenna size can be reduced sig-
nificantly using metamaterial split ring resonators, metamaterial EBG structures and
Jerusalem cross designs in the ground plane, to act as metamaterial. Hence, the
literature survey reveals that metamaterial structure helps in miniaturization as well
as performance enhancement of PIFA system.

2.3 Background Theories for the Design of PIFA System

This section provides an overview of the concepts used in design of PIFA system.
As per our approach toward miniaturization, a basic PIFA system will be designed
and the corresponding results for the designed antenna structure shall be obtained.
The theory of metamaterials has been discussed, and a suitable metamaterial
structure is selected for PIFA design. The selected metamaterial structure will be
then optimized for desired resonant frequency. The designed metamaterial is loaded
onto the basic antenna as per the proposed design, and the results are obtained.
Further optimization of the novel PIFA has been carried out in order to achieve high
system performance. The designed antenna with metamaterials is then compared
with the results of the basic antenna structure, and its performance characteristics
are studied.
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2.3.1 Metamaterial Structure

From the literature survey, it could be seen that the metamaterial structure improves
the performance of the PIFA system and also helps in downsizing the antenna. The
most popular kind of metamaterial structure is the SRR. A single SRR can be
modeled as an LC circuit. Figure 2.3 shows a simple square SRR. The SRR in the
figure consists of a coil which forms an inductor, while the open ends of the coil
form the capacitor.

The gaps between the rings are considered for the prediction of resonant fre-
quency. Since the SRRs exhibit negative permeability close to their resonant fre-
quency, it is important to predict the proper resonant frequency for a chosen
structure.

Design of SRR
A split ring resonator is the most common structure used to obtain negative
refractive index in designing metamaterials. SRRs were obtained initially from the
wire structure by Sir Pendry [9]. SRRs can produce magnetic resonance leading to
negative permeability. The return loss of antenna is tuned by magnetic resonance of
the SRR which results in the improvement in size of the antenna. Further, the
interaction between magnetic field of SRR and the fields generated by PIFA system
will enhance the radiation properties, return loss, bandwidth and gain of antenna.
The SRR structure considered here consists of two concentric square rings. Each
ring has a gap appearing on opposite sides. Schematic of a simple square split ring
resonator is shown in Fig. 2.3. In order to isolate the inclusions and their electric
and magnetic properties, the non-planar concept was employed. The relative neg-
ative permittivity and permeability are given by

er ¼ n=g ð2:4Þ

lr ¼ ng ð2:5Þ

Fig. 2.3 A simple square
split ring resonator
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2.3.2 Specific Absorption Rate

The rate at which radiation is absorbed by the human body is measured by the
specific absorption rate (SAR). It is usually measured over 1 gm/10 gm of human
tissue. SAR is defined as

SAR ¼ rE2

q
W/kgð Þ ð2:6Þ

where E is the root-mean-square amplitude of induced field, r is the conductivity of
tissue, and q is the mass density of tissue. The radiation emitted from cellular
devices is regarded as the top polluting sources by World Health Organization
which may lead to health hazards in humans. Different countries around the globe
have specified different standards to limit SAR produced from cellular devices.
In USA, the specified SAR value is below 1.6 W/kg over 1 gm of tissue, while in
Europe, the specified limit is around 2 W/kg over a tissue volume of 10 gm. India
has adopted FCC standards to limit SAR. The value of SAR depends on volume of
the head that has been exposed to radiation and also the position of cellular device
to the head. For mobile applications, in order to reduce the electromagnetic inter-
action between human head and mobile phone, SAR has to be controlled. Various
methods have been proposed towards reduction of SAR in human head.

Lin et al. [10] designed a FSS-based PIFA system towards reduction of SAR.
The SAR was reduced by decreasing the backward radiation using two-dimensional
periodic structure of frequency-selective surface (FSS) structure which was placed
at the bottom side of the PIFA system. The resonating frequencies of the designed
antenna are at 900 and 1800 MHz. The integration of PIFA and FSS also improves
the antenna gain and radiation efficiency of the antenna. The total dimension of the
PIFA system was reduced after addition of slotted FSS structure.

Manapati et al. [11] used metamaterial split resonators to reduce SAR of PIFA
system. They proposed three different types of resonator such as spiral resonator
(SR), split ring resonator (SRR) and open split ring resonator (OSRR) as meta-
material unit cell. The array of resonators exhibits negative permeability. The PIFA
system which was resonating at 900 MHz was tilted by 30°, and the face of the
antenna is in the direction opposite to the human head. By using the 10-element
array of spiral resonator, split ring resonator and open split ring resonator, the SAR
has been reduced by 35.52, 20.12 and 57.89%, respectively.

Faruque et al. [12] carried out electromagnetic absorption studies in mobile
phones while using metamaterials in the antenna system. An array of metamaterials
is kept in between the antenna and human head to reduce the SAR.
A finite-difference time-domain (FDTD) method with lossy-Drude model was used
for this analysis. In order to study the reduction in SAR, various parameters have
been investigated, such as the effects of attaching the metamaterial at different
positions, distance and size of metamaterials, perfect electric conductor and
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materials on the specific absorption rate reduction. The PIFA is constructed with
helical-type antenna, which is resonating at 900 MHz, and is used for GSM
applications. The metamaterial characteristics were obtained by arranging the split
ring resonators periodically. The structure exhibits metamaterial properties at 900
and 1800 MHz. These metamaterial structures are designed on a printed circuit
board for the easy integration with cell phones. Metamaterials helped to achieve a
42.12% reduction of the initial specific absorption rate value for 1 gm specific
absorption rate and 53.94% reduction for the 10 gm specific absorption rate.
Further, Faruque et al. [13] proposed a new design of square metamaterial structure
and used as an array of metamaterials to reduce the absorption rate. The design was
experimentally validated.

2.3.3 Optimization of PIFA Using PSO

The proposed PIFA system is designed using square SRR as metamaterials. The
design of PIFA system involves varying the position of feed and changing the
dimensions of shorting wall and radiating patch for better performance, and also
the metamaterial needs to be designed to match the resonant frequency of the PIFA
system which is a time-consuming task. Hence, optimization is done to obtain the
required parameters for a good design. This calls for the implementation of different
optimization techniques.

Soft computing technique stands as an option among various techniques due to
their properties such as global optimization, quick response and accuracy. The
emerging trends in soft computing techniques play an important role in the opti-
mization of the design in various fields of electromagnetics including metamate-
rials. These techniques yield quick and robust solutions that are economically
viable. Soft computing techniques have been earlier used to optimize the design of
antennas and metamaterials.

Here, a square SRR as metamaterial in conjunction with PIFA system is used to
downsize the antenna in order to enhance the performance of it. To accomplish this,
an array of square SRRs is loaded on the antenna by replacing the ground plane.
The SRR array needs to be designed at a frequency range which is equivalent to the
resonant frequency of the PIFA system. To design the SRR at a particular resonant
frequency, particle swarm optimization (PSO) is developed.

2.4 Design Methodology

PIFA systems are widely used in wireless communications due to their compactness
and multiple-input and multiple-output applications. However, these antennas
posses a narrow bandwidth which is a disadvantage and also the size of the antenna
is to be taken into consideration. In order to increase the performance of the
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antenna and also to reduce its size, a simple square ring resonator is proposed along
with conventional PIFA. The square ring resonator is to be designed at a resonant
frequency equivalent to the resonant frequency of the PIFA system. PSO algorithm
is used to optimize the structural parameters of the SRR for the desired resonant
frequency. The optimized design of SRR is used in miniaturization of the antenna
and to enhance the performance. The steps below are followed to design PIFA
system.

Step 1: Design of a conventional planar inverted-F antenna using transmission
line model (for the required resonant frequency).

Step 2: Selection of metamaterial structures and development of equivalent
circuit model.

Step 3: Optimization of the selected metamaterial structures for the desired
resonant frequency using particle swarm optimization (CAD package
developed by CEM, CSIR-NAL).

Step 4: Design and simulation of optimized metamaterial structures. Using these
metamaterial configurations, the PIFA system will be designed. The
implementation of metamaterial structures as substrate or superstrate or
hybrid ground plane depends on the EM requirements and application.

Step 5: To achieve high performance, optimization of the metamaterial PIFA
system will be carried out using soft computing techniques.

Step 6: A comparative study of performance parameters of conventional PIFA
system with metamaterial PIFA system will be carried out.

2.4.1 Design of a Conventional PIFA System in C-Band

The aim of this work is to downsize the PIFA system using metamaterials. As the
first step, we design the basic PIFA system by interfacing FEM-based electro-
magnetic solvers with MATLAB and study its characteristics so as to compare its
results with the metamaterial-loaded antenna. The structure of the conventional
PIFA is shown in Fig. 2.4.

Patch

Shorting Pin

Substrate

Feeding Pin
Ground Plane

Patch

Shorting Pin

Substrate

Feeding Pin
Ground Plane

Fig. 2.4 Structure of PIFA without metamaterials
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It consists of a ground plane, radiating patch, substrate, shorting pin and a
feeding pin. The substrate has a dielectric constant of 2.55. Copper material is used
for the radiating patch, shorting pin, feed and the ground plane. The proposed
metamaterial-loaded antenna design is shown in Fig. 2.5. The return loss charac-
teristics are shown in Fig. 2.6. Also Figs. 2.7, 2.8 and 2.9 demonstrate the radiation
characteristics obtained for the conventional PIFA system. Figure 2.10 shows the
graphical user interface for the design of metamaterial SRR and Table 2.1 provides
the design parameters for the PIFA system.

The frequency sweep is set from 1 to 8 GHz. The center frequency is taken at
minimum return loss, and the bandwidth can be calculated from return loss

Radiating patch

Shorting PinSubstrate 

Ground Plane

Feeding PinMetamaterial

SRR

Fig. 2.5 Structure of proposed PIFA design with metamaterial

Fig. 2.6 Return loss characteristics of conventional PIFA structure
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Fig. 2.7 Radiation pattern of the conventional PIFA structure

Fig. 2.8 Impedance plot (phi = 90) of conventional PIFA structure
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Fig. 2.9 Polar plot (phi = 0) of the conventional PIFA structure

Fig. 2.10 Graphical user interface of PSO-based CAD package for design of metamaterial
structures
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characteristics. The bandwidth of the antenna is taken for the frequencies above
which the return loss is more than 10 dB. For the designed dimensions, the antenna
is resonating at 6.075 GHz with return loss of 12.893 dB. The bandwidth of the
antenna is found to be 23.28 MHz with center frequency of 6.075 GHz. The
obtained antenna performances are shown in Table 2.2.

2.4.2 Design of Metamaterials

Square split ring resonators are the variant of split ring resonators used commonly in
the design of metamaterials. It consists of two square-shaped rings with each ring
consisting of a gap. The rings are placed in such a way that the gap on one ring is
opposite to the gap on the other ring. Square SRR at 6 GHz is chosen as metamaterial
unit cell. The frequency of SRR is designed to match the frequency of PIFA system.

Design of square split ring resonator
The design starts with a single SRR unit cell initially, and further, the SRR array is
used according to the antenna size. For the preliminary design, structural dimen-
sions of SRR structure are obtained using PSO-based CAD tool. The GUI window
of the CAD tool is shown in Fig. 2.10. The CAD tool is capable of designing the
SRR structure at any resonant frequency which is a priori requirement in
metamaterial-based PIFA system. The dimensions calculated from the CAD tool are
then optimized to obtain the desired resonant frequency.

Equivalent circuit model of square split ring resonator
The square SRR can be modeled as LC parallel tank circuit. The gap in the ring
forms the capacitor, while the metal ring forms the inductor. The values of
capacitance and inductance of the split ring resonators are determined using the

Table 2.1 Dimensions of
conventional PIFA system

Parameter Value (mm)

Width of the substrate, W 25

Length of the substrate, L 40

Distance of the feed in x-axis, fx 5.5

Distance of feed in y-axis, fy 5.6

Width of the radiating patch, Wr 20

Length of the radiating patch, Lr 32

Height of the patch from ground, h 3.5

Thickness of the substrate, T 2

Table 2.2 Performance
parameters of conventional
PIFA system

Frequency 6.075 GHz

S11 −12.893 dB

Gain 3.474 dB

Directivity 7.670 dBi
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equivalent circuit shown in Fig. 2.11. From the equivalent circuit analysis, resonant
frequency of the SRR is given by

w0 ¼ 1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffi

LtsCeqs
p ð2:7Þ

where Ceqs is the total equivalent capacitance and Lts is the total effective inductance
of the SRR.

The total equivalent capacitance is given by

Ceqs ¼ a� 3
2

wþ dð Þ
� �

Cpul ð2:8Þ

where Cpul is the per-unit-length capacitance between the rings.

Cpul ¼ e0 eeff
K

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� k2
p
� �

K kð Þ ð2:9Þ

and eeff is the effective dielectric constant given by

eeff ¼ er þ 1
2

ð2:10Þ

K(k) denotes the complete elliptical integral of the first kind with k denoted as

k ¼ d
dþ 2w

ð2:11Þ

The total effective inductance of the square SRR is given by

Lts ¼ 4:86 l0
2

a� w� dð Þ ln
0:98
q

� �

þ 1:84q
� �

ð2:12Þ

where q is the filling factor given by

q ¼ wþ d
a� w� d

ð2:13Þ

Lef

Ce

Fig. 2.11 Equivalent circuit
of square split ring resonator

2 Metamaterial-Based Miniaturized Planar Inverted-F Antenna 45



Simulation of square split ring resonator
Numerical simulations are used to predict the transmission properties of SRRs.
Here FEM-based solver is used to simulate the SRR structure. The simulations are
done by propagating EM wave along Y-direction. Z-axis was electrically polarized,
and X-axis was magnetically polarized. The background material was assumed to
be vacuum. To validate the simulation, the SRR parameters were chosen to be
d = 0.1204 mm, g = 0.2408 mm, c = 0.6995 mm and l = 5.2 mm. The thickness
and dielectric constant of the substrate were 2 and 2.55 mm, respectively. Table 2.3
provides the structural parameters of the metamaterial unit cell. The structure was
then optimized for resonant frequency of 6 GHz, and the corresponding permittivity
and permeability were extracted. Figure 2.12 shows the optimized structure of
square SRR, and the simulation results are shown in Figs. 2.13, 2.14 and 2.15.
From the simulation results, it has been observed that the designed square SRR
metamaterial has negative material characteristics from 4 to 6 GHz.

Fig. 2.12 Optimized design
of square SRR

Fig. 2.13 Scattering parameters of square SRR
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Fig. 2.14 Extracted permittivity of square SRR

Fig. 2.15 Extracted permeability of square SRR

Table 2.3 Dimensions of
designed metamaterial

Parameter Value (mm)

Thickness of the substrate, h 2

Metal thickness, t 0.01

Width of the rings, w 0.6995

Length of outer ring, o 5.2

Gap in each ring, g 0.2408

Gap between rings, d 0.1204
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2.4.3 Design of PIFA Antenna Using SRR

The design of PIFA with metamaterials is shown in Fig. 2.16. An array of SRRs is
taken and placed on the substrate by replacing the ground plane. The antenna is
then scaled accordingly to resonate at 6 GHz frequency. The design optimization
and simulations are done by interfacing FEM-based EM solver with MATLAB.
The structural dimensions of PIFA system using SRR has been optimized for better
performance using soft computing based optimization algorithm in conjunction
with EM solvers. The enhanced antenna characteristics are shown in Figs. 2.17,
2.18, 2.19, 2.20 and 2.21.

Shorting 
Pin

Substrate 

Ground
Plane

Feeding Pin

Metamaterial
SRR

Radiating patch

Fig. 2.16 Structure of PIFA design with metamaterials

Fig. 2.17 Return loss characteristics of PIFA system with metamaterials
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The designed PIFA system with metamaterials resonates at a frequency of
5.564 GHz with return loss of 51.57 dB. The directivity at resonant frequency is
3.86 dBi. Table 2.4 provides the obtained antenna characteristics. From the results,
it is clear that the return loss, gain and directivity of the metamaterial-loaded PIFA

Fig. 2.18 3-D radiation pattern (directivity) of PIFA system

Fig. 2.19 3-D radiation pattern (gain) of PIFA system
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Fig. 2.20 Polar plot (phi = 90) of PIFA system

Fig. 2.21 Polar plot (phi = 0) of PIFA system
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antenna have been improved as compared to a conventional PIFA system without
metamaterial inclusion.

2.4.4 Design of PIFA Antenna Using PBG Substrate
in S-Band

The efficient antenna system can be achieved by enhancing bandwidth and
downsizing the system. The PIFA with PBG structure will give admirable results
compared to the conventional PIFA. In recent times, the PBG structure has been
developed rapidly. The operation of the PBG mainly depends on periodicity, pat-
tern, dielectric contrast and repetitive spacing between atoms. These structures do
not let the propagation of electromagnetic waves for certain space directions in a
given frequency range, which is very constructive feature. In this section, a novel
PBG planar inverted-F antenna (PIFA) for wearable systems is presented.

The structure of the conventional PIFA is shown in Fig. 2.22.
It consists of a patch, ground plane, shorting wall, feeding point and Teflon

substrate. The thickness of the substrate is 2 mm with permittivity er = 2.1.
The PIFA patch is manufactured on Teflon substrate. The shorting wall having
length 25 mm and width 24 mm is placed to achieve the impedance matching.
There is an air gap between substrate and ground plane, it will not change the field
of antenna, but it can change the resonant frequency. The height of air gap is 6 mm.
Copper material is used for radiating patch, shorting pin, feed and ground plane.
The FEM-based solver is used to simulate the PIFA system. The detailed dimen-
sions of conventional PIFA are given in Table 2.5, and the simulation results are
shown in Figs. 2.23, 2.24, 2.25, 2.26.

Table 2.4 Performance parameters of metamaterial-based PIFA system

Frequency 5.564 GHz

S11 −51.57 dB

Directivity 3.86 dBi

Shorting Pin

Substrate

Feeding Pin

Ground Plane

PIFA 
Fig. 2.22 Schematic of a
conventional PIFA system
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The frequency sweep is set from 0.5 to 3 GHz. For the designed dimensions, the
antenna is resonating at 1.805 GHz with a return loss of 13.708851 dB. The
standard procedure is followed to obtain the impedance bandwidth (VSWR < 2) of
25.4%. Table 2.6 gives the performance parameters of the conventional PIFA
systems.

Fig. 2.23 Return loss (S11) for the conventional PIFA structure

Fig. 2.24 Radiation pattern of the conventional PIFA structure
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The design of PIFA with PBG structure is shown in Fig. 2.27. The PBG
structure in this section is formed by some cylindrical air gaps, which are fixed on
the Teflon substrate. The PBG structure has been designed using cylindrical air
gaps over a dielectric substrate in a hexagonal pattern. Although the cylindrical air
gaps has been placed periodically, the feed probe area has been kept blank i.e.
without cylindrical air gaps to avoid the effect of feed probe. The dimension of the
designed cylindrical air gap has diameter d = 3 mm and periodicity i.e. the distance
between cylindrical patch is a = 5 mm. The finite element method (FEM)-based
EM solver is used for simulation of PBG-based PIFA. The design and simulation
results are shown in Figs. 2.28, 2.29, 2.30 and 2.31.

The PBG-based antenna’s return loss characteristics are shown in Fig. 2.28, the
antenna is resonating at 1.853 GHz. The standard procedure has been followed to
obtain the impedance bandwidth (VSWR < 2) of 39.9%. The obtained performance
parameters for the PIFA system with PBG structure are given in Table 2.7. The
simulated impedance bandwidth of the novel PBG-based PIFA is improved 14%
than that of the conventional PIFA. The gain of the novel PBG PIFA is increased
slightly.

Fig. 2.25 3-D polar plot (phi = 90) of the conventional PIFA structure
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2.4.5 Procedure to Calculate Impedance Bandwidth

The performance of the antenna will be affected by high efficiency and large
bandwidth parameters, which are interrelated to each other, and one does not have
full freedom to separately set these parameters. The performance of an electrically
small antenna can be examined in the same way as a simple resonator with the

PIFA 

Feed probe

Shorting wall

Ground Plane

Substrate
Fig. 2.27 Schematic of a
PIFA system with PBG
substrate

Fig. 2.26 3-D polar plot (phi = 0) of the conventional PIFA structure

54 S. Manjula and B. Choudhury



resonance frequency fr and the quality factor Q. There are two losses in antenna,
represented by external quality factor Qe and unloaded quality factor Qu. The total
losses of antenna is represented by Ql and is given by

Table 2.6 Performance
parameters of conventional
PIFA system

Frequency 1.805 GHz

S11 −13.70885 dB

Gain 5.871 dB

Directivity 5.851 dBi

Impedance bandwidth 25.4%

Fig. 2.28 Return loss for the PIFA structure with PBG

Table 2.5 Dimensions of
PBG-based PIFA system

Parameter Value (mm)

Width of the substrate 30

Length of the substrate, L 50

Width of the patch, w 24

Length of the patch, l 25

Distance of the feed in x-axis, fx 0

Distance of feed in y-axis, fy 15

Height of the substrate from ground, h 6

Thickness of the substrate, T 2
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Fig. 2.30 Radiation pattern
(in polar plot (phi = 90)) of
the PIFA structure with PBG

Fig. 2.29 Radiation pattern of PIFA structure with PBG
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Ql ¼ fr
Bhp

ð2:14Þ

where Bhp is the half-power bandwidth. The unloaded quality factor can be cal-
culated by

Ground Plane

Substrate Shorting Pin

Feeding Pin 

Fig. 2.32 Schematic of conventional PIFA

Fig. 2.31 Polar plot
(phi = 0) of the PIFA
structure with PBG

2 Metamaterial-Based Miniaturized Planar Inverted-F Antenna 57



Fig. 2.34 Radiation pattern
of the conventional PIFA
structure

Table 2.7 Performance
parameters of PBG-based
PIFA system

Frequency 1.853 GHz

Return loss −12.71 dB

Gain 5.990 dB

Directivity 5.971 dBi

Impedance bandwidth 39.9%

Fig. 2.33 Return loss characteristics of a conventional PIFA
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Fig. 2.36 Radiation pattern
(polar plot (phi = 0)) of the
conventional PIFA structure
with metamaterials

Fig. 2.35 Radiation pattern
(polar plot (phi = 90)) of the
conventional PIFA structure
with metamaterials
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Qu ¼ 2 � Ql

1� qðfr Þ ð2:15Þ

where the plus or minus sign refers to under- or over-coupled antenna, respectively,
and q(fr) is the reflection coefficient at resonance frequency. At critical coupling,
Eq. (2.15) is reduced to

Qu ¼ 2 � Ql ð2:16Þ

The unloaded quality factor is a physical constant and specific to each antenna
structure. Thereby, it is not affected by coupling, and the impedance bandwidth for
matching criterion VSWR � S can be given by

BandwidthðBWÞ ¼ S� 1

Qu � ÞS
ð2:17Þ

This equation assumes critical coupling although the maximum bandwidth is
obtained with a slight over-coupling. In Eq. (2.17), S is the standing wave ratio and
assumed as 2. The measured voltage standing wave ratio should be less than S.

Table 2.8 Dimensions of
conventional PIFA system

Parameter Value (mm)

Width of the substrate 30

Length of the substrate, L 50

Width of the patch, w 40

Length of the patch, l 25

Distance of the feed in x-axis, fx 6

Distance of feed in y-axis, fy 6.5

Height of the substrate from ground, h 4.5

Thickness of the substrate, T 2

Unit cell

Polyimide 
Substrate

Fig. 2.37 Design of
metamaterial unit cell
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The main intention behind the PIFA system with metamaterials is to downsize
the antenna system. The FEM-based solver is used to design the antenna system and
study the characteristics of a metamaterial-loaded antenna so as to compare its
results with the conventional PIFA. The structure of the regular PIFA is shown in
Fig. 2.32.

The planar inverted-F antenna (PIFA) consists of a substrate, radiating patch,
ground plane shorting wall and feed. The dielectric constant of a substrate is 2.25.
Copper material is used as the radiating patch, shorting wall, feed and ground plane.
The dimensions of the substrate are 50 � 30 mm, respectively. The thickness of the
polyimide substrate is 2 mm. The length and width of the ground plane are 13 and
30 mm, respectively. The height of the shorting wall is 4.5 mm and is placed in
order to achieve impedance matching. The radiating patch is placed above the
ground plane having dimensions of 40 and 25 mm, respectively. The FEM-based
simulation software is used to simulate the PIFA. The feed has to be placed in a
proper position in such a way that it obtains good results. The detailed dimensions
of the conventional PIFA are given in Table 2.8, and the simulation results are
shown in Figs. 2.33, 2.34, 2.35 and 2.36.

Table 2.9 Performance
parameters of conventional
PIFA system

Frequency 5.564 GHz

S11 −51.57 dB

Gain 3.252 dB

Directivity 4.670 dBi

Fig. 2.38 Scattering parameters of SRR
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The operating frequency range of PIFA system is 1–8 GHz. The center fre-
quency is taken at minimum return loss, and the bandwidth can be calculated from
return loss. The reflection coefficient of −51.57 dB is obtained at a resonant

Fig. 2.39 Permittivity characteristics of SRR

Fig. 2.40 Permeability characteristics of SRR

62 S. Manjula and B. Choudhury



frequency of 5.564 GHz for the designed dimensions of the antenna. The band-
width of the antenna is found to be 23.28 MHz. The corresponding gain and
directivity are 3.252 and 4.670 dBi. The obtained performance parameters for the
conventional PIFA system are given in Table 2.9.

Numerical simulations are used to predict the transmission properties of SRRs.
Here FEM-based solver is used to simulate the SRR structure. The simulations are
done by propagating EM wave along z-direction. Vacuum was chosen as the
background material. To validate the simulation, the SRR parameters were chosen

Radiating Patch

Shorting 

Unit cell

Polyimide 
substrate

Feed

Fig. 2.41 Schematic of PIFA with metamaterial unit cell

Fig. 2.42 Return loss characteristics of PIFA with metamaterial unit cell
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to be d = 1.2 mm, g = 0.3 mm, w = 7.5 mm and l = 7.5 mm. The thickness and
dielectric constant of the substrate were 0.75 and 2.23 mm, respectively. The
thickness of unit cell is 0.2 mm. The unit cell is made up of copper material. The
structure was then optimized for resonant frequency of 3 GHz, and the corre-
sponding permittivity and permeability were extracted. Figure 2.37 shows the
optimized structure of SRR, and the simulation results are shown in Figs. 2.38, 2.39
and 2.40. From the simulation results, it was seen that the designed square SRR
metamaterial has negative parameters from 4 to 6 GHz. The dimensions of the
designed metamaterial unit cell is given in Table 2.10.

The corresponding permittivity and permeability characteristics calculated using
return loss are given below.

The design of PIFA with metamaterial unit cell is shown in Fig. 2.41. An array
of SRRs is taken and placed on the substrate. The antenna is then scaled

Table 2.10 Dimensions of
metamaterial unit cell

Parameter Value (mm)

Height of the substrate, h 2

Metal thickness, t 0.2

Width of the unit cell 7.5

Length of unit cell 7.5

Gap in each part of unit cell, g 0.3

Gap between unit cell, d 0.5

Fig. 2.43 Radiation pattern of PIFA with metamaterial unit cell
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accordingly to resonate between 3 and 4 GHz frequencies. The design and simu-
lations are done by FEM-based solver. The design and corresponding results are
shown in Figs. 2.42, 2.43, 2.44 and 2.45.

Fig. 2.44 Radiation pattern
(polar plot (phi = 90)) of
PIFA structure with
metamaterials

Fig. 2.45 Radiation pattern
(polar plot (phi = 0)) of the
PIFA structure with
metamaterials
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From simulation results, it can be shown that the PIFA system with metama-
terials resonates at 3.324 GHz having reflection coefficient of −36.21 dB. The gain
and directivity at 5.564 GHz are 5.323 dB and 5.315 dBi, respectively.

The deigned PIFA system without metamaterials resonates at a frequency of
5.564 GHz with return loss of 51.57 dB. The return loss, gain and directivity of
PIFA with metamaterials are improved as compared to the conventional PIFA.

2.5 Conclusion

Planar inverted-F antennas are widely used in mobile systems because of its
compact size and easy fabrication. These PIFA systems also find its application as
wireless sensors that can be used in aircraft fuel tanks to check the fuel availability
status. A technical review of advancements in design optimization of PIFA systems
has been reported in this chapter. It has been observed that the antenna size can be
further reduced by introducing metamaterial structures. In view of this, a
metamaterial-loaded compact planar inverted-F antenna has been designed and
simulated. The designed scattering parameter S11 of the metamaterial-based PIFA
antenna is −51.57 dB, whereas that of the conventional PIFA is −12.893 dB only.
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Chapter 3
Electromagnetic Perspective of Tensors

Susan Thomas and Balamati Choudhury

3.1 Introduction

The computational electromagnetics for planar applications generally deals with
scalars and vectors, whereas the conformal analysis which is an essential require-
ment in aerospace platform relies on the electromagnetic analysis beyond scalars
and vectors, i.e., the tensors of rank 2. The emerging field of metamaterial science
and technology into aerospace domain [1] is forcing researchers to carry out
electromagnetic analysis of higher ranks. Hence, the fundamental concepts of
scalars, vectors and tensors from an electromagnetic perspective are very much
essential for the design and analysis of aerospace applications such as conformal
antenna analysis, radar cross section (RCS) reduction by cloaking structures [2] and
aerodynamic stress.

The circuit theory deals with the terminal voltage across a conductor and current
through a conductor, whereas electromagnetic theory gives the concept of the
electric and magnetic fields interacting in the space between the conductors. This
chapter focuses on the fundamental terminologies such as scalar, vector and tensors
from electromagnetic (EM) perspective. The EM parameters that are generally used
in computational electromagnetics in aerospace domain are discussed elaborately
by categorizing to the scalars, vectors and tensors of higher-order ranks.
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3.2 Tensors: A Mathematical Perspective

Tensors in general can be classified based on their rank or order or degree. The
fundamental mathematical concepts on tensors have been discussed in this section.

3.2.1 Tensors of Rank 0

Scalar is a physical quantity that is represented using a dimensional number that
indicates the magnitude of that quantity at a point in space and time. It is a tensor of
rank zero. The general matrix representation of a scalar can be given by a 1 � 1
matrix, i.e., a matrix having only one component.

3.2.2 Tensors of Rank 1

Any physical quantity having both magnitude and direction is called as a vector. It
is a tensor of rank 1. The general matrix representation can be given by 1 � n row
matrix or n � 1 column matrix where ‘n’ denotes the dimensionality of vector.
A two-dimensional vector (n = 2) has two components, which can be described as

v ¼ v1x1 þ v2x2 ¼
X

vixi ð3:1Þ

Similarly, a three-dimensional vector (n = 3) has three components which can be
expressed as

v ¼ v1x1 þ v2x2 þ v3x3 ¼
X

vixi ð3:2Þ

Here x1, x2 and x3 indicate the components of a vector ‘v’ or are called as basis
vectors. The vector ‘v’ has three components and three basis vectors. The vector can
represent the direction of any physical quantity. Also a vector can represent a
surface area by a normal to that surface.

3.2.3 Tensors of Rank Greater Than 1

Tensors are mathematical objects that can be used to represent real-world systems.
The physical quantities whose analysis requires a track of the amplitude, direction
and the plane on which component acts are known as tensors. A tensor contains the
information about the directions and the magnitudes in those directions. Scalar is a
zeroth-order tensor. Vector is a first-order tensor. Tensors of order/ranks greater
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than 1 are called dyad and triad which are tensors of rank 2 and 3, respectively. The
dyads have a magnitude and two directions with a total of nine components,
whereas triads have a magnitude and three directions resulting in 27 components.
Dyads have two basis vectors for each of the nine components, whereas triads have
three basis vectors for each of the 27 components.

In a tensor of any degree/order, the numerical elements are arranged as a mul-
tidimensional array with indices indicating the direction of elements. The dimen-
sionality of the array gives the order/degree of tensor. Figure 3.1 shows the
components and their directions of a tensor of rank 2.

An example of representation of a typical tensor of rank 2 is given by

r11 r12 r13
r21 r22 r23
r31 r32 r33

2
4

3
5

The first subscript of each tensor element keeps track of the plane the component
acts on (described by its unit normal vector), while the second subscript keeps track
of the direction. Each component represents a magnitude for that particular plane
and direction.

Let r be a force tensor (dyad) of an object. For example, consider forces inside
an object. Imagine various surfaces inside an object whose area vector is pointed to
various directions. For all such surfaces, there exists a force having components
pointed to any of the basis vector directions. More clearly, r12 represents a force in
the direction of the basis vector ‘1’ whose surface is directed toward direction of
basis vector ‘2.’

A second-order tensor defines an operation that transforms a vector to another
vector. For example, tensor ‘A’ transforms a vector ‘a’ into another vector ‘b’
through a dot product as

11σ 21σ

31σ

12σ 22σ

32σ

13σ
23σ

33σT (e3)

T (e2)T (e1)

Fig. 3.1 Tensor components
and their directions
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A : a ! b or b ¼ Aa ð3:3Þ

Any linear transformations such as rotation, reflection and projection on vectors
are examples of tensors. In terms of transformation function, tensor connects
vectors a and b through a linear relation

b ¼ T ðaÞ ð3:4Þ

The above relation obeys both homogeneity and superposition principles given
by

T ðmaÞ ¼ mT ðaÞ ð3:5Þ

T ðaþ bÞ ¼ T ðaÞþ T ðbÞ ð3:6Þ

For any arbitrary vector ‘c,’ the tensor a� b or ab associates a vector whose
direction is along ‘a’ and magnitude is equal to projection of vector ‘c’ onto ‘b’.
‘ab’ is a tensor if and only if ab satisfies the relation.

ðabÞ � c ¼ aðb � cÞ ð3:7Þ

3.3 Importance of Tensor Analysis in Electromagnetics

The theory of special relativity states that all non-gravitational laws in physics have
the same form in all coordinate systems. The advent of this theory has led to the
development of tensors and tensor transformation law. All the physical laws could
be expressed in a concise form using tensors. The scope of tensor analysis lies in the
principle of invariance, i.e., the properties of a tensor are independent of the ref-
erence frame that is used to represent the objects. Any tensor represented using a set
of components in a reference frame can be related to components in a new coor-
dinate system in an explicit way. Thus, tensor has become an ideal tool for the
analysis of various laws in physics and electromagnetics.

Electromagnetics is a science that deals with electric and magnetic forces in the
nature. An insight into the electromagnetic field theory reveals a thorough under-
standing of various discoveries and inventions in the world. The development of
electromagnetics has revolutionized diverse domains such as satellite communi-
cation, radar systems and remote sensing. The diverse aerospace platforms that deal
with complex structures of higher-order quadric surfaces and their hybrids have
gained great momentum through the comprehensive study of field theory. Further,
computational electromagnetics in aerospace domain deals with the volumetric
analysis of the material properties of the composites used for the reduction of radar
cross section [3]. The physical quantities whose analysis requires a track of the
amplitude, direction and the components at the various planes make the EM
analysis to go for tensors of rank 2 or even more.
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The invisibility cloaking introduced as a breakthrough in the stealth technology in
aerospace world has revealed the importance of tensor theory in electromagnetics.
Electromagnetic cloaking is a phenomenon of bending the electromagnetic waves
around an object without permitting absorption, reflection or scattering from that
object. The cloaking can be achieved with the help of layers of periodic structures
with spatially varying electromagnetic properties which can redirect the EMwaves in
the desired manner around the object to be hidden [4]. The properties of metamaterial,
an artificially engineered structure, vary depending on the orientation or direction of
excitation field [2, 1]. The coordinate transformation which is the fundamental
principle behind cloaking causes the variation of property along the specified coor-
dinate directions. The conformal antenna analysis is another major area which gives
due importance to tensor analysis. In short, tensors provide a precise mathematical
framework for diverse areas in field theory and therefore have an important niche in
the formulation and solution of complex electromagnetic problems.

3.4 Scalars: An Electromagnetic Perspective

Scalar is a zeroth-order tensor which has only a magnitude. The scalar quantities in
electromagnetic field theory are explained in the succeeding section.

3.4.1 Electric Charge as a Scalar

An atom consists of electrons, protons and neutrons. Electric or electrostatic charge
is the fundamental characteristic of matter that represents how much extent it
possesses more or fewer electrons than protons. The electric charge can be negative
or positive based on the difference between the number of protons and electrons in
it. If the number of protons is greater than number of electrons, then charge is said
to be positive and vice versa. Electric charge is a scalar quantity since it has only
magnitude which may be positive or negative. The charge has no direction. It is
measured in coulombs. Electron is one among the fundamental constituents of an
atom. Since an electron has a finite size mass and is negatively charged, group of
electrons occupy a finite volume. In electromagnetics, we refer to a term ‘point
charge’ which is a small but concentrated region of charged particles.

3.4.2 Electric Charge Density as a Scalar

A charge can be continuously distributed along a line or over a surface or
throughout a volume. For a linear charge distribution, linear charge density gives
the charge per unit length. For a sheet charge distribution, surface charge density
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gives the charge per unit area and volume charge density gives the charge per unit
volume of a volume charge distribution.

Linear charge density; ql ¼ Q
l
C =m ð3:8Þ

Surface charge density; qs ¼ Q
s
C =m2 ð3:9Þ

Volume charge density qv ¼ Q
v

C =m3 ð3:10Þ

where Q is the total charge, l is the length of the line charge distribution, s is the
surface area of the sheet charge distribution, and v is the volume of the volume
charge distribution [5].

3.4.3 Electric Flux as a Scalar

Electric flux lines are always equally spaced, and it emerges from a positive charge
+Q and ends at an equal negative charge −Q or at infinity in the absence of negative
charge. Assume charges +Q and −Q are present. Then, there exist electric flux tubes
connecting these charges from +Q to −Q as shown in Fig. 3.2.

Flux tubes represent a constant amount of electric charge or electric flux. One
coulomb electric charge produces one coulomb electric flux. Even though the

-+

+Q -Q

(a) (b) 

(c)

Fig. 3.2 Direction of flux lines for a positive charge, b negative charge, c dipole
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electric lines of flux are directed as shown in Fig. 3.2, electric flux which is equal to
electric charge has only magnitude and is a scalar quantity.

3.4.4 Dielectric Permittivity as a Scalar

Dielectrics are materials in which the electrons are well bound and are in a stable
condition. Therefore, the ordinary electric fields do not cause any movement of
charges in a dielectric and thus act as a good insulator. Permittivity can be described
as a resistance experienced by a medium when excited with an electric field.

For isotropic materials, the properties of the material do not change with direction
of field excitation. The molecular structure of isotropic materials is randomly ori-
ented. The material will be polarized irrespective of the direction of field excitation.
Therefore, dielectric permittivity acts as a scalar quantity in isotropic materials.

3.4.5 Electric Potential as a Scalar

The work done per unit charge to move the charge in a uniform or non-uniform
electric field is termed as electric potential. Assume a charge residing at a point x2
as shown in Fig. 3.3. Suppose charge is moving in a direction opposite to that of
electric field, i.e., from x2 to x1, then field exerts a force on the charge and it requires
work to move the charge against the force.

Electric potential is a scalar since it is the magnitude of force per unit charge
times the distance through which charge is moved. A positive value for the potential
indicates that work is required to move the charge, and there is a rise in potential
while moving the charge in a direction opposite to that of electric field.

3.4.6 Divergence of a Vector Gives a Scalar

The divergence gives the measure of how the field is emanating from a point. It is a
scalar quantity which can be positive or negative depending on the direction of

Fig. 3.3 Point charge placed
in an electric field
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vector field. Divergence of a vector V at a point X is the outward flux per unit
volume as the volume tends to zero at that point. Since the calculation of divergence
involves only scalar multiplication and addition, the divergence of a vector field
results in a scalar field.

divA ¼ r � A ¼ lim
rv!0

H
A � dS
rv

ð3:11Þ

3.5 Vectors: An Electromagnetic Perspective

The physical quantities or entities in electromagnetics which act as a vector, i.e.,
having magnitude and direction, are being explained in this section.

3.5.1 Electric Force Between Charges as a Vector

The first electrostatic experiment conducted by Coulomb resulted in an inference
that the magnitude of force between two small charged bodies Q1 and Q2 is pro-
portional to product of the charges Q1Q2 and inversely proportional to the square of
distance (r) between them [6].

F / Q1Q2

r2
ð3:12Þ

The proportionality constant k ¼ 1
4pe, where e is the permittivity of the medium

where charges reside. So the force between the charges can be given as a vector
with magnitude and direction as

F ¼ Q1Q2

4per2
r̂ ð3:13Þ

r̂ is the direction of the force vector.
This force which is a vector has a direction either outward or inward on a line

connecting the charges. Two like charges cause the force to be repulsive, i.e.,
toward outward direction, and charges of opposite signs result in an attractive force
and toward inward direction as illustrated in Fig. 3.4a, b.

3.5.2 Electric Field Intensity as a Vector

A point charge +Q placed at a particular point will experience a radially outward
force if another point charge is taken to its vicinity. Figure 3.5 shows the electric
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field strength around charge +Q. The length of vector gives the magnitude of force
at the center of the vector. Force per unit charge is defined as the electric field
intensity. This electric field intensity vector has the same direction as that of force
but a different magnitude.

E ¼ F
Q

¼ Q
4per2

r̂ ð3:14Þ

3.5.3 Electric Dipole Moment as a Vector

Two equal but opposite charges separated by a small distance constitute an electric
dipole. As shown in Figure, the charges +Q and −Q placed l distance apart will
produce an electric dipole moment which is a vector having a magnitude of Ql

direction pointing from −Q to +Q.

r

Q2

Like charges

Q1=Q2= +Q

or 
Q1=Q2= -Q 

r

Q1

Q1

Q2

Unlike charges

Q1= +Q

and 

Q2= -Q 

Fig. 3.4 Direction of force
for a like charges and b unlike
charges

+Q

Fig. 3.5 Direction of electric
field for a positive point
charge
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3.5.4 Electric Flux Density as a Vector

If there are point charges +Q and −Q, then there exist electric flux lines or tubes
connecting these charges from +Q to −Q. Flux tubes as shown in Fig. 3.6 represent
a constant amount of electric charge or electric flux. The electric flux density is the
electric flux or charge per unit cross-sectional area of the flux tube.

D ¼ w
A

C =m2 ð3:15Þ

Imagine a point charge +Q uniformly distributed over a sphere of radius r as
shown in Fig. 3.7. Then, the electric flux density at a distance r from the center is
given by

D ¼ Q
4pr2

C =m2 ð3:16Þ

where 4pr2 is the surface area of the sphere.
The electric field strength around an isolated point charge Q is given by

E ¼ Q
4pe0r2

r̂ ð3:17Þ

+Q -Q

Fig. 3.6 Direction of flux
lines (tubes) in a dipole

+Q

Fig. 3.7 Direction of flux
lines for a charge +Q
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e0E ¼ Q
4pr2

r̂ ¼ D ð3:18Þ

D ¼ e0E ð3:19Þ

Therefore, the electric field intensity when multiplied by permittivity gives
charge per unit area, i.e, the electric flux density. Therefore, electric flux density is a
vector whose magnitude is proportional to charge and direction same as that of
electric field. For any isotropic media whose properties do not change with direc-
tion, the flux density and electric field vectors have the same direction.

3.5.5 Gradient of a Scalar as a Vector

Gradient of a scalar field is a vector which has a magnitude of maximum spatial rate
of change of the field per unit distance and a direction of the same. For example, in
Cartesian coordinates, the gradient of a scalar can be expressed as

rV ¼ @v
@x

ax þ @v
@y

ay þ @v
@z

az ð3:20Þ

An example of a vector field in electromagnetics which can be given as the
gradient of a scalar is explained below. Consider an electric field which is directed
from point X1 to point X2. Let a charge be moving from X2 to X1, against the
direction of field, then work is required to move the charge and there occurs a rise in
potential as illustrated in Fig. 3.8. The gradient of scalar electric potential means the
measure of rise or fall in potential. The gradient of potential is a vector having
magnitude equal to electric field intensity and direction opposite to that of electric
field.

rV ¼ �E ð3:21Þ

The direction of gradient of potential at any point is normal to the constant
potential or equipotential surface.

Fig. 3.8 Point charges
placed in an electric field
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3.5.6 Curl of a Vector as a Rotational Vector

The curl is a measure of circulation of a vector field. This rotational vector has a
magnitude equal to maximum rotation of A per unit area as area shrinks to zero and
a direction normal to the area when the area is oriented to make a maximum
rotation. Therefore, curl of a vector is another vector. Mathematically, curl of a
vector field A can be expressed as

curlA ¼ r � A ¼ lim
rS!0

H
A � dl
rS

� �
max

ân ð3:22Þ

The physical significance of curl reveals the extent of rotation of a vector field
around a point. For a field aligned along straight line, the curl is zero.

3.5.7 Magnetic Field or Flux Lines Due
to a Current-Carrying Wire as a Vector

Any current-carrying wire will have a magnetic field line forming closed loops
around it as depicted in Fig. 3.9. This is in accordance with the right-hand thumb
rule which states that if current is in the direction of thumb, the magnetic field will
be in the direction of fingers forming a closed loop around the wire.

I

B

B

Fig. 3.9 Magnetic flux lines
in a current-carrying wire
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3.5.8 Magnetic Flux Density as a Vector

Magnetic flux density at a point is a vector having direction same as that of
magnetic field lines at that point. Consider a wire carrying current I. The magnetic
flux density at a point on the right of the wire is in an inward direction normal to the
wire. Similarly, magnetic flux density at a point on the left of the wire is in an
outward direction normal to the wire.

(a) Infinite straight conductor

Figure 3.10 illustrates the parameters related to the calculation of flux density of an
infinite current-carrying wire. According to Biot–Savart law, the magnetic flux
density at a point P is given by

dB ¼ l
4p

Idl sin h
r2

ð3:23Þ

Integrating the above equation, the total flux density is obtained as

B ¼ lI
4p

Z
sin h
r2

dl ð3:24Þ

Simplifying, we get

B ¼ lI
2pR

ð3:25Þ

I

dl

B (inward)
R

r

Fig. 3.10 Magnetic flux
density for a straight
current-carrying wire
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(b) Current-carrying loop

The magnetic flux density at a point on the axis of a loop of radius, R, carrying
current I is a vector whose direction is normal to the radius vector joining the
current element dl to the point on the loop axis as shown in Fig. 3.11.

The flux density vector can be resolved into two components, one along the axis
of the loop dBz and other component dBn perpendicular to the axis. Integrating dBn

for all elements around the loop results in cancelation of all components due to
symmetry. Therefore, only Bz exists.

dBz ¼ lIR2

4pðR2 þ z2Þ3=2
d/ ð3:26Þ

Bz ¼ lIR2

4pðR2 þ z2Þ3=2
Z2p

0

d/ ¼ lIR2

2ðR2 þ z2Þ3=2
ð3:27Þ

3.5.9 Force Due to a Current-Carrying Wire as a Vector

Assume a wire carrying current I is placed in a magnetic field of flux density B as
illustrated in Fig. 3.12. The magnitude of force experienced on the wire will be

I

z

y

x

P

dl

r

dB

dBn
dBz

Loop carrying a current I

Fig. 3.11 Magnetic flux
density for a current-carrying
loop
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F ¼ BIL sin/ ð3:28Þ

where L is the length of the wire placed in magnetic field. The direction of this force
can be explained by modifying this equation using a vector form as

F ¼ ðI � BÞL ð3:29Þ

Force is expressed as a cross-product of current and flux density vectors.
Therefore, force is in a direction normal to the plane containing the current-carrying
element (i.e., current) and magnetic flux density B. The force due to an infinitesimal
current-carrying element dl is given by

dF ¼ BIdl sin/ ð3:30Þ

dF ¼ ðI � BÞ dl ð3:31Þ

where / is the angle made by the current element with the magnetic field.
For a point charge Q moving with a velocity v, the force on the charge due to

magnetic field is given by

F ¼ Qðv � BÞ ð3:32Þ

(since IL ¼ ðQ = tÞ L ¼ Qv).
Therefore, force vector is in a direction perpendicular to magnetic flux density

and direction of movement of point charge.

3.5.10 Force Between Two Parallel Conductors Carrying
Current as a Vector

Two parallel linear conductors of length l are placed at a distance R apart. Assume
conductor 1 carries a current I and conductor 2 carries I′. Then, magnitude of force
on conductor 2 due to conductor 1 is given by

B
dF (inward)

I

dl

Fig. 3.12 Force in a
current-carrying wire placed
in magnetic field
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F ¼ BI 0l ð3:33Þ

Substituting the magnetic flux of conductor 1, F can be obtained as

B ¼ lI
2pR

F ¼ lI
2pR

I 0l
ð3:34Þ

Assuming conductor 1 carrying current in a direction opposite to that of con-
ductor 2, the force will be outward and conductors repel each other as depicted in
Fig. 3.13.

When both conductors are carrying current in the same direction, forces will be
inward and conductors will be attracted.

3.5.11 Torque and Magnetic Moment as Vectors

For a loop carrying a current I, placed in a magnetic field of uniform flux density
B parallel to the plane of the loop, product of tangential force on the loop and radial
distance where the force acts gives the torque. The loop tends to rotate due to this
torque.

The torque produced in the loop can be given by

T ¼ BILd sin/ ð3:35Þ

Since area of the loop A ¼ Ld,

T ¼ BIA sin/ ð3:36Þ

RI I’

F F

Wire 1 Wire 2

Fig. 3.13 Force between two
current-carrying wires placed
in a magnetic field
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Here, IA = m, the magnetic moment whose direction is perpendicular to the
plane of the loop (right-hand rule; fingers in the direction of current and thumb in
the direction of magnetic moment). Therefore, the torque can be modified as

T ¼ mB sin/ ¼ m � B ð3:37Þ

Therefore, torque vector has a direction coinciding with the axis of rotation of
the loop.

3.5.12 Magnetic Field Intensity Vector

For any isotropic media, magnetic field is given as the ratio of magnetic flux density
to dielectric permeability of the media.

H ¼ B
l

ð3:38Þ

Therefore, the magnetic field has the same direction as that of the magnetic flux
density.

3.5.13 Magnetic Vector Potential

According to Maxwell’s equation, the divergence of magnetic flux density is zero.
Therefore, the magnetic flux density can be given as the curl of another vector.

B ¼ r � A ð3:39Þ

where A is known as the magnetic vector potential. Unlike scalar electric potential,
the magnetic potential is a vector potential function. For any current distribution,
the magnetic potential can be given as

A ¼ l
4p

ZZZ
v

J
r
dv ð3:40Þ

where J is the current density of elemental volume and r is the distance from each
element to the point where the magnetic potential is calculated. Though magnetic
potential does not have much physical significance, it can be used to evaluate the
magnetic field easily which is indispensable in most of the complex electromagnetic
problems.
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3.6 Tensors: An Electromagnetic Perspective

The tensors of ranks greater than 1 are discussed in detail from a mathematical as
well as electromagnetic perspective in this section.

3.6.1 Dyads: Tensors of Rank 2

A dyad is a second-order tensor given as an outer product of two vectors

A ¼ a� b ð3:41Þ

Dyadic is a linear combination of dyads with scalar coefficients

B ¼ ða� bÞþ ðc� dÞ ð3:42Þ

Properties

ða� bÞ ðacþ dÞ ¼ a ða� bÞ c þ ða� bÞ d ð3:43Þ

ðaaþ bbÞ � c ¼ a ða� cÞ þ b ðb� cÞ ð3:44Þ

Aða� bÞ ¼ ðAaÞ � b ð3:45Þ

Determinant of tensor
The determinant of a tensor can be described in a similar approach used in matrix
algebra [7]. The determinant of tensor A is given by

detA ¼ det
A11 A12 A13

A21 A22 A23

A31 A32 A33

2
4

3
5 ð3:46Þ

Properties

det ðABÞ ¼ detA detB ð3:47Þ

det ðATÞ ¼ detA ð3:48Þ

Inverse of tensor
The inverse of a tensor can be explained using matrix algebra. The inverse of a
tensor A is represented by A−1

AA�1 ¼ I ¼ A�1A ð3:49Þ

where I is the identity tensor matrix
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Properties

ðABÞ�1 ¼ B�1A�1 ð3:50Þ

det ðA�1Þ ¼ ðdetAÞ�1 ð3:51Þ

ðA�1ÞT ¼ ðATÞ�1 ð3:52Þ

ðaAÞ�1 ¼ 1
a
A�1 ð3:53Þ

ðA�1Þ�1 ¼ A ð3:54Þ

Orthogonality of tensor
Tensor ‘A’ is said to be orthogonal if

AAT ¼ I ð3:55Þ

If detA ¼ 1, then A is a proper orthogonal tensor and A corresponds to a
rotation.

If detA ¼ �1, then A is an improper orthogonal tensor and A corresponds to a
reflection.

Covariance and contra-variance of tensors
For a vector, as the basis changes, the components of the vector also change.
Similarly, tensor components also change according to the coordinate transforma-
tion or change of basis. If the tensor components transform in a similar manner with
a basis transformation matrix, then it is said to be a covariant, and if the tensor
components transform with the inverse of the basis transformation, then it is said to
be contravariant. The covariant tensor is denoted using a subscript (e.g., F12) and
contravariant using a superscript (e.g., F12).

Metric tensor
Consider a vector x having components xi in a set of orthogonal coordinate axes.
The magnitude of the vector x can be given as

xj j ¼
ffiffiffiffiffiffiffi
xixi

p
ð3:56Þ

Consider two adjacent points Q and Q′ separated by a distance ‘dx.’ The square
of the distance between Q and Q′ can be given as

ds2 ¼ dxidxi ð3:57Þ
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Change in coordinate system described by the given coordinate transformation
xi ¼ xiðy1; . . .ynÞ will modify the square of the distance between Q and Q′ in the
new reference frame as

ds2 ¼ @xi

@ya
@xi

@yb
dyadyb ð3:58Þ

ds2 ¼ gab dy
adyb ð3:59Þ

where gabðyÞ ¼ @xi
@ya

@xi

@yb is the metric tensor whose components are functions of y.

The metric tensor is symmetric with respect to the indices a and b. All the metric
properties of space can be determined using this metric tensor.

3.6.2 Dielectric Permittivity in Anisotropic Media
as a Tensor

For any isotropic media, the properties of the material do not vary with respect to
the direction. The molecules of an isotropic material will be polarized independent
of the direction of electric field. In isotopic media, the relation between electric flux
density D and electric field can be given as

D ¼ eE ð3:60Þ

where e is a scalar constant known as the dielectric permittivity of the medium.
In anisotropic materials, the polarization of molecules will depend on the

direction of electric field. There may be strong polarization along one direction of
electric field, whereas the molecules need not be polarized on application of field
along the other directions. Figures 3.14 and 3.15 show the way in which the ani-
sotropic material is polarized according to the direction of electric field excitation.

E

Electron 
cloud

Posi ve 
ion

z

x

Fig. 3.14 Anisotropic material unpolarized with electric field along x direction
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The effect of polarization in an anisotropic material can be well explained using
tensors. In anisotropic media, the electric flux density D is related to electric field
given by a dielectric permittivity tensor matrix.

Dx

Dy

Dz

2
4

3
5 ¼

exx exy exz
eyx eyy eyz
ezx ezy ezz

2
4

3
5 Ex

Ey

Ez

2
4

3
5 ð3:61Þ

The x, y and z components of electric flux density are related to x, y and
z components of electric field by a permittivity matrix. The value of the dielectric
permittivity varies depending upon the direction of excitation field.

Dielectric tensor matrix is Hermitian, i.e., eij ¼ e�ji.
For any lossless material, the elements of permittivity tensor matrix are real.

Therefore, tensor matrix is symmetric, i.e., eij ¼ eji, and the tensor can be repre-
sented using six elements instead of nine.

eij ¼
e11 e12 e13
e12 e22 e23
e13 e23 e33

2
4

3
5 ð3:62Þ

since e12 ¼ e21; e13 ¼ e31; e23 ¼ e32.

3.6.3 Dielectric Permeability in Anisotropic Media
as a Tensor

The relation between magnetic flux density and the magnetization is given by

B ¼ lH ð3:63Þ

where l is the permeability of the medium.
For free space, the dielectric permeability is a scalar whose magnitude

l0 = 4п � 10−7. Since l is a scalar, the flux density and the magnetization have
same direction but different magnitude. In anisotropic materials (e.g., non-cubic
crystals), the component atoms have some peculiar dipole properties that make

E
z

x
Electron 
cloud

Posi ve 
ion

Fig. 3.15 Anisotropic material strongly polarized with electric field along z direction
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these terms differ in both magnitude and direction. In such materials, the scalar
permeability is then replaced by the tensor permeability l. The permeability
becomes a tensor of rank 2. B and H are both vectors, but they now differ from one
another in both magnitude and direction.

3.6.4 Electric Susceptibility as a Tensor

Electric susceptibility gives the measure of how well (polarized) the material
responds to electric field. In any isotropic material electric polarization, vector is
related to electric field vector as

P
! ¼ vE

! ð3:64Þ

where v is the dielectric susceptibility which is a scalar constant. Here P
!

and E
!

are
parallel vectors.

In any material, charge acts as the source of polarization when electric field
excitation is applied. In anisotropic materials, the electrostatic potential where the
charges reside is not symmetric. Therefore, the material polarization is dependent
on the orientation of charges inside the media. In anisotropic materials, electric
polarization vector is related to electric field vector using v which is the suscepti-
bility tensor, i.e., the value of susceptibility varies with direction of excitation field.

Therefore, P
!

and E
!

may not be parallel vectors. Polarization may not be in the
same direction as driving field. Figure 3.16a, b shows a comparison between the
effect of polarization in isotropic and anisotropic material.

The electric polarization vector can be given as

Pi ¼
X3
j¼1

vijEj ð3:65Þ

E=0 Excited with E field

E

P

E

P

(a)

(b)
Isotropic material

Anisotropic material

Fig. 3.16 Polarization in
a isotropic material and
b anisotropic material
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where i = 1, 2, 3

P
! ¼

v11 v12 v13
v21 v22 v23
v31 v32 v33

2
4

3
5E
! ð3:66Þ

or can be given as

P1 ¼ v11E1 þ v12E2 þ v13E3

P2 ¼ v21E1 þ v22E2 þ v23E3

P1 ¼ v31E1 þ v32E2 þ v33E3

3.6.5 Electromagnetic Field Tensor

The electric fields can be transformed to magnetic fields and vice versa. It is also
termed as Maxwell bi-vector or Faraday tensor or simply field strength tensor. For a
stationary point charge, electric field vector exists. But for a moving charge, electric
and magnetic fields coexist which result in an electromagnetic field which can be
represented using a tensor.

Flm ¼
0 iEx iEy iEz

�iEx 0 Bz �By

�iEy �Bz 0 Bx

�iEz By �Bx 0

2
664

3
775 ð3:67Þ

The electromagnetic tensor is composed of six independent fields (electric and
magnetic). For example, in Cartesian coordinates, the tensor elements are formed
out of Ex; Ey; Ez, Bx; By and Bz components.

Electromagnetic tensor is also called Maxwell bi-vector because of its
anti-symmetry property

Flm ¼ �Fml ð3:68Þ

The electromagnetic tensor can also be described using vector potential as

Flm ¼ @Am

@xl
� @Al

@xm
ð3:69Þ

For example,

F12 ¼ @A2

@x1
� @A1

@x2
¼ ðr � AÞz ¼ Bz ð3:70Þ
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which is the element in the first row, second column (starting from top leftmost
element as zeroth row and zeroth column). Similarly,

F13 ¼ @A3

@x1
� @A1

@x3
¼ �ðr � AÞy ¼ �By ð3:71Þ

Thus, mapping of each element in tensor matrix can be proved. Electromagnetic
tensor does not change with respect to reference frame as electric and magnetic
fields vary. Therefore, electromagnetic tensor is said to be isomorphic.

3.7 Conclusion

The scalars, vectors and tensors have been thoroughly investigated from an elec-
tromagnetic perspective for their application in aerospace platforms. The properties
according to their nature can be classified based on the parameters used to represent
it. These possess extensive applications in the formulation and solution of complex
engineering problems in aerospace domain.
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Chapter 4
Design and Optimization of Multilayer
Ideal Cloak

M.H. Jyothi and Balamati Choudhury

4.1 Introduction

Invisibility cloaking has been a dream of everybody and was only reflected in
movies and stories. After introduction of metamaterial science and technology
researchers put their full effort to make their dream come true and started
demonstrating in a small scale. An ideal invisibility cloak is a volumetric
shell that covers an object to make it invisible by bending the incident ray around
the object, as shown in the Fig 4.1. The concept of invisibility cloaking has attracted
many researchers especially in aerospace domain because of its exiting property of
making an object ideally invisible to the observer. This invisibility cloaking concept
can be formulated through optical transformation theory. According to which the
volumetric free space is converted into volumetric shell where in incident waves are
controlled and manipulated.

Among all the related research, cloak with spherical and circular cylindrical shell
geometrics has gained much attention because, objects of any shape can be hidden
in these two kinds of cloaking shapes [1]. In aerospace platform, cloaking repre-
sents one type of stealth technology that will make the electromagnetic
(EM) scatterer invisible to the EM detecting devices like Radar, Sonar etc.

The term invisibility in aerospace refers to hiding an object from detection
techniques like radar. Schurig et al. (2006) proposed the novel concept of cloaking
through transparent gradient-index structure, in which they designed multilayer
metamaterial to obtain the electromagnetic invisibility [2]. The design of the
invisibility cloak is the reverse process, where the electromagnetic wave propaga-
tion direction will be known and the material properties will be obtained according
to that.
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Pendry et al. (2006) proposed the theory of coordinate transformation for
electromagnetic fields in an anisotropic medium to calculate the redirection of the
field [3]. The bending of electromagnetic wave trajectory around the cloaked object
is well explained through coordinate transformation theory, which causes spatial
variation in the constitutive parameters like relative permittivity and relative per-
meability of the electromagnetic structure.

The concept of cloaking an object from electromagnetic field is gaining
momentum, as it leads to advancement in controlling and manipulating the elec-
tromagnetic radiation. Maxwell’s equations are form-invariant to coordinate
transformations [4]. Hence the permittivity tensor and the permeability tensor
components are affected by the transformation and become both spatially variant
and anisotropic. By applying these complex material properties to the cloaking shell
the electromagnetic waves can be controlled and guided according to the structure
without any reflection and absorption of incident EM waves. The design and
analysis of cloaking shells have been carried out using finite element method
(FEM)-based COMSOL Multiphysics simulation software. This chapter focuses on
design and simulation of circular cylindrical and spherical cloaking shells along
with the radar cross section (RCS) analysis of multilayer cloaking shells. Further,
this chapter includes the idea of coordinate transformation toward the RCS
reduction of spherical cloaking shell in C band (4–8 GHz) frequency range.

4.2 Design of Ideal Circular Cylindrical Cloak

Cloaking with spherical and circular cylindrical geometric shell has received much
attention among all the related research. Circular cylindrical cloak design relates the
cylindrical coordinate system (r, h, z) with the Cartesian coordinate system (x, y,
z) as

Fig. 4.1 Illusion of
cylindrical cloak

94 M.H. Jyothi and B. Choudhury



x ¼ r cos h y ¼ r sin h z ¼ z ð4:1Þ

where r is the radius of the cylinder, h is the angle which varies from 0° to 360°,
and z is the finite height of the cylinder.

Here cylindrical region is compressed into the cylindrical shell in order to make
an object inside the shell invisible. For the design of circular cylindrical cloak, let a
and b be the radius of inner cylinder and outer cylinder respectively. To create a
cloak, we specify a spatial transformation that maps a cylindrical region
0 < r < b in original coordinate (r, h, z) into an annular region a < r0 < b in a new
coordinate system (r0, h0, z0) as shown in Eq. (4.2)

r ¼ aþ r0 � ðb� aÞ
b

h ¼ h0 z ¼ z0 ð4:2Þ

Using this transformation, elements of permittivity and permeability tensors [5]
can be determined by solving the determinant of the following equation

eij ¼
b�a
b

� � � a 0 0
0 b

b�a

� � � 1
r0 0

0 0 b
b�a

� � � r0

2
4

3
5 � 1

r
ð4:3Þ

Determinant of the above equation is given by

det eij
� � ¼ b� a

b

� �
� r0 � b

b� a

� �
� 1
r0
� b

b� a

� �
� r0 � 1

r
ð4:4Þ

Simplified form of Eq. (4.4) is

det eij
� � ¼ b

b� a

� �2

� r � a
r

� �
ð4:5Þ

This transformation leads to the expression of permittivity and permeability
tensors components of the circular cylindrical cloak.

er ¼ lr ¼
r � a
r

� �
eh ¼ lh ¼

r
r � a

� �
ez ¼ lz ¼

b
b� a

� �2

� r � a
r

� �
ð4:6Þ

The transformation media that forms the cloak has been laid between two
cylinders. Figure 4.2 depicts the perfect electric conductor (PEC) cylinder which is
to be cloaked has the radius of a = 3 cm and the cloaking cylinder surrounding the
PEC has the radius of b = 6 cm with the material properties as mentioned in
Eq. (4.6). Air gap is provided between PEC cylinder and cloaking shell. By
applying these complex material properties, the concealed volume and the cloak
appear to have the properties of free space when viewed externally.
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The circular cylindrical cloak performance is validated by simulating it using
COMSOL Multiphysics software. This approach describes the propagation of
electromagnetic waves based on numerical integration of a set of Hamilton’s
equations obtained by taking the geometric limit of Maxwell’s equations in ani-
sotropic, inhomogeneous medium.

Figure 4.3 shows the electric field distribution of a circular cylindrical cloak
obtained by applying excitation port at left side, receiving port at right side and the
remaining sides are applied with periodic boundary condition of the rectangular air
box. RF module of COMSOLMultiphysics software has been used for simulation. It
can be seen that the waves path has been smoothly bent around the cloaked object
and the waves emerges through the cloaking structure without any distortion.

Fig. 4.2 Typical geometry of
a circular cylindrical cloak

Fig. 4.3 2D cylindrical cloak, electric field patterns, with stream lines indicating the direction of
power flow
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Further to study the cloaking effect at different angle of incidence, the wave
optics module of COMSOL Multiphysics software has been used. Here the trans-
mitting port and receiving port are applied at the top and bottom of the rectangular
air box used for simulation respectively and remaining sides are applied with
periodic boundary condition. The electromagnetic waves incident at different
oblique angles is shown in Fig. 4.4. From Figs. 4.3 and 4.4, it is clearly observed
that incident rays are bending around the object and emerging out without any
absorption or scattering at different angle of incidence. Thus, the developed
mathematical formulations validate the bending of electromagnetic wave around the
object for all the angle of incidence and become the standard basis towards the
realization of cloaking effect.

4.3 Design of Ideal Spherical Cloak

The spherical cloak design relates the spherical coordinate system (r, h, u) with the
Cartesian coordinate system (x, y, z) as

Fig. 4.4 2D circular cylindrical cloak with EM wave incident at a 45°, b 80°, c 200°, d 310°
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x ¼ r � sin h � cosu y ¼ r � sin h � sinu z ¼ r � cos h ð4:7Þ

where r is the radius of the sphere, h is the azimuth angle varying from 0° to 180°,
and u is the elevation angle that varies from 0° to 360°.

Transformation optic theory is used to compress the spherical region into
spherical shell of inner radius a and outer radius b. To create a cloak, we define a
spatial transformation that maps a spherical region 0 < r < b in the original coor-
dinate (r, h, u) into an annular region a < r0 < b in a new coordinate (r0, h0, /0) as

r ¼ aþ r0 � b� a
b

� �
h ¼ h0 / ¼ /0 ð4:8Þ

Using this transformation, the elements of the permittivity and permeability
tensors [5] can be determined by solving the determinant of the following equation

eij ¼
b�a
b

� � � r02 � sin h0 0 0
0 b

b�a

� � � sin h0 0
0 0 b

b�a

� � � 1
sin h0

0
@

1
A � 1

r2 � sin h ð4:9Þ

Determinant of the above equation is calculated as follows

det eij
� � ¼ b� a

b

� �
� r02 � sin h0 � b

b� a

� �
� sin h0 � b

b� a

� �
� 1
sin h0

� 1
r2 � sin h

ð4:10Þ

Simplified form of Eq. (4.10) is

det eij
� � ¼ b� a

b

� �3

� r � a
r

� �2
ð4:11Þ

This transformation leads to the expression of permittivity and permeability
tensors components of the spherical cloak.

er ¼ lr ¼
b� a
b

� �
eh ¼ lh ¼

b� a
b

� �
� r � a

r

� �
er ¼ lr ¼

b� a
b

� �

ð4:12Þ

Equations (4.6) and (4.12) show that the entire tensor component has gradients
as a function of radius, leading to complex metamaterial design.

The transformation media that forms the cloak lies between two spheres.
Figure 4.5 shows a schematic of PEC sphere of radius a = 3 cm and a surrounding
cloaking shell of radius b = 11 cm with material properties obtained from optical
transformation theory as given in Eq. (4.12)
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The RF and wave optics module has been used to simulate and validate the
performance of the spherical cloak. This approach describes the propagation of
electromagnetic waves based on numerical integration of set of Hamilton’s equa-
tions obtained by taking the geometric limit of Maxwell’s equations in anisotropic,
inhomogeneous media. After deriving the mathematical formulation for the per-
mittivity and permeability tensors, the simulation using COMSOL Multiphysics
software has been carried out. The same boundary conditions as mentioned in the
previous section have been used for the analysis. Figure 4.6 shows the electric field
distribution through the spherical cloak.

Fig. 4.5 Typical spherical
geometry used for simulation
of ideal spherical cloak

Fig. 4.6 3D visualization of spherical cloak, electric field patterns
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Cloaking effect is also analyzed by projecting the steady-state electric field at
different angles. Figure 4.7 shows the simulation of cloaking effect at different
angle of incidence using wave optics module of COMSOL Multiphysics soft-
ware with same boundary conditions as applied to the circular cylindrical cloak.

4.4 RCS Calculation of Multilayer Cloak Structure

Radar cross section is one of the quantitative measures for calculating the perfor-
mance of an idealized cloak in free space illuminated by a plane wave. In this
analysis, the geometrical model used for RCS calculation is a metallic sphere with a
very high conductivity, which can be treated as a material with a PEC sphere with
radius of 3 cm as shown in Fig. 4.8. Due to symmetry, it suffices to model one
quarter of the sphere.

The physics applied to calculate RCS is as follows, scattering object (PEC) is
placed at the center of the two concentric spherical shells. Innermost shell adjacent

Fig. 4.7 3D visualization of spherical cloak with electromagnetic wave incident at a 60°, b 250°

Fig. 4.8 Computational domain for computing the RCS of a PEC sphere in free space
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to the PEC is the air domain and is considered as a far-field domain. The outer most
shell is the perfectly matched layer (PML) domain which approximate a boundary
to infinity. Additionally, scattering boundary condition is applied to the outer most
boundary of the structure. For good accuracy, there should be at least five elements
for PML domain along the direction to infinity. This condition is efficiently met by
using a swept mesh. It consists of a free tetrahedral mesh around the sphere and a
swept mesh in the PML domain. When solving scattering problems, the solution
converges slowly with respect to the mesh size in the far-field domain i.e., in the
region around the scattering object.

The boundary conditions in the model are such that the sphere has perfect
electric conductor (PEC) boundaries, thus assuming infinite material conductivity.
PEC boundary conditions and perfect magnetic conductor (PMC) boundary con-
ditions apply on the symmetry planes which is used to subdivide the sphere model.
The background plane wave travels in the positive x direction, and electric field
polarized along z-axis. RCS of PEC sphere is calculated by applying the
above-mentioned boundary conditions and the obtained RCS plot is shown in
Fig. 4.10. Here a is the radius of PEC sphere and k is the wavelength corresponding
to operating frequency of 3 GHz. Figure 4.9 shows the measured RCS plot of a
sphere for reference.

RCS plot of the PEC sphere, shown in Fig. 4.10, has been validated with the
measured RCS plot of sphere shown in Fig. 4.9. It can be seen that both the plots
are almost similar.

Geometry of one-layer cloaking shell enclosing the PEC sphere is shown in
Fig. 4.11. The first layer cloaking shell has 5 cm radius and 0.7 cm thickness.
Material properties of the cloaking shell are applied based on the permittivity and
permeability tensor components obtained from the transformation theory. The air
gap is provided between PEC sphere and cloaking shell. Two concentric circular
shells surrounding the cloak are air domain and PML domain, where air domain is
used as the far-field domain. RCS analysis of one-layer cloaking structure has been
carried out by applying the above-mentioned boundary condition. The obtained
RCS of one-layer cloaking shell is as shown in Fig. 4.12, where a is radius of the
one-layer cloaking shell and k is the wavelength corresponding to the operating
frequency of 3 GHz.

Fig. 4.9 Measured RCS plot
of the sphere (c.f. Dr. Allen E.
[6])
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Fig. 4.10 Simulated RCS
plot of the PEC sphere

Fig. 4.11 Computational domain for computing the RCS of a one-layer cloaking shell in free
space

Fig. 4.12 RCS plot of the
one-layer cloaking shell with
respect to a/k (color online)
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Geometry of two-layer cloaking shell enclosing the PEC sphere is shown in
Fig. 4.13. The one-layer cloaking shell has the radius of 5 cm, and outer layer
cloaking shell has 7 cm radius, both have the thickness of 0.7 cm. The material
properties of the cloaking shell are applied based on the permittivity ɛ and per-
meability µ tensor components obtained from the transformation theory. RCS
analysis of the two-layer cloaking spherical shell has been carried out, and RCS is
calculated by applying the above-mentioned boundary condition. The plot has been
reported in Fig. 4.14 where a is the radius of the outer layer cloaking shell and k is
the wavelength with the operating frequency of 3 GHz.

Geometry of three-layer cloaking shell enclosing the PEC sphere is shown in
Fig. 4.15. The radii of different cloaking layers such as 1st, 2nd, and 3rd layers are
5, 7, and 9 cm, respectively, with each layer has the thickness of 0.7 cm and air gap
is provided between the layers. Material properties of the cloaking shell are applied
based on the permittivity ɛ and permeability µ tensor components obtained from the
transformation theory. RCS of the three-layer cloaking shell is calculated by

Fig. 4.13 Computational domain for computing the RCS of two-layer cloaking shell in free space

Fig. 4.14 RCS plot of the
two-layer cloaking shell with
respect to a/k
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applying the above-mentioned boundary condition, and the plot is as shown in
Fig. 4.16 where a is the radius of the 3rd layer cloaking shell and k is the wave-
length corresponding to the operating frequency of 3 GHz.

Geometry of four-layer cloaking shell enclosing the PEC sphere is shown in
Fig. 4.17. The radii of different cloaking layers such as 1st, 2nd, 3rd, and 4th layers
are 5, 7, 9, and 11 cm, respectively, with each layer having thickness of 0.7 cm and
air gap is provided between the layers. Material properties of the cloaking shell are
applied based on the permittivity ɛ and permeability µ tensor components obtained
from the transformation theory. RCS analysis of the four-layer spherical cloaking
shells has been done, and RCS is calculated by applying the above-mentioned
boundary condition. The plot is shown in Fig. 4.18 where a is the radius of the 4th
layer cloaking shell and k is the wavelength corresponding to the operating fre-
quency of 3 GHz.

The RCS analysis of a designed ideal sphere without cloaking shell and with
multilayer cloaking shell has been done. The comparison of RCS for sphere in Mie
region is represented in Fig. 4.19, it is seen that in the C band there is more

Fig. 4.15 Computational domain for computing the RCS of three-layer cloaking shell in free
space

Fig. 4.16 RCS plot of the
three-layer cloaking shell with
respect to a/k
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Fig. 4.17 Computational domain for computing the RCS of four-layer cloaking shell in free space

Fig. 4.18 RCS plot of the
four-layer cloaking shell with
respect to a/k

Fig. 4.19 RCS comparison
plot between PEC and
multilayer cloaking shell with
respect to a/k (color online
text)
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reduction in RCS value hence the operating frequency can be chosen in this band to
get the better performance. From Fig. 4.19, it can be seen that, as the number of
layers increases there is a reduction of RCS and for the four-layer cloaking shell
gives less RCS value as compared to other three cloaking layers.

4.5 Conclusion

In this chapter, design of ideal circular cylindrical cloak and ideal spherical cloak
has been demostrated. The detailed mathematical formulation for the electromag-
netic material tensors has been reported along with the validation through full wave
simulation. The bending of electromagnetic waves has been shown through electric
field distribution simulated using RF and wave optics module of COMSOL
Multiphysics software. The simulation studies for various angles of incidence have
also been reported, and from the analysis it was observed that the electromagnetic
field bends around the object and emerges out without any absorption and scat-
tering. Further, towards implementation of the cloaking concept to aerospace
domain, a physical insight for calculating the RCS of the multilayer spherical cloak
has been provided. The RCS plot of the sphere without cloak and with multilayer
cloak has been analyzed, for C band and the reduction in RCS have been observed
as the number of layer increased to four. The next chapter of this book gives the
design procedure of achieving the formulated permittivity and permeability tensors
through metamaterials.
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Chapter 5
Design Optimization of Cloaks

Pavani V. Reddy, Susan Thomas and Balamati Choudhury

5.1 Introduction

The development in metamaterial science and technology has created many
exhilarating applications in microwave to optical frequency region in which
invisibility cloaking [1] is one of the exciting applications. In recent years, the RCS
reduction characteristics of cloaking structures have been widely investigated as it
found extensive applications in stealth platform. Maxwell’s equation with trans-
formation theory [2] is the fundamental principle behind the operation of the
invisibility cloak in anisotropic medium. The design of invisibility cloak for arbi-
trary shape is the optimal version of EM stealth property in which the electro-
magnetic waves are controlled and guided within the cloaking shell by applying the
prescribed spatial variation in the constitutive parameters. The spatial variation in
the material properties like relative permittivity and permeability is performed using
the coordinate transformation, resulting in bending of EM waves around the object.
Calculation of the relative permittivity and permeability tensors [3] is one of the
promising challenges in the design of invisibility cloak. In aerospace applications,
invisibility implies hiding information about the target from detecting objects like
radar. This can be achieved by reducing the radar cross section (RCS) of the object
by using various stealth techniques and as a result, achieving no absorption and
reflection of the energy by the object [4–6].
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5.1.1 Application of Tensors in Electromagnetic Cloaking

Tensors find an important niche in diverse areas of applications such as continuum
mechanics, aerospace structural analysis, quantum computing and quantum
mechanics. Recently, researchers have been attracted to an interesting electro-
magnetic phenomenon which may pave the way for invisibility in near future. The
basic concepts and understanding of tensors and their analysis is an inevitable area
of research in electromagnetic invisibility cloaking and details about tensors has
been given in the Chap. 3 of this book. Any material is being characterized by its
unique properties such as electric permittivity and magnetic permeability. Another
property called refractive index can be obtained from permittivity and permeability.
Since dielectric permittivity and permeability of the cloaking layers are spatially
varying and anisotropic, they are called as tensors. For example, if a cylindrical
cloak is to be designed, the dielectric permittivity and permeability have three
components along r, h, z which varies as a function of radial distance.

5.2 Significance of Metamaterials in Cloaking

Cloaking is an electromagnetic phenomenon which can bend the EM waves in an
unusual way. This phenomenon cannot be achieved with the help of natural
dielectrics. Thus, artificial periodic structures are being implemented for achieving
electromagnetic cloaking at microwave frequencies. Air has dielectric permittivity
and permeability equal to unity. Dielectric permittivity for naturally existing
materials is found to be greater than unity. Most of the materials have magnetic
permeability equal to unity. The dielectric permittivity and permeability for
cloaking applications are found to be between zero and unity or more specifically,
near to zero. Metamaterials are artificial repetitive structures that can exhibit
electromagnetic properties which are not present in natural materials.

An important peculiarity of metamaterials is that the material properties can be
varied by changing the structural properties as per the requirement or specifications
for various applications. Therefore, metamaterials which exhibit unusual properties
were adopted in the design of cloaking shells or layers. The object can be concealed
by flexible metamaterial layers with varying constitutive material properties. These
spatially varying anisotropic material properties can be termed as tensors. The
electromagnetic wave paths can be controlled by the use of appropriate tensors and
therefore, the study of electromagnetic tensors becomes significant in
metamaterial-based cloaking. In short, metamaterials provide unprecedented control
over the electromagnetic properties.
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5.3 Design of Metamaterial Unit Cells
for Cloaking Applications

The term “invisibility cloaking” at microwave frequencies is attributed to reduction
in the forward and backward scattering from the object which is concealed. The first
experimental realization of electromagnetic cloak is achieved by Schurig. The
properties of metamaterials have been utilized in a proper way to achieve invisi-
bility at microwave frequencies. The reason for selection of metamaterials for
cloaking applications has been already discussed in the last section.

According to the coordinate transformation principle in cloaking, though the
Maxwell’s equations remain invariant to the transformation, the material properties
such as permittivity and permeability tensors undergo a variation, which is a function
of the spatial coordinates. Assume that a cylindrical object is to be hidden. Applying
coordinate transformation for a cylindrical object to be hidden, the cylindrical region
0 < r < b needs to be compressed to an annular region a < r′ < b. The expressions
for the tensors on applying coordinate transformation for a cylindrical cloak in
transformed media as well as reduced media are given in Table 5.1. Only three
tensors are relevant because of the field excitation considerations for the cloak design
which will be discussed in the next section. It can be observed that the transformed
material properties are complex and depend on the radius of the cloaking layer, inner
and outer radius of the cloak. These equations reveal a complicated cloak design. By
compromising for a zero reflected power, the properties can be simplified. The
reduced material properties provide more flexibility in the design of cloak. In
reduced material specifications, two tensors remain constant, whereas the third
varies depending upon the radius of the cloaking layer. Also, the reduced media
holds the same dispersion relation as well as wave paths in the cloak as that of
fundamental transformed properties.

Though permeability and permittivity tensors in certain spatial coordinate remain
constant, permeability tensor in another spatial coordinate varies depending upon the
distance from the object to be hidden. Therefore, the metamaterial structure chosen
for cloaking application should have a property so as to tailor the magnetic response
depending on the geometrical parameters of the unit cell. Split-ring resonator
(SRR) is a widely adopted metamaterial unit cell structure for various applications

Table 5.1 Expression for permittivity and permeability tensors on application of coordinate
transformation

Tensors (permittivity and
permeability)

Transformed material
properties

Reduced material
properties

µr r� a
r

r� a
r

� �2

µh r
r� a 1

ez b
b� a

� �2r� a
r

b
b� a

� �2
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such as antennas, absorbers and lenses. SRR exhibits a magnetic resonance that can
be altered by varying the geometrical parameters of the unit cell. SRRs can be
implemented in square as well as circular shapes. For electromagnetic cloaking
applications, a slight modification has been made in the geometrical structure of
square-shaped SRR. The split in the square-shaped ring is elongated toward inside of
the square-shaped ring and the corners of the SRR are kept curved.

Figure 5.1 shows the schematic of SRR unit cell on Duroid 5870 substrate of
dielectric constant of 2.33 and loss tangent of 0.0012 at 10 GHz. The thickness of
the Duroid substrate is 0.381 mm, and the split-ring resonators are patterned with a
thickness of 0.017 mm.

Widely accepted FEM-based EM simulation tools have been used for the design
and simulation of metamaterial unit cell. The frequency range selected for simulation
is 6.5–9 GHz. Figures 5.2 and 5.3 show the magnitude and phase of transmission

Fig. 5.1 Design of SRR unit
cell

Fig. 5.2 Magnitude of transmission parameters (S21) for SRR unit cell
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characteristics of the SRR unit cell which resonates at 7.116 GHz respectively. The
first layer of cylindrical cloak has been designed using unit cells of dimensions
mentioned in Table 5.2.

The length of the split and radius of the corner are the two design parameters
which affect the magnetic response of the SRR.

The realization of an entire metamaterial structure requires the design of periodic
array of unit cells. Such structures can be simulated by applying appropriate
boundary conditions to a single three-dimensional unit cell. This helps in reducing
the tedious task of repeated design and simulation of unit cells. The unit cell is
excited with a plane wave with electric field in a direction parallel to the SRR plane
and magnetic field normal to the surface of unit cell. Since the electric field is
parallel to unit cell plane, the capacitive component due to split in the SRR unit cell
is not excited directly.

Table 5.2 Dimensions of
SRR unit cell (in millimeters)

a 10/3 mm

l 3 mm

w 0.2 mm

r 0.26 mm

s 1.654 mm

Fig. 5.3 Phase of transmission parameters (S21) for SRR unit cell
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5.4 Scattering Parameter-Based Retrieval of Material
Properties of Metamaterial Unit Cell

Material parameters of metamaterial unit cells such as permittivity and permeability
can be extracted from scattering parameter simulation results obtained from EM
simulation tool. MATLAB script has been used to compute the complex permit-
tivity and permeability from the scattering parameters. The S parameter-based
retrieval is a reliable technique for material parameter extraction. This help in
solving the inverse problems to design the metamaterial unit cells according to the
specifications of permittivity and permeability for various applications.

The plots obtained for variation of real and imaginary parts of material properties
such as electric permittivity and magnetic permeability depending on the frequency
are depicted in Figs. 5.4, 5.5, 5.6, and 5.7. The real part of permittivity is always
positive in the frequency range selected for simulation, i.e., 6.5–9 GHz. The
imaginary part of permittivity and permeability is near to zero except at resonance.
The real part of permeability shows an abrupt change in the value around the
resonance frequency. The permeability reaches near to zero from a frequency of
7.5–9 GHz.
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Fig. 5.4 Extracted permittivity (real) versus frequency
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Fig. 5.5 Extracted permittivity (imaginary) versus frequency
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5.5 Resonance Splitting in Metamaterial Cloak

For an infinite two-dimensional array of resonators, periodic boundary conditions
are applied along the directions normal to wave propagation. In this case, the
resonators are excited in phase. Since the simulation of the entire cloaking structure
is practically impossible, small sections of cloak are analyzed to get an idea about
the nature of the electromagnetic cloak. Two types of metamaterial unit cell arrays
can be designed: linear and planar.

Linear array of metamaterial unit cells
The SRR unit cells can be arranged in a linear fashion in 3 different ways. An
analysis of the transmission parameters for each case has been discussed in the
succeeding section.

Case 1: Metamaterial unit cells arranged along the direction of electric field
The stacking of SRR unit cells along the direction of electric field is shown in
Fig. 5.8. This results in a strong resonance splitting with a bandwidth of nearly
1 GHz as shown in Fig. 5.9. These simulations are performed using plane wave
incidence in free space.

Case 2: Metamaterial unit cells arranged along the direction of propagation of
EM wave
The excitation of resonator array stacked along the direction of wave propagation
vector results in a wave delay and phase difference between the elemental excita-
tions. This phase difference results in splitting of the resonance. When the SRRs are
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arranged periodically along the direction of propagation of EM wave, a split is
observed in the resonant frequency. More the number of unit cells stacked along the
direction of propagation wave vector, the larger will be the separation between the
multiple frequency dips. The arrangement of cells is shown in Fig. 5.10 and
the simulation results are presented in Figs. 5.11 and 5.12.

Fig. 5.8 Metamaterial unit cells stacked along the direction of electric field

Fig. 5.9 Transmission (S21) parameters of metamaterial array
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Fig. 5.10 Metamaterial unit cells stacked along the direction of wave propagation

Fig. 5.11 Transmission (S21) parameters of metamaterial array

Fig. 5.12 Splitting of resonance in an array of 5 unit cells stacked along the wave propagation
vector
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Case 3: Metamaterial unit cells arranged along the direction of electric field
with orientation reversed alternatively
The two-dimensional cylindrical cloak has a height of three unit cells and the layers
are arranged cylindrically. The SRR unit cells are oriented alternatively to reduce
the magnetoelectric coupling inherent in the single-split SRR. The orientation of
unit cells is shown in Figs. 5.13 and simulated transmission characteristics is shown
in Fig. 5.14.

Fig. 5.13 Metamaterial unit cells stacked along the direction of electric field with alternative
orientation

Fig. 5.14 Transmission (S21) parameters of metamaterial array shown in Fig. 5.13
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5.6 Finite Planar Array of Metamaterial Unit Cells

A finite array of three unit cells along both directions has been designed to observe
the transmission parameters of a finite metamaterial array used for cloaking
applications. The schematic of a 3 � 3 array of SRR unit cells is shown in
Fig. 5.15. The S21 parameters obtained for such an array are shown in Fig. 5.16.

Fig. 5.15 Finite two-dimensional metamaterial array (3 � 3)

Fig. 5.16 Transmission (S21) parameters of metamaterial array shown in Fig. 5.15
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5.7 Two-Dimensional Cylindrical Cloak

The first ever implemented two-dimensional cylindrical cloak is composed of ten
layers of cloaking shells. Each cylindrical layer consists of identical unit cells. The
cloak structure has a height of three unit cells. For each cylindrical layer, the
geometrical parameters of unit cells are slightly varied to obtain a varying magnetic
permeability. Figure 5.17 shows the design of the innermost layer of the cylindrical
cloak. As the number of cloaking layers increases, the forward and backward
scattering reduces.

5.8 Design of Conformal Metamaterial Unit Cells
for Invisibility Cloaking Applications

Electromagnetic wave propagation analysis is possible only with the help of basic
tensor parameters like permittivity and permeability which varies according to the
direction. Effective medium approach in general relativity is used to derive the
permittivity and permeability tensors. Being the simplest as well as the basic
structure, the formulation of the relative parameters for right circular cylinder and
sphere has been done. Extensive investigations have been carried out to design a
perfect invisibility cloak which is capable of bending the EM wave around the
object to be hidden.

The major challenges in the cloak design are complexity in the realization of
cloaking structure and computation of permittivity and permeability tensors for
materials filled in the cloaking shell.

Fig. 5.17 Design of a layer of the cylindrical microwave cloaking structure with SRR unit cells
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Abundant electromagnetic functionalities have emerged with a tremendous
growth in the advent of metamaterial composites. Realization of cloaking at
microwave frequencies has been investigated from several years, which demands
the fabrication of complex multilayer composites. However, the fabrication of
sub-wavelength unit cells becomes increasingly challenging while moving from the
microwave to visible region of the electromagnetic spectrum. To date, the majority
of aforementioned work has been carried out on planar composites. At terahertz
(THz) frequencies and above, construction of multiple unit cell structures in the
direction of propagation and realization of non-planar metamaterial composites
necessitates the development of new fabrication strategies.

The most challenging part in the analysis and design of the cloak is finding the
distinctive parameters of metamaterial unit cell used, which determines the cloaking
features. Analysis of conformal metamaterial structures becomes inevitable in
design and realization of cloaking structures for aircraft and automobile platforms.
Several electromagnetic simulations are performed in order to provide a compar-
ative analysis of arbitrary conformal metamaterial unit cell structures with their
corresponding planar structures and verified the advantages and disadvantages of
each case. The various conformal unit cell structures designed using EM simulation
software have been discussed in this section.

5.8.1 I Shape

The I-shaped unit cells are one of the gradient index metamaterial structures for low
loss and broadband applications. Figure 5.18a shows the geometry of planar

Fig. 5.18 a Typical proposed planar I-shaped unit cell. b Typical designed conformal I-shaped
unit cell
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I-shaped unit cell. The I-shaped metallic structure made of gold with, length
l = 3.6 mm, line width w = 0.3 mm, and depth t = 0.018 mm is embedded on the
polyimide substrate. The dimensions of unit cell are 4 mm � 4 mm � 0.25 mm,
respectively. The I-shaped unit cell is conformed onto a cylindrical sector as shown
in Fig. 5.18b. The cylinder of radius 2 mm is designed, and a sector of the desired
substrate dimension is etched out. Dimensions of metallic patch remains same as
that of planar one.

The simulation studies of the conformal unit cell have been carried out using a
FEM-based simulation software. The background and boundary conditions of the
unit cell were set up properly in order to make the wave propagation and polar-
ization in the desired direction. Also, two waveguide ports are defined and exci-
tations are applied normal to the substrate along the z-direction for obtaining the S
parameters. Figures 5.19 and 5.20 represent the reflection and transmission char-
acteristics of the designed planar and conformal unit cell structures, respectively.
The scattering parameters obtained for conformal structure show the same trend
corresponding to planar one.

The material properties of designed unit cell are extracted from the S parameters
using well-developed retrieval method, for analyzing the feasibility of the same for
cloaking applications. Figures 5.21 and 5.22 show the retrieved permittivity and
permeability of the designed unit cells, respectively. From the figures, it is clear that
the designed conformal I-shaped unit cell exhibits negative permittivity and per-
meability values over X band as similar to planar one.

Cloaking application demands for structures exhibiting negative refractive index,
so that the ray propagates in the desired direction. The refractive index of the

Fig. 5.19 Scattering parameters (S11 and S21) of planar unit cell structure of proposed planar I
shape
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Fig. 5.20 Scattering parameters (S11 and S21) of designed conformal I-shaped unit cell structure

Fig. 5.21 a Permeability characteristics of planar I-shaped unit cell. b Permeability characteristics
of conformal I-shaped unit cell

Fig. 5.22 a Permittivity characteristics of planar I-shaped unit cell. b Permittivity characteristics
of conformal I-shaped unit cell
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designed unit cell is calculated from the obtained permittivity and permeability
values and is shown in Fig. 5.23. The refractive index values are negative as like
planar structure. The designed conformal I structure is a good candidate for
cloaking applications, especially for making the targets with curved surfaces to
be invisible.

The low loss, broadband, and I-shaped unit cell structure with gradient index is
designed and simulated, which is worthy in military aerospace applications. The
design can be easily extended to other microwave or optical devices like directional
cloaks, beam shifters, beam steering devices, lenses, etc.

5.8.2 H Shape

A conformal H-shaped unit cell with dual-band response is designed and compared
with the planar H-shaped unit cell proposed [5]. The proposed H-shaped unit cell is
designed by two oppositely wound C-shaped arms aside and a capacitive gap in the
center. The C-shaped arms act as inductor and the capacitive gap acts as a capacitor.
The unit cell dimension is given by 158 � 168 µm and is designed for terahertz
applications. The H-shaped unit cell is conformed into the cylindrical sector as
shown in Fig. 5.24. The cylinder of radius 2 mm is designed and a sector of the
desired substrate dimension is etched out. Dimensions of metallic patch are same as
that of planar one.

The designed structure comprises of two layers, bottom substrate layer is made
of SiO2 and the metallic H-shaped patches made of gold. In order to achieve EM
resonance in THz regime, the metallic sub-wavelength unit cell structure are
arranged periodically in two perpendicular directions. In this section, a dual-band
terahertz metamaterial based on a hybrid “H-”shaped cell with different sizes is
designed and simulated, and each cell is constructed by connecting two oppositely
wound C-shaped arms aside and a capacitive in the center. The simulation studies

Fig. 5.23 Refractive index of proposed a planar I-shaped unit cell, b conformal I-shaped unit cell
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of the conformal unit cell have been carried out using a FEM-based simulation
software.

Figures 5.25 and 5.26 show the reflection and transmission characteristics of
proposed planar H and designed conformal H-shaped unit cell structure, respec-
tively. Designed conformal H-shaped structure gives better return loss character-
istics as compared to planar structure and also it exhibits multiple resonances in the

Fig. 5.24 a Typical proposed planar H-shaped unit cell. b Typical designed conformal H-shaped
unit cell

Fig. 5.25 Scattering parameters (S11) and (S21) characteristics of proposed planar H shape
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THz regime. Designed structure has less transmission as that of planar one, due to
the effect of curvature. From the simulation results, it can be seen that the two
electrical resonances at 0.95 THz and 1.26 THz have been occurred as the THz
wave propagates normally to the metallic array and THz electric field is perpen-
dicular to the split gap.

The material properties such as permittivity and permeability are calculated from
the obtained S parameters and are plotted as shown in Figs. 5.27 and 5.28. The
graph summarized that designed structure has better negative characteristics of
permittivity and permeability as compared to the planar structure and is worthy to
design the invisibility cloak. The designed conformal H-shaped structure which
operates in multiple frequencies along with their negative material characteristics
makes them, a suitable candidate for terahertz applications.

Fig. 5.26 Scattering parameters (S11 and S21) of designed conformal H shape

Fig. 5.27 a Permeability characteristics of proposed planar H shape. b Permeability character-
istics of designed conformal H shape
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5.8.3 RAM-Type SRR

This section explains the design of conformal metamaterial unit cell structure,
which is an extension to the structure proposed [4]. The unit cell designed looks like
a RAM absorber, having a center gap which acts as a capacitor in effect. In order to
make the structure conformal, the designed metallic patch is etched on a curved
substrate. The substrate is made of polyimide with dielectric constant of 4.8. The
ultra-thin polyimide acts as low index, low loss, and highly flexible substrate in the
fabrication of THz metamaterials. The structure is designed for terahertz frequen-
cies, and the optimum dimensions for the unit cell obtained are 50 µm � 50 µ
m � 1.5 µm. The metallic patch has outer dimension of 36 µm, line width of
2 µm. The gap between two middle rods is 0.5 µm, which has much significance as
it determines the capacitance value. The designed structure along with planar
corresponding is shown in Fig. 5.29.

The designed structure is simulated using a FEM-based EM simulation software,
and the obtained reflection and transmission characteristics are shown in

Fig. 5.28 a Permittivity characteristics of proposed planar H shape. b Permittivity characteristics
of designed conformal H shape

Fig. 5.29 a Typical proposed planar RAM-type unit cell. b Typical designed conformal H shape
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Fig. 5.29a, b, respectively. From the simulation results, it is clear that designed
conformal structure is resonating in THz regime as like planar one. The resonance
frequency of the conformal structure is shifted due to the effect of curvature.

To verify the feasibility of the designed conformal unit cell as cloaking structure,
the material properties are analyzed. The obtained scattering parameters for planar
and conformal RAM structure are shown in Figs. 5.30 and 5.31. For the same, the

Fig. 5.30 a Scattering parameters (S11) and (S21) characteristics of proposed planar RAM-type
unit cell

Fig. 5.31 Scattering parameters (S11) and (S21) characteristics of designed conformal RAM-type
unit cell
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permittivity and permeability are retrieved from the S parameters using standard
retrieval method. Figures 5.32 and 5.33 show the obtained material parameters
along with planar one. From the graph, it is observed that conformal unit cell has
much good negative characteristics as compared to the planar structure. So the
designed conformal structure is suitable for cloaking applications.

5.8.4 Square SRR

The metamaterials are the materials which exhibit properties that are not naturally
available. Split-ring resonators (SRR) are one of the most commonly used res-
onating metamaterial structures. In this design, square-shaped SRR with one square
ring with a split in the middle is used. In this metamaterial structure, the middle split
in the square ring acts as capacitor and results resonance at corresponding fre-
quency. The unit cell dimensions are 50 µm � 50 µm � 2.5 µm. The
square-shaped SRR has an outer dimension of 36 µm placed on the ultra-thin
polyimide substrate. The line width is 0.2 µm and split width is 0.2 µm. The planar

Fig. 5.32 Permittivity characteristics of proposed a planar RAM-type unit cell, b conformal
RAM-type unit cell

Fig. 5.33 Permeability characteristics of proposed a planar RAM-type unit cell, b conformal
RAM-type unit cell
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structure converted to conformal by placing the designed metallic patch on the
cylindrical sector which is etched out from the cylinder of radius 25 µm.
Figure 5.34a, b represents the designed planar and conformal structure
correspondingly.

FEM-based EM solver has been used to study the properties of conformed unit
cell. The waveguide ports are defined, and excitations are given normally on the
unit cell along the z-direction for obtaining the S parameters. The obtained
reflection and transmission characteristics through simulation are shown in
Figs. 5.35 and 5.36 along with the characteristics of corresponding planar structure.

Fig. 5.34 a Typical proposed planar square-shaped unit cell, b typical designed conformal
square-shaped unit cell

Fig. 5.35 Scattering parameters (S11) and (S21) characteristics of proposed planar square shape
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From simulated characteristics, it is clear that the characteristics of designed
conformal structure are similar to proposed planar one. The simulation results
indicate that the designed square SRR resonates at 0.9 THz with S11 of −30 db. The
standard procedure is followed to extract the desirable permittivity and permeability
properties from the return loss characteristics. The obtained material characteristics
are plotted against the frequency and are shown in Figs. 5.37 and 5.38.

From the permittivity and permeability graphs, it is clear that the proposed
structure exhibits negative permittivity and permeability characteristics in the fre-
quency band 1–1.5 THz. It is observed that the negative characteristics of the
designed conformal structure are inferior to the characteristics of proposed planar
structure.

Fig. 5.36 Scattering parameters (S11) and (S21) characteristics of designed conformal square
shape

Fig. 5.37 a Permeability characteristics of proposed planar square-shaped unit cell, b permeability
characteristics of designed conformal square-shaped unit cell
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5.8.5 Double-Square SRR with Gaps

The previous section already mentioned the design and analysis of square SRR.
This section extends the study toward multiple ring structure for multiple resonance
applications. The double-ring square SRR is designed using gold and is etched on
polyimide substrate. The permittivity of substrate used is 3.5. The unit cell has a
dimension of 50 µm � 50 µm � 1.5 µm, respectively. The structure is designed
for terahertz frequencies. The size of the outer square SRR is 36 µm, with line
width of 2 µm and the gap between the outer and inner rings is 2 µm. The size of
split in the rings is 4 µm. The planar structure converted to conformal by placing
the designed metallic patch on the cylindrical sector which is etched out from the
cylinder of radius 25 lm. Figure 5.39a, b represents the designed planar and
conformal double-ring SSRR structure, respectively.

Fig. 5.38 Permittivity characteristics of proposed a planar square-shaped unit cell, b conformal
square-shaped unit cell

Fig. 5.39 Schematic of a planar double-square-shaped unit cell, b designed conformal
double-square-shaped unit cell
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FEM-based EM solver has been used to study the properties of conformed unit
cell. The waveguide ports are defined, and excitations are given normally on the
unit cell along the z-direction for obtaining the S parameters.

The obtained reflection and transmission characteristics through simulation are
shown in Figs. 5.40 and 5.41 along with the characteristics of corresponding planar

Fig. 5.40 Scattering parameters (S11) and (S21) characteristics of proposed planar
double-square-shaped unit cell

Fig. 5.41 Scattering parameters (S11) and (S21) characteristics of designed conformal
double-square-shaped unit cell
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structure. Scattering parameters show that multiple resonances are obtained using
the designed structures and the resonance frequencies depend on the structural
parameters of the inner and outer rings.

The material properties of designed conformal double-ring SSRR structure have
been retrieved from obtained scattering parameters using standard S parameter
retrieval method through MATLAB script. Figures 5.42 and 5.43 show the
obtained material parameters along with planar one. The graph shows that the
conformal unit cell exhibits negative characteristics, but which are not similar to
characteristics of the planar structure.

5.8.6 Middle Line SRR

This section details the design of a conformal middle line SRR structure for
cloaking applications. The structure consists of two cascaded SRR with a common
middle line as shown in Fig. 5.44. A typical unit cell structure has dimension of

Fig. 5.42 Permittivity characteristics of a planar double-square-shaped unit cell, b conformal
double-square-shaped unit cell

Fig. 5.43 Permeability characteristics of a planar double-square-shaped unit cell, b conformal
double-square-shaped unit cell
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250 lm � 250 lm � 8.5 lm, respectively. The SRR has a longer dimension of
180 lm, line width of 2 lm and is made of gold. The dielectric constant of sub-
strate used is 3.5.

The planar structure converted to conformal by placing the designed metallic
patch on the cylindrical sector which is etched out from the cylinder, in order to
study the feasibility of the structure for cloaking applications. Figure 5.44a, b
represents the designed planar and conformal double-ring SSRR structures,
respectively.

In order to characterize the permittivity and permeability of the proposed
structure, the middle line SRR is simulated using an FEM-based EM solver. The
corresponding return loss and transmission characteristic results are shown in
Figs. 5.45 and 5.46. From the return loss curve, it is shown that multiple resonances
occurred. These results pave the way for creating numerous multilayered
non-planar electromagnetic composites that can lead to achieve better electro-
magnetic cloak.

The simulation results indicate that designed conformal unit cell structure has
better scattering characteristics as compared to characteristics planar unit cell. The
material properties of designed conformal middle line SRR structure have been
retrieved from using S parameter retrieval method through MATLAB script. The
obtained material parameters along with planar one are shown in Figs. 5.47 and
5.48. The graph shows that the conformal unit cell exhibits negative characteristics,
but the characteristics are distinct from the planar ones.

5.8.7 Open Split-Ring Resonator

Split-ring resonators are one of the basic metamaterial structures which exhibits
negative permeability and permittivity. This section introduces the design of a

Fig. 5.44 a Typical proposed planar middle line SRR unit cell, b conformal middle line SRR unit
cell
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modified SRR called conformal open split-ring resonator. The main advantage of this
proposed structure over regular SRR is the size miniaturization. The structure is
formed by two concentric copper rings having openings at the same side and is
connected to another set of concentric copper rings. The structure is printed on a
cylindrical sector made of Duroid substrate as shown in Fig. 5.49. The length, width,

Fig. 5.45 Scattering parameters (S11) and (S21) characteristics of proposed planar middle
line SRR

Fig. 5.46 Scattering parameters (S11) and (S21) characteristics of designed conformal middle
line SRR
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Fig. 5.47 a Permittivity characteristics of proposed middle line SRR, b permittivity character-
istics of designed conformal middle line SRR

Fig. 5.48 Permeability characteristics of a planar middle line SRR, b conformal middle line SRR

Fig. 5.49 a Typical proposed planar OSRR unit cell, b typical designed conformal OSRR unit
cell
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and height of the unit cell structure are 10 mm � 10 mm � 0.5 mm, respectively.
The dielectric constant of a substrate is 2.33. The outer dimension in the SRR is
3.5 mm with line width of 1.5 mm. The thickness of the copper used is 0.2 mm.

FEM-based EM solver is used to design and simulate the proposed structure.
This structure is placed inside a waveguide environment. The waveguide ports are
assigned along the z-direction. The obtained S parameters through simulation are
shown in Figs. 5.50 and 5.51 along with the characteristics of corresponding planar

Fig. 5.50 Scattering parameters (S11) and (S21) characteristics of proposed planar OSRR

Fig. 5.51 Scattering parameters (S11) and (S21) characteristics of designed conformal OSRR
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structure. From the simulated characteristics, it is clear that due to the effect of
curvature, the conformal structure has better return loss characteristics as compared
to the planar structure.

The permittivity and permeability values of the designed structure are retrieved
from the S parameters and plotted as shown in Figs. 5.52 and 5.53. From the graph,
it is clear that designed conformal open SRR shows negative characteristics better
than planar one in the frequency range 4–6 GHz. Therefore, the OSRR can be used
as double-negative (DNG) metamaterial cell.

5.8.8 Circular SRR

Aconformal circular split-ring resonator (CSRR)with negative effective permeability
is designed and compared with corresponding planar structure. The designed CSRR

Fig. 5.52 a Permittivity characteristics of proposed planar OSRR, b permittivity characteristics of
designed conformal OSRR

Fig. 5.53 Permeability characteristics of proposed a planar OSRR, b conformal OSRR
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comprises of two circular rings with splits. The splits in outer and inner rings are
identical in dimension and lie on the same axis towards opposite directions. The
relative position of the gaps in the two rings affects the resonant frequency of CSRR.
The structure is designed for L band operation, and the unit cell has a dimension of
12 mm � 12 mm � 0.8 mm, respectively. The planar CSRR structure is shown in
Fig. 5.54a. In order to make the structure conformal, a cylinder of radius 6 mm is
designed and a part of the desired substrate dimension is etched out. Themetallic patch
having same dimensions as that of planar one is conformed onto the cylindrical sector
as shown in Fig. 5.54b. The metallic circular ring patches are made of gold and the
bottom layer substrate having dielectric constant of 3.5. The designed conformal unit
cell has been simulated using FEM-based simulation software.

The design and simulation of a planar and conformal structure has been carried
out using FEM-based EM simulation software and return loss and transmission
characteristics are shown in Figs. 5.55 and 5.56, respectively. The simulation
results show that designed conformal structure is resonating as like planar one. Due
to the curvature effect, the resonant frequency of the designed conformal structure
was found to be shifted and showed less transmission when compared to that of
planar one.

The material properties of designed conformal structure have been retrieved
from obtained S parameters using standard retrieval method. Figures 5.57 and 5.58
show the obtained material parameters along with planar one. The graph shows that
the conformal unit cell exhibits better negative characteristics as compared to the
planar structure. So the designed conformal structure is suitable for cloaking
applications.

Fig. 5.54 a Typical proposed planar CSRR unit cell, b typical designed conformal CSRR unit
cell
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5.8.9 Jerusalem Cross-Type Metamaterial Unit Cell

Jerusalem cross is one of the widely used metamaterial unit cell structure in the
design of frequency selective surfaces (FSS). This section details the design and
analysis of a planar and conformal Jerusalem cross and compares the characteristics
of both structures. Further, the analysis has been extended toward the feasibility

Fig. 5.55 Scattering parameters (S11) and (S21) characteristics of proposed planar CSRR

Fig. 5.56 Scattering parameters (S11) and (S21) characteristics of proposed conformal CSRR
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study of the designed conformal structure in cloaking applications. Figure 5.59a
shows the schematic of the proposed planar structure. The unit cell dimensions are
5 mm � 5 mm � 0.5 mm, respectively.

The Jerusalem-shaped metallic structure is made of copper having longer
dimension of 3.6 mm and line width of 0.3 mm and is embedded on a substrate
having dielectric constant of 2.55. In order to make conformal, a cylinder of radius
2.5 mm is designed and a sector of the desired substrate dimension is etched out.
The metallic Jerusalem-shaped unit cell patch is conformed on to the cylindrical
sector as shown in Fig. 5.59b.

The simulations of designed conformal structure are carried out through a
FEM-based simulation software. Figures 5.60 and 5.61 show the reflection and
transmission characteristics of proposed planar and designed conformal structure,
respectively.

From the simulation results, it is clear that the scattering parameters show the same
trend as in the case of planar one. The main advantage of the Jerusalem cross unit cell

Fig. 5.57 Permittivity characteristics of proposed a planar CSRR, b conformal CSRR

Fig. 5.58 Permeability characteristics of a planar CSRR, b designed conformal CSRR
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over other structures is that it exhibits wide angle and polarization-independent
scattering characteristics due to the symmetry of the structure.

The material properties of a cloaking shell play an important role, in order to
direct the electromagnetic wave. These complex material properties such as per-
mittivity and permeability have been extracted from simulated scattering parameters
of the metamaterial unit cells using a MATLAB script. The corresponding graphs
are shown in Figs. 5.62 and 5.63.

It is observed that the negative characteristics of the designed conformal struc-
ture are inferior to the characteristics of proposed planar structure.

Fig. 5.59 Schematic of proposed a planar Jerusalem cross unit cell, b conformal Jerusalem cross
unit cell

Fig. 5.60 Scattering parameters (S11) and (S21) characteristics of proposed planar Jerusalem cross
unit cell
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Fig. 5.61 Scattering parameters (S11) and (S21) characteristics of designed conformal Jerusalem
cross unit cell

Fig. 5.62 Permittivity characteristics of proposed a planar Jerusalem cross unit cell, b conformal
Jerusalem cross unit cell

Fig. 5.63 Permittivity characteristics of proposed a planar Jerusalem cross unit cell, b conformal
Jerusalem cross unit cell

5 Design Optimization of Cloaks 143



5.9 Effect of Curvature

The concept of EM cloaking is nothing but hiding an object from electromagnetic
wave incident on it. It founds extensive applications in modern military aviation, as
stealth aircrafts are required to hide from enemies’ radar capabilities in order to
complete the mission in hostile territory. While the aerospace domain mostly deals
with curved structures, it leads to the requirement of conformal cloaking unit cells.
In this project, various conformal cloaking unit cells are proposed along with its
planar corresponding. From the results, it has been observed that the curvature of
unit cell affects the unit cell material properties. In this section, an attempt has been
made to analyze the effect of curvature through designing a conformal I-shaped
structure with different curvatures. Further, the analysis has been extended toward
the optimization of the unit cell curvature for enhanced material properties. The
design and simulation of conformal I-shaped structure for different curvatures are
discussed in the next section.

5.9.1 Conformal I-Shaped Structure with Different
Curvatures

The design and analysis of single conformal I-shaped structure is already explained
in the previous section in detail. An array of I-shaped structure with different radius
of curvatures has been designed and simulated using FEM-based EM simulation
software. Figure 5.64 represents the schematic view of proposed design, which
consists of three I-shaped structures arranged in two different curvatures.

The simulated reflection and transmission characteristics of the proposed
structure are shown in Figs. 5.65 and 5.66. From the results, it is clear that as radius
of curvature reduces, the scattering parameters are enhanced and thereby results in
better negative material properties such as permittivity and permeability.

Fig. 5.64 Array of I-shaped unit cells conformed on a big curvature, b small curvature
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Standard S parameter retrieval method has been used to extract the material
properties from the reflection and transmission characteristics obtained. The
obtained permittivity and permeability characteristics are shown in Figs. 5.67 and
5.68, and it is crystal clear that the negative characteristics of permittivity and
permeability are improved as radius of curvature reduces.

Fig. 5.65 Scattering parameters (S11) and (S21) characteristics of conformal I-shaped unit cell of
big curvature

Fig. 5.66 Scattering parameters (S11) and (S21) characteristics of conformal I-shaped unit cell of
small curvature
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The curvature of unit cell is optimized for optimum negative material properties
using soft computing technique. The soft computing technique used is particle
swarm optimization (PSO) algorithm. Soft computing techniques are one best
option among different optimization techniques due to its unique features such as
global optimization accuracy and quick convergence. The visual basic for appli-
cations scripting language is used to interface the optimization code with
FEM-based solver.

5.10 Conclusion

Most of the cloaking applications require conformal cloaking shells. In this chapter,
an effort has been made to design conformal metamaterial unit cell structures, which
are suitable to use in the surface of curved cloaking shell. This chapter reveals the

Fig. 5.67 Permittivity characteristics of conformal I-shaped unit cells with a big curvature,
b small curvature

Fig. 5.68 Permeability characteristics of conformal I-shaped unit cells with a big curvature,
b small curvature
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design of different conformal metamaterial unit cell structures from their planar
corresponding. The designed structures are simulated using FEM-based EM solver,
and the obtained scattering parameters of the conformal unit cells are compared
with the corresponding planar structures. Further, in order to investigate the fea-
sibility of the conformal structure as cloaking cell, the analysis of effective material
parameters such as permittivity and permeability has been carried out. From the
analysis, all the designed conformal structures exhibit negative material charac-
teristics and are suitable for cloaking applications.

References

1. Leonhardt, U., and T. G. Philbin, “General relativity in electrical engineering,” New Journal of
Physics, vol. 8, pp., 1–18, 2006.

2. Leonhardt, U., and T. Tyc, “Broadband invisibility by non-Euclidean cloaking,” Science, vol.
323, pp., 1–3, 2009.

3. Ma, H., “Material parameter equation for elliptical cylindrical cloaks,” Science, vol. 312, pp.,
1–4, 2008.

4. Tao, H., A.C. Strikwerda, X. Zhang, W. Adilla, C. M. Bingham, K. Fan, “Terahertz
metamaterials on free-standing highly-flexible polyimide substrates,” Journal of Physics, vol.
41, pp., 1–4, 2008.

5. Wanyi, G., H. Lianxing, S. Hao, Z. Hongwei, B. Li, S. Xiao-Wei, “A Dual-Band terahertz
metamaterial based on A hybrid H-shaped cell,” Progress In Electromagnetics Research, vol.
30, pp., 39–50, 2013.

6. Zhong, L., M. Cui, “Experimental realization of a broadband bend structure using gradient
index metamaterials” Optics Express, vol.17, no. 20, pp., 18354–18362, 2009.

5 Design Optimization of Cloaks 147



Chapter 6
Design Optimization of Broadband Radar
Absorbing Structures

Anusha Eldo and Balamati Choudhury

6.1 Introduction

Stealth technology is not at all a new concept. As a matter of fact, stealth technology
is totally the principle of absorption and reflection that makes aircraft “stealthy.”
Stealth technology also called low observable (LO) technology is the technique to
make friendly aircrafts and warships less visible to the enemy’s radar and detection
capabilities in order to enhance its survivability. This is achieved either by
deflecting the incident radar waves into some other directions or by absorbing the
incident electromagnetic (EM) wave and hence the number of waves which returns
to the radar is reduced.

Radar cross-section (RCS) reduction is a prominent field of research for
achieving stealth in military domain. RCS is the measure of back-scattered elec-
tromagnetic waves from the target as it is illuminated by an incident wave. The
detectability of the target is measured in terms of RCS reduction and hence the
enhancement in target survivability.

Generally, the radar cross-section reduction techniques or stealth techniques fall
into one of the four categories [1]: target shaping, materials selection and coating,
passive cancellation, and active cancellation. By these techniques, the incident EM
signal is cancelled or absorbed by the absorber coating. Also, out of these tech-
niques, none of them alone reduces the RCS in effect. The conventional methods of
radar absorbers give RCS reduction in narrow frequency range. But modern mili-
tary applications demand for broadband frequency of operation, hence EM
absorption in broad frequency range is required.

The introduction of artificially engineered materials turned out to be a possible
solution for achieving broadbandEMabsorption. The artificially engineeredmaterials
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such as metamaterials are engineered to endow with useful modern electromagnetic
devices such as EM absorbers, super lenses, and EM cloaks [2, 3]. These techniques
turn out to be possible due to their special properties such as negative refractive index
or resonance upshot and the crystal effects such as electronic band gap. In recent years,
the near-perfect absorption characteristics ofmetamaterial-based structures have been
broadly investigated. The metamaterial absorbers are made of periodic
sub-wavelength resonators and are considered as homogeneous medium. The
absorption capability of metamaterial-based structures is entirely depending on
thickness and other structural parameters of the periodic patterns. To achieve optimum
design, multi-objective particle swarm optimization-based computational engine has
been used. The optimization through computational engine provides optimized design
parameters of broadband absorbers.

In this chapter, bandwidth-enhanced metamaterial absorbers for microwave fre-
quency regime have been designed and fabricated. The broadband metamaterial
absorbers comprise of special resonant structures,withmultiple resonances in the near
frequencies. The optimum design for the structure has been achieved through
soft-computing-based computational engine. The numerical results obtained from
simulations shows that the pentagon structure exhibitsmore than 90% absorption for a
bandwidth of 2.3 GHz and novel structure provides near-perfect absorption ranging
from 8 to 11 GHz. Further the analysis of electric field distribution and surface current
distribution is carried out, in order to understand the resonance mechanism of the
structure. The experimental results for fabricated test samples also ensure the
near-perfect absorption for wide band frequencies.

6.2 Radar Absorber Design Procedure

The detection of a target is represented in terms of radar cross section and is the
measure of a target’s ability to reflect radar signal in the direction of radar receiver. It is
the measure of backscatter power per steradian in the direction of radar to the power
density that is intercepted by the target. The RCS can be expressed [4] as

r ¼ lt
a ! 1 4pa2

Esj j2
Eij j2 ð6:1Þ

where a is the distance from radar, Es indicates the scattered electric field and Ei is
the incident electric field at the target.

The basic concepts used for radar absorbing structure design are matched
characteristic impedance and wave impedance. The former represents the charac-
teristic impedance at the surface of structure which is equal to the free space
impedance, ensuring zero reflection; latter is the concept where the input impedance
which is equal to free space impedance ensures complete transmission of energy
into the absorber. The impedance of RAM is given by
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For perfect matching, the ratio of relative permittivity to relative permeability
must be unity. The imaginary parts of permeability and permittivity of a material
represent the losses associated with that. The relation between absorption, reflec-
tion, and transmission is given by

T2
�� ��þ R2

�� ��þA ¼ 1 ð6:3Þ

when T = R = 0, absorption become unity.

6.3 Background Theory on Design and Optimization

The lack of naturally available materials for EM absorption leads to the exploration
of artificially engineered materials. The design of artificially engineered materials
like metamaterials is a complicated procedure and requires the aid of commercially
available EM solvers for design verification. As stealth platform in aerospace
domain demands for reduced thickness of radar absorbing structure, optimization of
various structural parameters became necessary. This section gives an idea about
the design and optimization techniques used for metamaterial-based RAS structure.

6.3.1 Metamaterial-Based RAS

Metamaterials are the materials which exhibits certain properties that are not seen in
naturally occurring materials, the most exciting one being the ability to show
negative refractive index. The word metamaterial was proposed by Rodger M.
Wasler, University of Texas. The root of this word, “meta,” is Greek and it means
beyond—i.e., metamaterial means beyond the material. Though the science of
metamaterials is relatively new, Victor Veselago predicted the possibility of exis-
tence of doubly negative materials in 1968, in a Russian publication [5, 6].

Smith et al. (2000) fabricated the negative index (NI) material by using the
metamaterial structures [7]. The proposed metamaterial unit cell consists of com-
bination of a wire structure with negative permittivity and a split-ring resonator with
negative permeability for the same frequency band, resulting negative refraction.

Shelby et al. (2001) demonstrated the confirmation of negative refraction,
through Snell’s law experiment by using metamaterial wedge in prism shape [8].
The incident microwave radiation on the surface of prism was refracted to the
opposite side of normal to the surface and hence shows the negative refraction.

Jain (2006) explained the fabrication of electromagnetic absorbers, radio fre-
quency lenses, and phantom materials by using the artificial dielectrics. He also
developed the formulae for permittivity estimation of artificial dielectrics [9].
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Pang et al. (2012) proposed a broadband and ultra-thin high-impedance absorber
on a metamaterial substrate for microwave frequencies [10]. The proposed structure
consists of split-ring resonators (SRRs) embedded vertically into dielectric slab.
This structure gives an expanded bandwidth of absorption for less than −10 dB.
The field distribution characteristics showed that the enhanced characteristics
related to the LC resonance. The results demonstrate the suitability of metamaterials
along with high-impedance surface absorber for bandwidth broadening.

6.3.2 Broadband Radar Absorbing Structures

Modern military applications always demand for broadband absorbers. A number of
literatures are already available regarding the broadband, wide angle, and
polarization-independent radar absorbers. Some of them are explored below.

Yang and Shen (2007) presented the design of a broadband absorber by using
double square loops as unit cells [11]. The introduced design contains lumped
resistors of suitable value in all the four sides of the loop. These loops are printed on
a dielectric substrate with a conducting or metallic back plate, in order to minimize
the transmission. The structure was simulated in HFSS and results showed that
10 dB RCS reduction is achieved over a range of 8–18 GHz frequency with relative
bandwidth of 77%.

Wakatsuchi et al. (2010) presented a broadband metamaterial absorber for arbi-
trary polarization by using lossy cut wire (CW) pair metamaterials [12]. The lossy
cut wire pairs with different lengths are combined as a periodic unit and are placed
near to perfect electric conductor (PEC). The simulations are performed by using
transmission line modelling. The main advantage of lossy cut wires as compared to
other metamaterial structures are simplicity of structure and no need of any extra
metal component to yield Negative Refractive Index (NRI). The paired CW exhibits
both electric resonance and magnetic resonance, also it works for both polarizations.
The structure gives an absorption peak of 76% at 27 GHz.

Grant et al. (2011) demonstrated design, simulation, fabrication, and measure-
ment of a broadband metamaterial absorber in terahertz frequency range [13]. The
closely positioned resonant peaks of stacked metal-insulator layers with different
structural parameters made the absorption spectrum broader. For a bandwidth of
1.86 THz, the obtained absorption for the proposed structure was more than 60%.
Also the FWHM (full width at half maximum) bandwidth obtained was about 48%,
and it found application in bolometric terahertz imaging.

Liu et al. (2012) designed and fabricated a metamaterial absorber with broad-
band absorption at microwave frequencies [14]. The designed structure consists of
circular metallic patches, PEC ground plane and dielectric spacer. For broadband
resonance characteristics, a number of metallic patches with adjacent resonant
peaks are used. Experimental results showed that the structure has an absorption
bandwidth of 2.8 GHz and relative FWHM bandwidth of 25.3%.
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Yuan and Cheng (2014) designed and experimentally validated lumped
element-based metamaterial absorber for broadband absorption in the microwave
frequency range [15]. In this composite metamaterial absorber (CMMA), the EM
wave energy is converted to electrical energy and subsequently consumed by
lumped resistors. The designed CMMA has absorption characteristics insensitive to
polarization and angle of incidence. The experimental results showed that CMMA
yields below −10 dB in the frequency band from 2.85 GHz to 5.31 GHz with
relative bandwidth of 60.3%. So metamaterials are one of the mainly used artifi-
cially engineered materials for radar absorbing applications.

6.3.3 Optimization of RAS Using PSO

As the absorption characteristics depend on physical dimensions of the structure, it
is required to find out parameters for best performance. But as mathematical for-
mulations for designs are not readily available, this is an iterative and cumbersome
task. As a result, a demand for a technique that can identify the optimum dimen-
sions arises. Further, need to minimize the total thickness of the absorber arises in
order to meet design requirements. Multi-objective particle swarm optimization
(MOPSO) has proven to be an effective tool for design optimizations [16].

The particle swarm optimization for RAM/RAS design is not a new concept. In
fact, researchers demonstrated the implementation of modified versions of the same
for designing RAMs. This improved PSO was faster and at the same time prevented
the algorithm from falling into local minima.

Multi-objective pareto-front-based algorithms are used to achieve optimization
of more than one objective function simultaneously. Chamaani et al. (2007) [17]
used a modified MOPSO technique in order to optimize a five-layered RAM.

Cui and Weile (2005) [18] proposed the implementation of a parallel PSO for
RAM design. The fitness function is calculated for each agent in parallel and updates
the global best, after calculating the fitness of all the agents only. This type of PSO is
called synchronous PSO. In contrast, conventional or asynchronous PSO updates the
global best after calculating the fitness of each agent. For some type of problems, this
technique was found to be faster than asynchronous PSO and Genetic algorithm.

In the coming section, the theory behind multi-objective particle swarm optimiza-
tion is discussed followed by the development of MOPSO computational engine. This
computational engine will be used to design an optimized radar absorbing structure.

6.4 MOPSO for Design Optimization of RAS

High-absorption performance and minimum thickness are two requirements
encountered during design of absorber. These two design requirements are
conflicting with each other, and designer is forced to arrive at a trade-off between
these two design objectives. Manually trying to obtain solution that is best
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favorable to both these conditions is nearly impossible. Therefore, advanced
multi-objective optimization strategies like multi-objective particle swarm opti-
mization must be used to arrive at a set of solutions wherein one value of fitness
cannot be reduced without severely increasing the others.

6.4.1 Development of Computational Engine
for Optimization of Radar Absorber

While the theory behind the working of absorbers is well known, mathematical
formulation for the design of metamaterial-based absorbers is not available.
Equations for the design of metamaterial itself may be found; however, the presence
of additional dielectrics in the construction of absorbers shifts the resonant fre-
quency. This lack of mathematical formulation necessitates the integration of the
optimization tool with EM simulators in order to achieve optimization through
iterative EM simulation. In this work, the soft computing technique used is particle
swarm optimization algorithm. The reason for using this algorithm is explained in
the previous section. The PSO algorithm is implemented in MATLAB. The PSO
code acts like a kernel, which calls a finite integration method (FIT)-based EM
solver in order to determine the fitness as shown in Fig. 6.1. This technique
involves calling the solver-specific commands such as visual basic language
(VBA) in the MATLAB framework. The PSO algorithm, along with the EM solver,
creates a computational engine for optimization.

The developed computation engine passes the coordinates of each particle
during every step in the iteration to the EM solver. Using this dimensional infor-
mation, and solver-specific commands, which involves assigning of material
properties to each component in the structure, the solver is able to design the
structure, assign boundary conditions, assign EM solver parameters, simulate the
structure for a particular frequency range, and output the S-parameters obtained
from the simulation. These S-parameters are sent back to the PSO kernel, which
uses these values in order to calculate an application specific fitness function. This
iterative procedure returns the optimized structural parameters for the specific fit-
ness function.

Structural
parameters

Returning S
parameters

PSO algorithm 
implemented in 

MATLAB calls the EM 
solver

EM solver obtains S
parameters for input

dimensions

Fig. 6.1 Schematic of the PSO-based computational engine
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6.5 Design Methodology and Simulation Results

In this chapter two metamaterial-based radar absorbing structures for broadband
absorption are designed and simulated using FEM-based EM simulation software.
For the optimization of structural parameters, PSO algorithm with fitness function
as absorption coefficient is used. In this section, the design methodology and
analysis of the results of both pentagons-shaped structure and novel
metamaterial-based RAS structure have been explained.

6.5.1 Design of Pentagon Structure

Metamaterial absorber consists of periodic sub-wavelength resonating structures,
which are capable of exhibiting near-perfect absorption performance. The periodic
metal resonator provides the electric response to tune the permittivity of the combined
structure, whereas the ground plane tunes the magnetic permeability of the structure.
As the effective impedance of the structure satisfies the free space impedance, the
reflection became minimum value. Also as compared to conventional materials, the
thickness of the structure is much less and design is more efficient and flexible.

Wang et al. (2014) proposed an ultra-thin metamaterial structure for broadband
performance [19]. The proposed structure is pentagon-shaped and consists of two
dual-band sub-cells with some air gap between the two layers. While optimizing the
various structural parameters of the proposed structure through soft computing
technique PSO, better absorption results are obtained.

Design of Unit Cell
The perspective view of the optimized pentagon-shaped metamaterial structure is
shown in Fig. 6.2a. The metamaterial structure consists of three layers, metallic
patterns, dielectric substrate, and metallic back plate. Metallic patterns determine the
electric response, whereas thickness andmaterial of the substrate layer are responsible
for the magnetic behavior of the metamaterial structure. This facilitates the tuning of
absorption characteristics through varying the thickness and type of dielectric used.
The metallic inclusions in the structure are made of copper with frequency inde-
pendent conductivity of r = 5.8 � 107 S/m. The dielectric substrate used is epoxy
glass cloth laminate (FR4) with relative permittivity of 4.3 and loss tangent of 0.025
with thickness of 1.6 mm. The unit cell has a size of 10 mm � 10 mm. The geo-
metric parameters of the structure are given by, side of pentagon A = 6 mm, distance
to fifth side of pentagon from centre is d = 1.5 mm.

The electromagnetic absorption by an absorber can be formulated as,
A ¼ 1� R� T ¼ 1� S11j j2 � S21j j2. As the thickness of the metallic back plate is
more than skin depth corresponding to the frequency of interest, the transmission
from the structure is negligible. So the absorption value is mostly depending on
reflections from the structure. Reduced reflection from the surface of the structure
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enhances the absorption efficiency. In contrast, the unit cell can also be considered
as an RLC equivalent resonance circuit, which is tuned by varying the structural
parameters and dielectric substrate used. At RLC resonance, perfect matching with
free space impedance occurs, and energy is lost in the dielectric without any
transmission.

The lack of mathematical formulations relating the absorber performance and
geometrical parameters of the structure necessitates the integration of the opti-
mization tool with EM simulators, in order to obtain optimum design. The optimum
design is achieved through soft-computing-based optimization algorithms along
with FEM-based EM simulation tools. The particle swarm optimization
algorithm-based computational engine has been developed by interfacing the
FEM-based simulation tool to the kernel MATLAB optimization code.

The reflection characteristics for proposed structure are obtained through
FEM-based full wave electromagnetic solver. For the simulation of unit cell,
periodic boundary conditions are applied along x and y directions, and plane wave
is normally incident on the patterned absorber surface along +z direction with
electric field x-polarized and magnetic field y-polarized. The absorption calculated
from reflectivity is shown in Fig. 6.2b. Two absorption peaks are obtained at
f1 = 10.3 GHz and f2 = 11.48 GHz with absorption of 99.99%. The dual-band
metamaterial absorber has continuous absorption spectrum ranging from 9.8 to
12 GHz with absorption above 90%. It reveals that the impedance offered by the
metamaterial structure is tuned to match with the free space impedance in the
absorption spectrum. Also, the proposed structure shows polarization-insensitive
absorption characteristics and is depicted in Fig. 6.2b.

The analysis has been extended toward the field distribution and surface current
flow, to get better understanding of the resonance mechanism and formation of
absorption peaks. The surface current and field distribution are simulated using
FEM-based solver and are shown in Figs. 6.3, 6.4 and 6.5. In the depicted figures,

Fig. 6.2 a Schematic of proposed pentagon-shaped metamaterial structure, b reflection charac-
teristics of the proposed structure
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Fig. 6.3 Surface current distribution at resonant frequency 10.32 GHz in a top layer (pattern),
b bottom layer (ground plane)

Fig. 6.4 Surface current distribution at resonant frequency 11.49 GHz in a top layer (pattern)
b bottom layer (ground plane)

Fig. 6.5 Electric field distribution at resonant frequency of a 10.32 GHz, b 11.49 GHz

6 Design Optimization of Broadband Radar Absorbing Structures 157



intensity of field is represented by color and current flow direction is indicated by
arrows.

As the EM wave incident on the structure, a counter-circulating current is
formed on the patch edges, which depicts a strong electric response. The current
distribution at resonant frequencies 10.32 and 11.49 GHz are shown in Figs. 6.5
and 6.6. The current exhibited in the pattern is anti-parallel to that of current flows
in the metallic back plate; it reveals that current loop is driven by incident H field,
resulting in strong magnetic resonance.

The metamaterial design can be verified through study of its equivalent material
parameters, permittivity and permeability. The popular extraction technique called
Nicolson Ross–Weir S-parameter retrieval method [20] has been used for obtaining
material parameters of the proposed structure. Permittivity and permeability are
obtained from the reflection and transmission coefficients through equations.

gs ¼ �g0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs11 þ 1Þ2 � s221
ðs11 � 1Þ2 � s221

s
ð6:4Þ

z ¼ s21ðgs þ g0Þ
ðgs þ g0Þ � s11ðgs � g0Þ

ð6:5Þ

ks ¼ j
a
ln z ð6:6Þ

ks ¼ 1
a
½� arg zþ 2ppþ j ln zj j� ð6:7Þ

where a is the thickness of the sample. The value of effective permeability (µs) and
effective permittivity (es) can be found out by using

es ¼ ks
xgs

ð6:8Þ

ls ¼
ksgs
x

ð6:9Þ

For the proposed structure, the retrieved material parameters are shown in
Fig. 6.6. The proposed structure exhibits negative relative permittivity in the
absorption band width. For resonant metamaterials, the obtained permittivity and
permeability are seen to follow the Drude–Lorentz characteristic. This feature has
been used extensively in the optimization of metamaterial design.

Simulation and Analysis
The absorption characteristics of the proposed structure entirely depend on the
dielectric properties of the substrate used and the dimensions of the metallic pattern.
In this section, we discuss the impact of various parameters such as substrate
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thickness, periodicity, size of pentagon, angle of incidence, and polarization on
absorption performance of proposed metamaterial structure.

Effect of Thickness of Dielectric (t) The thickness of dielectric layer has much
effect on determining the resonance frequency as well as the absorption efficiency.
The performance of the absorber for different dielectric thickness is as shown in
Fig. 6.7. As thickness t increases from 1.4 to 1.8 mm, the dual-band resonance
becomes single resonance peak. So the absorption bandwidth decreases. The
absorption performance was improving as the thickness increases, and near-perfect
absorption is attained for thickness more than 1.6 mm.

Effect of Periodicity In determining absorptive frequency spectrum, periodicity is
one of the important factors. To analyze the effect of periodicity, p is varied from 8
to 12 mm and is illustrated in Fig. 6.8. As periodicity varies from 8 to 12 mm, the
dual resonance peaks became one resonant peak and resonant peak is retained at
10.32 GHz. As the periodicity increases, the absorption efficiency decreases. So
absorption bandwidth is enhanced at the cost of absorption efficiency.

Effect of Size of Pentagon Parametric study in Fig. 6.9 shows that size of the
pentagon pattern (A) and distance to fifth side from center of pattern (d) have much

Fig. 6.6 Retrieved material parameters for the designed structure a relative permeability,
b relative permittivity c effective impedance
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important role in determining the frequency of absorption as well as bandwidth.
The structure is optimized for maximum bandwidth for near-perfect absorption.

As size of pentagon increases from 5 to 7 mm, the frequency of operation shifts
to left; however, the bandwidth remains almost same. While the distance to fifth
side (d) increases, the absorption bandwidth reduced significantly, but the fre-
quency of operation remains same. Through computational engine-based opti-
mization, A is chosen as 6 mm and d as 1.5 mm for optimum performance. For this
optimum design, the real part of impedance is equal to 377 X for a broad frequency
range of 2.3 GHz, and the structure acts as a good absorbing material.

Effect of Angle of Incidence and Polarization The absorption property of the
proposed structure is studied for different angle of incidence and polarization.
Figure 6.10 shows the effect of different incident angles such as 0°, 20°, 40°, 60°,
80°, respectively. The absorption bandwidth remains constant up to 30° and

Fig. 6.7 Variation in
absorption with thickness of
dielectric changed from 1.4 to
1.8 mm

Fig. 6.8 Variation in
absorption with periodicity of
structure changed from 8 to
12 mm
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subsequently the absorption reduced. It is also to be observed that the structure
loses the near-perfect absorption property when the angle of incidence is greater
than 40°. The comparison regarding the effect of TM- and TE-polarized plane wave
incidences is already shown in Fig. 6.2b. The proposed structure shows good
polarization stability for TM and TE-polarized waves for small incident angles.

6.5.2 Design of Novel Metamaterial Structure

A novel metamaterial absorbing structure is designed, for broadband operation. The
main disadvantage of conventional metamaterial structures is the narrow band of
absorption. So an effort has been made to overcome this challenge in absorption
bandwidth. In this chapter, we introduce a novel broadband metamaterial absorber
with dual-band resonance. The schematic of the proposed metamaterial unit cell is

Fig. 6.9 Variation in absorption with a size of pentagon, b distance to fifth side from center of
pentagon

Fig. 6.10 Variation in
absorption for angle of
incidence changed from 0° to
80° in steps of 20°
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shown in Fig. 6.11, structure consist from top to bottom as metallic pattern which is
electric resonator, dielectric substrate, and metallic back plate. The thickness and
type of dielectric layer determines the magnetic response. So we are able to tune the
absorption characteristics by varying the dimensions of pattern and thickness of the
dielectric. All the metal used in the structure are made of copper with conductivity
of r = 5.8 � 107 S/m (frequency independent conductivity). Dielectric substrate
used is epoxy glass cloth laminate (FR4) with relative permittivity of 4.3 and loss
tangent of 0.025 with a thickness of 1.6 mm. The geometric parameters of the
structure is given by, sides of square A = 5 mm, length of tail l = 1.7 mm, and
width of tail tw = 1 mm.

The electromagnetic absorptive efficiency of an absorber is characterized by
A ¼ 1� R� T ¼ 1� S11j j2 � S21j j2 where A is the absorbance, S11 and S21 are
reflection and transmission coefficients, respectively. As the structure contains
metallic back plate with thickness more than skin depth, the transmission value
(S21) for the structure is zero. Hence, the absorption entirely depends on the
reflection from the structure. Absorption is maximized through minimization of
reflections from the top of the structure. In contrast, the unit cell can also be
considered as an RLC equivalent resonance circuit, which is tuned by varying the
structural parameters and dielectric substrate used. At RLC resonance, perfect
matching with free space impedance occurs and energy is lost at the dielectric
without any transmission. The optimum geometrical dimensions are chosen by
soft-computing-based computational engine.

The reflection characteristics for proposed structure is obtained through
FEM-based full wave electromagnetic solver. For the simulation of unit cell,
periodic boundary conditions are applied along x and y directions and plane wave is
normally incident on the patterned absorber surface along +z direction with electric
field x-polarized and magnetic field y-polarized. The absorption calculated from
reflectivity is shown in Fig. 6.11b. Two absorption peaks are obtained at
f1 = 8.43 GHz and f2 = 10.42 GHz with absorption of 99.99%. The dual-band
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Fig. 6.11 a Unit cell structure for proposed metamaterial absorber. b Absorption characteristics
for TE and TM polarizations
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metamaterial absorber has continuous absorption spectrum ranging from 8 to
11 GHz with absorption above 90%. It reveals that impedance offered by meta-
material structure is tuned to match with free space impedance in the absorption
spectrum. Also, the proposed structure shows polarization-insensitive absorption
characteristics, and these characteristics are depicted in Fig. 6.11b.

The analysis has been extended toward the field distribution and surface current
flow, to get better understanding of the resonance mechanism and formation of
absorption peaks. The surface current and field distribution are simulated using
FEM-based solver and are shown in Figs. 6.12, 6.13, and 6.14. In the depicted
figures, intensity of field is represented by color and current flow direction is
indicated by arrows.

The current exhibited in the pattern is anti-parallel to that of current flow in the
metallic back plate, and it reveals that current loop is driven by incident H field,
resulting strong magnetic resonance. The electric field distribution in the structure

Fig. 6.12 Surface current distribution at resonant frequency 8.43 GHz in a top layer (pattern),
b bottom layer (ground plane)

Fig. 6.13 Surface current distribution at resonant frequency 10.42 GHz in a top layer (pattern),
b bottom layer (ground plane)
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during absorption peak frequencies is shown in Fig. 6.14a, b. At the edges of the
pattern, the electric field is localized, and most of the energy is lost due to this
confinement. This strengthens the electromagnetic resonance, and the structure acts
as a good EM absorber in the particular frequency range.

The metamaterial design can be verified through study of its equivalent material
parameters, permittivity and permeability. For the proposed novel structure, the
retrieved material parameters are shown in Fig. 6.15.

Fig. 6.14 Electric field distribution at resonant frequencies at a 8.43 GHz, b 10.42 GHz
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Fig. 6.15 Retrieved material parameters for the designed structure a relative permeability,
b relative permittivity, c effective impedance
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The proposed structure exhibits negative relative permittivity in the absorption
bandwidth. For resonant metamaterials, the obtained permittivity and permeability
are seen to follow a Drude–Lorentz characteristic. This feature has been used
extensively in the optimization of metamaterial design.

Simulation and Analysis
The absorptive nature of the structure is entirely depending on dielectric used and
dimensions of pattern. In this section, we discuss the impact of various parameters
such as substrate thickness, periodicity, tail length, angle of incidence and polar-
ization on absorption performance of proposed metamaterial structure.

Effect of Thickness of Dielectric The thickness of dielectric layer has much effect
on determining resonance frequency as well as on absorption efficiency. The per-
formance of the absorber for different dielectric thickness is as shown in Fig. 6.16.
As thickness increases from 1.4 to 2.2 mm, the resonant frequency is shifted to left
and also at thickness greater than 2 mm, only one resonant peak occurs. The
absorption performance was improving as the thickness increases, and near-perfect
absorption is attained for thickness more than 1.6 mm.

Effect of Periodicity In determining absorptive frequency spectrum, periodicity is
one of the important factors. To analyze the effect of periodicity, p is varied from 8
to 11 mm and is illustrated in Fig. 6.17. As periodicity varies from 8 to 11 mm, the
first resonant peak f1 is shifted from 8.2 to 8.85 GHz and second resonance peak f2
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Fig. 6.16 Variation in absorption with thickness of dielectric changed from 1.4 to 2.2 mm
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is shifted from 9.9 to 11.46 GHz. So absorption bandwidth is enhanced at the cost
of absorption efficiency.

Effect of Length of Tail Parametric study in Fig. 6.18 shows that tail length of the
square pattern has an important role in determining the absorbing property of the
structure and absorption bandwidth. The structure is optimized for maximum
bandwidth for near-perfect absorption. When l = 2 mm, the real part of impedance
is equal to 377 X for a broad frequency range of 3 GHz, and the structure acts as a
good absorbing material. As tail length decreases the near-perfect absorption
bandwidth is deteriorated. When l is less than 1.2 mm, the structure acts as bad
absorber with reduced absorption bandwidth.

Effect of Angle of Incidence and Polarization The absorption property of the
proposed structure is studied for different angle of incidence and polarization.
Figure 6.23 shows the effect of different incident angles such as 0°, 20°, 40°, 60°,
80°, respectively. The absorption bandwidth remains constant for up to 50° and
subsequently the bandwidth reduced. It is also to be observed that the structure
loses the near-perfect absorption property when the angle of incidence is greater
than 60°. The comparison regarding the effect of TM- and TE-polarized plane wave
incidences is already shown in Fig. 6.19. The proposed structure shows good
polarization stability for TM and TE-polarized waves for small incident angles.
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Fig. 6.18 Variation in absorption with tail length changed from 1.2 to 2 mm
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6.6 Measurement and Performance Analysis of RAS

For experimentally investigating the absorption characteristics of proposed meta-
material absorber structures, test samples have been fabricated. The unit cell
structures are fabricated with a footprint of 300 mm � 300 mm, on commercially
available 1.6 mm thick FR4 substrate using print circuit board technique.
Figure 6.20 depicts the photograph of experimental setup for measurement of
reflection along with fabricated test sample. The experimental setup consists of two
horn antennas with wideband characteristics; one for transmitting and other for
receiving. The horn antennas are connected to a vector network analyzer, Rhode &
Schwarz network analyzer ZVB 20 for measuring received EM wave. The trans-
mitter antenna is placed on a wooden carriage and is positioned close to wooden
arch. The fabricated test sample is mounted on a turn table and is kept at the center
of the arch. In order to eliminate the near-field effects, the distance between
antennas and test samples are maintained more than D2/k0, where D is the largest
transverse dimension of antenna’s aperture. For measurement of reflected power
from test sample, the receiving antenna is rotated through the arch. The measure-
ment is taken in anechoic chamber, to suppress the effects of external fields. This
arch method is used for study of bi-static RCS characteristics.

The transmitter antenna is set for normal incidence, at the bisector of arch, and
receiver antenna is moved to either side of bisector. The angle is positive to the right
of bisector and is negative to left of bisector. While receiving antenna is moved along
arch in steps of 5° and at each position, S21 as a function of frequency is measured.

Figure 6.21 shows the photograph of the designed pentagon structure. Initially,
we measure the reflections from a copper sheet with same dimensions as test
sample, and the response obtained is taken as the standard reference for comparing
the reflection characteristics of it.

Fig. 6.20 Setup for measurement of back-scattered power
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Figure 6.22 shows the scattered power from PEC sheet and pentagon structure
test sample when TE-polarized EM wave incident on it normally in the entire X
band. The discrepancy in reflection characteristics between copper sheet and
metamaterial sheet can be considered as the absorption. The bi-static RCS in all
other directions are also measured and are depicted in Fig. 6.23 along with cor-
responding copper sheet characteristic. It is clear from results that, scattered powers
in other directions are small and it ensures the absorbing nature of the proposed
structure.

The photograph of fabricated test sample of the designed novel structure is
shown in Fig. 6.24. Figure 6.25 shows the scattered power from PEC sheet and
Novel structure test sample when TE-polarized EM wave incident on it normally in
the entire X band.

Fig. 6.21 Photograph of the designed pentagon structure test sample

Fig. 6.22 Back-scattered
signals from PEC and
pentagon structure in X band
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The discrepancy in reflection characteristics between copper sheet and meta-
material sheet can be considered as the absorption. The bi-static RCS in all other
directions are also measured and are depicted in Fig. 6.26 along with corresponding
copper sheet characteristic. It is clear from results that scattered powers in other
directions are small, and it ensures the absorbing nature of the proposed structure.

θ

-80 -60 -40 -20 0 20 40 60 80

R
C

S
 (d

B
sm

)

-20

-10

0

10

20

30 PEC
pentagon shaped RAS

Fig. 6.23 Back-scattered signals from PEC and pentagon structure in different direction for
normal incidence

Fig. 6.24 Photograph of the designed Novel structure test sample
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The measurement results show that, the electromagnetic wave in the X
band, incident on the absorber structures has been absorbed and negligible power is
scattered in all other directions. This reveals the absorptive nature of the proposed
metamaterial based radar absorbing structure.
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Fig. 6.25 Back-scattered signals from PEC and Novel structure in X band
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6.7 Conclusion

In this chapter, two broadband metamaterial structures, pentagon-shaped metamate-
rial structure and a novel ultra-thin metamaterial absorber for microwave frequency
regime have been designed and fabricated. The broadband metamaterial absorber
comprises of special resonant structures, with multiple resonances in the near fre-
quencies. The optimum design for the structure has been achieved through
soft-computing-based computational engine. The numerical results obtained from
simulations shows that the pentagon structure exhibit more than 90% absorption for
2.3 GHz bandwidth. Novel structure exhibits near-perfect absorption in the frequency
range from 8 to 11 GHz. Two absorption peaks are obtained at 8.43 and 10.42 GHz
with absorption of 99.99%. Further the analysis of electric field distribution and
surface current distribution are carried out, in order to understand the resonance
mechanism of the structures. The experimental results for fabricated test sample also
ensure the near-perfect absorption for a wide frequency band.
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