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INTRODUCTION AND OVERVIEW

The enactment of the America COMPETES Act in 2006 (and its
reauthorization in 2010), the increase in research expenditures under the
2009 American Recovery and Reinvestment Act (ARRA), and President
Obama’ s general emphasis on the contribution of science and technol ogy
to economic growth have all heightened interest in the role of scientific
and engineering research in creating jobs, generating innovative
technologies, spawning new industries, improving health, and producing
other economic and societal benefits. Along with thisinterest has come a
renewed emphasis on a question that has been asked for decades: Can the
impacts and practical benefits of research to society be measured either
quantitatively or qualitatively?

On April 18-19, 2011, the Board on Science, Technology, and
Economic Policy (STEP) of the National Research Council and the
Committee on Science, Engineering and Public Policy (COSEPUP), a
joint unit of the National Academy of Sciences, the National Academy of
Engineering, and the Institute of Medicine, held a workshop to examine
this question The workshop brought together academic researchers,
research and development (R and D) managers from private industry,
representatives from government agencies, leaders of philanthropic
organizations, and othersto look at the very broad range of issues
associated with evaluating the returns on federal investments (Appendix
A). Speakersincluded researchers who have worked on the topic for
decades and early-career researchers who are pioneering non-traditional
approaches to the topic. In recent years, new research has appeared and
new data sets have been created or are in development. Moreover,
international interest in the topic has broadened substantially— in Latin
Americaand Asiaaswell asin Europe. The workshop included
presentations by speakers from abroad to gain their perspectives on
methods of analysis. The workshop sought to assemble the range of work
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2 MEASURING THE IMPACTS OF FEDERAL INVESTMENTSIN RESEARCH

that has been done in measuring research outcomes and to provide a
forum to discuss its methods. The workshop’ s goal was not to identify a
single best method or few best methods of measuring research impacts.
The workshop considered methodological differences across fields of
research to identify which can be applied to the broad range of federal
research funding. It did not address the role of federal funding in the
development of technology.

The workshop was motivated by a 2009 letter from Congressman
Rush Holt (D-New Jersey). He asked the National Academiesto ook
into avariety of complex and interconnected issues, such as the short-
term and long-term economic and non-economic impact of federal
research funding, factors that determine whether federally funded
research discoveries result in economic benefits, and quantification of the
impacts of research on national security, the environment, health,
education, public welfare, and decision making. “ Discussing the
economic benefits of research is critical when discussing research
programs during the annual federal appropriations process,” he wrote.
Obviously, no single workshop could examine all of those questions, but
it laid the groundwork for such an inquiry.

The workshop was sponsored by seven federal agencies. the
National Science Foundation (NSF), the National Institutes of Health
(NIH), the U.S. Department of Agriculture (USDA), the Environmental
Protection Agency (EPA), the U.S. Geological Survey (USGS), the
National Aeronautics and Space Administration (NASA), and the
Department of Energy (DOE). It was organized by a planning committee
co-chaired by Neal Lane, Malcolm Gillis University Professor at Rice
University and former director of NSF and the Office of Science and
Technology Policy (OSTP), and Bronwyn Hall, Professor at the
University of California, Berkeley, and the University of Maastricht.

Consistent with Congressman Holt’ s concerns, the planning
committee focused the workshop on broad social effects of public
research investments — economic growth, productivity, and employment,
social values such as environmental protection and food security, public
goods such as national security, and the behavior of decision-makers and
the public. The near-term outputs of research— scientific publications
and other communications, citations to previous work, research
collaborations and networks, and even patents resulting from R and D—
were anot a principal focus of the meeting. Arguably, scientific and
technical training is a near-term output of research but was featured in
the workshop discussion because of its relationship to job creation and
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wage growth. Moreover, alarge proportion of the technical professionals
trained in research is subsequently employed in other than research
occupations. The planning committee did not stipulate atimeline for the
research impacts of interest, although policymakers’ interest is
concentrated on the short-to medium-term and the measurement
challenge becomes greater the longer the time horizon.

This summary of the workshop provides the key observations and
suggestions made by the speakers at the workshop and during the
discussions that followed the formal presentations. The views contained
in this summary are those of individual workshop participants and do not
represent the views of workshop participants as a whole, the organizing
committee, STEP, COSEPUP, or the National Academies. The
summaries of the workshop discussions have been divided into eight
chapters. After thisintroductory chapter, chapter 2 looks at several broad
issues involved in the use of performance measures for research. Chapter
3 examines the direct impacts of research on the economy and the quality
of life. Chapter 4 considers a closely related topic: the effects of
biomedical research on health. Chapter 5 reviews other impacts of
research that are not necessarily reflected in economic markets, including
international development, agricultural advances, and national security.
Chapter 6 moves on to what many speakers cited as one of the most
important benefits of research: the training of early career scientific
investigators who go on to apply their expertise and knowledge in
industry, government, and academia. Chapter 7 summarizes the views of
analysts from the United Kingdom, the European Union, and Brazil,
highlighting the somewhat different approachesto similar problems
being taken in other countries. Chapter 8 examines the emergence of new
metrics that may be more powerful in ng the effects of research on
awide variety of economic and societal indicators. And chapter 9
presents observations made during afinal panel presentation on the
pitfalls, progress, and opportunities offered by continuing work on
measuring the impacts of federal investments in research.
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Remarks of Congressman Rush Holt (D-NJ)

At the beginning of the workshop, Congressman Rush Holt,
whose 2009 letter initiated the process leading to the workshop,
addressed the group by video. His remarks have been dightly
shortened.

| can’'t emphasize strongly enough the importance of your
gathering. Measuring the impact of federal investmentsin research
isacritical need for both government and society. We are living in
what may become a pivotal timein our history. For well over half a
century we have mined the investments that we made in the
immediate aftermath of the Second World War and the fear that
gripped us after the launch of Sputnik, from the airplane to the
aerospace industry, and from the semiconductor to the Internet.
American scientists have built the foundation of the strongest
economy in the world.

But the Sputnik erais over. American leadership and our
shared prosperity are in peril. As President Obama has said, we're
in need of another Sputnik moment. According to the World
Economic Forum’s latest Global Competitiveness Report, the
United States ranks fourth in global competitiveness behind
Switzerland, Sweden, and Singapore. Further, the World Economic
Forum ranks the United States forty-eighth in the quality of math
and science education in our schools. Of course, any such rankings
of competitiveness or economic or educational achievement are
subject to challenge under methodol ogy and, further, those
rankings may not be measuring what really can make or keep the
United States great or prosperous. However, today 77 percent of
global firms planning to build new R and D facilities say they will
build them in China or India, not in the United States. In 2009, 51
percent of U.S. patents were awarded to non-U.S. companies.
China has gone from fifteenth place to fifth in international patents.
Other countries are investing and implementing many of the
changes suggested five years ago here in the United States while
we continue to hedge and debate. We're losing our leadership
position and our edge in the global economy.

History suggests that our long-term economic prosperity
depends on maintaining a robust, modern innovation infrastructure
and educational system. That’s why some of us worked hard to
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include $22 billion in new R and D funding in the American
Recovery and Reinvestment Act. Those funds were an important
short—and long-term boost for our economy— short-term in hiring
lab technicians and el ectricians to wire the labs and administrators
and clerks to handle the programs, long-term in bringing
innovations yet to be determined. Sustainable economic growth
will require a sustained investment.

Although our economy has made progress, it continues to
struggle. We're facing atime of serious budget pressure and,
perhaps more serious, political pressure that could imperil the
support and funding for federal research and development. Some
people are suggesting significant cuts for agencies like NSF, NIST,
DOE, NIH, NASA, and EPA.

We must be careful stewards of public funds. We need to
ensure that our money is being used wisely and efficiently on
programs that meet our objectives: creating jobs, building the
economy, and creating a sustainable energy future, for example.
Yetitisclear to methat cutting federal research fundsis not awise
way to balance our budget.

Decision making, whether individual or Congressional, often
happens through anecdotes. Nevertheless, we have to be
intellectually honest. We have to make sure that the anecdotes are
based on something substantial. We need data that will show us
what is working and who is being put to work. Evidence can
triumph over ideol ogy—sometimes.

Y ou are taking seriously the responsibility to provide hard
facts and evidence about our investments. Together, you are
building the infrastructure that we need to answer these important
guestions. | believe that our technological |eadership and the
foundation of our whole economy depend on it.







THE USESAND MISUSES OF PERFORMANCE
MEASURES

Economists, policy analysts, and other scholars have studied the
returns from federal research investments for decades, and they have
made considerable progress. But basic questions still have only partial
answers. What percentage of the gross domestic product (GDP) should
be devoted to research and development? How should research dollars be
allocated among fields of research? Which institutions and researchers
can conduct research most efficiently and productively?

In the first session of the workshop, three speakers addressed the
broad and complex issues that arise in attempts to answer these questions
on the basis of empirical evidence. Each emphasized that the issues are
exceedingly complex, and each offered a partly personal perspective on
the workshop topic. Their observations and reflections provided abasis
for many of the presentations that followed.

THE PROMISE AND THE LIMITS OF MEASURING THE
IMPACT OF FEDERALLY SUPPORTED RESEARCH

The endeavor to measure the impacts of federally supported
research has an inherent tension, said Irwin Feller, Senior Visiting
Scientist at the American Association for the Advancement of Science
(AAAYS) and Professor Emeritus of Economics at Pennsylvania State
University, who spoke on one of the two papers commissioned by the
organizing committee in preparation for the workshop (Appendix C).
One objective of performance measures isto guide public decision
making. Y et the task can be so difficult—and sometimes
counterproductive—that it leads to what Feller, quoting John Bunyan's
Pilgrim’s Progress, called the Slough of Despond. The basic prablem, as
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8 MEASURING THE IMPACTS OF FEDERAL INVESTMENTSIN RESEARCH

Einstein stated, is that “not everything that counts can be counted, and
not everything that can be counted counts’—a phrase that was quoted
several times during the workshop.

The Multiple Uses of Performance M easures

Performance measures have many uses, Feller continued. First, they
are used to do retrospective assessments of realized, observed, and
measured impacts. In this case, basic questions are: How has that
program worked? Has it produced the results for which it was funded?
How could these research advances contribute to societal objectives?

Second, performance measures can be used to assess the best
direction in which to head. |s this where scientific advances will occur?
Will these scientific advances lead to the achievement of societad
objectives?

Finally, performance measures can benchmark accomplishments
against historical or international measures and advocate for particular
actions.

In each of these cases, performance measures have little relevance
in the abstract, Feller said. They need to be related to the decisions at
hand, and their promise and limitations depend on the decision being
made. “They are quite necessary and productive for certain types of
decisions, problematic for others, and harmful for others.”

The context of performance measures determines much of their
promise and limitations, according to Feller. A critical questioniswhois
asking the questions. In a university setting, a promotion and tenure
committee might ask about publications and citations while a dean or
president might ask which areas of the university to support. In the
federal government, a member of Congress might ask whether
appropriations for a particular laboratory will produce jobsin hisor her
district, the director of OSTP might ask questions about
recommendations to make to the President, and the director of the Office
of Management and Budget (OMB) might ask about U.S. research
expenditures relative to all other demands on the budget. Similarly,
different federal agencies might ask different questions. NSF might want
to know how to use research to advance the frontiers of knowledge,
while the EPA might want to use science to support regulatory decisions.

Performance measures have been the focus of longstanding and
diverse research traditions, Feller said. Over the course of four decades,
he has studied patent data, bibliometrics, and many other measures
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related to research performance. The economics literature continues to
produce more refined measures, better data, and new estimation
techniques. Feller cited one study that used 37 performance measuresin
terms of outputs, outcomes, and impacts. Scorecards that compile
measures, both nationally and internationally, also are proliferating. New
theories, models, techniques, and datasets are producing an intellectual
ferment in the use of performance measures. In addition, the community
of practice is strengthening, which will increase the supply and use of
research-based, policy-relevant performance measures. “Thisisarich
and fertile field for exploration, for discovery, and for development,”
Feller observed.

The Promise of Performance M easur es

In terms of the promise of performance measures, they provide
useful baselines for assessing several forms of accountability.

First, such measures provide evidence that an agency, laboratory, or
individual is making good use of allocated funds.

Second, well-defined objectives and documentation of results
facilitate communication with funders, performers, users, and others.
Results become verifiable and quantifiable information on what has been
done.

Performance measures focus attention on the ultimate objectives of
public policy. Researchers and policymakers sometimes refer to the
“black box” of innovation - the complex process of turning knowledge
into applications - and much research done in economics and related
disciplines tries to explain what goes on inside the black box.

Finally, performance measures can help policymakers avoid “fads’
that direct attention in unproductive ways. Data can document that some
phenomena do not have a solid evidentiary base and that it istime to
move on.

TheLimits of Performance M easures

An obvious limit on performance measures is that the returns on
research are uncertain, long term, and circuitous. This makes it difficult
to put research into a strict accountability regime. Doing so “loses sight
of the dynamics of science and technology,” Feller said.

In addition, impacts typically depend on complementary actions by
entities other than the federal government. Thisis particularly the case as
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fundamental research moves toward technological innovation,
implementation, and practice.

A less obvious limitation is that the benefits from failure are often
underestimated by performance measures. Risk and uncertainty are
inevitable in research, which means that research often generates
negative results. Y et such results can redirect research into extremely
productive directions, Feller said.

The selection of performance measure can also offer what Feller
called a specious precision. Different measurable outcomes such as
productivity, employment, competitiveness, and growth are not
necessarily compatible with each other. There may also be tradeoffs
among measures, so that greater accuracy in one generates greater
uncertainty in the other.

The selection of performance measures can distort incentives.
Research managers strive to improve performance on the measures
selected, which can lead to results that are not necessarily compatible
with longer-term objectives.

A final limitation, according to Feller, isthat thereislimited public
evidence to date of the contributions that performance measurement has
made to improve decision making.

ThreeMajor Questions

Federal science policy must ask three big questions, Feller
observed:

1. How much money should be allocated to federal research?

2. How much money should be spent across missions, agencies, or fields
of research?

3. Which performers should conduct research, and what are the
alocation criteria used to distribute these funds?

Performance measures do not provide a basis for answering the first
of these questions. They do not indicate if the ratio of R and D to gross
domestic product (GDP) should be 2.8 percent, 3 percent, 3.2 percent, 4
percent, or 6 percent. “I don’'t know if thereis any evidence to support
one level rather than the other,” said Feller.

With regard to the allocation of money across fields, performance
measures lead to multiple answers and therefore to multiple possible
decisions. For example, bibliometric studies among journals might point
toward the importance of biochemistry, economic research might point to
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the influence of computer engineering, and survey research on the use of
scientific knowledge by industry might point to the need to support
engineering and applied research fields. Of course, all scientific fields are
connected to others, but that does not help make decisions about where
to increase funding at the margin. “Depending on the methodology and
the performance measures you use, you get different fields of science
that tend to be emphasized,” said Feller.

Performance measures have greater potential, Feller continued, in
deciding among the performers of research, whether universities,
government laboratories, non-governmental organizations, or other
research institutes and among investigators. Agencies often have to make
such decisions, along with decisions about the structure of research
teams and centers. However, performance measures are currently
underused for this purpose.

DoNo Harm

It iscritically important to “do no harm,” Feller emphasized. A
major goa of developing performance measuresisto improve the quality
of decision making. But there are dangersin relying too heavily on
performance measures. For example, some states are discussing the use
of performance measures to determine funding levels for higher
education, despite their many limitations. Some policymakers “are
moving pell-mell into the Slough of Despond, and | think that’ s what you
want to avoid.”

Policy analysts also must be careful not to overpromise what
performance measures can do. Analysts will be called to account if their
measures turn out to be mistaken and lead to harmful decisions, Feller
concluded.

INNOVATION ASAN ECOSYSTEM

Daniel Sarewitz, Professor of Science and Society at Arizona State
University, reinforced and expanded on Feller’s comments. The
fundamental assumption of the workshop, he said, is that federal
investments in research have returns to society that can be measured.
However, this assumption raises the much larger question of how the
innovation system operates. Policymakers have a tendency to simplify
the operation of the system. For example, they may draw a
straightforward connection between basic research and applications and
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imply that the basic task is to speed the movement from the former to the
latter. It is“discouraging,” said Sarewitz, that policymakers till feel a
need to present such simplifications to garner public support.

Rather than introducing performance metricsinto an oversimplified
narrative, Sarewitz continued, perhapsit would be better to improve the
narrative. This reguires re-examining the role of research in the broader
innovation process.

The Features of Complex Systems

Case studies of the role of research in innovation reveal an
extremely complex process in which research is an important el ement of
the process but not the only important element. “Everything is connected
to everything else,” said Sarewitz. “It’s an ecosystem, and all things flow
in different ways at different times depending on who is looking when
and where in the process.” For example, technology often enables basic
science to address new questions. Similarly, tacit knowledge acquired
through the day-to-day practice of, for example, engineers or physicians
can raise important questions for researchers. As an example, Sarewitz
cited a statement by former NIH Director Harold Varmus that some
cancer treatments are “ unreasonably effective” but that it is hard to fund
research on these treatments because such research is considered high
risk. “1 was stunned by this, because my view of the complexity of the
innovation system is that if we understand that technologies and practices
themselves are sources of problems that research can address, then one
ought to see unreasonably effective cancer treatments as an incredibly
potent attractor of research.” However, the predominant model of
research pursued at NIH is to understand the fundamental dynamics of a
disease, which then will lead rationally toward the best treatments to use.

Thereis adeeper problem, said Sarewitz. In acomplex system such
as the innovation ecosystem, there is no reason to believe that optimizing
the performance of any one part of the system will optimize or even
necessarily improve the performance of the system as awhole. “ Another
way to put thisisthat research is not an independent variable in the
innovation system. We generally don’t know what the independent
variables are. For analytical purposes there may not be any.”

The connections that link the elements of the innovation system
represent contextual factors that can be crucial determinants of
performance. Factors such as trust among the people in an institution,
administrative structures that allow for rapid learning and adaptation, or
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historical ties between different institutions that allow them to work
together can be very important for determining the dynamics and
ultimate success of complex innovation processes. These sorts of internal
systems dynamics can be teased out through careful case studies,
Sarewitz said. But they are very difficult to capture in de-contextualized
and rigid performance measures.

The Policy Perspective

Policymakers have an array of tools that they can useto try to
influence the behavior of complex innovation processes. However, just a
few of thesetoolsrelate directly to research, and the relations among
these tools are poorly understood. For example, analysts would have
difficulty measuring and comparing the performance of intramural
laboratories and extramural university research without also knowing the
ingtitutional contexts of the research performers.

More generally, research performance measures may reved little
about the value and contextual appropriateness of the full array of
science policy tools. For example, tools like demonstration and
procurement, especially as done by the Department of Defense, have
been enormous drivers of innovation in the past, yet they are outside the
domain of research performance measures. Given the importance of
other factors, optimizing research performance could lead to undesired
outcomes.

These undesired outcomes may even have ethical and moral
dimensions, said Sarewitz. For example, policy decisionsin the early
1980s accelerated the privatization of the results of publicly funded
research and helped to elevate the importance of patents as an apparent
indicator of innovation. However, these policy decisions have
conseguences that bear on equity to access of some of the products of
publicly funded research. In the medical arena, to cite an example
Sarewitz mentioned, they could have slowed innovation in socially
important domains of research, such as the development of agricultural
biotechnol ogies for developing countries.

Innovative Approaches
The science and technology policy and research communities have

to engage asimaginatively as possible in expanding the array of
approaches used to understand, assess, and talk about innovation
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processes and their outcomes in society, Sarewitz said. First, new
understandings of complex innovation processes can be used to help
improve policy making. Case studies, for example, can produce synthetic
systems-oriented insights that can have a powerful and enriching impact
on policy making and “hopefully, change the narrative.”

Second, the science policy research community can do a better job
of coming up with diverse performance criteria and measures that can
support rather than displace qualitative insights. An interesting recent
example involved the public policy analogues of market failures, which
could be used to drive public investments in the same way that market
failures have in the past (Bozeman and Sarewitz, 2005). “We don’'t know
yet if this particular approach is going to turn out to be a valuable tool,”
said Sarewitz. “The point I'm trying to make is that the narrow array of
things we are now measuring as indicators of performance of the
innovation system, mostly matters of research productivity, is
impoverished and we can and should do better.”

Research is crucially important in innovation, Sarewitz concluded.
But itsimportance is contextual and contingent in space, anong
institutions, and over time. “1f decision makers focus on optimizing
performance and the innovation enterprise based on measures that
largely deal with research, research performance, and research outputs,
they'll likely fail to achieve the goals that the public expects from the
nation’s R and D investment.”

OVERCOMING THE CHALLENGES OF RESEARCH
MEASURES

In acommentary on Feller’s and Sarewitz' s presentations, Alfred
Spector, Vice President at Google, agreed that mechanisms are needed to
determine the right amount, the proper balance, and the overall
effectiveness of research investments. But he also pointed out that these
mechanisms face several challenges.

First, measurement imposes overhead on the research community.
Especially when the measurements do not seem to be related to specific
outcomes, researchers can chafe at the time and effort involved in filling
out forms or answering questions. If measurements were simple,
overhead would be reduced. But the innovation system is complex and
single measures can be misleading, which means that multiple measures
are needed.
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The act of measuring also can perturb the research being done.
Spector cited an example from computer science involving the relative
emphasis on patenting. He said that most people working in hisfield
would conclude that greater emphasis on patenting would reduce the rate
of innovation. “Most faculty agree that patents in computer science
basically are almost always a bar that reduces the rate of innovation by
creating rigidities and without the benefits of the economic incentives
that are supposedly being provided. This may not be truein the
biotechnologies, but it istrue, | believe, in my field.”

Some measures also may be outdated. For example, publications
have been important in the past. But in computer science today, an
important product of research is open source software that is broadly
disseminated. Such dissemination isaform of publication, but it isnot a
refereed publication that traditionally has factored into evaluations.
Similarly, open standards can be incredibly valuable and powerful, as
can proprietary products that establish the state of the art and motivate
competition.

Accounting for Overlooked M easures

Greater transparency can help overcome these challenges, said
Spector. The growth of modern communication technologies makes
transparency much more feasible today than in the past, providing a more
open view of research outcomes. Similarly, better visualizations can
produce representations that are useful to policymakers and the publicin
assessing the value of research.

One of the most important products of research, though it is
sometimes overlooked, is the training of people, Spector said. “If you
talk to most of my peersin industry, what we really care about as much
as anything else is the immense amount of training that goes on through
the research that’ s done.” For example, venture capitalists would rate
talent as the most important input into innovation.

Also, the diversity of research approaches can be an important
factor in research. In computer science, for example, funding has come
not only from the NSF, in which peer review largely determines what
science will be done, but also from the Defense Advanced Research
Projects Agency, which has a much more mission-oriented approach.
“DARPA has made huge bets, primarily on teams that they believed
would win those bets. That has also resulted in huge results.” However
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research is measured, it has to accommodate different approaches to
realize the advantages of diversity, Spector said.

Failure is an important aspect of research. If thereisno failurein
research projects, then they are not at the right point on the risk-reward
spectrum, said Spector. Rewarding failure may not seem like a good
thing, but for research it can be essential. At Google, said Spector, “we
view it as a badge of honor to agree that a certain line of advanced
technology or research is not working and to stop and do something else.
| think we need to have measurements like that in the world at large,
although it’s clearly a challenging thing to do.”

Finally, the potential for serendipity needs to be rewarded. “1f
everything is so strongly controlled, | have afeeling we'll do whatever
the establishment feelsis right and serendipity will be removed.”
Serendipity often produces the creative disruption that reshapes entire
industries, Spector concluded.

DISCUSSION

In response to a question about using measures of research
outcomes to increase commercialization, Feller warned against the
distortions such initiatives can produce in agencies such as NSF. He
agreed with Spector that industry is more interested in the trained
students research produces than in specific findings or patents. Also,
researchers are usually not able to predict with certainty the commercial
or societal implications of their research.

However, Feller added that it may be possible to document the need
for transformative research. For example, NSF has been funding Science
and Technology Centers that are focused on emerging scientific
opportunities with important societal implications, such as hydrological
research or the atmospheric sciences, that can have difficulty obtaining
funding through conventional channels because they are too risky or
large. These centers can even be evaluated in part using traditional
measures, such as the number of collaborators from different disciplines
on papers. Sarewitz agreed that the agencies need to emphasize high-risk
research because universities tend to pursue incremental change.

A workshop participant asked about the best way to evaluate
research across an entire agency such as NSF to make decisions about
the alocation of funding. Feller emphasized the importance of truth and
transparency. He praised the work of the Science of Science and
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Innovation Policy (SciSIP) Program at NSF and said that NSF needs to
draw on the expertise being devel oped by the program and elsewherein
the agency. He also noted the need to re-fashion the Government
Performance and Results Act (GPRA) to be more suited to research. At
the same time, he noted the potential problem of researcher overhead and
the need for measures to produce useful information. Sarewitz added that
increments of information tend to have no impact on institutional
decision-making processes.

Measures of research performance can help agencies “get their
house in order,” said Feller, since many allocation decisions are still
internal to agencies. However, measures demonstrating positive research
outcomes do not necessarily guarantee that Congress will continue to
allocate funds for those programs. “At some point, these remain
fundamentally political decisions with a strong tang of ideology,” said
Feller. Congress or OMB can aways question, for example, whether a
given program is an appropriate role for government.

Sarewitz pointed out that oversimplified narratives of innovation
can contribute to this politization. If policymakers had a more
sophisticated perspective on innovation, they would be more willing to
accept a multi-faceted government role rather than devoting money
solely to research. Spector added that information technologies provide
new ways to disseminate these more sophisticated narratives, regardless
of the origins and targets of those narratives.

David Goldston, who was on the planning committee for the
workshop, pointed out that research funding decisions are inherently
political. Showing that a given program is working usually answers a
different set of questions than the opponents of a program are asking.
Feller responded that dealing with the objections raised by the opponents
of aprogram islike dealing with counterfactual scenarios, in which new
scenarios can constantly be created that either have not been tested or are
impossible to test. Nevertheless, the perspectives of policymakers on
research have changed dramatically over the last few decades, so that
they generally accept the need for the federal government to support
fundamental research.






IMPACTSON THE U.S. ECONOMY AND
QUALITY OF LIFE

What is known about the contribution of research to GDP,
productivity, wages, employment, and private sector R and D? Istherea
basis for setting atarget for aggregate research spending? How can the
flow of knowledge from research into particular economic activities be
measured? These were some of the questions addressed during the
session of the workshop on the direct economic benefits of research
spending. Three speakers looked at such issues as R and D’ s influence on
productivity gains, the association between research activity and local
labor market conditions, and citations in industrial patentsto publicly
funded research. These have been the principal avenues for measuring
economic benefits of research

FEDERAL RESEARCH AND PRODUCTIVITY

From the 1950s to the 1970s, many studies examined the broad
outcomes of federal R and D, but fewer studies have occurred in recent
decades, said Carol Corrado, Senior Advisor and Research Director in
Economics at the Conference Board. She presented recent results from
investigations of the relationship between R and D and productivity,
taking mostly a*30,000-foot perspective.” She aso emphasized a key
prospective change in the U.S. national accounts. Starting in 2013, R and
D spending will be capitalized as an investment instead of being treated,
asitisnow and has been historically, as an intermediate expense. This
means that both private and public R and D will raise bottom-line GDP
and national saving.

According to Corrado, the total U.S. R and D investment level has
been stable since the 1980s as a share of GDP. Since 1959, the share of
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al R and D investment funded by the public sector has declined relative
to that funded by the private sector, with rough stability in both sectors
since about 2001. The total nominal R and D investment in 2007 was
$407.5 hillion, with business at $269.6 billion, government at $117
billion, universities at $10.6 billion, and nonprofits at $8.4 billion.

Corrado investigated the R and D intensity of eight industries over
two time periods: the 1990s and the 2000s. When the R and D intensity
of each industry matched Total Factor Productivity (TFP) estimates, asit
did for the 1990s, R and D can be interpreted as the sole driver of
productivity gains. The 1990s data also show that the computer industry,
which was heavily subsidized by federal R and D, outperformed the
others. In fact thisindustry seemed so exceptional that Corrado removed
it to look solely at the other seven industries for more general trends. But
even excepting computers, R and D appeared to be the sole driver of the
productivity gains of the 1990s.

However, the same comparison showed that R and D contributed
only 30 percent to the average industry productivity gain in the 2000s,
Corrado said. Thisanalysis had too little data to draw firm conclusions,
according to Corrado. The analysis also was not able to measure the
impacts of investmentsin the life sciences on human health, though the
Bureau of Economic Analyses (BEA) isworking to introduce a
healthcare satellite account. Also excluded from this analysis was
educational services, which may require a geographically localized
approach.

The productivity growth of the 1990s suggests that the Internet and
demand for networked devices were key drivers of economic activity in
that decade, said Corrado. Government played “aclassic role” in
supporting new technology when several private companies worked with
NSF to set up the first T1 telephone data linein 1987. Thisfederal R and
D created infrastructure and aso helped to close “valleys of death” in the
commercialization of research.

Corrado also called attention to the dwindling share of
manufacturing in the U.S. economy. What does it mean for policy if the
United States moves to an economy characterized by “designed in
Cdlifornia, made in China’ ? she asked.

Finally, she abserved that innovation is “more than science.”
Studies suggest that firms innovate based on intangibles such as product
design, new business processes, and staff knowledge building, not just
new research results. An estimate for 2001 put R and D’ s share of
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spending on al of these intangibles at just 16 percent, athough R and D
dollars could influence the outcome of spending on other intangibles.

Corrado said that the source of innovations needs to be better
understood. For example, Virgin Atlantic holds a patent on the design of
itsfirst class cabins, which is one example of how the nation of a science
and innovation policy can be broadened. The role of diffusion, which
could help explain the changes from the 1990s to 2000s in the industries
she analyzed, also needs more intensive study.

INDIRECT ECONOMIC BENEFITS OF RESEARCH

Government research expenditures are increasingly justified in
terms of economic benefits such as job creation. But the practical
benefits of research are disputed even by some scientists, said Bruce
Weinberg, Professor of Economics and Public Administration at Ohio
State University, and there is little accepted methodology for estimating
these benefits.

Weinberg focused on “indirect benefits.” He described these as the
“productivity spillover benefits’ beyond particular products or processes
that develop out of research. Examplesinclude a better trained workforce
that generates higher productivity, solutionsto industrial problems, new
infrastructure, or hubs for innovation. Even if these spillover benefits
turn out to be smaller than the direct benefits, “they are important and are
increasingly driving the discussion about the cost and benefits of
research.”

One way to estimate the economic benefits of research isthrough
job creation, but Weinberg noted that “this poses deep fundamental and
practical problems.” For example, if ajob pays $50,000 a year, the value
of the job to aperson is really that amount minus what a jobholder would
have been earning on another job. Also, as wages go up in science jobs,
people may move to science from other occupations, which moves jobs
from one sector to another rather than creating jobs.

Instead, Weinberg suggested focusing on outcomes—wages or
productivity— in places where more science and research is carried out.
What should be estimated, he said, is whether research |eads to more
productive industriesin local economies.

Weinberg related measurements of research in particular citiesto
economic metrics of those cities. He asked whether wages and
employment are better in cities where more research is being done. He
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also looked at measures of innovation such as patenting in cities with
more science.

Based on preliminary results for U.S. metropolitan areas, a positive
correlation exists between wages, employment, and academic R and D,
he said. The results indicate that a 1 percent increase in academic R and
D is associated with roughly 120,000 more people employed and $3
billion more earnings in a metropolitan area. Weinberg cautioned,
however, that these results are far from definitive because of
confounding factors. For example, science-intensive cities may be
different from other cities, or workers may have different abilities across
cities. “The literature hasn't really addressed the underlying challenges
convincingly,” he said.

“If | were to summarize the literature, | would say there is some
evidence that science or research impacts wages, industrial composition,
and patenting, but these estimates are weak,” Weinberg concluded. For
the future, it isimportant to think about productivity spillovers not
simply in terms of job creation but by doing studies that “ unpack the
mechanisms by which science and research impact economic outcomes.”

BEYOND CITATIONSAND PATENT REFERENCE COUNTS

A common way to measure knowledge flows among universities,
government laboratories, and firmsis through citations in patents to
patent references (PR) assigned to universities, federal |aboratories, or
research institutes and citations to non-patent references (NPR) with an
author affiliated with a university, federal laboratory, or research
ingtitute. Such references provide “rich data that can be used across
industries and firms and over time,” said Michael Roach, Assistant
Professor of Strategy and Entrepreneurship at the Kenan-Flagler
Business School at the University of North Carolina.

However, patent citations also suffer from some limitations, Roach
acknowledged. Not al inventions are patented or even patentable, so
such studies are limited in what they can observe. Similarly, not al
knowledge flows are citable or cited. Firms may not want to disclose
important developments, or industrial authors may overuse citations,
which is atrend Roach has found in his research. As aresult, citations
likely mismeasure knowledge flows, either randomly or with a
systematic bias.
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In particular, NPR citations capture knowledge flows through
channels of open science (such as publications), direct use of
technological opportunitiesin new R and D projects, and knowledge
flowsto firms' applied research. NPR citations do not but should capture
knowledge flows through contract-based relationships, intermediate use
in existing projects, and knowledge flows to firms' basic research
activities. All things considered, Roach concluded that citations likely
understate the impact of public research on firms' performance.

Roach described a study done with Wesley Cohen (Roach and
Cohen, 2011) that used the Carnegie Mellon R and D Survey of
manufacturing firms to measure afirm’s use of public research. The “key
takeaway,” according to Roach, was his cal culation showing that the
unobserved contribution of public research to innovative performanceis
comparable to what is observed. They estimate that observed knowledge
flows account for about 17 percent of firms' innovative performance
while unobserved flows account for about 16 percent.

Future research should concentrate on NPRs, Roach said. Though
such data are costly to obtain, they are one of the best measures available
to measure knowledge flows. He suggested that the National Bureau of
Economic Research and the U.S. Patent and Trademark Office make
NPR data more readily available to scholars.

Other external data could be used to measure knowledge flows, such
as NSF s recently expanded Business R and D and Innovation Survey
(BRDIS). Also, the origins of citations need to be better understood. “We
need to be looking at the micro level,” Roach said, echoing points made
in the previous panel. Research needs to look at inventors, scientists, and
firms— “trying to get inside that black box.”

DISCUSSION

Alfred Spector of Google commented on Corrado’ s description of
the change in national accounts making R and D a capital investment.
Spector noted that firms currently expense research because they do not
know what the results of the research will be. Corrado replied that while
some business accountants are resisting the change, those who favor it
say it can provide a” holistic picture of how and where firms make their
investments. . . . What you set aside today to generate future
consumption— in other words, what you forego today— is your
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investment.” She explained that national accounts do not have to line up
with firms accounting practices.

The session moderator, Bronwyn Hall, said that publicly held firms
use Financial Accounting Standards Board (FASB) policy for expensing
R and D. An advantage is that expensing R and D offsets current income.
The problem from an economic analysis perspective, Hall said, isthat “in
the United States, the value of firms even when the market isdownis
substantially higher than the value of their tangible capital assets.” When
one looks for what explains the difference, “capitalized R and D is the
first thing” one sees.

In response to a question about how research funders can generate
more positive spillover effects from research, Weinberg pointed out that
research funding is more likely to have positive effects in nearby location
than distant locations. Improvements in dissemination could enhance
information flows, and there are many ways to study the impacts of this
dissemination.



IMPACTSON BIOMEDICAL AND HEALTH
RESEARCH

The impacts of research on the health of peoplein the United
States and around the world may not be measured by economic analyses,
but historically these impacts have been among the most important
benefits of research. Five speakers with diverse backgrounds addressed
thistopic at the workshop. They found evidence of substantial benefits
while aso identifying areas where benefits may be overlooked by current
approaches. In addition, they called attention to problems with the
funding of federal research, such as the damage up-and-down funding
can do to the careers of researchers and the difficulty of allocating
limited funds across categories of research.

REVIEWING THE LITERATURE ON HEALTH IMPACTS

Bhaven Sampat, Assistant Professor of Public Health at Columbia
University, presented a brief summary of a commissioned paper
(Appendix D) that discusses representative studies of the effects of
publicly funded biomedical research on arange of outcomes. Public
funding accounts for about one-third of all biomedical and health
research, with NIH-sponsored research accounting for most of the federal
component along with additional investments by NSF, DOE, DOD,
USDA, and other agencies. In 2007, funding for biomedical research
totaled slightly more than $100 billion.

Sampat showed a stylized albeit simplified view of the innovation
system in which publicly funded R and D leads to improvements and
efficienciesin the private sector, to new drugs and devices, and ideally to
improved health outcomes (see Appendix D, Figure D-1). This flow of
knowledge occurs through many channels. One channel encompasses
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publications, conference presentations, markets, and informal networks.
A second channel is through the creation of prototypes for drugs and
devices. Since the Bayh-Dole Act of 1980, these prototypes have tended
to be developed in universities and licensed out to firms to turn them into
successful products. A third channel includes funding for clinical trials
and clinical research that informs clinical practice— such asthe
knowledge that doctors should give people an aspirin after a heart attack
— aong with funding of other applications-oriented work, such as
contracts to fund the development of technologies and to conduct
consensus conferences.

Sampat called attention to another impact of new biomedical
technologies that is being discussed among health policy researchers.
Most economists believe that biomedical technologies are the biggest
source of long-run increases in health care costs. The clinical value from
these technol ogies may exceed their costs, but technology-driven cost
increases may be unsustainable, Sampat observed.

The Case of Cardiovascular Disease

Sampat described some of the literature on improvementsin health
outcomes that can be traced to research. Cutler and Kadiyala (2007)
looked at improvementsin cardiovascular disease mortality over the five
decades beginning in 1950, when mortality fell by two-thirds. They
concluded that about one-third of the advance is attributable to new high-
technology treatments, one-third to new drugs, and one-third to
behavioral changes such as not smoking and not eating salty or fatty
foods. Using a standard evaluation of $100,000 per year of life used by
health economists, they then computed the rate of return on investments
in treatments. New treatments provided a 4-to-1 rate of return, while new
behavioral knowledge produced a 30-to-1 rate of return. According to
this paper, Sampat said, “the publicly funded R in R and D has been
worth it.”

This paper makes little mention of NIH or public research except for
NIH’s sponsorship of large epidemiological trials and conferences,
which makes it hard to trace outcomes back to basic research. Another
issue, said Sampat, is the counterfactual: What would have happened in
cardiovascular disease absent any public funding in that area?

A paper by Heidenreich and McClellan (2007) focused on
improvements in heart attack care. These authors go farther than Cutler
and Kadiyalain relating changes in clinical practice to specific outputs of
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R and D. The authors concluded that the medical treatments studied in
clinical trials accounted for much of the improvement in heart attack
outcomes. The challenges with this paper include the fact that the authors
generally did not trace changes in clinical practice back to basic research.
Also, clinical practice often leads to publicly funded R and D because
informal learning by clinicians generates important research questions.
Thislearning is often subsidized by Medicare payments to teaching
hospitals and other non-research sources. Finally, clinical trials can lead
to negative results and lead clinicians to stop doing things they were
doing, which can be an unmeasured benefit to research.

Other Disease Categories

A statistical study by Manton et al. (2009) related mortality ratesin
four disease areas to lagged NIH funding for the relevant ingtitutes from
1954 to 2004. For two of the diseases studied—heart disease and stroke
— the authors found a relationship between funding and outcomes. For
the two other diseases— cancer and diabetes - the evidence was weaker.
But relying on funding aggregated by institute is difficult, as an institute
can fund widely varying research. Also the counterfactual is hard to
demonstrate since many factors could be driving changesin disease
rates.

Over thistime period, competing risks changed. One reason for the
absence of adecline in cancer mortality— and maybe even an increase—
isthat fewer people are dying of heart disease, so they live longer and are
more likely to develop cancer.

Relationship of Public and Private R and D

Papers by Toole (2007) and by Ward and Dranove (1995) sought to
relate public sector R and D to private sector R and D and found strong
evidence that they are complements rather than substitutes, in that public
research tendsto spur private research. Private and publicRand D in a
given area could be driven by scientific opportunity. For both forms of
research, there are challenges linking R and D to health outcomes,
Sampat observed.

Another line of research regarding private sector R and D is whether

proximity to public sector scientists makes firms more productive. A
range of studies have indicated that the answer is probably “yes,” Sampat
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said, especially survey research asking firm R and D managers how
much they rely on public sector R and D.

Sampat noted that in surveys the drug industry reports greater
reliance on public sector R and D than do other industries. In contrast,
the device industry tendsto be at or below the mean in terms of reliance
on public sector R and D. The drug industry relies mostly on medicine,
biology and chemistry. The device industry relies on medicine and
biology and, third, on materials science, which tends to be funded by
NSF and DOD.

Sampat then turned to drug and device innovation. Very recent
studies have used accounting methodologies to look at, for example, the
impact of public sector R and D in producing drugs that are then
marketed. In a study of drugsin FDA’s Orange Book, about 10 percent
of marketed drugs come from universities or public laboratories,
meaning that these institutions hold key patents (Sampat and
Lichtenberg, 2011). The number is higher, about 20 percent, for
clinically important drugs.

The Case of HIV Drugs and Vaccines

HIV isaspecial case, Sampat observed. The role of the public
sector in directly generating new drugsis much higher in HIV thanin
other arenas; nearly one third of drugsin this arearely on public sector
research. Also, nearly all commercially and therapeutically important
vaccines over the last 25 years have come from the public sector,
according to Stevens et a. (2011). Surprisingly, efforts to relate funding
by disease areato later drug innovation tend not to show much of an
effect.

Device Development

In the areas of devices, Sampat described a case study by Morlacchi
and Nelson (2011) on the development of the left-ventricular assist
device (LVAD). The scientific understanding of heart failure remained
quite weak throughout the period that the LVAD was developed. But
NIH was holding consensus conferences to diffuse best practice and
contracting with firms for device development and clinical trials. “The
more applied side of the activities seems to be important” in this case,
Sampat concluded.
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Conclusion

The literature shows “ consistent evidence of public sector funding
on private sector innovative effort,” Sampat concluded. The literature
also shows that public sector R and D has been important in the
generation of anon-trivial number of important drugs. However, it shows
lessimpact on other innovative outputs.

“Thereissurprisingly little research on the health benefits of public
sector biomedical R and D,” Sampat observed. Most of the evidence to
date is from the cardiovascular area. In addition, case studies point to the
importance of public clinical research, applied research, and diffusion
activities. Devices have important differences from drugs. And despite a
good deal of discussion, there has not been much study of the effects of
public sector research on health costs.

THE VOLATILITY OF FEDERAL R AND D SUPPORT

Richard Freeman, Herbert Ascherman Chair in Economics at
Harvard University, addressed the unintended effects of variability in
federal government funding for R and D. Using changes in the budgets
of the National Institutes of Health as an example, Freeman said that
chief among these effectsis the damage done to people’s careers by
changes in grant regjection rates and increased uncertainty about future
career prospects. Scientific careers “looked dicey” even after the Wall
Street implosion and lay-offs in banking and consulting made finance
less attractive.

Funding variability may also affect the productivity of scientific
research. His study of the recent doubling of the NIH budget found that
before the doubling period more papers were produced per dollar of
grant than when more money was available. This declinein marginal
productivity may make it easier to cut future funding due to “failing to
meet ‘promises,’” Freeman stated. By contrast, the private sector has not
been asvariable in its R and D support.

Gapsin Monitoring Science

Finally, Freeman suggested that the scientific community needsto
do a better job of monitoring the state of science. For example, non-
traditional measures of the supply of jobs might include real-time data
from Internet job boards, searches for information about science and
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engineering jobs, and databases on Ph.D. dissertations. Downloads of
working papers could indicate hot areas of research. Online science and
social discussion groups and web-based communications from meetings
and conferences could contain information useful to the policy
community. Companies and other institutions should be accessing these
databases regularly, he said.

Information on what industry is doing is weak. The aggregate
amounts of money spent do little to map the steps to innovation. Even the
NSF BRDIS survey provides little data beyond the amounts of money
spent. Further, basic and applied research tend to be artificially divided,
but anything that is an innovation is going to go back and forth between
the two categories of research, Freeman observed.

MEDICAL DEVICE INNOVATION

Many people assume that the development of biomedical devicesis
similar to drugs, said Paul Citron, retired Vice-President at Medtronic,
Inc., and now at the University of California, San Diego; but in fact “they
have very different characteristics as they traverse the pathway from
bench to bedside.” Drugs tend to be more discovery-based and derived
from in-house activity. Devices are engineering-based. A specification is
generated, along with an idea of how to redlize that specification.
Moreover, devices evolve over time. Thefirst deviceis very different
from subsequent generations, whereas a drug tends to be static for its
lifetime.

For devices, the timelines are longer and the markets are smaller
than in the pharmaceutical industry, Citron explained. It isvery rare for a
medical device to have abillion dollar market, unlike pharmaceuticals.

The evolution of adevice can be heavily influenced by federally
funded research, according to Citron. For example, research can enable
an industry to bring a device from concept to clinic. Federal funding can
build the underlying knowledge needed to make a technology safe and
effective. Federa research also can yield new materials, whereas the
complexity and cost of coming up with a new biomaterial to be
implanted in the human body can be beyond the ability of any one
company. Clinical trials may be crucial in improving a device.

A successful outcome for interventions using a medical device
depends on rigorous manufacturing, which can be improved through R
and D cyclesinvolving federal research. Most medical product recalls
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are due to manufacturing issues that arise after approval, which can be
reduced through R and D.

Vivariums at academic centers are another crucia investment
underwritten by federal support. Prototype products are often tested at
these ingtitutions, and even large companies may need to use academic
centers for access to animals.

Finally, “probably the most important output of federal inputs,” said
Citron, is students. “We hire the products of the campus’ because “that is
where the intellectual horsepower for tomorrow resides.”

Citron listed four criteria an industry uses to decide whether to
pursue a project. (1) Does the technology fit with a company’sinternal
capabilities? (2) Isthefit with the customer good? (3) What is the market
opportunity, including the number of customers, price, and the details of
application? (4) Finally, what is the time to market, including the time
needed to satisfy the regulatory process?

MAKING DECISIONSIN THE PHARMACEUTICAL INDUSTRY

The pharmaceutical industry and regulatory bodies need to evaluate
drugs thoroughly and expeditiously as they go through years of clinical
development before gaining approval for usein the treatment of a
particular disease state, observed Dr. Garry Neil, Corporate Vice
President for Science and Technology at Johnson and Johnson. Dr. Neil’s
company discovers and devel ops therapeutic products and technologies
that are evaluated by regulatory agencies around the world to assess the
efficacy and safety of a product for its intended use. “We have set the bar
very high for ourselves [about] what is expected and what we need to
deliver to our stakeholders, and we take that very seriously.”

Drug discovery spans years of study or phases of study, from
prediscovery to post-marketing surveillance, which allows for continued
follow up in areal-world setting after a therapy had been approved — but
getting to the point of approval can be challenging. Typically thousands
of compounds are synthesized to yield just afew potential candidates
that enter preclinical study, and for every five thousand to ten thousand
synthesized compounds, one approved drug on average may emerge.
And for many reasons, the costs to develop new drugs have risen
precipitously, which is further complicated by the fact that fewer drugs
are commercially successful “Despite all this, we continue to press very
hard because we recognize that there is unmet need and there are
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financial rewards for real innovation that can really help people, even if
it' s the exception rather than the rule,” said Neil.

In recent years, public confidence in the pharmaceutical industry
and in the regulatory system has eroded. This may have the effect, if the
regulatory process is lengthened, of delaying the introduction of
innovative products or adding additional expense to the process and
ultimately the final approved product or medicine. “We can't sacrifice
rigor, and no one is suggesting that, but we need to recognize the
consequences of raising the regulatory bar.”

To improve both productivity and regulatory certainty, said Neil,
work needs to continue on understanding basic biology. “It’ s not easy,”
he said. “Thisis going to require alot of collaboration between industry
and academia.” In addition, anew tool set is needed for drug discovery
and development asit relates to tranglational medicine, and these tools
need to be customized for particular diseases to increase the likelihood of
an efficacious therapeutic agent for a particular disease.

The United States should invest in an infrastructure akin to the
Internet or the interstate highway system in which it would be possible to
enroll patientsin clinical trials much more rapidly, whether for drug
trials, observational studies, investigations of medical devices, or other
research. Only 3 percent of cancer patients enroll in clinical trials today.
“We make it inconvenient for them. Do we need an ingtitutional review
board in every university? Why can’'t we have national review boards?
Why can’'t we have national safety monitoring committees? Why can’'t
we bring the cost down and make the efficiency much better? Why can't
we include patients of color, women, and older people? We're not
getting those people today.”

The nation needs a more sophisticated and effective safety and
performance monitoring system for drugs once they enter the market.
And, most important, said Neil, health care providers need a system to
provide them with the latest information at the point of care to help them
make the best possible decisions for each individual patient.

FDA regulates 25 percent of the U.S. economy, representing over
$1 trillion worth of spending and athird of all the imports, with just
11,000 people and a $3 billion budget. “They need help,” said Neil,
including contemporary tools and techniques for pre- and post-marketing
evaluation. They also need new risk assessment tools and much better
engagement of patient communities.
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“The standard way of looking at thisisto talk about risk and
benefit,” said Neil. “What is the benefit of the treatment? What is the
risk?. .. | think abetter way of looking at thisisrisk and risk. Thereisa
risk of not treating a disease. What is that risk? Then thereisarisk of
treating the disease. What is that risk, and what does that risk ratio mean
in the minds of the patient?’

RESEARCH AND OUTCOMES CASE STUDY: PEDIATRIC HIV

Laura Guay, Research Professor at the George Washington
University School of Public Health and Health Services, provided a
perspective on research funding and evaluation by a philanthropic
foundation. As vice president for research, she spoke about the work of
the Elizabeth Glaser Pediatric AIDS Foundation, founded in 1988 to
prevent HIV infection and eliminate AIDS among children in the United
States and abroad through research, advocacy, and treatment programs.

Early on, the foundation studied how children are infected, how
many children are infected, and why children are infected, chiefly
through “ scientist awards’ to encourage young investigators to develop
their careersin thisless known field. The awards have provided
$750,000 to individual investigators for capacity building rather than for
specific research questions. Since 2007 the foundation also has made
operations research grants to improve treatment program design and
scale-up. Asis often the case with medical research, there are obstacles
to the delivery of science into the field, especially in developing
countries, Guay noted.

Guay said that the foundation chooses innovative studies that are
less likely to be funded through NIH. “Why isn't this fundable by the
NIH” is one question on its application. For example, while funding for
HIV vaccine-related studiesis plentiful, very few of these funds focus on
avaccine in infants born to breast-feeding mothers. The foundation also
may fund young investigators who do not have sufficient credentialsto
compete successfully for NIH grants.

To measure the impact of its research investments, the foundation
needs performance metrics for deciding the impact of that funding, Guay
observed. For example, an important question has been how awards have
leveraged additional funds. Dating from the first funding of scientistsin
1996, the foundation identified early leading scientists, which has
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generated an “exponential increase” of originally small investments over
time.

Guay described two examples of the foundation’ s operations
research, both influential in improving maternal HIV diagnosis and
antiretroviral treatment in African countries. The first involved a
controlled experiment in training nurses in the appropriate follow-up to a
positive diagnosis of the infection. The second involved an experiment in
rapid syphilistesting in connection with rapid HIV testing. Both projects
provided evidence for methods of identifying more infected women,
preventing transmission to their babies, as well as attracting men for
testing and treatment.

Guay concluded her remarks with an illustration of successful
application of research results that was recalled several times later in the
workshop (Figure 4-1). In 1994, when research results showed that
treatment of pregnant women with antiretroviral drugs could prevent
babies from being born infected with HIV, the number of perinatally
acquired AIDS cases dropped from approximately 900 per year in the
United States to virtually zero over the next decade and a half. This
dramatic outcome depended on progress dating to well before that date in
human capacity, laboratory capacity, and clinical capacity, Guay
observed. It isimportant to consider “all of the pieces that had to be in
place” as“we continue to eliminate pediatric HIV in the rest of the
world.”

Sampat asked how the Glaser Foundation allocates funds among
basic studies, vaccine development, and operations research, and Guay
said that in the early years the foundation considered its funds
unrestricted. But as more work has been funded by NIH and others, the
trend has been to “donor-driven” funding for particular projects or areas.
Because “ people believe NIH has alot of money,” it is harder to raise
foundation funds for basic research. And the biggest challenge, said
Guay, is“we have alot of science we haven't figured out how to
deliver.”
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FIGURE 4-1 After it was shown that treatment of pregnant women with
antiretroviral drugs could prevent babies from being born infected with HIV, the
number of perinatally acquired AIDS cases in the United States and dependent
areas dropped precipitously.

SOURCE: Guay, 2011

DISCUSSION

Given the “exceptional return” of HIV-AIDS research in the United
States, “we need more case studies on failures’ to figure out why some
research avenues have not been more productive, said Sampat. Also, in
evaluating the outcomes of public sector health research, it is hard to
aggregate across disease areas. Sampat cited the Research, Condition,
and Disease Categorization (RCDC) database started by NIH in 2009,
which reports on 229 diseases and research areas of interest to Congress,
but “these are not necessarily the diseases of historical interest to
economists and policy analysts.”

Kai Lee of the Packard Foundation, who spoke later in the
workshop, asked if the data show “thereis alot more to be gained in the
biomedical field from behavior-focused research?’ He noted that
Freeman, Citron, and Guay had all suggested the importance of human
and institutional elements to outcomes. Freeman agreed that institutional
and behavioral factors are important in the environmental area; they
appear frequently on NIH’slist of grand challenges as well. For example,
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the biggest success in preventing cancer has been behavioral, with
regulatory, marketing, and other factors all working to reduce smoking.

Citron pointed out that that over time the optimal ratio of
biomedical research to behavioral change could change. For example,
though cigarette smoking has declined, many aspects of diet still need to
change to improve health.



MIXED MARKET AND NON-MARKET IMPACTS
OF RESEARCH

Like the benefits of research to health, many other research
benefits may not be reflected or only partly reflected in market
transactions but have enduring national importance. Examplesinclude
contributions to national defense, agricultural innovation, environmental
protection, and the sustainability of natural resources. Economists have
tools to measure the economic effects of non-market benefits, yet these
tools may not always capture the full extent of those benefits.

Five speakers at the workshop examined these non-market impacts
from very different perspectives, yet their observations had some
intriguing commonalities. Foresight, leadership, and risk are all involved
in pursing research with difficult-to-measure but very real benefits.

MEASURING PROGRESS TOWARD GOALSIN
AGRICULTURAL PRODUCTIVITY

The Bill and Melinda Gates Foundation is a private foundation
focused in part on improving health, reducing poverty, and improving
food security in some of the world’ s poorest countries. It engages in what
Prabhu Pingali, Deputy Director of Agricultural Development at the
foundation, termed strategic philanthropy. The foundation establishes a
set of clear goals; identifies the pathways, partners, and grants necessary
to make progress toward those goal's; and then measures progress toward
those goals. Inits Agricultural Development Program it focuses on
doubling the productivity of farming by small landholders (less than two
hectares) in sub-Saharan Africa and South Asia.

Thereisarich history of metricsin agriculture development over
the past several decades, Pingali observed. Since the Green Revolution,

37
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agriculture devel opment specialists have been tracking the adoption and
diffusion of modern varieties of the mgjor table crops, so they know the
extent to which modern wheat and rice crops have been adopted by
farmers in developing world and the connection of that diffusion to
productivity growth. Thiswork aso has shown that the rates of return to
crop R and D in the developing world have been consistently high—on
the order of 50 percent or more. Furthermore, these high rates of return
have also high pay-offs for U.S. agriculture. For example, according to a
study by Philip Pardey and colleagues for the International Food Policy
Research Institute (IFPRI,1996), from an overall investment of $71
million since 1960 in wheat improvement research at the International
Maize and Wheat Improvement Center of the Consultative Group on
International Agricultural Research (CGIAR), the U.S. economy realized
areturn of at least $3.4 billion and up to $13.4 billion for the period 1970
to 1993. From atotal investment of about $63 million since 1960 in rice
research at the CGIAR's Internationa Rice Research Institute, the United
States gained at least $37 million and up to $1 billion in economic
benefits from 1970 to 1993, according to the same study. “ The bottom
line,” Pingali concluded, “is that international crop improvement
research has had high pay-offs, not just for the countries where the work
was targeted but also high pay-offs back to U.S. agriculture.”

For small landholdersin the developing world the chief crops are
rice, wheat, maize, sorghum, millet, and cassava. For each crop the
foundation has set clearly defined output targets that it expected grantees
to achieve. For example, an output could be the release of a particular
variety of maize that istolerant to drought, or it could be the number of
farmersin a given area who adopted a variety over a period of time. For
grants across the entire food chain from seed to the consumer’s plate,
defining outputs becomes increasingly complex. Outputs for the use of
fertilizer are straightforward, but what are outputs for fertilizer policies?
Nevertheless, once specified by the foundation, grantees are expected to
apply a set of indicators to track progress toward achieving those outputs.

The foundation has also sought to measure the extent to which its
$1.7 billion agriculture investment over four years has reduced hunger
and poverty. “Just adding up the outcomes from ways to monitor grant
making does not necessarily get usto the answer,” said Pingali. To
address this problem, it has set up arandomly sampled household survey
across Sub-Saharan Africathat is nationally representative and stratified
by the agro-ecologies present in each country. It is now in the process of
collecting detailed household data on production practices, technologies
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used, income, nutrition, and health and education status for about 25,000
households in seven countries in Africa and hoping to extend the survey
to other countries. Visits to each household are occurring from one to
two years apart over a 15- to 20-year period. “We can track changes that
are taking place in African households over along period of time and
then track the contribution of productivity improvement to household
welfare and the relationship between those two over thislong period of
time,” said Pingali. “Of course we won't be able to attribute those
changes specifically to our efforts, but | don’t think that matters as long
as we can show that there’ s progress toward achieving our ultimate goals
of hunger and poverty reduction.”

INVESTMENT DECISIONS AT DUPONT

Asit entersits third century, the DuPont Company is undergoing a
transformation that is bringing biology into a product mix based on
traditional chemistry, said Richard Broglie, Director of Research
Strategy at DuPont Agricultural Biotechnology. Itsinvestment decisions
are informed by four global megatrends: increasing food production;
decreasing dependence on fossil fuels; protecting people, assets, and the
environment; and growth in emerging markets. These trends derive in
part from population projections. Globa population is expected to
exceed 9 billion by 2050. Feeding that number of people will require an
increase in food productivity of 70 percent, Broglie observed. To meet
this need, the mgjority of DuPont’s R and D investments are aimed at
adding new traitsinto crops to increase and protect yields, improving
farm input efficiencies, and increasing the end use value of either the
grains or the non-harvested crops.

DuPont measures the results of itsinvestmentsin several ways, said
Broglie. It tracks the number of new products introduced (with 1,786
new products produced in 2010), the revenue generated from those
products, and the number of patents filed. The first two measures are
more important than the third, said Broglie, since patents increase the
probahility of developing a product but do not necessarily giveriseto
products.

In the agricultural biotechnology area, a stage-gated approach for R
and D decisionsis used that progresses from discovery to proof of
concept to early and advanced development to pre-launch to launch. This
framework allows the company to balance its research investments
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across a diverse portfolio and over an extended period, since the
development of anew crop trait can take 15 years or longer. It also helps
balance investments against regulatory costs, which can be anywhere
from $100 million to $150 million. At each stage, decisionsinvolve
people from the technical organization, the legal organization, the
regulatory group, and the marketing group.

CHALLENGESIN QUANTIFYING RESEARCH VALUE IN
AGRICULTURE

An economic cost-benefit analysis is an interesting problem but can
be very difficult to implement, according to Michael Roberts, Assistant
Professor of Agricultural and Resource Economics at North Carolina
State University. In the case of research, economic analysis has shown
that it is the main source of productivity growth. It is aso apublic good,
which means that one person’ s use of research findings does not
diminishits value to others and it is difficult for someone who has it to
keep other people from using it. Because of these features, the private
sector tends to do too little research, and thereis aclear public rolein
funding research. However, to know how much to invest and how to set
research priorities, the costs and benefits of different kinds of research
must be weighed.

“Thisis achallenging conceptual problem,” said Roberts. Research
has many possible outcomes that economists might model as random.
The range of potential outcomesis large, sometimes unintended, and
probably unquantifiable. “We probably can’t even imagine what the
potential outcomes are of any individual research project.” Many drugs
used today are by-products of efforts to do something else, which reflects
the uncertainty of research.

A Pest Forecast System asa Model

A recent research project in which Roberts was involved highlights
some of these difficulties. In late 2004, a spore that causes soybean rust,
which was then prevalent in South America and much of the rest of the
world but not in the United States, landed on the shores of the Gulf
Coast. The spore did not reduce yields much but it greatly increased
costs because of the need to apply fungicides. The USDA coordinated its
experiment stations to set up sentinel plots throughout the United States
and monitor for soybean rust to track its spread. Also, an aerobiologist
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model ed how the spores move around on the winds, with a website
reporting the overal results. Farmers could use this information to decide
whether to spray fungicide on their soybeans or not.

The USDA'’ s Economic Research Service sought to determine the
value of thisresearch. It took into account three key components: (1)
prior beliefs about the amount of risk, (2) the amount of preventable
losses, and (3) how well the information system resolves uncertainty.
With no information, farmers will sometimes spray when unnecessary or
not spray when needed. With perfect information, farmers will always
make the right decisions. In the real world, partial information is
available. For example, farmers had the option of carefully monitoring
their fields, spraying the preventive fungicide, or monitoring their fields
and spraying a less effective and less costly fungicide.

Thisrange of scenarios made it possible to model the value of
information, in terms of dollars per acre, against the range of prior beliefs
about the possibility of infection. The model exhibited peaks of value
that represented particular probabilities of beliefs about infection where a
rational farmer would switch from doing nothing to monitoring and then
to applying the curative fungicide. “ Y ou get these peaks right at the
decision points because that’ s where you’ re most unsure about what the
right decision isto make, and alittle bit of information goes along way
at those points.”

The USDA researchers concluded that the model had value.
However, it was till crude. The model depended on an extraordinary
simplification of reality and key simplifying assumptions. It had the
potential to resolve subjective uncertainties, yet the quantifiable benefits
were still difficult to determine and sensitive to the assumptions made.

In light of these limitations, Roberts was pessimistic about valuing
individual research projects. However, other strategies may be more
productive. For example, it may be possible to value research programs
rather than projects. It also may be possible to value canonical examples,
such as the development of hybrid corn, which depended on the work of
afew key researchers. Finally, it may be possible to value projects and
projects in retrospect and adjust research priorities accordingly.

Climate Change Projections
Roberts has been doing research on the effects of climate change on

the global crop system. A key finding has been that extreme heat is by
far the single most predictive variable for crop yields. This finding could
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be used to build an early warning indicator that would allow societies to
avoid some of the adverse effects of climate change, he said.

However, immense uncertainty continues to make the value of this
research difficult to quantify. Research seeksto find low-probability
events that have extremely high payoffs. Economists would say that the
value distribution has afat tail. In atotally different context, climate
change could have afat tail if it has a small probability of producing
truly catastrophic events. Cost-benefit analyses for research need to be
pursued, but in cases like these they may not be feasible, Roberts
concluded.

MEASURING SUCCESSIN CONSERVATION

The three major questions raised by Irwin Feller at the beginning of
the workshop are somewhat different in the context of a private
foundation’ s decisions, said Kai Lee, Program Officer with the
Conservation and Science Program at the David and L ucile Packard
Foundation. The first question becomes how much a foundation should
spend on science, which is a question that is ultimately answered by the
trustees within the constraints of afoundation’s mission and resources.
The second question becomes how to allocate funding given the mission
of the foundation. And the third question becomes which research
performers should receive the funds from a foundation. In the case of the
Packard Foundation, said Lee, program officers are looking for avery
specific population of research performers— people willing to work with
the foundation to contribute to informing the near-term decision making
of entities, including public agencies, that will support the foundation’s
conservation mission. “That turns out to be alot harder than you might
think,” he said.

The Packard Foundation made $236 million in grantsin 2010 in
four areas: population and reproductive health; children, families, and
communities; local programs; and conservation and science, with the last
of these categories accounting for $154 million in grants in 2010. For
example, it supports the Monterey Bay Aquarium Research Institute,
which is amajor oceanographic institution created by David Packard in
which scientists and engineers work together. It has a fellowship
program in science and engineering for early career scientists. And it has
other programs focused on oceans science, which is a major emphasis for
the foundation. Although the amounts of research support it provides are



MiXED MARKET AND NON-MARKET IMPACTS OF RESEARCH 43

small compared with federal funding for research, the foundation isa
significant funder in the field of marine conservation.

In general, knowledge of oceans conservation is held by
government agency staff members, academic scientists, and a growing
cadre of scientists who work for non-governmental organizations that
have varying degrees of advocacy as part of their mission. This
knowledge has come to be a countervailing source of information for
decision makersin the face of advocacy by resource users and
developers, who also depend heavily on publicly funded knowledge.

The foundation seeks to link knowledge with action. While
advancing conservation strategies, it also works to improve the use of
knowledge in decision making. “In effect, what I’m trying to doisto
foster akind of ‘learning by doing’ by making grants and working with
users and researchers,” said Lee. Using this approach, real-time
evaluation of outcomesis an essential component.

In the conservation field, the use of knowledge to inform action can
be done in two possible ways. One isto bring knowledge to bear to
support advocacy to achieve specific conservation ends. The problem
with this approach is that knowledge becomes entangled in polarization.
“Thereisagrave risk of damage to the credibility and legitimacy of
science when it becomes entangled in that polarization,” said Lee.
“Nonetheless, science in support of advocacy has sometimes proved to
be necessary and successful.”

The second approach is not to support advocacy but rather to
support decision making and learning. This tends to work best in a
collaborative setting. In such a setting, science is part of a governance
process to solve problems rather than part of a polarized processto try to
change the rules. This use of science tendsto reinforce existing
institutions, but it also requires some conflict so that problems can be
recognized and information being brought to bear by science can affect
decisions.

L ee discussed the concept of adaptive management, which he
described as the idea that the implementation of apolicy should be
understood as an experimental test of the hypothesis embodied in that
policy. Such an experiment requires systematic monitoring of outcomes
to determine the consequences, including unanticipated consequences, of
apolicy. “You want to do integrative assessment of that knowledge to
build knowledge of the system that you' re innovating in, the ecosystem if
you like, to inform model building, to structure a debate, and from that to
enable strong inference.”
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The science Lee seeks to support links communities of scientists
with decision makers, stakeholders, residents, and citizens of an area
who are used to making decisions without any information from science.
It can be difficult to make this connection work, Lee observed, so often
the foundation has tried to foster the emergence of boundary-spanning
organizations. The foundation does this by emphasizing output-oriented
grant making, in which it focuses on decisions makers at the outset. “We
put alot of effort into aligning users and researchers, and thisis where
the art of the grant maker gets called upon.” The foundation presents
prospective grantees with a set of questions to think about as they
prepare their proposals. “We want them to understand and explain to us
whether the situation is theright one. That is, is there an opening for new
knowledge to actually cause changesin action.” The process can be
burdensome, with the foundation identifying specific indicators and
closely monitoring their progress. “ The objective isto allow usto learn
about the types of short- and medium-term interventionsin which the
foundation can have the greatest impact.”

NATIONAL SECURITY BENEFITS

Richard Van Atta, Senior Research Analyst at the Science and
Technology Policy Institute, pointed out that national security isalso a
societal value with avery fat tail. The value of national security can be
viewed as infinite, or at least as binary, in that the United States hasiit or
it does not.

Similarly, defense research can have immense payoffsthat are
difficult or impossible to predict. For example, arelatively modest
investment in gallium arsenide monolithic microwave integrated circuits
for signal processing led to the development of atechnology that is now
used in every cell phone around the world.

Despite these uncertainties, the Department of Defense still hasto
assess the effects of research investments on national security as away of
making decisions. Research in the Department of Defense is purpose-
driven, Van Attasaid. The nation relies on the technological superiority
of its armed forces to maintain its position of world leadership. The
guestion then becomes: How can the value of technological superiority
be assessed in terms of desired outcomes? “Y ou can’t defend everything
against everybody, so you have to make choices.”
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The Department of Defense conducts this assessment by
establishing a national security strategy and then relating technologies to
the strategy. In doing so, it differentiates technologies according to
different objectives. Core technologies refer to longstanding traditional
capabilities, such as explosives and propulsion. Critical technologies
refer to revolutionary or transformational technological changes.
Emerging technologies occupy the forefront of knowledge and have the
potential to be critically important but have not yet been fully devel oped.
Process and manufacturing production technol ogies, such as process
controls for nanotechnology, underlie other devel oping technol ogies.
Enabling or cross-cutting technologies are capabilities that everyone
wants but does not want to pay for. In this case, different organizations
may be devoting insufficient effort to the technologies, and these efforts
need to be scaled up to produce a technology that will have a substantial
impact.

In al of these cases, technologies need to be managed in
increasingly difficult and complex technology environments. This
management requires the establishment of goals and purposes. For
example, NASA has an approach called GOTChA, for Goals, Objectives,
Technology Challenges, and Actions or Activities. Under this approach,
activities are organized toward goals by focusing on the questions “Are
we getting there?” “ Are we there yet?’ “How far have we gotten?’ “Do
we put morein or don't we?’

The DARPA Approach

DARPA isthe best known organization within the Department of
Defense for developing high-payoff high-risk technologies, observed
Van Atta. When George Hellmeier became Director of DARPA, he
imposed what came to be known as the Heilmeier Criteria. These were
basically a set of management questions that asked: What is the purpose
of doing this research? What difference will it make if it succeeds? How
would you know if you are succeeding? What are your midterm criteria
for assessing it? And what are your milestones? When researchers
responded to these questions by saying, “We're scientists; we can't tell
you those answers in advance,” Heillmeier responded, “Y ou will if you
want my money.”

This approach to assessment is oriented toward research designed to
meet specific identified needs, said Van Atta. That begs the question of
how to define these needs and how to link them to requirements that
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have not yet been specified. “We know what the requirements are for
today,” said Van Atta. “What are the requirements for five or ten years
from now in the security world?’ During the Cold War, the requirements
changed slowly. “Today the security environment changes faster than we
can develop our Sand T plans. It’s more like the business environment,”
which requires that technology development be managed in a different
way than in the past.

PUBLIC PROBLEM SOLVING

Public Agendais an organization devoted to bridging the gaps
between leaders and the public and also experts and the public, said the
organization’s president, Will Friedman. By measuring and then working
to reduce these gaps, Public Agenda and similar organizations engage
stakeholders and help people come to terms with issues.

Public Agenda does considerable public opinion research to find out
how people are looking at problems. It also conducts public and
stakehol der engagement and communications to set in motion
collaborative processes. It has worked on many issues, including energy,
the environment, and health care.

The organization tends to become involved in complex societal
issues that involve both science and palitics. In these cases, people need
to make value judgments and adapt to change. Public participation may
not be needed to enact a policy, but the lack of participation can lead to
backlashes that undermine a policy. Consequently, the challenge for
Public Agendais usually how to create the conditions that allow the
public to come to terms with complex, science-intensive issues.

The way the public wrestles with issues and comes to hold certain
positionsis different than how experts wrestle with issues, Friedman
said. The public learning curve involves three stages, beginning with a
consciousness raising period. For the public to come to terms with an
issue, they need to devel op a sense of awareness and urgency about that
issue. The public then engagesin a process of working through an issue.
Many barriers can impede this process, including alack of urgency,
wishful thinking, misperceptions and knowledge gaps, and mistrust.
Overcoming these barriers requires strategic facts, appropriate choices,
and time. “The rea art and science here is to be much more precise, not
in terms of your desire to manipulate the public to have the opinion you
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want them to have, but rather to help them figure out where they actually
stand and what’ s important to them.”

In the case of climate change, for example, surveys have shown that
the public has become less likely over time to view climate change as
serious. Further work showed that people were not getting the message
that scientists thought they were delivering. The public tends to frame the
issues in terms of bread and butter issues— for example, that gas prices
and reliance on imported oil are more serious threats than climate
change. They have a great deal of wishful thinking, and the issue has
become polarized by politics.

Science has arolein helping the public grapple with such issues, but
it may not be the role many scientists assume. Their most common
mistake it to demand that the public become junior scientists. As aresult,
they overload people with technical detail without considering what
information the public is ready to receive at a given time. “ Science
literacy is well-intended and education is a good thing, but it does not
necessarily help people grapple effectively with specific issues at
specific pointsin time,” said Friedman.

Science’ s most important contributions are to lead the charge on the
technical side of problem solving while informing public deliberation in
critical ways. Science can help clarify the choices the nation needs to
make. It can help people understand the implications of different
solutions and the tradeoffs involved. Public Agenda uses atoal it callsa
choice framework that presents people with a few strategic bits of
background information - “not too much, but just based on research
about what it isthat people need to begin to get into the issue.” It also
studies the framing of issuesin different ways to help people deliberate
more effectively. The choice framework “can help people learn quickly
and shift from a non-productive, circular reasoning and non-exploratory
dialogue to one where they are working off each other, thinking about
solutions, and generating really interesting questions.”

DISCUSSION

During the discussion period, Van Atta was asked how to build
institutional support for entities such as DARPA that are institutionally
disruptive. The best approach, he said, is through top-down Ieadership.
For example, the impetus for stealth technologies came from the
Secretary of Defense and depended on his vision and strategy in pursuing
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anew technology. “If you' re going to do something different, you’' ve got
to do something different.”

Broglie was asked whether DuPont has a strategy for releasing
research results into the public sphere when they do not lead to
marketable products but could nevertheless lead to important advances.
The question is difficult to answer, he said, because there are many
reasons why something might not progress through the
commercialization pipeline. However, DuPont has worked with the
Gates Foundation on crops for which it does not sell seed to improve the
nutritional quality of grains. In other cases, technical dead-ends are
publicly released to make information available that has public value.

Roberts was asked about liability considerations if amodel |eads
farmers to make a decision that turns out to be mistaken or harmful. He
agreed that for amodel to be useful as a decision tool, it would need lots
of supporting data. Also, through use the model would be refined.



IMPACTS OF RESEARCH ON THE LABOR
MARKET AND CAREER DEVELOPMENT

Several speakers during the workshop contended that the most
important influence of research isthe training it provides for
undergraduates, graduate students, and postdoctora fellows, who then
bring those experiences and skills into the workplace. Three speakers at
the workshop looked specifically at that assertion. Economic analyses
can reveal the value of these workers to the economy, while survey
results can uncover the preferences and goals of workers and employers.
However, many questions still surround the processes through which
supply and demand interact.

R AND D SPENDING AND THE R AND D WORKFORCE

In the short term, the relationship between R and D and the
workforce is relatively weak, said Anthony Carnevale, Director of the
Georgetown University Center on Education and the Workforce. But in
the longer term, the relationship can be much stronger.

Explaining the Residual

Economists explain economic growth and productivity increasesin
part by citing the development of human capital and investmentsin
physical infrastructure. But those two factors explain only part of the
growth of the economy. The residual— “between 65 and 40 percent,
depending on who you read,” Carnevale said— comes from advancesin
knowledge.

Many economists think of these advances in knowledge as being
embodied in technologies, but in fact the residual consists of everything

49
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that cannot be measured as a direct investment in the economy.
Carnevale said that he preferred to think of advances in knowledge as the
way people combine and use resources, whether human, technological,
or otherwise. So advances in knowledge include the devel opment of
Walmart as opposed to mom and pop hardware stores, not just the direct
effects of technology.

R and D Spending and Economic Growth

Connecting federal spending on R and D to these advancesin
knowledge is a difficult problem. For example, R and D directly involves
afairly limited number of people. About 1.4 million U.S. workers spend
at least 10 percent of their time doing R and D, out of atotal workforce
of about 150 million people. (The former number includes socia
scientists, although the Center on Education and the Workforce typically
does not include social scientists among workers in science, technology,
engineering, and mathematics, or STEM.) The relatively small size of the
STEM workforce explains why federal investments in research have
relatively small short-term impacts on employment.

The STEM workforce engages in both research, which Carnevale
identified as scientific investigations— and development — or the
application of scientific knowledge. While research has sometimes led
directly to technologies that are economically important, development is
amuch more important source of innovations, according to Carnevale.
“Historically, science owes awhole |ot more to the invention of the
steam engine than the steam engine ever owed to science. That is, most
of the development of economies occursin application, not in labs.” A
strong argument also can be made, he said, that the economic value from
devel opment has been growing more rapidly than the economic
development from research. “ A lot of wealth creation in the world now
has to do with process improvements, not so much invention.” Evenin
industries such as pharmaceuticals, where discoveries lead to new
products, the commercialization and distribution networks bring in much
of the new revenue.

The Growth of the STEM Workforce
The STEM workforce, which islarger than the number of people

doing R and D, is growing, said Carnevale. Today, people who work in
science, technology, engineering, or mathematics— not counting social
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scientists—represent 5 percent of the workforce, and this percentage is
increasing.

The STEM workforce represents the endpoint of along process of
attrition, Carnevale pointed out. Many people with high mathematics
scores in grade school and high school do not want to be STEM workers
and do not pursue those subjects when they go to college. Among those
who enter college declaring an interest in STEM subjects, many switch
to other mgjors before they graduate. Even among STEM majors, many
go into other careers. And among those who begin in STEM careers,
many move out of the STEM workforce, especially after the age of 35.

In part, this attrition results from opportunitiesin other fields.
Wages for STEM workers are relatively high, but the wages in other
fields associated with high test scores in areas such as mathematics are
even higher. Competencies developed in STEM fields are in demand in a
large and growing share of occupations that pay well, which translates
into many opportunities for people who have those competencies.

Also, workers who switch out of STEM fields tend to have values
and interests that are different than those associated with STEM
occupations, Carnevale said. Among STEM workers, the values and
interests recorded by industrial psychologists are relatively narrow,
whereas the values and interests in the general workforce are relatively
broad, especially for high-achieving students who have many choices.

Given these observations, said Carnevale, the United Statesis going
to have to rely more and more on foreign-born STEM workers.
International diversity is now greater than the domestic diversity in the
STEM workforce, and a healthy and productive STEM workforce will
require focusing on both sources of diversity.

SURVEYS OF GRADUATE STUDENTSAND POSTDOCTORAL
FELLOWS

Existing surveys revea valuable information about the career
trajectories of graduate students, postdoctoral fellows, and early career
scientists and engineers, but they also have many limitations. Henry
Sauermann, Assistant Professor of Strategic Management at the Georgia
Institute of Technology, profiled existing surveys and described a new
survey that he and a colleague conducted that has provided valuable
additional information.
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Existing Sour ces of Data

Several different data sources provide information on the aggregate
flows and stock of scientists and engineers. The National Science
Foundation’s Survey of Earned Doctorates, which Ph.D. recipients fill
out when they graduate, provides much valuable data and now includes
financial information such as salaries, at |east for the people who have
job offers. In addition, the Survey of Doctorate Recipients (SDR), the
National Survey of Recent College Graduates (NSRCG), and the
National Survey of College Graduates (NSCG) — NSF' s other personnel
surveys— al provide important data on the stock of intellectual capital
available to the economy. In addition, some information on postdoctoral
fellowsisavailable through the Sigma Xi survey and through the SDR.

Once students become active scientists, they begin to produce
publications and patents, which can be used to track where people go,
what they do, and the extent of their collaborations. Finally, a new
federal data collection program, STAR Metrics (discussed in detail in
Chapter 8) collects information on funding for public research and the
extent to which that funding is used to support postdocs, Ph.D.’s, or other
students.

Sauermann described what he called his“wish list” of datathat
would be very useful to have. For example, when a student reports
moving from Stanford University to a company, the move reflects alabor
market transaction. But the data do not reveal what the student or the
company wants. More information is needed on both sides to know how
well the job market is operating. On the supply side, the data might
include aspirations, intentions, and skill sets. On the demand side, what
kinds of jobs are open and what kinds of skills do firms need? For
example, an ongoing argument, said Sauermann, is over whether the
United States has too few scientists who know something about business
and who can work in larger teams and companies. “It's a question about
the match between the training that individuals receive and what is
required on the demand side.”

It is also important to understand more about how the labor market
works, Sauermann observed. Supply and demand might match in the
aggregate, but there may be great inefficiency in that process. Not every
job seeker knows all the potential employers, and not all the potential
employers know about all the people they might hire. How do students
collect information? Who tells them about different careers? To what
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extent do advisors know what an industry or government job entails? All
of these questions are important.

It also would be interesting in know more about the training
experience itself and how training translates into future career outcomes,
Sauermann said. An ideal data set would track individuals when they
enter aPh.D. program, ask them why they are seeking a doctorate, track
their learning experiences, and determine how their experiences changed
their intentions. “ Thisisreally important if you think of graduate school
as the place that trains people and socializes people into becoming
scientists.”

Current data reveal very little about people who do not graduate. Do
they consider their time in graduate school to have been wasted? Was it
good for them to realize that graduate school might not have been a good
fit? How do institutions make sel ection decisions?

Finally, current data provide little information on people who earn
doctoral degrees outside the United States, though some efforts are under
way to get more data about these individuals.

A Science and Engineering Ph.D. and Postdoctoral Fellow Survey

To learn more about the attitudes and actions of graduate students
and postdocs, Roach and Sauermann (2010) conducted the Science and
Engineering Ph.D. and Postdoc Survey (SEPPS) at 39 leading research
universitiesin the United States. They collected contact information for
30,000 individuals, conducted the survey in the spring of 2010, and had
about a 30 percent response rate. The survey focused on advanced Ph.D.
students who had passed any necessary exams and postdocsin thelife
sciences, chemistry, physics, engineering, and computer science.

One question they asked was, “ Thinking back to when you began
your Ph.D. program, how important were the following factorsin your
decision to pursue a Ph.D.?" Respondents agreed more strongly with the
statements that they were always interested in research, were curious to
learn about a specific field, or needed a Ph.D. for adesired career. They
agreed less strongly with the statement that they admired the status of
people holding Ph.D.’s, and they agreed least with the statement that they
had difficulty finding another job. Research “is a career that people
consciously choose as opposed to being forced into it because there's
nothing else to do,” Sauermann concluded. Also, although some foreign
graduate students and postdocs agreed that getting a Ph.D. offers
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opportunities to secure a visa, on average this motivation did not rank
highly.

When postdocs were asked the same question about their
fellowships, they agreed most strongly with the statements that a postdoc
would increase their chance to get adesired job and deepen their skillsin
aparticular area. They agreed moderately with the idea that a postdoc
gave them more time before deciding on a career and agreed less
strongly with the statement that they had difficulty finding another job.

When asked about their current funding sources, between 70 and 80
percent responded that they were funded by federal sources. About 60
percent got university fellowship and assistantship funding. Private
foundations were quite active, especialy in some of the fields, while
very few respondents received industry funding. Postdocsin the
biological and life sciences got fewer university fellowships and
assistantships but more industry funding.

When postdocs were asked, “How involved were you in securing
your most important source of funding?’ respondents in the biological
sciences averaged 50 points on a scale from 0 to 100, while people from
physics averaged 38, people from computer science 29, people from
chemistry 38, and people from engineering 39.

The survey asked whether their research contributes fundamental
insights or theories, or whether it creates knowledge to solve practical
problems, with people being allowed to respond affirmatively to both
questions. They were also asked whether they were interested in doing
basic research or applied research later in their careers. Among the life
scientists, people who got federal funding were much more likely to be
engaged in basic research than people who did not get federal funding.
Similarly, those getting industry funding were much lesslikely to be
engaged in basic research than those who did not. People receiving
funding from foundations were also more likely to be engaged in applied
research.

Interestingly, there was not much relationship between funding
source and career aspiration or what people wanted to do later. The only
exception isthat people who got industry funding tended not to be
interested in working in basic research later.

Two other question asked, “How much freedom do you have in
choosing your research topics?’ and “How much freedom do you
actually have in influencing the direction of your research projects?’
People with multiple funding sources reported an increased level of
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choice in terms of what they wanted to work on aswell asin terms of
deciding how they want to work on these things. The only individual
funding source that made a big difference was foundation funding, where
people felt much more freedom in their choice of research topics.
“Presumably, that’s not because the funding makes them free, but
because they have a pet project, or they’ re enthusiastic about something,
and they go apply to different foundations. . . . In that sense, foundations
seem to provide alot of freedom— not because people get their money
first and then choose but because they choose first.” In contrast, industry
funding tends to have a slightly negative impact on freedom, but only for
postdocs.

Finally, the survey asked about the types of jobs respondents found
most appealing, whether teaching at a college or university or doing
research at a college or university, agovernment research institution, an
established firm, or a startup (Figure 6-1). Most of the respondentsin the
life sciences wanted to have afaculty R and D job, with 50 percent
finding that the most interesting career. Physicists and computer
scientists rated that option even higher, but chemists and engineers had
less interest in afaculty R and D position and more interest in R and D
jobs at established firms. People who received industry funding were less
interested in afaculty research career and more interested in working
either for a start-up or for an established firm.

The experiences people have during their education shape their
involvement in the labor market, Sauermann concluded. “We need to
understand more of what these labor market processes |ook like to see
how we can direct or change, if we want to, these labor market
outcomes.”

THE COMPLEX NETWORK OF SKILLSAND INVESTMENTS

Recent discussions of U.S. science and technology policy have
emphasized the concept of global competitiveness. As James Evans,
Assistant Professor of Sociology at the University of Chicago, pointed
out, this concept inevitably poses the question: What is a globally
competitive STEM workforce, and how does the government best invest
in developing this kind of workforce?
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FIGURE 6-1 When postdoctoral fellows were asked “Please rank the following
careers from most likely to pursueto least likely to pursue,” Ph.D.’sin the
biological and life sciences, physics, and computer science were more likely to
favor faculty teaching jobs, while chemistry and engineering students were more
likely to opt for jobs with established firms.

SOURCE: Sauerman, 2010

Competitiveness as Size

One framing emphasizes the much repeated concerns about the
supply or size of the STEM workforce. For example, in a 2007 op-ed
article in the Washington Pogt, Bill Gates wrote, “Demand for
specialized technical skills has long exceeded the supply of native-born
workers with advanced degrees, and scientists and engineers from other
countriesfill this gap. Thisissue has reached a crisis point.” Thisframing
produces a one-dimensional indicator of competitiveness that isfairly
easy to measure, said Evans. However, with only 5 percent of the world
population, the United States inevitably will drop below the 35 to 45
percent of global science and engineering activity that it retained through
the end of the twentieth century. Asthe world continues to develop, more
countries will be producing more scientific activity, and these scientists
will receive more publications, more citations, and more attention.

Existing measurements of the STEM workforce are closely cued to
size, Evans observed. Inputs to the workforce include the gross amounts
spent on training grants and an unknown proportion of research grants
spent on personnel in training. Outputsin surveys such asthe SED, SDR,
and STAR Metrics are the numbers of doctorates, the sectors of their
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jobs, their incomes, and self-reports of activities and outcomes (such as
articles and patents). Given these measures, it isimpossible to assess the
efficiency with which the system matches inputs with outputs.

Competitiveness as Efficiency

Another framing isto think of competitiveness in the STEM
workforce as efficiency in producing a sufficient supply of the skillsin
demand. From this perspective, the United States can be seen as the most
efficient investor in science and engineering skill. Wages for STEM
workers have been largely flat, said Evans. Reports of low supplies of
scientists and engineerstypically come from hot industries and from
potentially self-interested parties, suggesting that there is no undersupply
of skill. In fact, there may be an oversupply of skill or an oversupply of
the wrong types of skill.

This framing leads to a more nuanced concern about the efficiency
or the relevance of training investments in the STEM workforce. From
this perspective, the relevant inputs are the size of the training
investments and the relevant outcomes are the incomes of STEM
workers, assuming that the market is clearing. But to make such an
assessment, improved measurements would be needed. The first such
improvement would be the educational components of research grants.
The second would be improved information about STEM workers, such
as some of the information described in the previous presentation.
Measurements of efficiency also would require a better sense of
preferences to judge the elasticity of individual human capital
investments. For example, how much isit worth for studentsto have
control over the subject of their research? Some natural experiments have
yielded information on this issue. For example, when the size of a
research grant goes up, the student response goes up in an approximately
linear fashion. But real experiments should be organized, Evans said,
because the presence of confounders can make natural experiments hard
to interpret.

The problem with this framing is that it typically responds to past
rather than future labor needs, Evans noted. For example, this
perspective has motivated initiatives such as the Alfred P. Sloan
Foundation’s advocacy of programs that award the professional science
master’s as aterminal degree. But this effort may undervalue the
doctorate, even if society or U.S. companies benefit more from a
doctorate than does the recipient of that degree.
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Competitiveness as Quality

A third framing equates competitiveness with quality. From this
perspective, the United States can be seen as the elite global supplier of
science and engineering skill, Evans observed. Thisindicator of
competitivenessis very difficult to measure because it has such ahigh
dimension. It also renders obsolete the idea of thinking about
competitiveness in terms of alabor market. Instead, actual skills and
their actual and potential value must be considered within the broader
system of innovation. Researchers and their contributions can no longer
be treated as independently and identically distributed. Even bibliometric
methods are inadequate, because particular articles and patents fit within
the system in certain places, and understanding those placesis the key to
the alocation problem. “When we open the box of content, instead of
just measuring the numbers of papers, we have to look at the papers, we
have to look at the content, and it’s a daunting exercise.”

Coauthorship and citation networks are one way to measure the
contributions of individuals, though “it’ s not clear how much insight”
they can produce, said Evans. Authors and papers can be identified as
more central or more peripheral. Visualization techniques al'so make it
possible to determine how clusters are linked together to form modules
in a network. In addition, natural language processing and machine
learning can increasingly discern the landscape in millions of papersto
identify features of those landscapes. Together, these techniques “can
give us a much richer and more powerful view of the value of
investments,” said Evans.

Doctoral STEM Education

Students who undergo a doctoral education emerge with a
specialized set of skills and techniques, including meta-techniques, such
as being able to design aresearch project. This observation raises several
linked questions; What isthe role of deep, specialized knowledgein
exploring new knowledge or skills? What isthe role of social networks
developed or entered into through education in spreading knowledge or
skills? And what is the role of interdisciplinary laboratories in managing
novel combinations of knowledge or skills?

Evans studied these questions through an investigation of almost

20,000 publications involving Arabidopsis thaliana (a small flowering
plant used as a model organism) in which he identified principal
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investigators, organizations, subfields, countries, genes, gene products,
methods, and metabolites used. He found that the more persistent
researchers were within these identified terms, the more central they
were within the coauthorship network. At the same time, with these
researchersit was more likely that industry collaboration and funding
would influence their work to become more theoretically unexpected. In
essence, government sponsorship encouraged validation and moved work
toward the center of the network. Industry sponsorship encouraged
novelty and pushed work toward the periphery of the network.

“This suggests an interesting and important complementarity
between government and industrial efforts,” Evans concluded.
Governments sponsor hubs of knowledge, while industry involvement
encourages the exploration of high-value novel combinations.

Network analysis of geographic localization also has shown that
knowledge flows within communities and within firms. Furthermore,
many ties in the biosciences are formed through doctoral committees and
communities.

The important point, concluded Evans, isthat analysts need to look
beyond labor markets to the relative values of skilled people.
Investigating this issue will require linking individuals and their
preferences with the papers and patents they produce. “ Labor market
issues cannot be separated from the content of science.”

DISCUSSION

In response to a question from a workshop participant about the
importance of the arts and humanities in generating economic value,
Evans noted that he was very interested in the complex combinations of
STEM knowledge and the arts and humanities in such areas as design.
“It's silly to cordon those things off in the context, especially, of industry
and productivity.”

Sauermann added that many people do not work in thefield in
which they studied, and these numbers are especially low for the social
sciences. “Many people are studying stuff they don’'t use. Maybe that’'s
by choice. Maybe not. Again, | think it would be interesting to know.”

A workshop participant asked about the tendency of professors to
train students for positions in academia rather than industry, to which
Sauermann replied that some faculty members are very active in industry
and have their students work on industry grants. However, in a separate
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survey, he asked students what level of money, freedom, equipment, and
so on they expected to have in different kinds of careers, and many more
students marked “Don’t know” when asked about start-ups and
established firms than when asked about academia. “ It could be that they
don’t search it out because they don’t want to be in industry. [But] there
is probably less information out there.”

Carnevale added that the U.S. Department of Education is
supporting the development of an online system that will collect
information on all transcripts of students, including those in college and
graduate school, and connect that information to wage records supplied
by every employer in America. Currently, in 26 states, astudent in a
Ph.D. program in physics can find out how many of last year’'s graduates
got ajob, whether it was in physics, what their wages were, and the
duration of their employment.



INTERNATIONAL PERSPECTIVES ON
MEASURING RESEARCH IMPACTS

Measuring the impacts of research ranges from studying broad
changesin public policy to tracking the influence of a certain research
paper on subsequent publications in that field. Some of the newest
techniques marry on-line data collection and databases with analytic
tools, yielding a nuanced picture of research outcomes and the influence
of funding dollars. At the workshop, speakers from the United Kingdom
(UK), the European Union (EU), and Brazil shared some of their
thoughts on recent evaluation methods and future goals. Measuring the
effectiveness of research isagrowing field precisely because of the
scarcity of resources and the need for policy makers to demonstrate
returns on investments around the world.

MEDICAL RESEARCH COUNCIL EVALUATION SYSTEM

The United Kingdom Medical Research Council (MRC) provides
government funding for public, private, and university research in the
United Kingdom. Science funding in the UK comes from the
government, the private sector, and charities, and universities function on
adual support system, where money for staff and infrastructure comes
from higher education funding councils and research councils designate
funds on a project and program basis. lan Viney, Head of Evaluation for
the London-based MRC, outlined the council’ s efforts to measure and
influence research impacts.

The MRC isfocused on collecting comprehensive evidence
regarding the progress, productivity, and quality of research output;
supporting studies along the lines of those funded by the National
Science Foundation’ s Science of Science and Innovation Policy Program
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(SciSIP); encouraging researchers to maximize their “ pathways to
impact”; and adding the assessment of impact as a factor in allocating
new funds to UK universities. In 2006 the MRC started using an online
system called e-Val. The system, which replaces end-of-grant reporting,
requires grant recipients to make online reports each year, resulting in
structured feedback over the lifetime of a grant rather than along report
at the end summarizing years of progress. The evaluation is designed to
track how scientists are influencing policy development and contributing
to new products and interventions. In building the evaluation, the MRC
asked questions intended to yield hard evidence of impacts, outcomes,
and output, in addition to traditional tracking of papers and patents.

In two years of data gathering, more than 3,000 researchers have
participated. The system has collected 70,000 reports representing
feedback on £2 billion of MRC funding, or 92 percent of MRC
expendituresin the last four years. In 2010 the evaluation provided
details on 5,000 active collaborations. Since 2006, MRC researchers
reported over 130 citations in policy documents, 360 new products and
interventions in development, 200 published patents, and 37,500
publications.

The online evaluation system helps the MRC link research outputs
with the social, economic, and academic impacts of research. For
example, one study done by the Health Economics Research Group, the
Office of Health Economics, and RAND Europe (2008) focused on the
return on investment for research on cardiovascular disease and mental
health. Combined with data from e-Val, the study built a strong
guantitative argument for investment in medical research in time for the
change of party control of government in 2009 and the subseguent
review of all government spending.

Monitoring policy citations and the influence of scientistsin policy
helps track progress over time and demonstrates how research translates
to clinical practice, said Viney. The evaluations also have given context
to case studies, which the council often usesto illustrate to the
government the benefits of MRC funding. But it is not easy to encourage
researchers to think about the ultimate objectives of their work and how
to maximize their impact. Viney pointed out that the medical community
is somewhat more accustomed to this, while other disciplines are more
resistant.

The Research Councils UK (RCUK), which is made up of seven
UK research councils that together allocate £3 billion each year to
research, is keen to maximize the economic, academic, and societal
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impacts of research, and the councils are including information on these
impactsin all of their funding applications. They ask researchers not to
predict what the impact will be but simply to consider enhancing the
potential influence of their research. A peer review process, “Pathways to
Impact,” is also designed to further this goal.

The Higher Education Funding Councilsin the UK, which allocate
£2 billion to university research every year, have moved in asimilar
direction. Due partly to pressure encouraging the Higher Education
Funding Councilsto look more closely at impacts, they implemented the
Research Excellence Framework, which assesses research outputs,
impacts, and the research environment at each university. The framework
splits disciplines into units of assessment, defined as substantive bodies
of research in coherent discipline groups. There are roughly 30 units of
assessment. A pilot using expert panels to assess impact at 29
universities, with each university submitting case studies for two units of
assessment, was considered quite successful. The panels found waysto
assess the validity and significance of impacts across diverse disciplines,
including clinical medicine, physics, earth systems, social work, and
English literature. The panels will contribute 20 percent to the overall
REF assessment, with the goal of increasing that contribution after 2014.

In the government’s 2010 Comprehensive Spending Review, the
MRC'’ s evaluation helped protect the medical research budget in real
terms until 2014 while the overall science budget received no inflation
increase. For the MRC, thisis atangible example of evaluation
influencing policy, Viney said. Other funding agencies are now looking
at waysto imitate e-Val, and discussions are under way to harmonize and
rationalize the data collection process with aview of generating a more
UK-wide view of research output. Plans are also under way to
commission more work on estimates of spillover benefitsin the UK,
rather than borrowing from U.S. estimates. Viney concluded that the
government is focused on economic growth and leveraging investment,
and the importance of describing, understanding, and ng impact is
becoming more widely accepted in the UK.

MEASURING IMPACTS OF RESEARCH FUNDING IN THE
EUROPEAN UNION

When evaluating research, it isimportant to compare old and new
approaches. Brian Sloan, Directorate-General for Research and
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Innovation for the European Commission, discussed various forms of
evaluation in the context of the European Union Framework Program,
which supports European science, technology, and competitiveness. The
program is designed to complement national programs, focusing on areas
where national funding may not reach, and to encourage cooperation and
coordination between countries. The program allocates funding for
transnational research projects, and also for mobility so that researchers
are able to travel from one country to another.

The current Framework Program, the seventh since 1984, has a
budget of 50 billion Euros, or approximately $70 billion, whichis7to 8
percent of European R and D funding. There are four components:
Cooperation, Ideas, People, and Capacities. The Cooperation piece
funds transnational research consortia. |deas funds national teams that
compete across the European Union. People funds mobility. Capacities
provides funding for infrastructure. Within each of these divisonsisa
range of different science and technology fields.

Traditional methods that the Framework Program has used to
evaluate the impacts of research include interviews, surveys of program
participants, and expert panels. But Sloan pointed out several challenges
inherent in these methods. Surveys can be a burden to participants,
especially when long and detailed answers are required. This can
influence the quality of their response. Response bias and partial
responses are also a concern. In addition, because most research projects
have various funding sources, it can be difficult to attribute specific
findings directly to EU funding. While these methods are till quite
valuable, it isworthwhile to look at new approaches.

New methods include what is called linking and ex-ante modeling.
Until recently, it was difficult to identify recipients of EU funding by
linking into bibliometric databases, but in 2009 it became possible to
search grant activity and funding acknowledgements in the Web of
Science database and therefore accurately identify not only program
participants but their affiliates. Using the database in this way allows for
assessment of research output and comparison with other projects,
national averages, and world averages. Thereis also a built-in control
group, which islacking in surveys or participant interviews. Using
bibliometric data, it is possible to map co-publication or track which
disciplines publish most within the various programs.

Thistype of evaluation is particularly relevant for the Framework
Program, as one of its goals is to measure the results of funding against
other transnational endeavors. It is also possible to measure the effects of
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distance or language on collaboration, and evaluate whether the program
is succeeding at connecting people and regions that would not otherwise
be brought together.

Another approach the program took was linking with the
Community Innovation Survey, a harmonized questionnaire that surveys
40,000 firms across 30 European countries. The survey looks at
innovative outputs and activity, R and D spending, patents, cooperation,
and new products. Included in the survey were gquestions asking whether
firms had received any EU funding from 2002 to 2004 and whether they
had participated in the Framework Program. The responses provided
crucial datathat could then be used to compare Framework Program
participants with other researchers, controlling for variables such as
company size and sector, and discern whether the program increases
collaboration and productivity.

The commission aso found ex-ante evaluation to be a useful tool
when applied to the Framework Program. The European Commission
produces an ex-ante impact assessment report each time it devel ops new
funding programs, explaining what problem is being addressed, why the
government and in particular the EU must intervene, the objectives of the
program, and what policy options have already been considered. For
each option, the assessment also includes predictions of economic,
social, and environmental impacts.

Using an econometric model, the commission used a similar
approach to assess macroeconomic impacts of the seventh Framework
Program up to 2030 under various scenarios. The model predicted effects
of the program on exports, imports, research, GDP, employment, and a
range of other indicators. Again, like bibliometric data, this approach
alowed for comparisons and manipulation of data, aswell as bringing up
potentially interesting and important developments that may not
otherwise have been recognized.

Ex-ante evaluation and linking provide another angle on measuring
research outcomes and impacts. Because official statistical surveys
provide such alarge amount of reliable data, sophisticated analyses can
be done of networking effects that cannot be captured from participant
surveys. Sloan emphasized the potential of such approachesto yield
further progress in the future.
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MEASURING IMPACTSOF SCIENCE, TECHNOLOGY, AND
INNOVATION INVESTMENTSIN BRAZIL

Brazil’s Marcio de Miranda Santos, Executive Director of the
Center for Strategic Management and Studiesin Science, Technology,
and Innovation, explained why quality data and a good information
gathering system are invaluable for evaluating research impacts and
outcomes. A comprehensive information infrastructure that facilitates
evaluation of research is difficult to build, since many types of
information are necessary for athorough evaluation, including data on
individual researchers, projects, collaborations, R and D networks,
research institutions, and public agencies. The system has to be adaptable
and able to handle the complexity of arange of inputs. Santos described
Brazil’ s strategy for building such a system.

Several principles are guiding the center’ swork. Oneisto expand
on what is already available. In Brazil, this means linking data from
sources such as the National Council for Science and Technology, the
National Agency for Industrial Development, various innovation
agencies, projects, and dissertations. The data requirements must be
designed not just for government needs but to provide access and
functionality for science, technology, and innovation participants as well.
An effective program will rely on traditional software engineering
methods as well as knowledge engineering and e-government
approaches.

The Lattes platform, which Brazil has been using since 1999, holds
program information in a database that currently contains over 2 million
curriculavitae (CVs) and is updated every three months on average. In
2008 the Center used it successfully to do an ex-ante evaluation of
networks that had submitted proposals to the National Institutes of
Science and Technology program (INCT). The program aims to promote
networks among research groups and individuals, internationally
competitive research, high-quality Sand T development, and joint use of
laboratories by universities and companies. The program also will
contribute to improving education standards at al levels.

Using Lattes, the Center took snapshots of information from
individual CVs and from the INCT program as a whole and analyzed that
information to determine the success of the program. A snapshot of one
project from 2008, with 25 people in the network, provided data on co-
authorship of papers, researchers who shared advisors, and participation
in other projects and committees. The Center then used Innovation
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Portal, an electronic service designed to link information from different
data sources, to follow shifts in project networks and collaboration. For
example, three scientists working on the first project were not co-authors
at the time the proposal was submitted, but by 2011 they had begun to
produce papers with other project participants.

Another example comes from the Brazilian Academy of Mechanical
Sciences and Engineering, which was interested in identifying the
weaker departmentsin mechanical engineering in Brazil. Researchers
used L attes to examine the distribution of knowledge within mechanical
engineering, based on the number of publications produced by each
scientific domain. They broke down the field into smaller subdomains
and pinpointed weaker areas where reinforcement would be useful. This
methodology allowed public decision makers to not only identify weak
spots but also track improvement, measure the impact of research
investments, and make decisions on how to further improve the system.

The advantages of an integrated national platform such as Lattes are
substantial, said Santos. It allows efficiency in both ex-ante and ex-post
evaluation processes, increased transparency, and increased community
participation. Research institutions, individuals, and firms are able to
access the Lattes platform aswell, so it is an open system not limited to
the government, and groups become aware of their own progress and that
of other teams and programs. Some areas are still weak, but the center is
currently developing a system to incorporate more information from the
private sector in particular, which is one of the largest gaps.

“[The platform] facilitates the participation of the scientific
community,” said Santos. “If the scientific community knows what’s
going on, it will be better for national federal agenciesto interact and
alow for the community to participate, because they know they have
access to information.”

DISCUSSION

During the question period a participant asked Viney how the U.K.
Medical Research Council (MRC) convinces grantees to participate in
the e-Va system, since it is more time consuming than end-of-grant
reporting. Viney explained that the MRC has been successful at getting
increased government funding using data from the e-Val, which they can
use to leverage participation since the research community is able to see
the impact of providing such detailed reports. The e-Val isalso
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mandatory for new grants, so participants must comply if they want to
receive MRC funding in the future.

Responding to questions about how the impact on policy is
measured, Sloan explained that the Framework Program has attempted to
study the impact of their projects on policymaking by questioning
participants, but has not done citation analysis of policy documents.
Viney said that the MRC has |ooked at where MRC research is cited,
paying particular attention to which documents are more influential and
tracking any resulting policy changes.

A workshop participant asked about the European Commission’s
guarantee fund, where some money is held back until participants fulfill
the requirements of the grant, and whether surveys must be completed in
order to receive that money. Sloan said that it depends on how strongly
the requirements are enforced, but that much of what isasked is
voluntary.

In response to a question asking whether a clear policy isin place
requiring researchers to acknowledge their funding when they publish a
paper or develop a patent, Viney said that analysis of citations and
publications is based on the most reliable data possible. He said that
research councilsin the UK do require a standard type of
acknowledgement in publications, but that the MRC could potentially do
a better job working with publishers and checking compliance. Santos
added that in Braxzil, there are policies for federal agency funding and
some state funding, but there is room for improvement so that their
system is able to capture exactly who funded what.



EMERGING METRICSAND MODELS

Continuing progress in measuring the returns on research
investments requires new metrics and models to analyze how the inputs
to research are converted into both short-term outputs and long-term
impacts. NSF Director Subra Suresh provided the context for this
discussion in a lunchtime keynote address that described five themes
guiding NSF sinvestment decisions. Two separate sessions at the
workshop included seven speakers who examined specific tools and
approaches, from the creation of a science policy infrastructure at NSF to
visual analytics that can probe data sets for unexpected findings.

ASSESSING RESEARCH AT NSF

Traditional measures of research outputs provide only a partia
picture of the state of scientific research in the United States, said NSF
Director Subra Suresh during his keynote address at the workshop. For
example, if the percentage of scientific publications were extrapolated
into the future based on the trends of the last few years, China's
percentage would surpass that of the United Statesin 2013 or 2014.
Publications are only one metric, Suresh acknowledged, and their impact
is amatter of debate, but “agencies like NSF are looking at the
significance, or lack thereof, of these kinds of metrics.”

Taking a different metric, the United States led the world until 2000
in R and D expenditures as a fraction of GDP. But in that year three
major competitors —Germany, Japan, and South K orea— surpassed the
United States, and several smaller countries have done so since. Other
countries, such as China and Singapore, are investing very heavily in
science and engineering research.

69
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With the increasing globalization of research, metrics of the United
States' competitive edge will inevitably change. But such changes raise
the question, said Suresh, of “what kind of metrics do we put in place so
that we can position ourselves most appropriately for the future?’

At the National Science Foundation, this question should be
considered within the context of five broad themes that are guiding the
agency. First, science has entered what Suresh called a* new era of
observation.” Digital technologies make it possible to generate data at an
unprecedented pace. These data, along with new computational tools, are
creating both tremendous excitement and new problems. NSF is devoting
considerable effort to the development of cyberinfrastructure that can
take advantage of these opportunities and solve the problems. In
particular, cyberinfrastructure provides new capabilities for assessment
of research. For example, the agency is asking what kinds of capabilities
it can put in place in situations where the research community uploads
data and information automatically. Researchers already have many
responsibilities, and NSF has to be careful not to impose unfunded
mandates on the community, said Suresh. But cyberinfrastructure makes
it possible to store, integrate, sort, extract, and permanently archive
information. How can this information best be used while protecting the
integrity and confidentiality of the scientific process, Suresh asked. How
can NSF work with other federal agencies and with its counterparts
around the world to use thisinformation to move science and education
forward?

A second important opportunity, according to Suresh, isto integrate
data and ideas from the social sciences and from the natural sciences. As
an example, Suresh described NSF-sponsored research that identified the
potential economic benefits of auctioning off portions of the
electromagnetic spectrum. The 2012 federal budget projected that such
auctions are expected to yield approximately $28 billion over the next
decade, with $10 billion of that being set aside budget deficit reduction.
“That's atangible contribution to policy of social sciences research
sponsored by NSF some 20 years ago,” Suresh said. The socia sciences
research being sponsored by NSF offers many similar opportunities to
leverage natural sciences research. In the context of clean energy, for
example, Suresh has been talking with officials at the Department of
Energy on how social, behavioral, and economic research sponsored by
NSF can contribute to research supported by the department.

A third opportunity is to expand research partnerships both within
the United States and internationally and through people exchanges as
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well asvirtually through digital technologies. As NSF lacks the
capability to engage in multiple bilateral relationships with many
countries, Suresh has been exploring how NSF can work with private
foundations and with multilateral bodies such as the G20 countries to
enhance international cooperation.

Suresn’ s fourth theme was the need to continue investing in the
development of human capital, especially the STEM workforce, not just
for the United States but for the world. Since 1952, Suresh noted, NSF
has funded 46,000 graduate research fellows. In 2010 it doubled the
number of graduate fellows to 2,000 per year and kept the number at
2,000 in 2011. In addition, the stipend was increased from $10,500 to
$12,000, and NSF’ s goal isto sustain that level of support into the future.
NSF's' initial graduate fellows would be well into retirement by now.
How were their careers shaped by NSF' s support? Have the fellowships
helped women and underrepresented minority groups over the past 58
years? What effect have career awards and young investigator awards
had on researchers? New computer technol ogies could gather
information to help answer some of these questions and shape human
capital policieswithin the financial constraints expected in the future.”

A fifth theme was the need to measure the impacts of NSF funded
research intelligently and over along period of time. Although a good
deal of the research NSF funds has purely scientific motivations, some of
it has helped generate entirely new industries making significant
contributions to the economy, Suresh observed. How can NSF help
match the products of research with the needs of the marketplace without
taking money away from fundamental research? How can the agency
reconcile the short-term economic focus of the country and its elected
leaders with the long-term benefits of basic research? How can NSF best
articulate the benefits of basic research funding over the course of
decades for the American public and the global society? Suresh
suggested that a possible model could be the studies of higher education
institutions’ contributions to the economy of the Boston area. He also
cited the number of startup companies that have emerged in part from
NSF-funded nanoscience and engineering centers. In addition, he
recounted physicist Michael Faraday’s response to William Gladstone
when asked about the practical value of electricity. Faraday replied, “One
day, sir, you may tax it.”

Suresh concluded his remarks with an invitation to workshop
participants to make suggestions to NSF on its policies and programs:
What new kinds of programs need to be put in place to take advantage of
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current opportunities? Should NSF' s merit review process be changed to
recognize truly transformative multidisciplinary research? Can NSF
promote family-friendly policies that will enable women in much greater
numbersto join STEM workforce? Such input “would be enormously
helpful,” Suresh said.

THE STAR METRICS PROJECT

In 2005, OSTP Director John Marburger observed at aAAAS
policy forum that he found it very difficult to provide an evidence-based
answer to the question, “How can the federal government optimize its
investmentsin science?’ An interagency working group under the title of
Science of Science Policy came to a similar conclusion in 2008, noting
that no solid theoretical and empirical basis exists for deciding the level
or alocation of scientific investments.

Those observations, along with the establishment of the Science of
Science and Innovation Policy (SciSIP) program at NSF, culminated in
an initiative to build a data infrastructure that would help answer the
questions posed by Marburger and the interagency group. SciSIP
Director Julia Lane described this system, known as STAR Metrics, at
the workshop.

The Motivation for STAR Metrics

The motivation behind the system is threefold, said Lane. First, a
principle of good government is that officials should be able to document
the results of government spending. Instead, she said, most agencies are
unable to document what researchers are supported, et alone what are
the results of their work. Second, agencies need to be responsive to
stakeholders, and the Office of Management and Budget, Office of
Science and Technology Policy, and Congress are all asking for data.
Third, the utility of the data requires new analytical approaches and the
use of cutting edge technologies. “Relying on manua and burdensome
reporting simply doesn’t make sense.”

What isSTAR Metrics?
STAR Metricsisafederal and university partnership to document

the outcomes of science investmentsto the public. It isan OSTP
initiative partnering with NIH, NSF, DOE, and EPA that is divided into
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two phases. Phase 1 involves establishing uniform, auditable, and
standardized measures of the initial impact of ARRA and base budget
science spending on job creation. Phase |1 calls for the collaborative
development of measures of the impact of federal science investments on
the creation and diffusion of scientific knowledge (through publications
and citations), economic growth (through patents, start-ups, and other
measures), workforce devel opment (through student mobility and
employment), and social outcomes such as health and the environment.

This represents what Lane termed a* sea change” from the current
datainfrastructure on public science. For 50 years, the science agencies
have essentially been proposal processing and award administration
factories, she said. They apply labor and capital to the receipt of
proposals, the awarding of grants and contracts, and the management of
their performance. The proposal or award is not a behaviora unit of
analysis but an intervention. The behavioral unit of analysisisthe
individual scientist. Thereisapressing need, said Lane, isto restructure
the data system to “look at the human beings who are affected by science
funding and try to explain their behavior.”

Nevertheless, observed Lane, it makes less and | ess sense to talk
about the outcome of an individual award. Increasingly, the relevant unit
of analysisisacluster of researchers, ascientific field or subdiscipline,
or an entire research agenda. In addition, principal investigators typically
get funding from a stream of activities, so being able to identify the
incremental impact of an individual award is extraordinarily difficult.
This hasimplications for the structure of the data within the agencies.

“Y ou have to capture the activities of the scientists over their entire
period of activity, not just the period of the award.” Finally, the
outcomes of many awards occur long after the administration of the
award. Unless this long-term benefit is measured, the impact of a
scientific investment will be under-estimated.

Capturing Data

In the twenty-first century, almost all scientific activity occurs
electronically, yet reporting of scientific activitiesis often still done
manually. “ Submitting data that are in PDF format that are unstructured
and unsearchable means that you miss enormous amounts of what’s
going on,” said Lane.

In phase |, the STAR Metrics program sought to capture who is
being supported by scientific funding without burdening researchers. It



74 MEASURING THE IMPACTS OF FEDERAL INVESTMENTSIN RESEARCH

did that by using the internal administrative records of researchers
institutions to capture that information as it flows from one place to
another. STAR Metrics receives 14 administrative data el ements from
awards, grants, human resources, or finance systems on a quarterly basis.

Phase | began with a pilot project at six institutions. Since then, 75
institutions have joined on a voluntary basis. The data need not be
personally identifiable.

As an example of the information that can be generated in phase |,
Lane cited data on full time equivalent (FTE) positions. The datayield
quarterly reports on FTE jobs generated by ARRA, total FTE jobs and
positions, FTE jobs generated through subawards and among vendors,
and jobs generated through overhead payments. “For the first time, for
each ingtitution, we' re able to document how many people are
supported,” Lane said. Faculty are only asmall proportion - about 20
percent - of the FTEs that are supported. Support services, graduate
students, postdoctoral fellows, undergraduate students, and others
represent 80 percent of the supported positions. An FTE may represent
several supported students. The data also make it possible to calculate the
total number of individuals supported by research funding, along with
the number of positions supported outside universities through vendor
and subcontractor funding. “Not asingle Pl lifted a pen or typed a
keyboard to enable usto pull thisinformation, yet the information is very
powerful and can be used to inform federal and state lawmakers.”

Future Plans

The next step in STAR Metrics' development is to develop the main
features of the phase Il platform that will compile information from
individual researchers, commercial publication databases, administrative
data, and other sources to capture as much information about scientific
activities as possible. Federal policymakers, agency officials, research
institutions, and investigators “will have a common and coherent system
of understanding what they’ re doing and the impact of what they’re
doing,” Lane said.
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RECONSTRUCTING NETWORKS OF DISCOVERY

The media have been questioning the return on federal research
investments, noted Stefano Bertuzzi from the Office of Science Policy
Analysisin NIH’s Office of the Director. A 2008 article in Newsweek
concluded that “judging by the only criterion that matters to patients and
taxpayers— not how many interesting discoveries have been made, but
how many treatments for disease the money has bought— the return on
investment to the American taxpayer has been approximately as
satisfying asthe AIG bailout.” A more recent article in Nature entitled
“What Science Is Really Worth” ran under the tagline, “ Spending on
science is one of the best ways to generate jobs and economic growth,
say research advocates. But the evidence behind such claimsis patchy.”

Building an Empirical Framework

Continuing the discussion of STAR Metrics, Bertuzzi described it as
away of combining and linking input measures with economic,
scientific, and social outcomes. For example, when a new discovery or
technology is licensed to a company, the license represents areturn on
research investments. STAR Msfrics would “unpack what isinside the
black box of thelicensing,” said Bertuzzi.

Bertuzzi demonstrated a prototype tool based on the discovery of
drugs for rheumatoid disease. These are transformative drugs that can
seem to bring people back from near death, and they generate billions of
dollarsin sales each year. Using information from STAR Metrics, it is
possible to trace the devel opments that led to these drugs using the
scientist as the unit of analysis.

The scientific story began with fundamental research on
inflammation, which led to the discovery of tumor necrosis factor (TNF).
Further research on molecular mechanisms involving TNF gave rise to
several different drugs that work in different ways to reduce
inflammation.

STAR Metrics data show the levels of public and private funding
for this research as based on funding attributions in publications related
to TNF. Funding began largely in the public sector at NIH and then
decreased over time as private funding increased. The dataalso yield an
interactive website that presents a timeline of milestone events that led to
the approval of specific drugs. Clicking on an event in the timeline
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produces alist of the scientists involved in publishing key papers.
Clicking on the paper pulls up abrief CV along with highlights of the
discovery and funding sources. Further links connect scientists with
patent databases and other information.

The links among scientists, discoveries, publications, patents, and
other information form networks that allow the process of discovery to
be visualized. Interactive websites make it possible to explore the
network to uncover collaborations, institutional connections, linked
events, and other aspects of innovation. “We will be able to collect,
through federal-wide profiles, what the scientists themselves tell about
their stories, their interests, and their discoveries,” said Bertuzzi. STAR
Metrics will make it possible to “disentangle and unpack all the
complexity of the network that eventually led to that particular
discovery.” A potential practical application would be to look for the
common features of successful discovery processes and then try to
replicate them.

CREATING KNOWLEDGE FROM DATA

The outputs of research historically have been viewed as consisting
of papers, patents and human resources, noted lan Foster, Arthur Holly
Compton Distinguished Service Professor and Chan Soon-Shiong
Scholar at the University of Chicago. Papers document ideas, patents
establish ownership rights, and human resources constitute people who
aretrained in ideas and in methods.

Today, said Foster, large amounts of human intellectual capital are
being captured in other forms— especially as data and computer
software. These resources also capture ideas and methods that can be
transferred from one person to another. Such resources have been
growing explosively. In 2001, according to an annual report from the
journal Nucleic Acids Research on the number of publicly available,
high-quality databases in molecular biology, there were 96 molecular
biology databases. In 2010, there were 1,070, and in 2011 there were
1,330. Some of these databases have tens of millions of entries and
billions of bytes of nucleic acid information. “Historically, we might
have thought of people as conducting an experiment, writing it up, and
putting the results into a paper which other people would read, build on,
and perhaps cite in their publications. Clearly, consulting databases
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rather than the literature has become a primary means of accessing the
work of other investigators.”

In addition, an expanding set of online services provide access to
software. “Web services’ is aterm often used to refer to the software that
is made available over the internet by standardized protocols. One
registry lists 2,053 services provided by 148 providers. Some of these
provide very simple functions, but others provide sophisticated
computational capabilities to scientists who otherwise would not have
access to them. Furthermore, many of these services are made freely
available to others, often through large development and distribution
communities. “ Data and software are two types of resources that are
becoming fundamental to how people do science, and they are being
shared in ways that are very different than just afew years ago.”

New methods are needed for evaluating these resources, said Foster,
including their impact on the research process as well as on downstream
activities such as jab creation, patenting, and the formation of
companies. The fact that these resources are digital makes such
evaluations somewhat easier, because accessing an electronic database or
piece of software involves adigitally mediated transaction and can be
logged and analyzed in the future. Collective analysis of these
transactions, along with more conventional metrics, also can reveal the
ways in which knowledge is integrated. For example, the MyExperiment
project seeks to make the sharing of computational procedures, data, and
software as easy as sharing images on a socia networking site. The site
also makes it possible to share workflows and reports on how often they
are used and for what purpose. “We can look not only at how people
interact with people via publications but also how software interacts with
data and data with software and people with software and data.”

The STAR Metrics program also seeks to capture research activities
and outputs in the form of a distributed database. In that context, it
becomes possible to automate many administrative tasks such as creating
biosketches, progress reports, final reports, and tenure reviews.

In this and other ways, researchers derive tremendous value from
such platforms, said Foster. Researchers are as interested as evaluatorsin
the connections between different knowledge bases. A system that links
all research outputsto al relevant research inputs would be invaluable to
researchers who are trying to determine which pathways have not been
explored and should be pursued, which research strategies are most
useful, and how a particular research problem has been tackled in the
past. “With luck we will find, asis often the case in science, that the very
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activity of observing something will change the activity that we are
observing, and accelerate its process.”

MEASURING THE IMPACT OF STAR SCIENTISTS

Measuring the impact of research requires along-term view, said
Lynne Zucker, Professor of Sociology and Policy Studies at the
University of California, Los Angeles. The short-term impact can be
much smaller than the long-run impact. To see these long-term impacts,
said Zucker, “ten years out is about the minimum, in my experience,
from having done alot of evaluations of programs for the University of
Cdlifornia system and for the Advanced Technology Program and other
programs.”

Many new ideas are embodied in those who conceive them. People
have high amounts of tacit knowledge, and they can transmit this
knowledge to others. People who have been doing the same kind of
science often can absorb these ideas quickly, but in general the diffusion
of ideasis slow. Teams that include what Zucker called “ star scientists”
have been located primarily in universities, but increasingly they occur in
firms, too. “There'salot of basic science going on in industry,” said
Zucker.

Biotechnology is an exemplar of a science-driven industry.
Scientific breakthroughs led to hundreds of new firms. Consolidation
occurred when scientific advances slowed, with some firms growing and
othersfailing. However, the number of jobs continued to grow, so that
people were absorbed into the successful companies. In the case of
biotechnology, the growth and change were revol utionary enough that an
entirely new industry was created.

Developing an infrastructure to collect data about knowledge flows
into industry is a complicated process and has not been done well in most
industries, according to Zucker. However, in biotechnology, a system
known as Bioscan makes it possible to track the process of transferring
knowledge from molecular biology into industry. Bioscan also shows
that firms in which star scientists are involved have higher employment
growth than others. “It’ s a selection process— the top talent gets selected
first,” said Zucker

A new model of a high-science firm emerged in biotechnology.
Scientists were free to publish and were rewarded for it, both in salary
and stock options. Firms had deep collaborations with university faculty,
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and rewards were closely tied to the firms' outputs. Large incumbent
firms learned to emulate this culture, and if they did not they had a
tendency to fade and die.

More recently, many nanotechnology firms have been adopting the
biotech model and are undergoing a similar process. Many startup and
incumbent firms are competing, with roughly onein ten firms having star
scientistsinvolved in their firms. Nanotechnology is more geographically
distributed in the United States than biotechnology. But where star nano-
scientists are active has been a key determinant of where and when new
firms enter the field.

NSF funding for nanotechnology has had alarge impact in the field,
Zucker observed, contributing to large increases in published nanoscale
articles and significant growth in nanoscal e patenting.

The impacts of star scientists vary acrossSand T areasin
proportion to technological opportunity, said Zucker. Some areas have
had recent breakthroughs, and those areas are going to have more
opportunities than areas where the science is more mature. But scientific
fields also make their own opportunities, as when biotechnology firms
have begun working in nanotechnol ogy.

In general, said Zucker, federal investments appear to be important
for impactsin al science and technology areas, but to test thisidea she
and her colleagues have been devel oping an integrated database with
input from multiple sources. The resource is beginning to produce early
results, and “the general answer so far is yes, with some variation,
federal grants do make abig difference. . . for most science areas.”

The initial version of the resource, StarTechZD, is now available on
the web (http://startechzd.net) and permits the tracking of knowledge,
funding, and economic impacts. It can identify both organizations and
particular scientists within and across databases. It also can separate
organizational and individual efforts. Zucker called it a* quantum jump
in the ability to analyze science and technology. . . It's an extremely
important tool.”

VISUAL ANALYTICS

Visua analyticsis the science of analytical reasoning facilitated by
interactive visual interfaces, said John Stasko, Professor and Associate
Chair of the School of Interactive Computing at the Georgia I nstitute of
Technology. It combines automated analysis techniques with interactive
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visualizations for effective understanding, reasoning, and decision
making on the basis of large and complex data sets. Another way to think
of visual analytics, said Stasko, isthat it combines interactive
visualization, computational data analysis, and analytical reasoning.
“Visualization is not about making pretty pictures,” he said. “It’'s about
hel ping people solve problems and gain insights from their data.”

Visualization is not appropriate for every problem. If someoneis
interested in how many people are employed in an area, a data mining
algorithm can find the best fit. However, visualization is a powerful tool
in exploratory data analysis scenarios, " where someone drops a pile of
datain your lap and says ‘Help me understand what’ s there.”” These are
scenarios were people typically do not know exactly which questions to
ask.

Effective visualization tools both answer questions and raise
questions. The interactive aspects of the data enable someone using to
tool to essentially have a conversation with the data. “Y ou explore one
angle and anew question arises. It’ s through the interaction where things
happen.”

Some existing visualizations can be frustrating, Stasko admitted.
For example, large network graphs such as maps of science do not
necessarily convey clear conclusions. A map might show that
mathematicsis strongly related to computer science, but such an
observation is not very interesting. Also, one visualization cannot
necessarily show all of the variables that someone might want to
represent. They present a static view of connectivity, clustering, or
centrality, “but you want to go beyond that.”

Stasko cited several examples of effective interactive visualizations.
The Social Action system uses social network analysis to measure the
centrality of different nodes in the network, thus combining the
algorithmic analysis of the data with interactive exploration. Another
system called Jigsaw does document analysis of unstructured text.
Through such processes as text mining and entity identification, it
produces multiple interactive visualizations of the content of the
documents for exploration. Finally, Stasko mentioned a system called
Ploceus (named after aweaver bird that creates elaborate nests) that does
network visualizations from tabular data. The system takes datafrom a
spreadsheet, for example, and creates networks that allow the data to be
explored.

Stasko concluded by saying that there are many different methods
of dataanaysis and they are not mutually exclusive. The best kinds of
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data analysis combine statistical, automated computational, and visual
exploratory methods, he said. From such explorations of data, where the
guestions are not necessarily defined beforehand, insightful discoveries
can emerge.

CONSIDERATIONSIN BUILDING COMPREHENSIVE
DATABASES

Adam Jaffe, Dean of Arts and Sciences and Fred C. Hecht Professor
in Economic at Brandeis University, commented on the importance of
creating a comprehensive database that contains all research inputs and
outputs. “It has been along time in coming, and we' ve talked about it for
along time, but we are now at a point where we can glimpse that it may
actualy be happening.” The only thing that can protect science funding,
he said, is demonstrating the long-term and diffuse but tremendously
important impacts of science, “and that requires very extensive and
complicated data.”

One way to build such a database will be to take advantage of
automated data capture. Once the framework for the system has been
created, huge amounts of data can be collected automatically by
searching the web. Automated data capture will reduce the reporting
obligations imposed on institutions and individuals. “The ARRA
reporting requirements almost caused my office for research
administration to implode,” said Jaffe. Universities are under stress
because financia support from all sources is down while financial needs
are up. “Everyoneis overworked, and when you put these reporting
requirements on top of that, it really is a significant issue that we need to
worry about.”

Such a database would be greatly advanced by a unique identifier
for each person who receives money from the federal government to
conduct research. “Thisis absolutely crucial,” said Jaffe. “If we
eventually fail to get to a system where each person istagged with a
unique identifier, this project will not succeed.” Real data have many
ambiguities that need to be resolved, and a unique identifier would
resolve many of them.

Evaluations also need to track the failures—the students who
dropped out, the grant applications that were not funded, the projects that
produced negative results. “Y ou don’t know the return to the successful
investments unless you can have some kind of ‘but for’ or counterfactual
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to compare what occurred when you funded it to what might have
occurred otherwise.” Statistically, the best way to answer these questions
isto have datain the system on other than successful outcomes.

Finally, Jaffe said, the data should extend beyond the biosciences. “|
know NIH isthe 800-pound funding gorilla, but there are other sciences
and other industries out there.”

The indirect effects of research funding can be very difficult to
track. Things like the accumulation of human capital or the spillover
effects from research have very long lags and diffuse impacts. Data
collection therefore needs to be broad-based and multidimensional.
“What is so exciting about some of these projectsisthat we are
beginning to see an infrastructure where all the different pieces can be
connected together, where we can come to understand better how all
these things work.”

DISCUSSION

During the discussion period, the panelists discussed several
prominent issues associated with improving the accuracy of information
in databases. Administrative data tend to contain many errors, which can
reduce the value of analyses. Some disciplines have adopted systemsin
which researchers are asked to review and correct errorsin, for example,
listings of publications and citations. One approach would be to promote
researchers’ retention of permanent e-mail addresses that could function
both asidentifiers and as a means of verifying information related to that
person.

Julia Lane cautioned that a unique identifier for each researcher may
not be practical and may not be essential. It may make more sense to
think of investigators having multiple identifiers that are interoperable.
Identification is a problem in many countries, not just the United States,
and efforts both within and across nations are now reaching the point
where progress can be made.

Spector suggested that databases need to leverage the federated
transparency of the Web rather than creating specific systems for
measuring the impacts of research. There are several ways of doing this.
Crowd-sourcing can be “incredibly powerful” because many people, and
particularly the younger generation, want to keep information up to date.
Natural language processing can help improve accuracy by comparing
information from many places on the Web. Finally, machine learning
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algorithms are powerful categorization mechanisms. “Don’t build custom
systems,” Spector warned, “ because they will be expensive [and]
bureaucratic.”

In response to a question about how advances in data presentation
and visualization can help policymakers better understand and use data,
Stasko said that it is critical for the designers of such systemsto
understand the systems' users and tasks. “What do you want to find out
about the data, and how can visualizations help?’ The answersto
guestionsin areas such as patenting could change scientific practices and
help set the research agenda. And visualization can help convey the
complexity of the innovation ecosystem, with all its different and tangled
components.

Director Suresh was asked about the “ broader impacts” criterion
that NSF uses to review proposals, with reference to the reauthorization
of the America COMPETES Act calling on NSF to broaden these
impacts to include such considerations as performance measures and
partnerships. Suresh responded that the National Science Board has been
investigating the broader impacts criterion. Researchers are
understandably confused, he said, about how many of these
considerations to incorporate into their research proposals, how much of
the burden to place on the individual versus the department versus the
school versus the institution, and how to consider such factors as
economic impact and workforce development. “Thisisvery much a
work in progress.” A number of groups are working in parallel and in
conversation with one another, he said, ideally leading to clarity rather
than confusion on thisissue.






PITFALLS, PROGRESS, AND OPPORTUNITIES

During the final session of the meeting, members of a panel

shared their opinions of the major messages and unanswered questions
that emerged from the two days of presentations and discussions. Theirs
were individual observations rather than an expression of a consensus on
the part of the panel or the workshop participants as awhole.

PITFALLSON THE ROAD TO UNDERSTANDING

The selection of specific measures inevitably focuses attention and
effort on what is being measured. Their value can decay as more of
what is being measured is produced. Further, the selection of metrics
can reduce the valuable diversity of the research system and its
potential for serendipity.

Agricultural research has been so successful that Americans now pay
less for food per capitathan in almost any other country and any
other time. This success may have had the perverse effect of
undermining funding for basic agricultural science, since the need
for productivity gains seems less pressing.

Research funding volatility has major consequences for the decisions
made by research performers. For example, the doubling of the NIH
budget drove alarge expansion of biomedical research facilities at
research universities in the expectation that increases would
continue. The suspension of real growth at NIH halted the growth of
indirect cost recovery to pay for those buildings, with adverse effects
for other parts of the university. Funding patterns also send messages
to students about desirable fields of research — messages that may be
at odds with long-term employment prospects in those fields.
Volatility is problematic in firms as well asin federal research.
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An assessment of even anarrow field requires taking an average
from disparate processes and systems, which can cause such
assessments to be overly broad. For example, the number of patents
granted within a particular field may be important, but individual
researchers should not be judged by how many patents each one has
generated.

If al past research had been required to justify its value in terms of
practical benefits, advances that have led to massive practical
benefits would not have occurred.

The knowledge generated by fundamental research has an intrinsic
value regardless of its application. Without it, applied work would
stagnate.

Policymakers and the public in general agree on the value of
research. Could research that fails to identify many of the benefits of
science undermine that consensus and therefore be harmful ?

PROGRESS IN UNDERSTANDING THE ISSUES

The ever-growing power of the Web and the information sharing it
enables will facilitate the analysis of research outputs. Natural
language processing, machine learning technologies, and crowd
sourcing will increasingly glean many reasonably accurate metrics
from publications, patents, social networks, blogs, and so forth, and
this capability will increase over time. Furthermore, this approach
will be less costly and provide more information than government-
mandated reporting. However, government agencies will need to
create new toolsto use these data to help fulfill their missions.

The benefits of research results, both in terms of new knowledge and
trained students, are vastly different from discipline to discipline and
even from subdiscipline to subdiscipline. Thus, the determination of
impacts requires very detailed analysisthat is highly sector specific.
For example, the evaluation of physicsis different than the
evaluation of computer science, and the evaluation of theoretical
computer science is different than the evaluation of researchin
parallel computation.
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o Relatively small expenditures on increasing the dissemination of
research results could greatly enhance the beneficial impacts of
research without entailing major new funding initiatives.

e Some questions may not be answerable, and identifying those
questions may usefully focus attention on the questions that can be
answered.

e Themajor discoveriesthat result from basic research are outliers that
generdly are very hard to predict. They emergerarely, but they are
the most important. How can these be accommodated in assessments
of the value of research?

e Asscience becomes more interdisciplinary, more collaborative, more
international, more digital, more open, more expensive, more
diverse, and more fast-paced, measuring impacts will face new and
difficult challenges.

OPPORTUNITIESPOSED BY GREATER UNDERSTANDING

e The science of science policy has an opportunity to examine the
broader issues of economic growth and societal changeif it interprets
its agenda broadly. As an example of an important albeit difficult
question, are additional funds most usefully spent on health-related R
and D or on insurance? Some analysts have cited the drop in deaths
from cardiovascular disease starting in 1965 as an outcome of
biomedical research, but that was a so the year when Medicare was
instituted.

e Theplural of anecdotes may not be data, but anecdotes can be more
powerful than datain swaying policymakers, even if they are not
necessarily representative.

e A heightened emphasis on accountability within government will
increase the need to produce metrics of research impacts. The
research community needs to understand why thisisimportant,
especially because they can contribute ideas that would benefit data
collection and analysis.

e Research funders and performers have many opportunities to work
with the private sector in measuring the impacts of research, since
the private sector spends considerable time and money working on
thisissue.
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e Theoptimal amount of research for the United States as a percentage
of GDP till has not been determined. Isit possible to overspend on
R and D? To what extent should education be emphasized in that
spending?

CONCLUDING REMARKS

Finally, several speakers on the panel emphasized that scholars
studying these issues should be humble, sensitive, and do no harm, which
isamessage Irwin Feller delivered at the beginning of the workshop.
The returns on federal investments in research are extremely complex
and occur within the context of a complex economy and society.
Analysts should avoid claiming more for the utility of their work than is
warranted.
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APPENDIX A

WORKSHOP AGENDA

Measuring the Impacts of Federal Investmentsin Research
April 18-19, 2011
20 F Street N.W. Conference Center

Washington, D.C. 20001
APRIL 18, 2011

7: 30 AM Registration

8: 15 AM Introductions, and Workshop Objectives

Neal Lane, Co-Chair; University Professor, Rice University
Bronwyn Hall, Co-Chair; Professor, University of California, Berkeley
and University of Maastricht

8:30 AM Welcome Address: The Honorable Rush Holt (D-NJ), U.S.
House of Representatives

Introduced by: Neal L ane, Co-Chair

8:45 AM Session |: Promise and Limits of Measuring the I mpact of
Federally Supported Research

What have we learned from previous efforts to measure the economic
impact of federal research investments? What approaches and metrics are
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more and less promising? What are the noneconomic factors that could
be used as alternative measures of the impact of federal research?*

Moderator: Alfred Spector, Vice-President, Google, Inc.

Commissioned Paper Presentation: Irwin Feller, Professor Emeritus,
Economics, Pennsylvania State University

Commentator: Daniel Sarewitz, Professor of Science and Society,
Arizona State University

9: 30 AM Discussion
10:00 AM Break

10:15 AM Session |1: Aggregate | mpact of Federally-Supported
Resear ch on the U.S. Economy and Quality of Life

What do we know about or how could we determine the contributions of
public research to: GDP and productivity? Wages and employment?
Private sector R and D and innovation? Is there any basis for setting a
target for aggregate research expenditures?

Moderator: Bronwyn Hall, Co-Chair

Pandlists:

Carol Corrado, Senior Advisor and Research Director in Economics,
The Conference Board

Bruce Weinberg, Professor of Economics and Public Administration,
Ohio State University

Michael Roach, Assistant Professor of Strategy and Entrepreneurship,
Kenan-Flagler Business School, University of North Carolina

11:15 AM Discussion

11:45 AM Lunch Break

! The questions listed for each session of the workshop were intended to
stimulate thought and discussion. It was not expected that presenters would
address all of these questions nor that the session as a whole would provide the
answers.
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12:30 PM Session |11: Funding and Impact of Biomedical and Health
Resear ch

What are the links between publicly funded research, biomedical
innovation, and health outcomes and costs? Are there metrics that could
help policymakers strengthen those linkages? What have we learned
about the effects of fluctuations in the National Institutes of Health
funding over the past decade and how to manage future funding
changes? How do private firms and philanthropic organizations gauge
the results of their health-related research investments?

Moderator: Neal L ane, Co-Chair

Commissioned Paper Presentation: Bhaven Sampat, Assistant Professor
of Public Health, Columbia University

Panelists:

Richard Freeman, Herbert Ascherman Chair in Economics, Harvard
University

Paul Citron, Retired Vice-President, Technology Policy and Academic
Relations, Medtronic, Inc

Laura Guay, Vice-President of Research, The Elizabeth Glaser Pediatric
AIDS Foundation

2: 00 PM Discussion
2:30 PM Break

2:45 PM Session | V: International Perspectives on Assessing
Resear ch Impacts

What progress has been made abroad in tracking and assessing public
research outcomes? What methods and metrics might be applicable in the
United States? What features of national research systems make it easier
or more difficult to transfer methodol ogies?

Moderated by: Bronwyn Hall, Co-Chair

Panelists:

lan Viney, Head of Evaluation, Strategy Group, Medical Research
Council, United Kingdom

Brian Sloan, Directorate-General, Research and Innovation, European
Commission
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Marcio de Miranda Santos, Executive Director, Centre for Strategic
Management and Studies in Science, Technology and Innovation,
Brazil

4:00 PM Session V: Assessing Mixed Market and Non-Mar ket
Impacts of Research

Can we measure the less-quantifiabl e benefits of research such as on
climate change mitigation, food security, environmental protection, and
national security? What are the aternative approaches for better
assessing the non-market impacts of research? How do private firms and
foundations measure the results of their research investments related to
public goods?

Moderator: Catherine Woteki, Under Secretary for Agriculture for
Research, Education and Economics, U.S. Department of Agriculture

Panelists:

Prabhu Pingali, Deputy Director, Agricultural Development, The Bill
and Melinda Gates Foundation (by phone)

Richard Broglie, Director of Research Strategy, DuPont Agricultural
Biotechnology

Michael Roberts, Assistant Professor, Department of Agricultural and
Resource Economics, North Carolina State University

Richard Van Atta, Senior Research Anayst, Science and Technol ogy
Policy Institute

5:00 PM Discussion

5:30 PM Poster Session

Presented by AAAS FIRE (Federa Innovation, Research, and
Evaluation Affinity Group)

Mary Elizabeth Hughes, Science and Technology Policy Institute,
Understanding High Risk, High-Reward Research Programs

Tiffany Sargent, National Science Foundation, Analytics for Managing
Industrial and Government Portfolio Decisions

Amber Baum, National Science Foundation, The National Science
Foundation's FY 2011 Performance Plan

Sapun Parekh, National Science Foundation, Flexible Portfolio
Analysis of Fundamental Science and Engineering Research
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Rebecca Rosen, National Institutes of Health, A Tool for Tracing,
Understanding, and Visualizing NIH Contributions to Therapeutics
Development

Kerry Hamilton, U.S. Environmental Protection Agency, Drinking
Water Research Drivers and Future Directions

APRIL 19, 2011

8: 00 AM Registration

8:20 AM Welcome and Summary of First Day

Neal Lane, Co-Chair
Bronwyn Hall, Co-Chair

8: 30 AM Session VI: Impact of Research and Research Funding on
the Labor Market and Career Development of STEM Professionals

How can better data and analysis on federal research spending be used to
help the labor market function more efficiently? Is there a mismatch
between the modes of funding graduate education and early career
training and the labor market for STEM graduates? What kinds of data
do we need to understand career preferences, career options, and career
tracks especialy in interdisciplinary fields?

Moderator: Paula Stephan, Professor of Economics, Georgia State
University

Pandlists:

Anthony Carnevale, Director, Georgetown University Center on
Education and the Workforce

Henry Sauer mann, Assistant Professor of Strategic Management,
Georgia Ingtitute of Technology

James Evans, Assistant Professor of Sociology, University of Chicago
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9: 30 AM Discussion

10:00 AM Session VII: Emerging Metrics and Modelsfor Assessing
Resear ch Impacts

What will it take to construct along-term, comprehensive, disaggregated
data infrastructure? Which challenges need the most attention? How can
new approaches such as the STAR Metrics be improved and broadened
to encompass different research programs, projects, performers, and
funding mechanisms? How can advances in data presentation and
visualization help policymakers better understand and use the analysis?

Moderator: David Goldston, Director of Governmental Affairs, Natural
Resources Defense Council

Pandlists:

Julia Lane, Program Director, Science of Science and Innovation
Policy Program, National Science Foundation

Stefano Bertuzzi, Health Science Policy Analyst, Office of the Director,
National Institutes of Health

lan Foster, Arthur Holly Compton Distinguished Service Professor,
Department of Computer Science, and Chan Soon-Shiong Scholar,
University of Chicago

Lynne Zucker, Professor of Sociology and Policy Studies, University of
Cdlifornia, Los Angeles

Adam Jaffe, Dean of Arts and Sciences and Fred C. Hecht Professor in
Economics, Brandeis University

John Stasko, Professor and Associate Chair, School of Interactive
Computing, Georgia I nstitute of Technology

11: 30 AM Discussion
12:00 PM Keynote Address: Subra Suresh, Director, National

Science Foundation

Introduced by: Michael Turner, Rauner Distinguished Service Professor
and Director, Kavli Institute for Cosmological Physics, University of
Chicago
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12:30 PM Lunch Break

1: 00 PM Session VII1: Impacts of Research on Decision-Making and
Public Behavior

What is known about the impact of research on legislative, regulatory,
and judicial decision-making? What do we know about the pathways by
which advances in research eventually come to influence public
behavior? Are there ways to enhance the effectiveness of these linkages?

Moderator: Eric Ward, President, The Two Blades Foundation

Panelists:

Kai L ee, Program Officer, Conservation and Science Program, David
and Lucile Packard Foundation

Will Friedman, President, Public Agenda

Garry Neil, Corporate Vice President, Johnson and Johnson

2:30 PM Discussion

3:00 PM Session | X: Roundup Panel—Pitfalls, Progress, and
Opportunities

Co-Moderators: Neal Lane and Bronwyn Hall, Co-Chairs

Panelists:

Alfred Spector, Vice-President, Google, Inc.

Eric Ward, President, The Two Blades Foundation

Paula Stephan, Professor of Economics, Georgia State University

David Goldston, Director of Governmental Affairs, Natural Resources
Defense Council

Michael Turner, Rauner Distinguished Service Professor and Director,
Kavli Ingtitute for Cosmological Physics, University of Chicago

4:00 PM Adjourn
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Speakers

NEAL LANE (Co-Chair) isthe Malcolm Gillis University Professor at
Rice University in Houston, Texas. He also holds appointments as senior
fellow of the James A. Baker 111 Ingtitute for Public Policy, where heis
engaged in matters of science and technology policy, and in the
Department of Physics and Astronomy. Lane served in the federal
government during the Clinton administration as assistant to the
president for science and technology and director of the White House
Office of Science and Technology Policy (OSTP) from August 1998 to
January 2001, and as director of the National Science Foundation (NSF)
and member (ex officio) of the National Science Board from October
1993 to August 1998. Before becoming the NSF director, Lane was
provost and professor of physics at Rice University, a position he had
held since 1986. He first came to Rice in 1966, when he joined the
Department of Physics as an assistant professor. In 1972, he became
professor of physics and space physics and astronomy. Lane has received
numerous prizes and awards, including the AAAS Philip Hauge Abelson
Award, AAAS William D. Carey Award, American Society of
Mechanical Engineers President’s Award, American Chemica Society
Public Service Award, American Astronomical Society/American
Mathematical Society/American Physical Society Public Service Award,
NASA Distinguished Service Award, Council of Science Societies
Presidents Support of Science Award, Distinguished Alumni Award of
the University of Oklahoma, the National Academy of Sciences Public
Welfare Medal, the American Institute of Physics K.T. Compton Medal
for Leadership in Physics and the Association of Rice Alumni Gold
Medal for serviceto Rice University. Lane earned hisB.S., M.S., and
Ph.D. (1964) degrees in physics from the University of Oklahoma.

BRONWYN HALL (Co-Chair) is Professor in the Graduate School at
the University of Californiaat Berkeley and Professor of Economics of

99
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Technology and Innovation at the University of Maastricht, Netherlands.
Sheis a Research Associate of the National Bureau of Economic
Research and the Institute for Fiscal Studies, London. Sheis aso the
founder and partner of TSP International, an econometric software firm.
Shereceived aB.A. in physics from Wellesley Collegein 1966 and a
Ph.D. in economics from Stanford University in 1988. Professor Hall has
published articles on the economics and econometrics of technical
change, comparative analysis of the U.S. and European patent systems,
the use of patent citation datafor the valuation of intangible (knowledge)
assets, comparative firm-level investment and innovation studies (the G-
7 economies), measuring the returns to R and D and innovation at the
firm level, analysis of technology policies such as R and D subsidies and
tax incentives, and of recent changes in patenting behavior in the
semiconductor and computer industries. She has also made substantial
contributions to applied economic research viathe creation of software
for econometric estimation and of firm-level datasets for the study of
innovation, including the widely used NBER dataset for U.S. patents.
Sheisamember of the U.S. Federal Economic Statistics Advisory
Committee, and the Research Advisory Councils of the Deutsche
Bundesbank, Innovation Research Centre (University of Cambridge and
Imperial College) and Solvay Business School (Brussels). Sheisalso a
past member of the Expert Group on Knowledge for Growth at the
European Commission, and the Science, Technology, and Economic
Policy (STEP) Board of the National Research Council.

STEFANO BERTUZZI isaHealth Science Policy Analyst at the
National Institutes of Health, Office of the Director. Bertuzzi is
responsible for the NIH Return on Investment Program, in the Office of
Science Poalicy, Office of the NIH Director, U.S. Department of Health
and Human Services. In this position, Bertuzzi advises the NIH Director
on awide range of health science policy matters related to the impact of
biomedical research on knowledge generation, health, wealth, and
national competitiveness. Bertuzzi isthe NIH lead for the STAR Metrics
Project, which under the auspices of the White House Office of Science
Technology and Policy aims at developing anovel infrastructure to
capture the impact of federal R and D investments. Bertuzzi received his
Ph.D. in Molecular Biotechnology at the Catholic University of Milan,
Italy, and after postdoctoral training in the Laboratory of Molecular
Neurabiology at the Salk Institute in San Diego, CA., became a tenured
Associate Professor at the Dulbecco Telethon Institute in Milan, Italy.
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RICHARD BROGLIE is Director of Research Strategy at DuPont
Agricultural Biotechnology. He has along history of research
management in DuPont/Pioneer including trait discovery programsin the
areas of improved soybean and canola oils and disease resistance in corn,
soybean, wheat and rice. Currently heis responsible for agricultural
biotechnology research programsin India, China, and Brazil aswell as
for the establishment of strategic public-private sector partnershipsin
these regions. Broglie received his Ph.D. in Microbiology from Rutgers
University and served as both Postdoctoral Fellow and Assistant
Professor at The Rockefeller University before joining DuPont in 1985.

ANTHONY CARNEVALE isthe Director of the Georgetown
University Center on Education and the Workforce. Between 1996 and
2006, Carnevale served as Vice-President for Public Leadership at the
Educational Testing Service (ETS). While at ETS, Carnevale was
appointed by President George Bush to serve on the White House
Commission on Technology and Adult Education. Before joining ETS,
Carnevale was Director of Human Resource and Employment Studies at
the Committee for Economic Development (CED). While at CED,
Carnevale was appointed by President Clinton to Chair the National
Commission on Employment Policy. Carnevale was the founder and
President of the Institute for Workplace Learning (IWL) between 1983
and 1993. While at the IWL, Carnevale was appointed by President
Reagan to chair the human resources subcommittee on the White House
Commission on Productivity between 1982 and 1984. Earlier, hewas a
senior staff member in both houses of the U.S. Congress. In 1993,
President Clinton appointed Carnevale as chairman of the National
Commission for Employment Policy. Carnevale received his B.A. from
Colby College and his Ph.D. in public finance economics from the
Maxwell School at Syracuse University.

PAUL CITRON isretired Vice President of Technology Policy and
Academic Relations at Medtronic, Inc. Citron joined Medtronic in 1972
and worked in various positions until he retired in December 2003—Vice
President of Science and Technology (1988-2002), Vice President,
Ventures Technology (1985-1988), Vice President, Applied Concepts
Research (1982-1985), Director, Applied Concepts Research (1979-
1982), Design and Staff Engineer, Project and Program Manager (1972-
1979). Citron was elected to the National Academy of Engineering in
2003, was elected Founding Fellow of the American Institute of Medical
and Biologica Engineering (AIMBE) in January 1993, has twice won
the American College of Cardiology Governor's Award for Excellence
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and, in 1980, was inducted as a Fellow of the Medtronic Bakken Society.
He was voted |EEE Y oung Electrical Engineer of the Year in 1979. He
has authored many publications and holds several medical device pacing-
related patents. In 1980 he was presented with Medtronic's "Invention of
Distinction" award for his role as the co-inventor of the tined pacing
lead. Citron received aB.S. in electrical engineering from Drexel
University in 1969 and an M.S. in electrical engineering from the
University of Minnesotain 1972.

CAROL CORRADO issenior advisor and research director in
economics at The Conference Board. In addition, Corrado is a senior
fellow of the Georgetown University Center for Business and Public
Policy, and amember of the executive committee of the National Bureau
of Economic Research’s (NBER) Conference on Research on Income
and Wealth. Corrado has authored key papers on the macroeconomic
analysis of intangible investment and capital, including one that won the
International Association of Research on Income and Wealth’'s 2010
Kendrick Prize (*Intangible Capital and U.S. Economic Growth™) and
one that appearsin Measuring Capital in the New Economy (University
of Chicago Press, 2005), a volume she co-edited. Previously, she was
chief of the industrial output section at the Federal Reserve Board.
Corrado received the American Statistical Association’s prestigious
Julius Shiskin Award for Economic Statistics in 2003 in recognition of
her leadership in these areas and received a Special Achievement Award
from the Board of Governors of the Federal Reserve System in 1998. She
holds a Ph.D. in economics from the University of Pennsylvaniaand a
B.S. in management science from Carnegie-Mellon University.

JAMES EVANS s Assistant Professor of Sociology and Fellow at the
Computation Institute at the University of Chicago. Before coming to
Chicago, he received his doctorate in sociology from Stanford
University, served as aresearch associate in the Negotiation,
Organizations, and Markets group at Harvard Business School, started a
private high school in Utah focused on project-based arts education, and
completed aB. A. in Anthropology from Brigham Y oung University. His
current work explores how social and technical institutions shape
knowledge—science, scholarship, law, news, religion—and how these
understandings reshape the socia and technical world.

IRWIN FELLER issenior visiting scientist at the American
Association for the Advancement of Science and professor emeritus of
economics at the Pennsylvania State University, where he has been on
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the faculty since 1963. Feller's long-time research interests include the
economics of academic research, the university's role in technology-
based economic development, and the evaluation of federal and state
technology programs. He is the author of Universities and State
Governments. A Study in Policy Analysis (Praeger Publishers, 1986) and
many refereed journal articles. He has been a consultant to the President's
Office of Science and Technology Policy, National Aeronautics and
Space Administration, the Carnegie Commission on Science,
Technology, and Government, the Ford Foundation, National Science
Foundation, National Institute of Standards and Technology, COSMOS
Corporation, SRI International, U.S. General Accounting Office, and the
U.S. Departments of Education and Energy, among others.

IAN FOSTER is Arthur Holly Compton Distinguished Service
Professor, Department of Computer Science, and Chan Soon-Shiong
Scholor at University of Chicago. Heis the Associate Division Director
for Mathematics and Computer Science at Argonne National Laboratory
and oversees the Distributed Systems L aboratory, which operates at both
the University of Chicago and at Argonne National Laboratory. Foster’s
honors include the Lovelace Medal of the British Computer Society, the
Gordon Bell Prize for high-performance supercomputing and an
honorary doctorate from the Mexican Center for Research and Advanced
Studies of the National Polytechnic Institute.

RICHARD FREEMAN holds the Herbert Ascherman Chair in
Economics at Harvard University. He is currently serving as faculty co-
director of the Labor and Worklife Program at the Harvard Law School.
He directs the National Bureau of Economic Research / Sloan Science
Engineering Workforce Projects, and is Senior Research Fellow in
Labour Markets at the London School of Economics' Centre for
Economic Performance. Freeman is a Fellow of the American Academy
of Arts and Science. Freeman received the Mincer Lifetime Achievement
Prize from the Society of Labor Economicsin 2006. In 2007 he was
awarded the |ZA Prize in Labor Economics. In 2011 he was appointed
Frances Perkins Fellow of the American Academy of Palitical and Social
Science.

WILL FRIEDMAN joined Public Agendain 1994, became associate
director of research in 1996, and was the founding director of its public
engagement department in 1997. In January 2011, he became president
of Public Agenda. Friedman has overseen Public Agenda's expanding
stream of work aimed at hel ping communities and states build capacity
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to tackle tough issues in more deliberative and collaborative ways. In
2007, he established Public Agenda's Center for Advancesin Public
Engagement (CAPE), which conducts action research to assess impacts
and improve practice. Heis also the co-editor, with Public Agenda
chairman and co-founder Danidl Y ankelovich, of the book, Toward
Wiser Public Judgment, published in February 2011 by Vanderbilt
University Press. Previously, Friedman was senior vice president for
policy studies at the Work in America Institute, where he directed
research and special projects on workplace issues. He was also an
adjunct lecturer in political science at Lehman College, aresearch fellow
at the Samuels Center for State and Local Politics, and a practitioner in
the field of counseling psychology. He holds a Ph.D. in political science
with specializationsin political psychology and American politics.

DAVID GOLDSTON is Director of Government Affairs at the Natural
Resources Defense Council in Washington, DC. Previously, Goldston
served for six years as Chief of Staff of the House Committee on Science
under Chairman Sherwood Boehlert of New Y ork (2001-2006). Prior to
becoming Chief of Staff, Goldston was Boehlert’ s legislative director
during the years when Boehlert led a coalition of moderate Republicans
that was pivotal in blocking environmental rollbacks. In that role,
Goldston played a part in debates on a wide range of environmental
issues, including clean air, forestry and endangered species. Goldston
retired from the Congressional staff at the end of 2006 and has taught at
Princeton and Harvard. He was also a monthly columnist on science
policy issues for the journal Nature. Goldston graduated magna cum
laude with aB.A. in American history from Cornell University in 1978.
He completed the course work for a Ph.D. in American history at the
University of Pennsylvaniain 1993.

LAURA GUAY isVice President of Research at the Elizabeth Glaser
Pediatric AIDS Foundation. Sheis also aresearch professor at the
George Washington University (GWU) School of Public Health and
Hedlth Services. Shereceived her M.D. from GWU in 1985, and went on
to apediatrics residency at Rainbow Babies and Children’s Hospital
and Case Western Reserve University (CWRU) in Cleveland, Ohio.
Guay was avisiting lecturer at Makerere University in Kampala, Uganda
from 1988 to 1991, and then returned to CWRU to compl ete her
fellowship in pediatric infectious diseases. She then spent seven more
yearsin Uganda, where she worked on the landmark HIVNET 012 trial,
which determined the effectiveness of single-dose nevirapine in
preventing mother-to-child transmission of HIV. Prior to joining GWU,
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Guay was amember of the faculty at the Johns Hopkins University
School of Medicine. Most recently, her research has focused on reducing
the rate of HIV transmission in breast-feeding infants and on the testing
of an HIV vaccine in infants.

RUSH HOLT has represented central New Jersey in Congress since
1999. He earned his B.A. in Physics from Carleton College in Minnesota
and completed hisM.S. and Ph.D. at New Y ork University. He has held
positions as a teacher, Congressional Science Fellow, and arms control
expert at the U.S. State Department where he monitored the nuclear
programs of countries such as Irag, Iran, North Korea, and the former
Soviet Union. From 1989 until he ran for congressin 1998, Holt was
Assistant Director of the Princeton Plasma Physics Laboratory, the
largest research facility of Princeton University and the largest center for
research in alternative energy in New Jersey. He has conducted extensive
research on alternative energy and has his own patent for a solar energy
device. In Congress Holt serves on the Committee on Education and the
Workforce and the Committee on Natural Resources, where he serves as
the ranking member on the Subcommittee on Energy and Mineral
Resources. From 2007 to 2010, Holt was the Chairman of the Select
Intelligence Oversight Panel.

ADAM JAFFE, the Fred C. Hecht Professor in Economics, has served
as dean of the College of Arts and Sciences at Brandeis University since
2003. He has also held the position of chair of the economics department
at Brandeis. Prior to joining the university in 1993, Jaffe was an assistant
and associate professor at Harvard University and a senior staff
economist at the President’s Council of Economic Advisers. Jaffe's
research focuses on the economics of innovation. His book Innovation
and Its Discontents: How Our Broken Patent System is Endangering
Innovation and Progress, and What to Do About It, co-authored with
Josh Lerner was released in paperback in 2006. Jaffe earned aPh.D. in
economics at Harvard and an S.M. in technology and policy and an S.B.
in chemistry from the Massachusetts I nstitute of Technology.

JULIA LANE isthe Program Director of the Science of Science and
Innovation Policy program at the National Science Foundation. Her
previous jobs included Senior Vice President and Director, Economics
Department at NORC/University of Chicago, Director of the
Employment Dynamics Program at the Urban Institute, Senior Research
Fellow at the U.S. Census Bureau and Assistant, Associate and Full
Professor at American University. She became an American Statistical
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Association Fellow in 2009. Sheis one of the founders of the LEHD
program at the Census Bureau, which isthe first large scale linked
employer-employee dataset in the United States. A native of England
who grew up in New Zealand, Julia has worked in Australia, Germany,
Malaysia, Madagascar, Mexico, Morocco, Namibia, Sweden, and
Tunisia. Her undergraduate degree was in Economics with aminor in
Japanese from Massey University in New Zealand; her M.A. in Statistics
and Ph.D. in Economics are from the University of Missouri in
Columbia.

KAI LEE joined the David and Lucile Packard Foundation in 2007 as
program officer with the Conservation and Science Program, where heis
responsible for the science subprogram. Before joining the Foundation,
Kai taught at Williams College from 1991 through 2007, and he is now
the Rosenburg Professor of Environmental Studies, emeritus. He directed
the Center for Environmental Studies at Williams from 1991-1998 and
2001-2002. Lee aso taught from 1973 to 1991 at the University of
Washington in Seattle. He holds a Ph.D. in physics from Princeton
University and an A.B., magna cum laude, in physics, from Columbia
University. He is the author of Compass and Gyroscope (1993). Heisa
member of the National Academies Roundtable on Science and
Technology for a Sustainability Transition, and served most recently as
vice-chair of the National Academies panel that wrote Informing
Decisionsin a Changing Climate (2009). Earlier, Lee had been a White
House Fellow and represented the state of Washington as a member of
the Northwest Power Planning Council. He was appointed in 2009 to the
Science Advisory Board of the U.S. Environmental Protection Agency.

GARRY NEIL isthe Corporate Vice President of Johnson and Johnson
where he has held a number of senior positions within Jand J, most
recently Group President, Johnson and Johnson Pharmaceutical Research
and Development . Under his leadership a number of important new
medicines for the treatment of cancer, anemia, infections, central nervous
system and psychiatric disorders, pain, and genitourinary and
gastrointestinal diseases, gained initial or new and/or expanded
indication approvals. Before joining J and JPRD, Neil held senior-level
positions with AstraMerck Inc., Astra Pharmaceuticals, Astra Zeneca
and Merck KGaA. He has also held a number of academic posts at a
number of academic institutes including the Ludwig Institute for Cancer
Research, the University of Toronto, the University of lowa College of
Medicine and the University of Pennsylvania (adjunct). He holds a
Bachelor of Science degree from the University of Saskatchewan and a
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medical degree from the University of Saskatchewan College of
Medicine and completed his postdoctoral clinical training in internal
medicine and gastroenterology at the University of Toronto.

PRABHU PINGALI isthe Deputy Director of Agricultural
Development at the Bill and Melinda Gates Foundation. Formerly, he
served as Director of the Agricultural and Development Economics
Division of the Food and Agriculture Organization (FAO) of the United
Nations. Pingali was elected to the U.S. National Academy of Sciences
as a Foreign Associate in May 2007, and he was elected Fellow of the
American Agricultural Economics Association in 2006. Pingali was the
President of the International Association of Agricultural Economists
(IAAE) from 2003-06. Pingali has over twenty five years of experience
in assessing the extent and impact of technical changein agriculturein
developing countries, including Asia, Africaand Latin America. From
1996-2002 he was Director of the Economics Program at Centro
Internacional de Mejoramiento de Maizy Trigo, Mexico. Prior to joining
CIMMYT, from 1987 to 1996, he worked as an Agricultural Economist
at the International Rice Research Institute at Los Bafios, Philippines.
Prior to that, he worked from 1982-1987 as an economist at the World
Bank’s Agriculture and Rural Development Department. He has received
several international awards for hiswork, including two from the
American Agricultural Economics Association: Quality of Research
Discovery Award in 1988 and Outstanding Journal Article of the Y ear
(Honorable Mention) in 1995. An Indian national, he earned a Ph.D. in
Economics from North Carolina State University in 1982.

MICHAEL ROACH isAssistant Professor of Strategy and
Entrepreneurship, Kenan-Flagler Business School at the University of
North Carolina. Roach examines the sources and mechanisms by which
firms utilize extramural knowledge in their innovative actives. In
particular, his current research investigates how firms use university
research in R and D activities and the subsequent impact of these
knowledge flows on innovative performance. He also investigates how
firms manage and protect intellectual capital, particularly through the
strategic use and enforcement of patents. He teaches coursesin
entrepreneuria strategy, technological innovation and the management
of intellectual capital. Roach was an entrepreneur before he became a
professor. While in high school he co-founded a software start-up that
specialized in the development of interactive educational programs for
corporate executives and health care professionals. He also developed
applications for handheld devices, including a system to aid primary



108 MEASURING THE IMPACTS OF FEDERAL INVESTMENTS IN RESEARCH

health care workers in the diagnosis of communicable diseases. He
received his Ph.D. in strategy from Duke University’ s Fuqua School of
Business and his B.B.A. in decision sciences from Georgia State
University’s J. Mack Robinson College of Business.

MICHAEL ROBERTS s Assistant Professor of Agricultural and
Resource Economics at North Carolina State University. Before joining
the faculty at NCSU, Raoberts worked for USDA’s Economic Research
Service. His research focuses on the intersection of agricultural and
environmental economics. He has published papers on the effects of U.S.
agricultural policies on production, land use, and the size of farms. Since
leaving USDA, Roberts' research has focused increasingly on the
potential effects of climate change on production of staple food grains
and how biofuel growth has contributed to rising world food prices and
food price variability. Robertsis also doing research on the design of
procurement auctions, with an eye toward finding simple and cost-
effective ways to buy environmental services like carbon sequestration
from farmers and landowners.

BHAVEN SAMPAT isan Assistant Professor in the Department of
Health Policy and Management at Columbias Mailman School of Public
Health. He also holds a courtesy affiliation with Columbia's School of
International and Public Affairs (SIPA). An economist by training,
Sampat isinterested in issues at the intersection of health policy and
innovation policy. His current projects examine the impacts of new
global patent laws on innovation and access to medicines in devel oping
countries, the political economy of the National Institutes of Health, the
roles of the public and private sectors in pharmaceutical innovation, and
institutional aspects of patent systems. Sampat has al so written
extensively on the effects of university patenting and entrepreneurship on
academic medicine, and is actively involved in policy debates related to
these issues. Sampat was previousy an Assistant Professor at the School
of Public Policy at Georgia Tech, where he won the “ Faculty Member of
the Year” teaching award in 2001-2002 and in 2002-2003. From 2003 to
2005 he was a Robert Wood Johnson Foundation Scholar in Health
Policy Research at the University of Michigan. He isrecipient of a
Robert Wood Johnson Foundation "Investigator Award" to study how the
NIH allocates its funds across disease areas.

MARCIO DE MIRANDA SANTOS s Executive Director of the
Centre for Strategic Management and Studiesin Science, Technology
and Innovation and Chair of the Board of Trustees of the Center of
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Reference on Environmental Information in Brazil. He received his M.Sc
in Genetics and Plant Breeding and Ph.D. in Biochemica Genetics. Heis
aso aformer Visiting Scholar at Harvard University (1995-1997), where
he studied the impacts of intellectual property rights regimes on the
access and ownership of plant genetic resources utilized in food
production and in other agriculture production systems. His major former
professional appointments include: Director General, National Center for
Genetic Resources and Biotechnology (1991-1995); Head, Brazilian
Corporation for Agricultural Research (Embrapa) Department for
Research and Development (1997-1999); Member and Chair of the
International Plant Genetic Resources Institute Board of Trustees (1995-
2002); Acting Director of Embrapa (1994-1995); and Professor of
Evolutionary Biology, Catholic University of Brasilia (2000 to 2003).
Santos was recently appointed as a member of the Consultative Group
for International Agricultural Research Independent Scientific and
Partnership Council.

DANIEL SAREWITZ isProfessor of Science and Society at Arizona
State University. Sarewitz's work focuses on understanding the
connections between scientific research and social benefit, and on

devel oping methods and policies to strengthen such connections. His
most recent book is Living with the Genie: Essays on Technology and the
Quest for Human Mastery (co-edited with Alan Lightman and Christina
Desser; 1dand Press, 2003). He is aso the co-editor of Prediction:
Science, Decision-Making, and the Future of Nature (Island Press, 2000)
and the author of Frontiers of Illusion: Science, Technology, and the
Palitics of Progress (Temple University Press, 1996). Prior to taking up
his current position as director of the Center for Science, Policy, and
Outcomes, he was the director of the Geological Society of America's
Institute for Environmental Education. From 1989-1993 he worked on
Capitol Hill, first as a Congressional Science Fellow, and then as science
consultant to the House of Representatives Committee on Science,
Space, and Technology, where he was a so principal speech writer for
Committee Chairman George E. Brown, Jr. Before moving into the
policy arena he was aresearch associate in the Department of Geological
Sciences at Cornell University, with field areas in the Philippines,
Argentina, and Tajikistan. He received his Ph.D. in geological sciences
from Cornell University in 1986.

HENRY SAUERMANN is Assistant Professor of Strategic
Management at the Georgia I nstitute of Technology and holdsa Ph.D. in
Business Administration from Duke University. Dr. Sauermann’s work
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examines the role of individuals motives and incentives in shaping
innovative activities and performance in organizations. One stream of his
research examines the nature of scientists’ pecuniary and nonpecuniary
motives. This research also comparesindividualS motives across
organizational contexts and relates them to outcomes such as innovative
performance in firms or patenting in academia. Another line of his work
focuses on the goals and career choices of junior scientists and on the
functioning of scientific labor markets.

BRIAN SLOAN isasenior policy anayst at the Research and
Innovation Directorate General of the European Commission. A
statistician by training, he started his career at the Commission in 1987 in
Eurostat, the statistical office of the European Union. Since 1992 he has
worked in the Commission department dealing with research policy and
funding, where he has specialized in ex-post and ex-ante evaluation, and
in the analysis and development of science and technology indicators.

ALFRED SPECTOR isVice President for Research and Special
Initiatives at Google, and is responsible for the research across Google
and also a growing collection projects of strategic value to the company
but somewhat outside the mainstream of current products. Previously,
Spector was Vice President of Strategy and Technology IBM's Software
Business, and prior to that, he was Vice President of Services and
Software Research across IBM. He was also founder and CEO of
Transarc Corporation, a pioneer in distributed transaction processing and
wide area file systems, and was an Associate Professor of Computer
Science at Carnegie Mellon University, specializing in highly reliable,
highly scalable distributed computing. Spector received his Ph.D. in
Computer Science from Stanford and his A.B. in Applied Mathematics
from Harvard. He is amember of the National Academy of Engineering,
aFellow of the IEEE and ACM, and the recipient of the 2001 |IEEE
Computer Society's Tsutomu Kanai Award for work in scalable
architectures and distributed systems.

JOHN STASKO joined the faculty at Georgia Techin 1989, and is
presently the Associate Chair of the School of Interactive Computing and
Director of the Information Interfaces Research Group in the College of
Computing. His primary research area is human-computer interaction,
with afocus on information visualization and visual analytics. Stasko is
aso afaculty investigator in the Department of Homeland Security's
VACCINE Center of Excellence focusing on developing visual analytics
technologies and solutions for grand challenge problems in homeland
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security, and in the NSF FODAV A Center exploring the foundations of
dataanalysis and visual analytics. He received the B.S. degreein
Mathematics at Bucknell University in Lewisburg, Pennsylvania (1983)
and Sc.M. and Ph.D. degreesin Computer Science at Brown University
in Providence, Rhode Island (1985 and 1989).

PAULA STEPHAN is a Professor of Economics, Andrew Y oung
School of Policy Studies, at Georgia State University and served as the
founding associate dean of the school from 1996-2001. Her research
interests focus on the careers of scientists and engineers and the process
by which knowledge moves across institutional boundaries in the
economy. Stephan’s research has been supported by the Alfred P. Sloan
Foundation, the Andrew Mellon Foundation, the Exxon Education
Foundation, the National Science Foundation, the North Atlantic Treaty
Organization and the U.S. Department of Labor. She has served on
several National Research Council committees, is aregular participant in
the National Bureau of Economics Research’s meetingsin Higher
Education, and is a participant in the Science and Engineering Workforce
Project based at the National Bureau of Economic Research. She
currently is serving athree-year term as a member of the Advisory Board
for the Social, Behavioral and Economic Sciences at the National
Science Foundation. Dr. Stephan graduated from Grinnell College (Phi
Beta Kappa) with aB.A. in Economics and earned both her M.A. and
Ph.D. in Economics from the University of Michigan. Stephan
coauthored with Sharon Levin Striking the Mother Lode in Science,
published by Oxford University Press, 1992. Dr. Stephan has lectured
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THE PROMISESAND LIMITATIONS OF
PERFORMANCE MEASURES

Irwin Feller
Senior Visiting Scientist, American Association for the Advancement of
Science and Professor Emeritus, Economics, Pennsylvania State
University

| often say that when you can measure what you are
speaking about, and express it in numbers, you know
something about it; but when you cannot measure it,
when you cannot express it in numbers, your knowledge
is of a meager and unsatisfactory kind; it may be the
beginning of knowledge, but you have scarcely in your
thoughts advanced to the state of Science, whatever the
matter may be.

-Baron William Thomson Kelvin.

When you can measure it, when you can express it in
numbers, your knowledge is still of a meager and
unsatisfactory kind.

-Jacob Viner
INTRODUCTION

Performance measurement is a politically powerful but analytical
diffuse concept. Its meanings and implementation can vary from forcing
fundamental changes in the ways in which public sector organizations
and assessed and thus public funds allocated, as evinced by recent state
government initiatives across all levels of U.S. education, to constituting
old wine in new bottles, especially to empirically oriented economists,
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program evaluators and those weaned in the days of program-planning-
budgeting.

Addressing this analytical diffuseness, this paper assesses the
promises and limitations of performance measures as means of
measuring economic and other returns of the Federal government’s
investments in basic and applied research. Referring to promises and
limitations in the same sentence implies differences in perspectives and
assessments about the relevance, reliability, validity, transparency, and
suitability of performance measures to guide decision making. These
differences exist. A stylized dichotomization is as follows:

e endorsement of requirements for, belief in, scholarly search
supportive of, and opportunistic provision of performance measures
that respond or cater to executive and legidlative branch expectations
or hopes that such measures will facilitate evidence-based decision-
making;

e research and experientialy based assessment that even when well
done and used by adepts, performance measures at best provide
limited guidance for future expenditure decisions and at worst are
rife with potential for incorrect, faddish, chimerical, and
counterproductive decisions.

The tensions created by these differences are best captured by the
observation of Grover Cleveland, 22d and 24™ President of the United
States: “It’s a condition we confront — not a theory.” The condition is
the set of Congressional and Executive requirements upon Federal
agencies to specify performance goals and to provide evidence,
preferably in quantitative form, that advances towards these goals have
been made. The set includes by now familiar legislation such as the
Government Performance and Results (GPRA) Act of 1993, the
Government Performance and Results Modernization Act of 2010, and
requirements of the 2009 American Recovery and Reinvestment Act’s
(ARRA) that Federal agencies provide evidence that their expenditures
under the Act have stimulated job creation. It also includes comparable
Executive branch directives. These include the Bush Il Administration’s
articulation in 2002 of R and D Investment Criteria, subsequent
implementation of these criteria by the Office of Management and
Budget (OMB) viaits Performance Assessment Rating Tool (PART)
procedures, and the Obama Administration’s 2009 OMB memorandum
on Science and Technology Priorities for the FY 2011 Budget, that states
that “ Agencies should develop outcome-oriented goals for their science
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and technology activities...”, and “... develop science of science policy”
tools that can improve management of their research and development
portfolios and better assess the impact of their science and technology
investments.” To these formal regquirements may be added recent and
likely increasing demands by congressional authorization and
appropriations committees that agencies produce quantitative evidence
that their activities have produced results, or impacts.

Theory here stands for a more complex, bifurcated situation,
creating what Manski has termed dueling certitudes: internally consistent
lines of policy analysis that lead to sharply contradictory predictions.
(Manski, 2010). One theoretical branch isthe currently dominant new
public sector management paradigm branch. This paradigm emphasizes
strategic planning, accountability, measurement, and transparency across
al public sector functions, leading to, and requiring the use of evidence
as the basis for informed decision making (OECD, 2005; Kettl, 1997).

The second branch is the accumulated and emerging theoretical and
empirical body of knowledge on the dynamics of scientific inquiry and
the processes and channels by which public sector support of research
produces societal impacts. This body of knowledge performs a dual role.
Its findings undergird many of the conceptualizations and expectations
that policymakers have of the magnitude and characteristics of the
returns to public investments in research and of the ways in which these
returns can (or should) be measured. However, it is also a major source
of the cautions, caveats, and concerns expressed by agency personnel,
scientists, and large segments of the academic and science policy
research communities that efforts to formally employ performance
measures to measure public returns (of whatever form) to research and to
then tie support for research to such measures are overly optimistic, if
not chimerical, and rife with the potential for counterproductive and
perverse consequences.

It isin the context of these differing perspectives that this paper is
written. Its central thesisis that the promises and limitations of
performance impact measures as forms of evidence relate to the decision-
making context in which they are used. Context here meanswho is
asking what type of question(s) with respect to what type of decision(s)
and for what purpose(s). It also means the organizational characteristics
of the Federal agency—can the activities of its operators be observed,
and can the results of these activities be observed? (Wilson, 1989, pp.
158-171).
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This emphasis on context produces a kal eidoscopic assessment,
such that promises and limitations change shape and hues as the decision
and organizational contexts shift. An emphasis on context also highlights
the analytical and policy risks of assessing the promises and limitations
of performance impact measures in terms of stylized characteristics.
Performance measures for example can be used for several different
purposes, such as monitoring, benchmarking, evaluation, foresight, and
advocacy (making a case) (Gault, 2010). Consistent with the STEP-
COSEPUP workshop’ s stated objective to provide expert guidance to
Federal policymakersin the Executive and L egislative branches about
what is known and what needs to be better known about how to assess
economic and other returns to Federal investments in science and
technology—the paper’ s focusis mainly on evaluation, although it
segues at times into the other functions.

Approached in this way, performance is a noun, not an adjective. It
also isasynonym for impact. This strict construction is made to separate
the following analysis from the larger, often looser language associated
with the topic in which performance is an adjective, asin the setting of
strategic or annual (performance) goals called for by GPRA; asan
indicator of current, changed or comparative (benchmarking) position, as
employed for example in the National Science Foundation’s biennial
Science and Engineering Indicators reports; or as symptomatic measures
of the health/vitality/position of facets of the U.S. science, technology
and innovation enterprise, as represented for example in Rising Above
the Gathering Storm (2007), where they are employed as evidence that
things are amiss or deficient —a performance gap—in the state of the
world.

The paper proceedsin asequential, if accelerated manner. Section Il
contains a brief literature review and an outline of the paper’ s bounded
scope. Section |11 presents a general discussion of the promises and
limitations of performance measures to assess the impacts of Federa
investments in research. Section |V illustrates the specific forms of the
promises and limitations of performance measures in the context of what
it termsthe “big” and “small” questionsin contemporary U.S. science
policy. Section V offers a personal, “bottom line” perspective on what al
this means.
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Analytical Framework and Scope

The paper’s analytical framework and empirical findings derive
mainly from economics, although its coverage of performance measures
is broader than economic statistics and its treatment of impact assessment
is based mainly on precepts of evaluation design. The choice of
framework accords with the workshop’ s objective, which is suffused
with connotations of efficiency in resource allocation, or more
colloquially, seeking the highest possible returns on the public’'s
(taxpayer’s) money. Adding to the appropriateness and rel evance of the
chosen approach is that many of the arguments on behalf of Federal
investments in research, both basic and applied, draw upon economic
theories and findings. As Godin has noted, “We owe most of the
guantitative analysisof Sand T to economists’ (Godin, 2005, p. 3).

An immediate consequence of treating the workshop’s objective in
this manner is that a goodly number of relevant and important subjects,
policy issues, and analytical frameworks are touched upon only briefly,
while others are ignored completely. Thus, only passing attention is
taken of the historical, institutional and political influences that in fact
have shaped and continue to shape the setting of U.S. national science
priorities and Federal R and D budgets, whether viewed in terms of
alocations by broad objectives, agencies, fields of science, or modes of
support. Moreover, interpreting the workshop' s objective as a search for
measures related to alocative efficiency obviously sidesteps topics and
rich streams of research related to political influences on national
research priorities (e.g., Hedge and Mowery, 2010) or which generate
earmarks, set asides, and sheltered capacity building competitions that
palpably diverge from efficiency objectives (e.g., Savage, 1999; Payne,
2006). Likewise omitted are consideration of the normative goals
underlying Federal support of research and the distributive effects or
societal impacts that flow from it (Bozeman and Sarewitz, 2011).

Another consequence is that the paper is primarily about
performance measurement as a generic approach rather than about the
reliability and validity of specific measures. Where reference is madeto
specific measures, it isto illustrate larger themes. In fact, thereisno
shortage of “metrics’, in GPRA-speak- to measure the outputs and
outcomes of Federal investments in research. Geisler (2000; pps. 254-
255) offers awell presented catalogue of 37 “core” metrics. These are
organized in terms of immediate outputs (e.g., number of publicationsin
refereed journals, number of patents); intermediate outputs (e.g., number
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of improved or new products produced; cost reductions from new and
improved products/processes); pre-ultimate outputs (e.g., savings, cost
reductions, and income generated by improved health, productivity,
safety, and mobility of the workshop at sectoral and national levels); and
ultimate outputs (e.g., improved GDP/capital; improved level of overall
satisfaction and happiness of population.) Thelist is readily expanded to
include combinations of single indicators, new data sets that permit
disaggregation of existing measures, and new and improved versions of
mai nstream measures-the rapid and seemingly accel erating move from
publication counts to citation measures to impact factors to h-indices and
beyond being one such example.

Also in abundance are various scorecards or rankings based on
assemblages and weightings of any number of performance measures
related to scientific advance, technological advance, competitiveness,
innovativeness, university performance, STEM-based educational
proficiency and the like that have been used to position US performance
within international hierarchies or norms. Indicator construction for
science and technology has become a profession in its own stead, with
regular international conferences—The European Network of Indicators
Designerswill hold its 2011 Science and Technology Indicators
Conference in Rome, Italy, in September, 2011— and awell recognized
set of journalsin which new work is published.

Plentiful too and continuously being updated are compendia and
manuals covering international best practice on how to evaluate public
sector R and D programs. These works cover awide range of
performance impact measures and methodol ogies, including benefit-cost
analysis, patent analysis, network analysis, bibliometrics, historical
tracings, innovation and on the outputs produced by several different
Federal agencies—health, energy, agriculture, environmental protection,
international competitiveness, employment. (For recent overviews, see
Wagner and Flanagan, 1995; Ruegg and Feller, 2003; Godin, 2005, chpt.
15; Kanninen and Lemola, 2006; Grant, et.al, 2009; Foray, 2009; Gault,
2010; Link and Scott, 2011).

Finally, in setting expectations for the workshop, it is perhaps
helpful to note that the topics and issues to be discussed are not new
ones. Rather, they form the substance of at least 60 years of theoretical,
empirical and interpretative work, producing what by now must be afive
foot high stack of reports and workshop proceedings, including a
sizeable number originating under National Academies auspices. The
recurrent themes addressed in this previous work, evident since the
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program-planning-budgeting initiatives of the 1960s and continuing on
through its several variants, are a search for decision agorithms that will
lead to the improvement in government budgeting and operations and a
search for criteriafor setting priorities for science (Shils, 1969). Noting
these antecedents is not intended to diminish the importance of current
activities (nor, for that matter, of this paper). Instead, it is to suggest the
complexities of the issues under consideration and as a reminder of the
richness and contemporary relevance of much that has been written
before.

Performance | mpact M easures

Differences in assessments about the potential positive and negative
features of requiring strategic plans and performance measures into how
Federal agencies set research priorities and assessed performance were
visible at the time of GPRA’ s enactment. They continue to this day.*

In 1994, almost immediately after GPRA’s passage, | organized a
session at the American Association for the Advancement of Science's
(AAAYS) Colloguium on Science and Technology Policy on the
applicability of GPRA to budgeting for science and technology. Taking a
“neutral” stand on the subject, | invited, among other panelists, Robert
Behn, aleading scholar of and advocate for the new public management
paradigm subsumed within GPRA and like requirements, and Paul
David, aleading researcher in the economics of science and technology.

Thetitle of Behn'stalk captured its essence: “Here Comes
Performance Assessment-And it Might Even be Good for You.” (Behn,

! A natural experiment occurring on February 15-16, 2011 highlights the
continuing character of these differing perspectives. OSTP's release on
February 10, 2011 of its R and D Dashboard, that contains data about NIH and
NSF R and D awards to research ingtitutions and “links those inputs to
outputs—specifically publications, patent applications, and patents produced by
researchers funded by those investments’— produced an immediate flurry of
comments and exchanges on SciSIP' s list server. Most of this exchange
contained the point-counterpoint themes in the Behn-David exchange cited
above, as well as those recounted in this paper. Among these were: how were
outcomes defined? could they be measured? is there reasonable consensus on
what they are? One rejoinder to these comments raised in response to specific
reservations about the meaningfulness of patent data was that when Congress
asks what are we getting from these hillions spent on R and D, it is helpful to
have patent number to point to as one outcome of the nation’s investment.
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1994). Among the severa benefits (or promises) cited by Behn were the
following:

Having objectives (“ knowing where you want to go”) is
hel pful; Obj ectives provide useful baseline for assessing each of 4
modalities of accountability—finance, equity, use of power and
performance.

Well defined objectives and documentation of results facilitate
communication with funders, performers, users, and others.

For his part, David outlined what he termed “very serious
problems...with outcome goal setting for federal programsin genera
and for research in particular” (David, 1994, p. 294). David's central
argument was that an “outcome reporting may have a perverse effect of
distorting the perception of the system of science and technology and its
relationship to economic growth” (ibid, p. 297). He further observed that
“ Agencies should define appropriate output and outcome measures for
al R and D programs, but agencies should not expect fundamental basic
research to be able to identify outcomes and measure performance in the
same way that applied research or development are able to.”

What followsis essentially an expanded exposition of these two
perspectives, presented first as promises and then as limitations.

Promises

e Performance measurement is a (necessary) means towards
implementing (and enforcing) the audit precepts — especialy those
linked to accountability and transparency—contained within GPRA
and like requirements.

e Performance measures can assist agencies make improved, evidence-
based decisions both for purposes of program design and operations
(formative evaluations) and longer term assessments of allocative
and distributive impacts ( summative evaluations). In these ways,
performance measures assist agencies in formulating more clearly
defined, realistic, and relevant strategic objectives and in better
adjusting ongoing program operations to program objectives.

o Waéll defined, readily measured, and easily communicated
performance measures aids both funders and performers to
communicate the accomplishments and contributions of the public
investments to larger constituencies, thereby maintaining and
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strengthening the basis of long term public support of these
Investments.

e The search for measures that accurately depict what an
agency/program has accomplished may serve as afocusing device,
guiding attention to the shortcomings of existing data sets and thus to
investments in obtaining improved data.

e Performance measurement focuses attention on the end objectives of
public policy, on what has happened or happening outside the black
box, rather than on the churning of processes and relationships inside
the black box. Thisinterior churning produces intermediate outputs
and outcomes (e.g., papers, patents) that may be valued by
performers (or their institutions, stakeholders, or local
representatives), but these outputs and outcomes do not necessarily
connect in atimely, effective, or efficient manner to the goals that
legitimize and galvanize public support.

¢ Requiring agenciesto set forth explicit performance research goals
that can be vetted for their societal importance and to then document
that their activities produced results commensurate with these goals
rather than some diminished or alternative set of outputs and
outcomes is a safeguard against complacency on the part of funders
and performers that what might have been true, or worked in the
past, is not necessarily the case today, or tomorrow. Jones, for
example, has recently noted, “ Given that science is change, one may
generally imagine that the institutions that are efficient in supporting
science at one point in time may be less appropriate at alater point in
time and that science policy, like scienceitself, must evolve and
continually be retuned” (Jones, 2010, p. 3). Measurement of impacts
is one means of systematically attending to the consequences of this
evolution.

e Performance measurement is a potential prophylactic against the
episodic cold fusion-type viruses that have beset the formulation of
U.S. science policy. Asillustrated by the continuing debates set off
by Birch’s claims on the disproportionate role of small firms as
sources of job creation (cf. Haltiwanger, J., R. Jarmin, and J.
Miranda (2010)) or the challenge posed to the reflexive proposition
that the single investigator mode of support is the single best way to
foster creative science by Borner, et.al. findings that “Teams
increasingly dominate solo scientists in the product of high-impact,
highly cited science; (Borner, et. al. 2010, p. 1), U.S. science and
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innovation policy contains several examples of Will Roger’s
observation that, “It isn’t what we don’'t know that gives us trouble,
it'swhat we know that ain’t so.”

Presented as a method of assessing returns to Federal investmentsin
research, performance measurement provides policymakers and
performers with an expanded, more flexible and adaptable set of
measures than implied by rate of return or equivalent benefit-cost
calculations. Criticism of what is seen as undue reliance on these
latter approaches islongstanding; they are based in part on technical
matters, especially in the monetization of non-market outputs, but
also on the distance between the form that an agency’ s research
output may take and the form needed for this output to have market
or other societal impacts.

The largest promise of performance measurement, though, likely

arises not from recitation of the maxims of the new public management
but from the intellectual ferment now underway in developing new and
improved data on the internal processes of scientific and technol ogical

research, the interrelationships of variables within the black box, and
improved methods for assembling, distilling and presenting data. Much
of thisferment, of course, relatesto Dr. Marburger’ s call for a new
science of science policy, the activities of the National Science and
Technology Committee's (NSTC) Committee on Science, and the

research currently being supported by the National Science Foundation’s
Science of Science and Innovation Policy program (SciSIP). No attempt
is made here to present a full précis of the work underway (Lane, 2010).

Having been a co-organizer, along with Al Teich, of two AAAS

workshops at which SciSIP grantees presented their preliminary findings

and interacted with Federal agency personnel, however, itisa
professional pleasure to predict that a substantial replenishment and
modernization of the intellectual capital underlying existing Federal
research policies and investments can be expected.

To illustrate though the nature of recent advances, | cite two
developments non-randomly selected to reflect the focus of my own

research interests. They are the NSF s Business R and D and Innovation
Survey (BRDIS), itself in part redesigned in response to the 2005 NRC
study, Measuring Research and Development Expendituresin the U.S.
Economy, and advances in the visualization of the (bibliometric)
interconnections of disciplines. The NRC report articulated longstanding
concerns that NSF’ s existing survey of industrial R and D needed
methodol ogical upgrading, lagged behind the structure of the U.S.
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economy in not adequately covering the growth of the service sector or
the internationalization of sources and performers of R and D, and did
not adequately connect R and D expenditures with downstream “impact”
measures, such asinnovations. The result has been a major revision of
these surveys, undertaken by NSF s Science Resources Statistics
Division.

Early findings from the new BRDIS survey on the sources and
characteristics of industrial innovation fill along recognized datagap in
our understanding of relationships between and among several variables,
including private and public R and D expenditures, firm size and
industrial structure, human capital formation and mobility, and
managerial strategies. (Boroush, 2010). Combined with pending findings
from a number of ongoing SciSIP projects and juxtaposed to and
compared with data available from ongoing international surveys, these
newly available data hold promise of simultaneously providing
policymakers with afiner grained assessment of the comparative and
competitive position of the technological performance of the U.S.
economy and researchers and evaluators finer grained data to assess the
impacts of selected science and technology program and test existing and
emerging theories.

Science is a set of interconnected, increasingly converging
disciplines, so run the claims of many scientists (Sharp, et. al, 2011). But
precisely in what ways and with what force do these interconnections
flow? Does each field influence all other fields and with equal force, or
are there discernible, predictable differences in patterns of connection
and influence? Prospectively, being able to answer these questions would
provide policymakers with evidence about relative prioritiesin funding
fields of science, presumably giving highest priority to those that served
as hubs from which other fields drew intellectual energy. Recent research
in data visualization, illustrated by Boyack, Klavans, and Borner's
Mapping the Backbone of Science (2005), combines bibliometric
techniques, network theories, and data visualization techniques to offer
increasingly accessible “maps’ of the structure of the natural and social
sciences, thereby providing one type of answer to these questions.

Limitations
The above noted emphasis on context surfaces immediately in

considering the limitations of performance measurement. Perhaps the
most obvious and important difference in the use of such measuresin
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between ex ante and ex post decision making settings. Fundamental
differences exist in the theoretical, analytical and empirical knowledge
bases for using performance measures to determine whether past
investments have produced the research expected of them and using such
measures to decide upon the magnitude and direction of new funds.

If retrospective assessment was all that was implied by the call for
performance measures of impacts, the task before this audience, and for
Federal science agenciesin satisfying new planning and reporting
requirements, while challenging, especially in reconciling and distilling
divergent, at times conflicting findings, as say in the cases of the Bayh-
Dole Act (Larsen, 2010; NRC, 2010) or the SBIR program’ s generation
of sustainable increasesin employment, would at least be relatively
straightforward. There is no shortage of well crafted assessments of past
Federal investments in basic and applied research. Such work has been
and continues to be a staple component of research on the economics of
science and technology and of previous NRC reports over the past 50
years. A short list would include the rich empirical literatures on the
returns to Federal investmentsin agricultural research (Evenson, Ruttan,
and Waggoner, 1979; Heisey, et. al, 2010), biomedical research (Murphy
and Topel, 2006; Stevens, et. a, 2011), energy efficiency research (Link,
2010), and applied technology programs, such as NIST’s Advanced
Technology Program (Ruegg and Feller, 2003). 2

Manifestly though, more than an assessment of past investments as
apossible guide to future decisionsis intended in recent requirements
and continuing calls for measures of performance impact for research.
The central premise underlying the mantra of evidence-based decision
making is that some combination of findings about the impacts from
previous findings or findings from some form of in situ or heuristic
experiment provides the best possible predictor of the expected impacts
that will follow upon Federal research expenditures. Thisisafar
different matter than ng the impacts of past research
expenditures.® The premise though must confront considerable research-

2 An added value of calling attention to these retrospective studiesis that they all
entail studying the relationship between a cause and an effect: “ between the
activitiesinvolved in a public program and any outcome of that program...”
(Mohr, 1995, p. 1). Without atheoretical foundation that specifies the set of
dependent and independent variables to be, performance measures represent
what Koopman's has termed, “ measurement without theory.” (1947, p. 161).

3 The implicit assumption throughout this paper is that decisions follow or at
least are influenced by, the evidence contained in performance measures. That
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based agnosticism of many scholars of the extent to which findings based
on past studies can be used to forecast the specific magnitude and
characteristics of future Federal investmentsin research. As noted by
Crespi and Guena, for example, “After more than 50 years scholarly
work on the importance of academic research, thereis still little
systematic evidence on how such investments can lead to increase levels
of scientific output, improved patenting and innovative output, better
economic performance and, ultimately, to increase national wealth”
(Crespi and Geuana, 2008, p. 555).

The primary limitation of using performance measures to shape
future Federa investmentsin research flows from the well documented
tale, widely recounted in both the scholarly and policy literatures, that
the outcomes of scientific research are unpredictable as to when they will
occur, who will be responsible for them, and even more so with respect
to their end uses. Thislast influence appears to be of increasing
importance in confounding projections of returns to future Federal
research investments as ‘users’ become increasingly influential in
transforming platform scientific findings or technol ogical advances into
their own new products and processes (von Hippel, 2005).

Additionally, again to restate familiar propositions, the impacts of
basic and applied research occur only over extended periods of time,
often extending beyond budgetary and planning horizons. They also
frequently require further “investments’—downstream in terms of
prototype devel opment, manufacturability, and marketing—and upstream,
in terms of related scientific discoveries or technological breakthroughs—
before their impacts are felt. Many, if not most of these necessary
complementary activities are outside the purview of the agencies funding
the research.

To cite two examples from the literature on the economics and
history of science and technology that express these propositions. First,
Rosenberg: “From an economic point of view, perhaps the most striking
peculiarity of knowledge production isthat is not possible to establish

is, evidence of good/high performance leads to the continuation/expansion of a
program; evidence of poor/low performance leads to termination/contraction.
Thisisobviously astylized proposition. Technically sophisticated assessments
of the contributions of the ATP program did little to saveit from the
congressional budget axe, and in light of the current political environment one
can anticipate that a similar fate awaits Federal research programs related to
environmental protection and climate change, however well done and rich with
societal impacts they may be.
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the nature of its production function. We can never predict the output
which will be generated by a given volume of inputs. By its very nature
knowledge production deals with foraysinto the unknown. It involves
the combination of resources to an exploratory process the outcome of
which may be alarge number of dead ends rather than the hoped-for-
discovery of knowledge or techniques possessing profitable economic
applications.” (Rosenberg, 1972, p. 172). Second, Mowery and
Rosenberg: “It is essentia to emphasize the unexpected and unplanned,
even it-or especially if-it renders serious quantification impossible. In
fact, the difficultiesin precisely identifying and measuring the benefits
of basic research are hard to exaggerate” (Mowery and Rosenberg, 1989,
p. 11).

These assessments are widely shared. To cite an earlier National
Academies endeavor not unlike today’s, “History...shows us how often
basic research in science and engineering leads to outcomes that were
unexpected or took many years or even decadesto emerge... The
measures of the practical outcomes of basic research usually must be
retrospective and historical and...the unpredictable nature of practical
outcomes is an inherent and unalterable feature of basic research”
(National Academies, 1999). They are also found in Executive budget
documents. For example, although suffused with an emphasis on
quantitative performance measures, OMB’ s earlier articulation of R and
D Investment Criteria expressed nuanced understanding of the
uncertainties surrounding returns from Federal investmentsin basic
research: “ Agencies should define appropriate output and outcome
measures for all R and D programs, but agencies should not expect
fundamental basic research in the same way that applied research or
development are able to do. Highlighting the results of basic research is
important, but it should not come at the expense of risk-taking and
innovation” (OMB, PART 2008, Appendix C, p. 76).

To briefly illustrate these propositions with some specifics, the
abovetaleiswell told by the historical linkages between and among the
work of physicists, Pauli, Purcell, and Bloch in identifying and
measuring nuclear magnetic resonance (NMR); the use of NMR by
chemists to determine the structure of molecules; the sequential
development by Varian of increasingly more user-friendly NMR
machinery, and the subsequent, still contested priority race between
supporters of Damadian and Lauterbur to apply NMR to medical
imagining, along with ahost of other advances in mathematics, computer
science, and technologies, a number of which originated with firms such
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as EMI in the United Kingdom and GE in the U.S,, leading to the now
ubiquitous presence of MRI (Kelves, 1997; Roessner, et. a, 1997).

My personal favorite example of the meanderings of new scientific
and technological knowledge into uses not anticipated by those funding
or performing the underlying research is the answer | received from Penn
State undergraduates enrolled in my course in science and technology in
the pre-1Pod, circa 2000 period, when asked to identify the most pressing
national Sand T policy issue. The overwhelming response was the then
legal imbroglio relating to downloading Napster files. So much for
DARPA and the search to link high-end, computing-intensive research.

The limitations of performance measures as forms of evidence to
guide investments in research extend beyond this general case. There are
other specific limitations that arise in or bear upon specific decisionsin
specific contexts. A partial listing of them is as follows:

e Performance measures for research may undervalue lack of
performance, or failure. Science has been described as the only field
where failureisto be expected. After al, it was Edison who when
challenged with the number of failed experiments rejoined, “I have
not failed. I've just found 10,000 ways that won't work.” Indeed,
given the well known skewness of the distribution of research
findings, at least as measured by bibliometric data, recent agency
initiatives to promote high-risk, high-reward research if interpreted
formally implies increased frequency of projects that fail to achieve
their stated objectives.

e Thereisanimplied but at timesillusive exactitude in first speaking
about the promise/benefits of performance measurement and then
moving to the selection and operationalization of specific
performance measures. Asillustrated by current national debates
over the specification of performance measuresin K-12 and higher
education, the transition is seldom that simple. For example, isthe
performance of public colleges, and thus their state appropriations
under a system of performance based budgeting, to be based on
graduation rates, time to degree, mastery of general knowledge,
mastery of specialized knowledge, or life time earnings, preferably
within state borders? These measures reflect different concepts of
performance, several of which point provide different sets of
incentives for university administrators and faculty. Alternative
articulations of performance likewise are subsumed within the global
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objectives set for Federal research programs—productivity increase,
for example, is not synonymous with job creation.

e Leaving aside issues associated with data availability and quality, the
casua linkages between program/agency objectives and the choice
of measures to be used can be fuzzy. Empirically, reservations can be
expressed about the metrics that agencies have to date employed and
been accepted by OMB to document agency performance. My earlier
brief of the performance metrics contained in OMB’s PART review
pointed to a diverse set of measures across agencies and programs.
Some related to technical specifications (i.e., achieve a certain level
of performance advance), some to economic gains (threshold and
above benefit-cost ratios), some to societal impacts (e.g., reduction in
traffic fatalities), and more. No clear analytical or empirical
distinction though seemed to be made between what seemed in some
cases to be final impacts and in others to be intermediate impacts.
Thereisan admitted logic to this variability. Agencies differ not only
in objectives, but in the technical ease with which it ispossibleto
measure performance relative to these objectives. It is easier to
measure rates of return to commodity-oriented agricultural research,
where market data on inputs and outputs are readily available, than
to investments in research on particle physics. But the hodgepodge of
performance measures in use undercuts any attempt to systematically
compare performance across agenciesin formulating research
budgets. In practice, the specification of the measures to be used, as
well asthe target to be reached, likely are the outcome of some form
of negotiation and compromise between OMB and the agency,
perhaps with some formal or informal understanding of what is
acceptable to the relevant congressional committee. Thisis
conjecture, though, awaiting confirmation. At present, the
specification of performance measures across agencies and programs
should be viewed as a new policy and research black box.

e Inacircular process, unless aprogram’s objectiveis defined in terms
of asingle performance measure, any single measure is at best a
partial indicator of the objective being pursued. In most cases, single
performance measures are only loosely connected to higher order
performance objectives. Maoreover, employment of single measures
can produce findings that incorrectly suggest that the objectives for
which research support is being provided are not being met, and thus
be misleading guides to public policy. Hill’s 1986 study, undertaken
for the House Committee on Science and Technology, of the



APPENDIX C 135

relationship between US Nobel Prize awards and aggregate U.S.
performance objectives in economic growth and health highlights
these risks (U.S. Congress, 1986; p.65). Asillustrated in Figure C-1,
Hill’ s study, undertaken at the height of angst about U.S.
international economic competitiveness, shows a negative
relationship in growth in gross domestic product and national Nobel

Prize awards in physics and chemistry!
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FIGURE C-1 Growth in Gross Domestic Product and Nobel Prize-winning in
Physics and Chemistry.

Connecting U.S. performance in Nobel prizesto health outcomes
produces only a slightly better “picture.” The mapping of Nobel prizesin
physiology and medicine for the period 1945-1984 with health statistics
shows a dlight positive relationship in reductions in infant mortality but
no apparent association to gainsin life expectancy. Compare this use of
this single performance measure with Cutler and Kadiyald s estimate that
an average 45-year old in 1994 had a life expectancy 4 ¥z years longer
than in 1950 because cardiovascular disease mortality had decreased.
This finding leads them to the “ unambiguous conclusion ...that medical
research on cardiovascular disease is clearly worth the cost” (2002,
p.113). Cast in benefit-cost terms, thisincreaseis estimated to yield a4
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to 1 return for medical treatment and a 30-to-1 return for research and
dissemination costs related to behavioral change.

More generally, to the extent that single measures are used, they
become the de facto criterion by which performanceisjudged, and in a
system of performance-based budgeting the basis on which decisions
about which future funding is made. Measures, though, are means to
ends. Asthe recent if by now jaded maxim put it, if you can’t measure it,
you can't manage it. But measures a so can shape the ends. What is
measured iswhat is managed, or promised. The value of impacts not
measured is thereby diminished, or ignored. More tellingly, what is
measured iswhat is produced if measured performanceistied to
resources or rewards of whatever form.

An obvious implication of the vignettes from health research is the
risk of using any single performance measure to gauge the impacts of
Federal investments in research. This proposition is stated so frequently
and explicitly in contemporary exegesis on assessment of science
programs (Schmoch, et. a, 2010) that it would not be worth mentioning,
except that it is frequently ignored. Thus, the contributions of a
university’ s research activities to national or state level economic growth
are often reduced to counts of numbers of patents or licenses, or even
worse to the ratio of patents to external R and D funding, while the job
creation expectations associated with the research funding in ARRA
have taken on alife of its own, creating an assessment cynosure about
that performance measure to the exclusion of other, possibly broader and
deeper impacts (Goldston, 2009).

o Most federal research programs, though, have multiple rather than
single objectives. Multiplicity createsits own set of problemsfor use
of performance measures on impacts. It increases the prospects for
non-commensurabl e findings because of intractable technical issues
of measuring things that are heterogeneous within asingle
comprehensive measure and because of the implicit normative
weighting accorded different objectives (Gladwell, 2011). The
presence of multiple objectives also increases the likelihood of
variable performance (satisfactory, unsatisfactory; results not
proven) among them, leaving open or requiring normative
assessments about relative weights. The setting also is rife with the
prospects of strategic retreats on objectives, so that performance
becomes measured in terms of what an agency/program can produce,
not what it was set up to produce. Moving to multiple measures, asin
scorecards, also raises questions of possible co-linearity among
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seemingly independent measures, so that what seems to be the
richness of the approach in effect reduces to variants of asingle
measure. Perhaps most importantly, the presence of multiple
objectives for a program increases the likelihood of trade-offs among
facets of performance, so that an increase in one agency/program
objective can be achieved only at the expense of adecreasein
another objective. A substrata tension, or inconsistency, thus seems
to exist between the simultaneous pursuit of multi-item performance
measurement scorecards and acceptance of the organizational mantra
that one can’t be all thingsto all people.

e Effectiveness and efficiency are different concepts. This differenceis
frequently overlooked in interpreting measures of the performance of
Federal programs. It is one thing to say that a program has produced
positive outcomes with respect to one or more of its several stated
objectives; it is another to say that it is achieving these outcomesin
the most efficient manner relative to the next best uses to which its
program funds could have been or could be put. It is axiomatic that
any large scale Federal program, research or otherwise, especially if
longstanding, will have many accomplishments to report. A corollary
isthat the larger and longer standing the program, the larger the
absolute number of outputs.

The potential consequences for misinterpreting evidence and
subsequent questionable decisions when effectiveness and efficiency
are confounded takes on special importance in light of the recent
OMB memorandum, “Increased Emphasis on Program Evaluations.”
The memorandum states that “Rigorous, independent program
evaluations can be a key resource in determining whether
government programs are achieving their intended outcomes as well
as possible and at the lowest possible cost.” It also notes that, “ And
Federal programs have rarely evaluated multiple approaches to the
same problem with the goal of identifying which ones are most
effective.” Absent some form or control or comparison group or
other explicit standard, performance measures provide little basis for
determining a program’ s cost-effectiveness or efficiency.

e Theinformational content of performance measures may change
over time. This may result from employing measures in different
ways than they had formerly been used, especidly if adifferent set
of incentives is attached to them—faculty member’ s patenting of
their research shifting over time in promotion and tenure reviews
from anegative indicator of distraction from disinterested Bohr- cell
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research to a positive indicator of fulfillment of a university’s“third
mission” objectives in promotion and tenure packets. It may also
change as aresult of legidlative or court decisions and/or firm
strategies in the uses made of the measured activity- reported shifts,
for example, in increased patent activities by firms and the trend
towards using them as a source of revenue as well as a means of
protecting intellectual property (Cohen, 2005). Freeman and Soete
formalize and label this changing informational content as the
science, technology, and innovation (STI) version of Goodhart’s law:
“once STI indicators are made targets for STI policy, such indicators
lose most of the informational content that qualify them to play such
arole” (2009, p. 583). Along similar lines, Moed, in hisreview of
bibliometric indicators has noted the argument that indicators applied
in research performance assessment should be modified every ten
years or so, replacing indicators normally applied by new types
(Moed, 2005, p. 320).

The Use of Performance Measuresin Federal Resear ch Policy
Decisions

Context matters critically as one attempts to relate the above
characteristics of performance measures to the type of decisions that U.S.
policy makers are called upon to make with respect to Federal
investments in research. The applicability and thus promise and
limitations of performance measures, singly or collectively, can vary
greatly from holding high potential for providing useful information on
program and project level activities to low, problematic and potentially
counterproductive for overarching decisions concerning levels and broad
allocation patterns of Federal support.

Schematically and historically, U.S. science and technology policy
has consisted of a continuing discourse between a stock of big questions
and a comparable stock of big answers. This discourse underpins the
continuity of the main features of U.S. poalicy, albeit with short-term
economic and political perturbations. It also provides the intellectual and
policy capital base for consideration of a continuing flow of smaller
guestions and smaller answers about specific science and innovation
policy issues. These latter issues flare up to dominate near-term science
policy forums, and then through some amalgam of a modicum of
resolution, overtaking by the eruption of new policy agendaitems, or by
morphing into the big questions lose their immediate saliency, only to
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pop again anew, not infrequently with new terms being used to describe
recurring guestions.

The big three science policy questions, in the U.S. aswell as
elsawhere, are (1) the optimal size of the federal government’s
investments in science and technology programs; (2) the allocation of
these investments among missions/agencies/and programs and thus fields
of science; and (3) the selection of performers, funding mechanisms, and
the criteria used to select projects and performers.* Permeating each of
these questions is the question of “why,” namely, the appropriate,
effective and efficient role of the Federal government in supporting
public investments in science and technology including nurturance of a
STEM-qualified labor force. Allowing for variations in language and
precipitant events, the questions are strikingly unchanged between the
1960s ferment on criteria for scientific choice and those posed by Dr.
John Marburger’s call for a new science of science policy. Only the first
and second questions are treated here.

The big answers to these questions appear in the sizeable and ever
more sophisticated theoretical, descriptive and empirical literature that
has dealt with these topics since at least the 1960s. These answers form
the basis for statement in the NSTC’ s 2008 report, The Science of
Science Policy: a Federal Research Roadmap termed, a“...well
developed body of social science knowledge that could be readily
applied to the study of science and innovation.”

The big answers, in summary form, relate to: (1) The contributions
of productivity increase to increases in GDP/capita. This answer isthe
intellectual and policy legacy of a continuing stream of work from
Solow-Abramovitz, through the growth accounting work and debates of
economists such as Denison, Jorgensen, Baumol, more recently recast in
terms of endogenous growth theory and spillover effects. Thus, the
opening paragraph of the National Academies highly influential report,
Rising Above the Gathering Storm, states that “Economic studies
conducted even before the information-technology revolution have
shown that as much as 85% of measured growth in U.S income per
capital was due to technological change.” (2) Market failure propositions
associated with the work of Arrow and Nelson that competitive markets

*“The major issues in science policy are about allocating sufficient resources to
science, to distribute them wisely between activities, to make sure that resources
are used efficiently and contribute to social welfare” (Lundvall, B. and S.
Borras, 2005, p. 605)
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fail to supply the (Pareto-) optimal quantity of certain types of R and D°
and (3) Mansfield-Griliches-type analytical frameworks, augmented
increasingly with attention to knowledge spillovers, based on
divergences between social and private rates of returnto R and D, that
have been used to justify Federal investments across a swathe of
functional domains - health, agriculture, environmental protection.

Historically, these big answers have become the ideas of academic
scribblers that influence those in power in power today, or least most of
them. They have contributed to shaping a broad political consensus,
ranging from President Obamato George Will, about the
appropriateness, indeed necessity, of Federal support of basic research, at
the same time leaving in dispute the legitimacy of Federal support for
technologically oriented civilian-oriented research programs.

Because these answers are so much a part of contemporary
discourse, it is easy today to lose sight of their transformative impacts.
These answers invert most of core tenets of pre-1950 Federal science and
technology policy in which support was provided for mission oriented,
applied research but not for basic research (DuPree, 1957). Likewise, the
current major role of U.S. universities as performers of Federally funded
basic research—arole today much valued, extolled and defended by these
institutions—had to overcome fears expressed by leaders of the National
Academy of Sciences about “government interference with the autonomy
of science...” (Geiger, 1986, p. 257).

But even as the broad policy propositions derived from the big
answers remain essentially correct in shaping the overall contours of US
science policy, they are seen as of limited value by decision makers
because in their view the answers do not correspond to the form in which
they confront decisions about how much to investment in research and
how these investments should be allocated among national government
objectives, fields of science, and agencies (Feller, 2009).

For example, in addressing the first overarching question of how
much the Federal government should spend in the aggregateto R and D,
abstracting here from thorny analytical, measurement, and institutional

® These propositions have turned out to be a double-edged theoretical sword for
purposes of Federal research policy. They were initially advanced to justify
public sector support for basic research but as interpreted in the 2002 OSTP-
OMB R and D Investment Criteria and then implemented in the PART process,
they have become the theoretical basis for excising several domestic technology
development programs.
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issuesinvolved in linking R and D with technical change and/or
productivity change, that the business sector funds two-thirds of USR
and D, and that total Federal R and D expenditures are the sum of
multiple House and Senate appropriations’ bills, how does one move
from the 85% share of growth in per capitaincome attributed to
technological progress contained in Rising Above the Gathering Sormto
findings such as Boskin and Lau’ s estimate that 58% of the economic
growth of the United States between 1950-1998 was attributable to
technical progressto determining the optimal R and D/GDP ratio? How
would the optimal level of Federal expenditures on R and D change if
new findings suggested that existing estimates overstated the
contribution of technical progress by 20/30 percentage points, or
conversely, understated this contribution by alike amount?

Using adifferent performance measuring stick, given candid
assessments from European officials that the European Union’s 2000
Lisbon Strategy’s 3% goal was a political rather than an economic
construct, what’ s the empirical basis of the Obama Administration’s 3%
goal? Achieving, or surpassing the goal would reverse declinesin real
terms in Federal support of R and D since 2004 (Clemins, 2010), and
raise the ratio from its current estimated level of about 2.8%. Achieving
this goal would also move the US closer to the top of all other OECD
nations, even possibly overtaking Finland or Sweden (Boroush, 2010).
But other than asserting that more is better than less, what other basis
exists for determining whether 3% is too high, too low, or just right?
Given all the above cited reservations about the complexity of linking
public sector research expenditures to desired outcomes, how can
performance measures be used to exist to judge the merit of recent
proposal s that the U.S. should be spending 6 %, not 3% of GDP on R and
D (Zakaria, 2010)?

Similar questions arise when or if one attempts to start from treating
science not as the handmaiden of economic growth but having its own
internal dynamics. The cover page of the 125" anniversary issue of
Science, 1 July 2005, istitled: 125 Questions. “What Don’'t We Know?”’
Assume, as seems appropriate, that these questions accurately represent
the current frontiers of knowledge, that advancesin many if not all
directions at the frontier hold the promise of societal benefits, and that
excellent proposals addressing each question are awaiting submission to
the relevant Federal agency. What would be the total cost? What share of
GDP or of the Federal budget would be required to fund these proposals
once added to other national or mission agency R and D priorities? If not
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all these proposal's could be funded, what means should be used to select
from among them? What measures of performance/output/outcomes
should be used to assess past performance in determining-out year
investments or near-term R and D priorities. Exciting asit may beto
envision the prospects of societal impacts flowing from frontier, high-
risk, transformative risk, it serves only to bring one full circle back to the
policymaker’s priority setting and resource allocation questions noted
above.

The same issues arise when trying to compute the proper level of
support or estimate the returns to public investments for functional
objectives, agencies, and fields of science. An impressive body of
research, for example, exists on the contributions to the health status of
the American population produced by Federal investmentsin biomedical
research. It s an analytical and empirical stretch to say that this research
provides evidence that can be used to determine whether current or
proposed levels of appropriation for NIH are right, too little, or too high.
No evident empirical basis existed for the doubling of NIH’s budget over
a 5-year time period, and the consequences now observed while
unintended were not unpredictable (Freeman and van Reenan, 2008). At
issue here iswhat Sarawitz had termed the myth of infinite benefits; “1f
more science and technology are important to the well-being of society,
then the more science and technology society has, the better off it will
be” (1996; p. 18). Indeed, arguably, if the budget decision had any
lasting impacts, it was to elevate “balance” of funding across agencies as
aresource allocation criteria and to set doubling as aformulaic target for
other science oriented agencies.

Similar problems arise too in attempting to formulate analytically
consistent criteria based on performance measures for allocating funds
among fields of science and technology, — how much for chemistry?;
physics?; economics?- especially as among national objectives and
agencies, as well as within agencies. These are the perennial practical
questions across the spectrum of Federal science policymakers, yet
perhaps with the exception of basing program level alocations on
estimated returns from impacts, as in the cases of agriculture (Ruttan,
19820 and health (Gross, Anderson, and Power, 1999) for which few
good answers, or funding algorithms, exist. For example, arecent NRC
panel tasked with just such an assignment concluded in its report, A
Strategy for Assessing Science, “No theory exists that can reliability
predict which research activities are most likely to lead to scientific
advances or to societal benefits’ (2007, p. 89).
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One would like to do better than this. Here, if anywhere, iswhere
performance measurement may have arole. The challenge at this point is
not the absence of performance measures relating Federal investmentsin
research to specific outputs or studies pointing to high social rates of
return within functional areas but the sheer number of them and the
variations in methodol ogies that produce them. The result is a portfolio
of options about performance measures, each more precisely calibrated
over time but still requiring the decision maker to set priorities among
end objectives.

Thus, the Boyack, et. al, bibliometric study cited above highlights
the “centrality” of biochemistry among published papers. Using this
study and itsimplied emphasis on scientific impact as abasis for
resource allocation decisions among scientific fields would presumably
lead to increased rel ative support for biochemistry. If one instead turnsto
the Cohen-Nelson-Walsh survey-based study (2002) of the contributions
of university and government laboratory researchi.e., (“public”)
research to industrial innovation, which contains an implied policy
emphasis on economic competitiveness, one finds both considerable
variation across industries in the importance of public research and
variationsin which fields of public research are cited as making a
contribution. An overal finding though is that, “As may be expected,
more respondents consider research in the engineering fields to
contribute importantly to their R and D than research in the basic
sciences, except for chemistry” (2002, p. 10). The authors however mute
this distinction of the relative contribution of fields of science with the
caution that “the greater importance of more applied fields does not
mean that basic science has little impact, but that its impact may be
mediated through the more applied sciences or through the application of
industrial technologists' and scientists' basic scientific training to the
routine challenges of conducting R and D” (p. 21). But the upshot of the
study still would seem to be the need for increased (relative) support of
engineering related disciplines. Advocates for increased Federal research
for computer science and engineering, for their part may turn to
Jorgenson, Ho, and Samuels’ recent estimates of the contribution of the
computer equipment manufacturing industry to the growth in US
productivity between 1960-2007 (Jorgenson, Ho, and Samuels, 2010).

An obvious conclusion, indeed the standard one in discussion of this
issue, isthat the interconnectedness of fields of science requires that each
be supported. And this of course is how the present U.S. system
functions. There are considerabl e differences, however, between funding
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each field according to its deeds and each according to its needs.
Moreover, the interconnectedness argument applies to historical
determinants and levels of support; it is of limited guidance in informing
budget decision—show much more or less, given existing levels of
support?

Little of this should be a surprise. The gap between estimates of
returns to public investments in research and using these estimates to
formulate budget allocations among missions, agencies, and disciplines
was identified by Mansfield in the opening text of the social returnsto R
and D. Referring to the number of independent studies working from
different models and different data bases that have pointed to very higher
social rates of return, he noted, “But it is evident that these studies can
provide very limited guidance to the Office of Management and Budget
or to the Congress regarding many pressing issues. Because they are
retrospective, they shed little light on current resource allocation
decisions, since these decisions depend on the benefits and costs of
proposed projects, not those completed in the past” (Mansfield, 1991, p.
26). The gap has yet to be closed.

Similar issues arise in using bibliometric data to allocate resources
across fields. Over the last three decades, even asthe U.S. position in the
life sciences has remained strong, its world share of engineering papers
has been cut amost in half, from 38 percent in 1981 to 21 percent in
2009, placing it below the share (33 percent) for the EU27. Similar
declines in world share are noted for mathematics, physics, and
chemistry (National Science Foundation, 2007; Adams and Pendlebury,
2010). One immediate, and simple interpretation of these datais that
aggregate bibliometric performance is a function of resource allocation: a
nation gets what it funds. But this formulation begs first the question if
what it is producing is what it most needs, and then if what it is
producing is being produced in the most efficient manner.

Conclusion

Having studied, written about, participated in, organized workshops
on, and as an academic research administrator been affected by the use of
performance measures, something more than an “on the one hand/on the
other hand” balance sheet, a concluding section seemsin order.

It's simpler to start with the limitations of performance measures for
they are real. These include the attempt to reduce assessment of complex,
diverse, and circuitously generated outcomes, themselves often
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dependent on the actions of agents outside the control of Federal
agencies, to single or artificially aggregated measures; the substitution of
bureaucratically and/or ideologically driven specification and utilization
of selective measures for the independent judgment of experts; and the
distortion of incentives for science managers and scientists that reduces
the overall performance of public investments. To all these limitations
must be added that to date thereis little publically verifiable evidence
outside the workings of OMB-agency negotiations that implementation
of a system of performance measurement has appreciably improved
decision making with respect to the magnitude or allocation of Federal
research funds. When joined with reservations expressed by both
scholars and practitioners about the impacts of the new public
management paradigm, it produces assessments of the type, “Much of
what has been devised in the name of accountability actually interferes
with the responsibilities that individuals in organizations have to carry
out work and to accomplish what they have been asked to do” (Radin,
2006, p.7; also Perrin, 1998; Feller, 2002; Weingert, 2005; Auranen and
Niemien, 2010).

The promises, too, are likely to bereal if and when they are realized.
One takes here as a base the benefits contained in Behn's presentation
and the section on promises above. Atop this base are to be added the
revised and new, expanded, disaggregated, and manipulable data sets
emerging both from recent Federal science of science policy initiatives
and other ongoing research (Lane and Bertuzzi, 2011). Thus, Sumell,
Stephan, and Adams’ recent research on the locational decisions on new
Ph.D.sworking in industry accords with and provides an empirical base
for the recent calls by the National Science Foundation’s Advisory
Committee for GPRA Performance Assessment 2008 to collect and
provide data on the “ development of people” as an impact of agency
support.

A different category of benefits owing less to improved public
sector management practices and more to the realities of science policy
decision making needs to be added to thislist. The very same arguments
cited above that the links between initial Federal investmentsin research
are too long term and circuitous to precisely specify in GPRA or OMB
planning or budget formats serves to increase the value for intermediate
measures. For policymakers operating in real time horizons, even
extending beyond the next election cycle, performance measures of the
type referred to above are likely as good asthey areto get. Welivein a
second best world. Although it may be analytically and empirically
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correct to state say that none of the proximate intermediate output
measures, patents or publications for example, are good predictors of the
ultimate impacts that one is seeking—increased per capitaincome,
improved health-some such measures are essential to informed decision
making.

Adding impetus to this line of reasoning is that the environment in
which U.S. science policy is made is aglobally competitive one, which
increases the risks of falling behind rivals. Akin to an armsrace or
advertising in imperfectly competitive markets, support of research is
necessary to maintain market share, even if the information on which
decisions are made is imperfect.

Finally, as an empirically oriented economist whose work at various
times hasinvolved generating original data series of patents and
publications and use of agoodly portion of the performance measures
and methodol ogies now in vogue in evaluations of Federal and State
science and technology programs, there is a sense of déja vu to much of
the debate about the promises and limitations of performance measures
of impacts. The temptation is to observe somewhat like Monsieur Jordain
in Moliere s play, Le Bourgeois Gentilhomme, “ Good heavens! For
more than forty years | have been doing performance measurement
without knowing it.”

Performance measures viewed either or both as a method for
explicating needs assessments or conducting impact assessments are
basic, indispensible elementsin policy making, program evaluation, and
scholarly research. What are open to issue are:

e the specification of the appropriate measures for the decision(s)
under review—a complex task involving technical, political, and
normative considerations;

o the proper interpretation and incorporation of existing and newly
devel oped data and measures used in retrospective assessments of
performance into decisions relating to estimating the prospective
returns from alternative future Federal investmentsin research—
decisions made within a penumbra of scientific, technical, economic,
and societal uncertainties that performance measures reduce but do
not eliminate; and

e providing evidence that use of performance measures as forms of
evidence in fact improves the efficiency or rate(s) of return to
Federa investmentsin research.
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Given the above recitation of promises and limitations, the optimal
course of action seemsto be what Feuer and Maranto have termed
science advice as procedural rationality (2010). It isto (1) have
policymakers employ performance impact measures that correspond to
what is known or being learned about how public investmentsin basic
and applied science relate to the attainment of given societal objectives;
(2) have the body of existing and emerging knowledge of how Federal in
basic and applied research impact on societal objectives connect to the
form of the decisions that policymakers are called upon to make; and (3)
use gaps that may exist between (1) and (2) to make explicit the nature of
the limits to which theory-based/evidence-based knowledge can
contribute to informed decision making (Aghion, David, and Foray,
2009). Viewed in terms of preventing worse case outcomes, the objective
should be to avoid the pell-mell drive now in vogue in State governments
towards formula shaped coupling of performance measures and budgets,
atrend as applied to Federal funding of research that is fraught with the
risks of spawning the limitations described above.

To the extent that the STEP-COSEPUP workshop contributes to
producing this course of action, it will have made an important
contribution to the formulation of US research policy.
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THE IMPACT OF PUBLICLY FUNDED
BIOMEDICAL AND HEALTH RESEARCH:
A REVIEW!

Bhaven N. Sampat
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. INTRODUCTION AND BACKGROUND

New biomedical technologies trigger a number of major challenges
and opportunitiesin health policy. Among economists, thereis
widespread consensus that new technologies are the major drivers of
increased healthcare costs but at the same time a major source of health
and welfare improvements (Murphy and Topel 2003). Thishasled to
discussion about whether technological change in medicine is “worth it”
(Cutler and McClellan 2001). The impact of new technologies on the
health care system has also been the subject of much debate among
health policy scholars more generally (Callahan 2009).

Public sector research agencies have an important rolein the U.S.
biomedical innovation system. In 2004, federal agencies funded roughly
one-third of all U.S. biomedical R and D (Maoses et a. 2005). The
National Institutes of Health (NIH) accounted for three-quarters of this
amount. Private sector drug, biotechnology, and medical device
companies provide the majority of U.S. biomedical R and D funding
(about 58 percent). This private sector research is, in general, focused
more downstream and tends to be closer to commercial application than
NIH-funded research.

1| thank Pierre Azoulay, and participants in the National Academies’ 2011
Workshop on Measuring the Impacts of Federal Investments in Research, for
useful comments and suggestions.
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Donald Stokes (1997) observes that the public values science “ not
for what it is but what it isfor.” A perennial questionin U.S. science and
technology policy iswhat benefits taxpayers obtain from publicly funded
biomedical research. Recent concerns about the clinical and economic
returns to NIH funding in the post-doubling erareflect this emphasis.

In this paper, we review the evidence on the effects of publicly
funded biomedical research. Reflecting Stokes' s observation above, the
review will focus on the health and economic effects of public research,
rather than measures of scientific outcomes. Given the prominence of
the NIH in funding this research, many of the published articles and
research focus on this agency. The evidence examined includes
guantitative analyses, and qualitative case studies, published by scholars
from arange of fields. While we have made efforts to be broad, the
references discussed should be viewed as representative rather than
exhaustive. This review takes stock of the empirical methodol ogies
employed and the types of data used; it also highlights common research
and evaluation challenges, and emphasizes where existing evidenceis
more, or less, robust.

We proceed as follows. In Section 11, below, we discuss a stylized
model of how public research funding affects health, economic, and
intermediate outcomes. As Kline and Rosenberg (1986), Gelijns and
Rosenberg (1994), and others have emphasized, the research process
cannot be reduced to a neat, linear model. While we recognize this fact
(and highlight it in our literature review) the simple model is still useful
in helping to organize our discussion of theory and data on the effects of
publicly funded research. In Section I11, we discuss the empirical
evidence. In Section IV, we discuss common evaluation difficulties. In
Section V, we conclude. The empirical approaches, data sources, and
findings of many of the studies reviewed are also summarized in Tables
D1-D3.

1. PUBLIC SECTOR RESEARCH AND OUTCOMES: AN
OVERVIEW

Figure D-1 isasimple model illustrating how the literature has
conceptualized the health and economic effects of publicly funded
biomedical research (and publicly funded research more generaly):



APPENDIX D 155

Fundamental New Drugs,
Knowledge Devices

Instruments / \

and Techniques

/,

Publicly Private Sector Omiilrtnhes
Funded R&D R&D
/ (Costs?)
Prototype
Drugs, Devices
Improved
Clinical Practice
Applied /
Knowledge \
Better Health
Behaviors

FIGURE D-1 Publicly Funded R and D and Outcomes, Logic Model
SOURCE: Sampat, 2011

The top arm of the model illustrates one important relationship:
publicly funded R and D yields fundamental knowledge, which then
improvesthe R and D efficiency of private sector firms, yielding new
technologies (drugs and devices) that improve health outcomes.” This
conceptualization has been the essential raison-d’ etre for the public
funding of science since Vannevar Bush’s celebrated postwar report,
Science, The Endless Frontier. For example, Bush asserted in 1945 that
“discovery of new therapeutic agents and methods usually results from
basic studies in medicine and the underlying sciences’ (Bush 1945). It is
al so the essential mechanism in several important economic models of R
and D (e.g. Nelson 1984). Importantly, this conceptualization generally
views publicly funded research as “basic” research that is not oriented at
particular goals, and thus yields benefits across fields. The influential
“market failure” argument for public funding of basic research is that
profit-maximizing, private-sector firms will tend to underinvest in this
type of fundamental, curiosity driven research, since they cannot
appropriate its benefits fully (Nelson 1959, Arrow 1962).

The channels through which publicly funded basic research might
influence private sector innovation are diverse, including dissemination
via publications, presentations and conferences, as well as through
informal networks (Cohen et a. 2002). Labor markets are another

2 Stokes (1997) and others have challenged this definition of “basic” research.
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channel, since public agencies may also be important in training doctoral
and post-doctoral students who move on to work for private sector firms
(Scherer 2000).

The second arrow illustrates another relationship. New instruments
and techniques that are by-products of "basic" research can also improve
private sector R and D (Rosenberg 2000). Prominent examples of
instruments and research tools emanating from academic research
include the scanning electron microscope, the computer, and the Cohen-
Boyer recombinant DNA technique.

Third, publicly-funded researchers sometimes devel op prototypes
for new products and processes. Some of these are indistinguishable
from the informational outputs of basic research discussed above. For
example, when academic researchers learned that specific prostaglandins
can help reduce intraocular pressure this discovery immediately
suggested a drug candidate based on those prostaglandins, though the
candidate required significant additional testing and development. (This
academic discovery later became the blockbuster glaucomadrug,
Xalatan.) The public sector has also been important in developing
prototypes (Gelijns and Rosenberg 1995). Roughly since the passage of
the Bayh-Dole Act, in1980, publicly funded researchers have become
more active in taking out patents on these inventions and prototypes for
new products and processes, and licensing them to private firms
(Mowery et al. 2004. Azoulay et al. 2007).

While much of the discussion of publicly funded biomedical
research focuses on this more “basic” or fundamental research the public
sector also funds more “ applied” research and devel opment.® For
example, about one-third of the NIH budget isfor clinical research,
including patient oriented research, clinical trials, epidemiological and
behavioral studies, aswell as outcomes and health services research.
Such research can be a useful input into the development of prototypes,
and may also directly inform private sector R and D. Clinical research
may also directly affect health behaviors. For example, knowledge from
epidemiological research about cardiovascular health risk factors
contributed to reductions in smoking and better diets (Cutler and
Kadiyala 2003). New applied knowledge can also influence physicians;

3 Stokes (1997) provides a thoughtful critique of conventional distinctions
between “basic” and “applied” research. Since much of the literature before and
since Stokes uses this terminology, we employ it in our review of this literature,
even while recognizing the importance of his argument.
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for example, by changing their prescribing habits (e.g. “ beta-blockers
after heart attacks improve outcomes’) or routines (e.g. “this type of
device works best in this type of patient”). Importantly, as various
studies we review below will emphasize, negative results from clinical
trials—showing that particular interventions do not work — can also be
important for clinical practice and in shaping health behaviors.

While the discussion above assumes that new biomedical
knowledge and technol ogies improve health outcomes, thisis atopic of
debate. The conventional wisdom is that while other factors (e.g. better
diet, nutrition, and economic factors) were more important for health
outcomes histarically (McKeown 1976), improvements in American
health in the post-World War |l era have been driven largely by new
medical knowledge and technologies (Cutler, Deaton, and Lleras-Muney
2006). The contribution of publicly funded research to these
developmentsis an open empirical question, discussed below.

At the same time, some scholars suggest that we may have entered
an era of diminishing returns, where new technologies are yielding
increasingly less value (Callahan 2009; Deyo and Patrick 2004). The
effect of new biomedical technologies on healthcare costsis arelated
concern. Thereis general agreement among health economists that new
medical technologies are the single biggest contributor to the increasein
long-run health costs, accounting for roughly half of cost growth
(Newhouse 1992). Rising health costs strain the budgets of public and
private insurers as well as employers, and may also contribute to
generate health inequalities. The dynamic that exists between new
medical technologies and health costsin the U.S. may reflect a
"technological imperative," which creates strong incentives for the
healthcare system to adopt new technologies once they exist (Fuchs
1995; Cutler 1995). It may also reflect positive feedbacks between
demand for insurance and incentives for innovation (Weisbrod 1991).

Concern about the effects of technology on health costs has fueled
empirical work on whether technological change in medicineis "worth
it." Long ago, Mushkin (1979) noted (though did not share) “widespread
doubt about the worth of biomedical research given the cost impacts.”

A large literature in health economics suggests that new biomedical
technologies are indeed, in the aggregate, worth it. Cutler (1995) and
others suggest that, given the high value of improved health (current
estimates suggest the value of one additional life year is $100,000 or
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more), even very costly medical technologies pass the cost-benefit test.*
Nordhaus (2003) estimates that the value of improvementsin health over
the past half century are equal in the magnitude to measured
improvements in al non-health sectors combined. Others (Callahan
2009) view these health cost increases as unaffordable, even if they
deliver significant value, and therefore ultimately unsustainable.

At the sametime, not all medical technol ogies necessarily increase
costs. As Cutler (1995) and Weisbrod (1991) indicate, technol ogies that
make a disease treatable but do not cure it - moving from non-treatment
to "halfway" technology in Lewis Thomas's characterization-are likely to
increase costs. Theiron-lung to treat polio isan example of this.
However, technologies that make possible prevention or cure (*high
technology") can be cost-reducing, especially relative to halfway
technologies. Thus the polio vaccine was much cheaper than the iron
lung. Consistent with this, Lichtenberg (2001) shows that while new
drugs are more expensive than old drugs, they reduce other health
expenditures (e.g. hospitalizations). Overal, he argues, they result in net
decreases in health costs (and improve health outcomes).”

AsWeisbrod (1991) notes, "The aggregate effect of technological
change on health care costs will depend on the relative degree to which
halfway technologies are replacing lower, less costly technologies, or are
being replaced by new, higher technologies. " © One way to think about
the effects of public sector spending on costs would be to assess the
propensity of publicly funded research to generate (or facilitate the
creation of) these different types of technologies. However, since the
effects of these new technologies are mediated by various facets of the
health care and délivery system, it may be difficult conceptually (and
empirically) to isolate and measure the effects of public sector spending
on overall health costs (Cutler 1995).”

“ Cutler (1998) observes "Common wisdom suggests that rapid cost increases
are necessarily bad. Thisview, however, isincorrect. Cost increases are justified
if things that they buy (increases in health) are worth the price paid." (2)

> See however, Zhang and Sourmerai (2007) for acritique of this finding.

® The cost-effectiveness of these technologies also depends on the populations
on which they are used, as Chandra and Skinner (2011) emphasize.

" Thereis also some discussion about whether the public sector should be paying
attention to the cost-side consequences of its investment decisions. Weisbrod
(1991) notes: "With respect to the NIH, it would be useful to learn more about
the way the size and allocation of the scientific research budget are influenced,
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I11. THE EFFECT OF PUBLICLY FUNDED RESEARCH: A
REVIEW OF THE EVIDENCE

Health

Measuring the health returns to publicly funded medical research
has been a topic of interest to policymakers for decades. In an early
influential study, Comroe and Dripps (1976) consider what types of
research (basic or clinical) are more important to the advance of clinical
practice and health. The authors rely on interviews and expert opinion to
determine the top ten clinical advancesin the cardiovascular and
pulmonary arena, and identified 529 key articles associated with these
advances. They coded each of the key articlesinto six categories: (1)
Basic research unrelated to clinical problems; (2) Basic research related
to clinical problems (what Stokes later termed “use-oriented” basic
research); (3) Research not aimed at understanding of basic biological
mechanisms; (4) Reviews or syntheses; (5) Development of techniques
or apparatuses for research; and (6) Development of techniques or
apparatuses for clinical use. The authors find that 40 percent of the
articleswere in category 1, and 62 percent in categories 1 or 2. Based on
this, the authors assert “a generous portion of the nation's biomedical
research dollars should be used to identify and then to provide long-term
support for creative scientists whose main goal is to learn how living
organisms function, without regard to the immediate relation of their
research to specific human diseases.” Comroe and Dripps al so note “that
basic research, as we have defined it, pays off in terms of key discoveries
amost twice as handsomely as other types of research and development
combined” (1976).

A more recent set of studies examines the effects of publicly funded
research on health outcomes. Operationalizing the concept of “health” is
notoriously difficult. Common measures employed to account for both
the morbidity and mortality effects of disease include quality adjusted
life years (QALYs) and disability adjusted life years (DALY s) (Gold et
al, 2002). However, it is difficult to get longitudinal information on these
measures by disease. As aresult, most of the analyses of the effects of
public funding on health examine more blunt outcomes, including the
number of deaths and mortality rates for particular diseases.

perhaps quite indirectly, by the health insurance system, through its impact on
the eventual market for new technologies of various types* (535).
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Numerous prominent academic studies (Weisbrod 1983, Mushkin
1979) aim to examine the health effects of biomedical research, and the
economic value of thisimpact, in a cost-benefit framework. One
important recent study in thistradition, Cutler and Kadiyala (2003),
focuses on cardiovascular disease—the disease area where there has been
the strongest improvement in health outcomes over the past sixty years.
Since 1950 mortality from cardiovascular disease decreased by two-
thirds, as Figure D-2 (reprinted from their paper) shows:
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SOURCE: Cutler and Kadiyala 2003

Cutler and Kadiyala, through a detailed review of the causes of this
advance (relying on epidemiological and clinical data, medical
textbooks, and other sources), estimate that roughly one third of this
cardiovascular improvement is due to high-tech treatments, one third to
low tech treatments, and one third to behavioral changes. Assuming one
additiona life year gained is valued at $100,000, the authors compute a
rate of return of 4-to-1 for investmentsin treatments and 30-to-1 for
investments in behavioral changes. These investments include costs
borne by consumers and insurers, and estimates of public sector R and D
for cardiovascular disease.

Based on these figures, the authors argue that the rate of return to
public funding is high, though they don’t directly trace public funding to
changesin outcomes in their quantitative analyses. Interestingly, in their
qualitative account, the major public sector research activities
highlighted have an “applied” orientation, including the NIH’srolein
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sponsoring large epidemiological trials and holding consensus
conferences. This may reflect atraceability and attribution problem,
which is common to the evaluation of fundamental research: It is
difficult to directly link improvements in outcome indicators to public
sector investmentsin basic research, even in a study as detailed as this
one.

A paper by Heidenreich and McClellan (2003) is similarly
ambitious, looking at sources of advance in the treatment of heart
attacks. The authors focus on this treatment area, not only because of the
large improvements, but also because it isa"best case” for attributing
health outcomes to particular biomedical investments. Specifically, these
authors go further than Cutler and Kadiyala by attempting to link
changesin clinical practice to changes in specific R and D inputs. The
authors focus here on clinical trias, not basic research. Thisis not
because they believe that basic research is unimportant, “but becauseit is
much easier to identify connections between these applied studies and
changesin medical care and health.”

Based on detailed analyses of MEDLINE-listed trials and health
outcomes, the authors argue that medical treatments studied in these
trials account for the bulk of improvement in AMI outcomes. The
authors associate changesin clinical practice and outcomes to research
results reported in trials through analysis of timing of events, and
detailed clinical knowledge of how the trial results, clinical practices, and
health outcomes rel ate.

One interesting result from this paper is that clinical practice often
“leads" formal trials, challenging the “linear” model embodied in Figure
D-1 (above). The authors also emphasize that an important role for trials
is negative: telling clinicians what doesn't work, and stopping the
diffusion of ineffective technologies. While the sample they examine
represents amix of publicly funded and privately funded trials, the
authors do emphasize a particularly important role for the public sector
in funding trials on drugs off patent, where private firms have fewer
incentives to do so.

Philipson and Jena’s (2005) study of HIV-AIDS drugs is another
paper that examines the value of increasesin health from new medical
technologies. Though this study does not explicitly focus on the role of
the public sector, it estimates that HIV-AIDS drugs introduced in the
1990s generated a social value of $1.4 trillion, based on the value of the
incrementsto life expectancy created from these drugs (here again, using
the estimate of $100,000 per life year). This study is relevant because of
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the important role of public sector research in the development of HIV-
AIDS drugs, which is observed in several of the empirical studies
discussed below.

A recent paper by Lakdawalla et a (2011) employsasimilar
approach to assess the benefits from cancer research. The authors find
these benefits to be large, estimating the social value of improvements
from improvements in life expectancy during the 1988-2000 period to be
nearly $2 trillion. The authors note that this compares to investments of
about $80 billion dollarsin total funding for the National Cancer Institute
between 1971 and 2000. Aswith the HIV studies discussed above, the
authors do not calculate a rate-of-return on publicly funded research
explicitly, but do argue that the social benefits from cancer research in
general far exceed research investments and treatment costs.

A large share of the benefitsin the cancer arena, according to this
work, results from better treatments. Lichtenberg (2004) also suggests
that new drug development has been extremely important in progress
against cancer.® Public sector research may have been important to the
development of these drugs: various studies (Stevens et al. 2011,
Chabner and Shoemaker 1989) suggest an important role for the public
sector in cancer drug development.®

Each of the studies discussed so far focuses on particular disease
areas. In amore "macro" approach Manton (2009) and colleagues relate
mortality ratesin four disease areasto lagged NIH funding by the
relevant Ingtitute, over the period 1950-2004. They find that for two of
the four diseases (heart disease, stroke) there is a strong negative

8 Cutler (2008) also emphasizes progressin the “war on cancer” — though
highlights the role of screening and personal behavior changes, and notes the
high costs of treatment. Sporn (2006) and Balilar and Gonik (1997) offer less
sanguine assessments, emphasizing that progress against cancer has been highly
uneven. Long-standing debates in assessments of the War on Cancer include the
disagreements on the relative importance of treatment versus prevention, and of
basic versus applied research. The literature also suggestsit is difficult to
evauate the extent of progressin cancer, for two main reasons. First, advances
in screening increase incidence. The second is competing risks: for example, the
reduction in mortality from cardiovascular disease, discussed above, increased
cancer cases. See Cutler (2008) for areview.

° A National Cancer Institute (NCI) “Fact Sheet” asserts that “ approximately one
half of the chemotherapeutic drugs currently used by oncologists for cancer
treatment were discovered and/or developed at NCI.”
http://www.cancer.gov/cancertopics/factsheet/NCl/drugdiscovery
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correlation, but find weaker evidence for cancer and diabetes. Several
issues arise here that will re-emerge in other quantitative analyses
discussed below. First, linking funds to disease areas is difficult. Aswith
other studies we will consider below, the authors here rely on the disease
foci of Institutes within the NIH. More importantly, the counterfactual is
hard to prove: It is difficult to make the case that the relationships
estimated are causal, since I nstitute-specific funding is not exogenous. In
particular, diseases where there is highest expectation of progress (even
absent funding) may be more likely to get funds. Finally, competing risks
also complicate interpretation of health outcomes. For example, part of
the reason cancer mortality has increased rather than decreased over the
period studied is that people no longer die of heart attacks, due to
advances in the cardiovascular arena.

Private Sector R and D

Another set of studies relates publicly funded research to private
sector R and D and productivity. These include econometric analyses
relating public sector and private sector funding, surveys of firm R and D
managers, and studies examining the geographic dimension of spillovers
from public sector researchers.

Several papers relate NIH funding by disease areato later private
sector funding. One motivation in these studies is to assess if public and
private sector R and D are substitutes or complements, an issue of
perennial interest in science and technology policy (David, Hall, and
Toole 2000). The econometric analyses generally find a positive
association between public sector and private sector funding. Toole
(2007) uses data from the NIH’ S Computerized Retrieval of Information
on Scientific Projects (CRISP) database, covering NIH basic and clinical
research funding across seven therapeutic classes (between 1972 and
1996), and data from the Pharmaceutical Manufacturers of America
(PhRMA) on private sector R and D in these same areas (between 1980
and 1999) to examine the relationships between the two. This study finds
a1 percent increase in basic research funding associated with a 1.7
percent increase in private sector funding, though the elasticity for
clinical research is much smaller (.4 percent). In asimilar analysis, Ward
and Dranove (1995), using PhRMA dataon R and D spending and NIH
data on funding by Institute (similar to that used in the Manton et al 2009
study discussed above) find that a 1 percent increase in NIH research
support in adisease areais associated with a .76 percent increase in
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private sector R and D within that same disease area over the next seven
years.

Surveys of firm R and D managers have also been used to gauge
how public sector research affects private sector R and D. Cohen,
Nelson, and Walsh (2002) report on the 1994 Carnegie Mellon Survey of
Industrial R and D managers, which examined (among other issues) the
roles of the public sector inindustrial R and D, and channels through
which public research affectsindustrial R and D. Thissurvey is
particularly interesting since it has data on both the drug and device
sectors, and allows for comparison of these sectors to others. The authors
find that the pharmaceutical industry is an outlier in its reliance on public
sector R and D. In the pharmaceutical industry, according to respondents,
public research was the most important source of new project ideas and
contributor to project completion. By contrast, in the medical instruments
industry R and D projects less frequently rely on public research than
other industries. There are also some differences in the fields of science
relied upon across these different industries. Thus the top three fields of
science important to R and D projects in the pharmaceutical industry are
medicine, biology, and chemistry. In medical instruments sector, the top
three fields are medicine, materials science, and biology. Although much
of the literature on the effects of public sector funding tend to focus on
the NIH, the bulk of funding for materials science R and D comes from
other agencies (including the National Science Foundation, Department
of Energy, and the Department of Defense).

Another set of studies, examining how interactions between public
and private sector scientists affects the productivity of private sector R
and D, generadly finds a strong relationship between the two. Cockburn
and Henderson (1996) examine how private sector co-authorship with
public sector scientists affects firm level R and D and productivity. The
authors bring together several novel datasets, including MEDLINE data
on firm publication activity and USPTO data on firm patenting activity.
Using panel regression models (with firm fixed effects to control for
time-invariant firm characteristics), they find a positive and statistically
significant association between their productivity measure (based on
important patents per R and D dollar) and collaboration with public
sector scientists.

Research by Zucker, Darby, and Brewer (1998) examines the
importance of academic science in the creation of new biotechnology
firmsin the 1980s. In thiswork, the authors relate new biotechnology
firm formations by area to the number of academic “star scientists’ (as
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measured by publications and other measures of scientific productivity)
working in that area. The authors find that the presence of academic stars
and their collaborators— intellectual capital”—within a geographic area
has a statistically significant and positive relationship with the number of
new biotechnology enterprises later formed in that area. This research
suggests that public sector science has an important, though
geographically mediated, effect on private sector research.

The question of whether spillovers from public research to firms are
geographically mediated has also been examined through studies using
patent citation data (Jaffe et al. 1993). When patents are granted they
include citations to prior art: earlier publications and patents that were
deemed (by either the applicant or the patent examiner) as relevant to an
invention. Economists and others have interpreted patent citations as
evidence of knowledge flows or spillovers. thusif afirm patent citesa
public sector publication or patent, thisis considered evidence that the
firm benefited from public funding. While there is some skepticism
about this measure, given the prominence of patent examinersin
generating citations (Alcacer et al. 2009; Cohen and Roach 2010), it
remains commonly employed. Moreover, asit turns out, examiner-added
citation are less common within the biomedical arena (Sampat 2010) and
for citations to scientific publications (Lemley and Sampat 2011)
suggesting that citations in biomedical patents to scientific publications
may be less subject to the concerns cited above.

Azoulay, Graff Zivin, Sampat (2011) collected data on 10,450 elite
life science researchers (most of them publicly funded), historical
information on productivity, employment locations of each scientist,
MEDLINE data on their publications, ISl data on citations to their
publications, and USPTO data on their patents and citations to their
patents and publications. The authors assess the effects of geography on
spillovers by examining how citation patterns change after the scientists
move. Overall, they find some evidence that geography matters for
spillovers, though weaker than in previous analyses. They also find the
results on geography are sensitive to whether spillovers are measured
through paper-to-paper citations, patent-to-patent citations, or patent-to-
paper citations.

Private Sector |nnovation

Numerous studies also consider the public sector rolein the
development of marketed innovations. Survey work by Mansfield (1998)
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examines the importance of academic research for industrial innovation
for firms across arange fields. In thiswork, asin the Carnegie Mellon
Survey discussed above, the biomedical industries are outliers. The share
of products developed over the late 1980s and early 1990s that could not
have been developed (without substantia delay) absent recent academic
research is nearly twice as high in drugs and medical productsthanin
other industries.

Various recent studies examine the roles of the public sector in drug
development using patent and “bibliometric” data. In addition to
providing an indicator of returnsto public R and D, thiswork may also
be relevant to current policy proposals that aim to exploit public sector
ownership of drugs to help reduce downstream drug prices and expand
access (Sampat and Lichtenberg 2011).

Sampat (2007) uses data on all drugs approved by the Food and
Drug Administration (FDA) between 1988 and 2005 (and listed on the
FDA'’s Orange Book), and USPTO data on patents associated with these
drugs, to examine the share of drugs on which academic institutions
(including public sector laboratories) own patents. Overall, a small
number of new molecular entities (NMESs), about 10 percent, have
academic patents. However, this share islarger for new molecular
entities that received priority review (arguably the most innovative new
drugs), where about 1-in-5 drugs have academic ownership. He also
finds that public sector ownership of drugs is more pronounced for HIV-
AIDS drugs than for other drug classes.

Stevens et a. (2011) expand on this research to include vaccines and
biologicals (not always listed on the Orange Book), and construct
measures based not only on publicly available patent data but also
propriety data on drug licenses. They find 153 FDA-approved drugs
were discovered by the public sector over the past 40 years (102 NMEs,
36 biologics, and 15 vaccines.) The authors show that about 13 percent
of NMEs (and 21 percent of priority NMES) were licensed from public
sector institutions, consistent with the numbers reported in Sampat
(2007). Strikingly, the authors also show that virtually all the important
vaccines introduced over the past quarter century came from the public
sector. The authors also show broad correlations between NIH Institute
budgets and the therapeutic classes where there are numerous public-
sector based drugs, similar in spirit to econometric analyses we will
review below.

Kneller (2010) takes a different approach, relying not on patent
assignment records but instead on information related to the inventors
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places of employment, and applies his analysisto 252 drugs approved by
the FDA between 1998 and 2007. Using these measures, Kneller finds a
larger public sector influence than the previous studies. Overall, about a
quarter of drugs are from university inventors, and athird of priority
review drugs are from academic inventors.

The Sampat, Stevens et al, and Kneller studies rely on direct
academic involvement in devel oping the molecules (resulting in
academic ownership of the key patents or academic inventors listed on
those patents). However, as discussed in Section 11, in addition to the
development prototypes, the public sector can facilitate or enhance
industrial innovation in other ways aswell. Thus Keyhani et al (2005),
using data from the Federal Register, government clinical trials
databases, and documents from the FDA, finds the government was
active in supporting clinical trials for nearly 7 percent of a sample of
drugs approved between 1992 and 2002. Here again, the government role
was more pronounced for HIV-AIDS drugs than for others.

Sampat and Lichtenberg (2011) distinguish between the direct
effects of public sector research on drug development, where academic
institutions are involved in discovering the molecule, and the indirect
effects, where other knowledge spillovers from academic work increase
private sector productivity. The authors measure the direct effect of
public sector funding using information on “government interest”
statementsin Orange Book listed patents. And they use citationsin
Orange Book listed patents to academic patents or academic publications
as ameasure of thisindirect effect. Consistent with the various studies
cited above, this study suggests the direct effect is small overall: about 9
percent of drugs, and about 17 percent of priority review drugs, have
public sector owned patents. However the indirect effect is much larger:
about 48 percent of drugs have patents that cite public sector patents and
publications. Among priority drugs, thisindirect influence rises to nearly
two-thirds. Thisfinding is broadly consistent with the qualitative results
from Cockburn and Henderson’s (1996) study of fifteen drugs, which
shows the public sector made key enabling discovery for the majority (11
of the 15), but was involved in synthesis of the compound for only 2 of
the 15.

The studies discussed above are accounting exercises. Others also
have attempted to relate variation in funding by disease area to drug
development patterns, econometrically. Dorsey et al. (2009) relate NIH
funding by therapeutic areato later drug approvals across nine disease
areas between 1995 and 2000. The authors allocate funding to specific
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diseases based on funding Institute using information in Congressional
budget requests for those institutes. They find that despite asharp risein
NIH funding over this time period, drug approvals remained flat overall.
And their cross-therapeutic area analyses show little correlation between
NIH funding and subsequent drug approvals.

Blume-Kohut (2009) also explores these issues, using panel
regression models. She constructs data on NIH funding by disease area
between 1975 and 2004 from the agency’s CRISP and RePORTER
databases, based on parsing of abstracts and keywords of grants for
disease keywords. She also examines information on drugsin
development by class using data from a private data vendor,
PharmaProjects. Her results show little evidence of responsiveness
between the number of drugsin Phase 111 trials (late stage) and NIH
funding, but evidence of a positive relationship for the number of drugs
in earlier stage Phase | trials. The author notes these results may suggest
that factors other than NIH funding (or the state of knowledge) may be
important for Phase 111 trials, including commercial considerations such
asthe size of the market. In asimilar approach, using a different outcome
measure, Ward and Dranove (1995) relate MEDLINE publications
tagged as “drug” articlesto NIH R and D funding by disease area, here
again categorized based on funding institute. They find a strong
relationship between the two.

Most of the studies we have discussed thus far, examining public
sector research and product devel opment, focus on drugs and involve
quantitative analysis. By contrast, Morlacchi and Nelson (2011) examine
the sources of innovation in the development of the left ventricular assist
device (LVAD), amedical device used for patients with end-stage heart
failure. While the device originally was developed as a“bridge” solution
until a heart became available for transplant, it isincreasingly used as
destination therapy, as a substitute for a heart transplant. Morlacchi and
Nelson draw on interviews, primary and secondary articles, and patents
to develop alongitudinal history of the development of the LVAD. They
consider, among other guestions, the importance of public sector funding
in this development. Echoing some of the themesin Heidenreich and
McClellan’s study of heart attack treatment, they find that in this field
application led scientific understanding. The development of the device
occurred even as basic understanding of heart failure remained weak,
once again challenging the linear model of innovation portrayed in
Figure D-1. They aso find that the applied and diffusion oriented
activities of public sector funders were important in the devel opment of
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this device, including the NIH’ s sponsorship of conferences and centers
to spread best-practice, funding of trials and development of important
component technologies, and contracts to spur firm formation.

Health Costs

Despite longstanding concerns about the effects of new biomedical
technologies on healthcare costs, and speculation that public sector
research may be implicated in spurring this cost spiral, there has been
surprisingly little empirical research on this topic. For example, thereisa
paucity of academic work relating funding patterns by disease areato
subsequent cost growth, analogous to the work relating funding to
private sector R and D, drug development, and health outcomes
discussed above.

In 1993, the NIH prepared studies on the cost savings from a non-
random sample of 34 health technologies resulting from NIH support,
demonstrating substantial cost savings (NIH 1993). This study examined
NIH funding for new technologies, as well as cost savings that accrued to
patients, based on conservative assumptions on reductions in disease
attributabl e to those same technologies. An NIH summary (NIH 2005) of
thiswork notes that,“[t]aken together, the 34 technologies were
estimated to reduce health care costs by about $8.3 billion to $12.0
billion annually.” Aswith several studies discussed earlier, difficulty in
tracing the effects of “basic” research to particular technologies may
complicate such calculations. Moreover, as the agency’ s summary
emphasizes “ because the 34 new health care technologies studies were
not chosen to be representative of al health advances resulting from NIH
support, the results of these case studies cannot be generalized.”

While there has been little work, beyond this NIH study, on the
effects of public sector funding on the direct costs of disease (i.e. health
expenditures), the various studies discussed above that address the value
of new biomedical technologies, can be interpreted as evidence that
public sector funding reduces the total cost of disease, to the extent that
the estimated improvementsin health are viewed as reductions in the
socia costs associated with disease.

I11. MEASUREMENT AND EVALUATION ISSUES

The diverse set of studies reviewed here illustrates a number of
common measurement and eval uation issues that complicate effortsto
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estimate the health and economic effects of publicly funded biomedical
research. Here, we will highlight several that stand out.

Several of the studies reviewed relate public sector funding by
disease areato outputs. All of these focus on the NIH, since for other
agencies publicly available data on funding by disease areais not readily
available. Even for the studies focused on the NIH, however, there are
measurement issues. While many studies construct funding stocks based
on which Institutes fund the research, Institutes fund numerous diseases,
introducing considerable noise into these measures.

The NIH’s CRISP database includes disease keywords, which can
also be used to construct disease specific funding, but these are not
collected in a standard way across the NIH (Sampat 2011). In 2008, the
NIH launched the “Research, Condition, and Disease Categorization”
(RCDC) database, which uses standard methodol ogies to classify funds
by area. Whereas, previously, each NIH Institute had linked its grants to
diseases in an ad hoc and non-standard way, the RCDC employs standard
category definitionsto classify grants, developed with input from disease
groups, the scientific community, and outside consulting groups. Before
the RCDC, the NIH had provided disease-specific funding figures
tentatively and with many caveats. Today, with the existence of the
RCDC database, the agency has exhibited a more firm commitment to its
own data sources and tracking. The NIH website thus affirms: “RCDC
provides consistent and transparent information to the public about NIH-
funded research. For the first time, a complete list of all NIH-funded
projects related to each category is available.” This database may prove a
boon for future researchers. However, its time frame and scope (covering
only diseases and conditions “of historical interest to Congress’) may
limit the types of analyses that can be conducted using these data.

A more fundamental issueis difficulty in categorizing “basic”
research in these studies. Thus in the CRISP funding database, 49% of
grants awarded in 1996 (accounting for 46% of NIH allocations) listed
no disease terms, and only about 45% of grants map to a disease category
in the RCDC (Sampat 2011). It is difficult to incorporate these grants
into disease level associations of funding and outputs. Basic research is
also difficult to trace to outcomes even in a case study context, given lags
and diffuse channels of impact. Thusit is not surprising that several of
the evaluation studies discussed above (including the study of heart
attack treatment, and the studies of NIH research and costs) focus on the
effects of applied research.



APPENDIX D 171

The bibliometric approaches discussed above, linking grants to
publications to citations to patents to drugs may overcome these
traceability challenges, relying on paper trails between research and
outcomes, and avoiding the need to associate public sector funding with
particular diseases. However, the validity of these analyses rest on a
number of assumptions, e.g. the extent to which patent-paper citations
reflect real knowledge flows from public sector research.

Thus, measurement of inputs and intermediate stepsis difficult.
Measuring outcomes is conceptually easier, at least relative to evaluation
of research outputs in non-biomedical contexts. Though the right output
measures (e.g. morbidity or mortality, direct or indirect costs) or
desiderata (should the NIH be mainly focused on advancing health?
science? competitiveness? something else?) are the subject of debate,
there is awealth of data available to examine changes in health-related
outcomes. Similarly, the research community has exploited numerous
useful measures of relevant economic outcomes (e.g. patents, drug
development, publications), again more readily available in the
biomedical context than other arenas.

Causal evaluation of the effects of publicly funded research on these
outcomes is difficult however, in this context and in Sand T policy more
generally. Simply put, funding choices are not random, making it
difficult to attribute observed changes in outcomes to specific palicies.
Asjust one example, if public sector funding targets disease areas with
high scientific opportunity, it is difficult to untangle whether subsegquent
improvements in health (or changes in private sector R and D, or drug
development) reflect the effects of the funding or of the scientific
opportunity. Severa of the studies discussed attempt to address this
problem econometrically, including through panel regression models
with disease fixed effects, to absorb the effects of disease-specific
characteristics that do not change over time. Going forward, quasi-
experimental techniques may also prove useful. For example, it may be
possible to exploit random shocks to funding in particular areas that are
unrelated to scientific opportunity and disease burden could (e.g. those
introduced through political influence on the allocation process, or
changesin agencies’ funding rules) to assess the effects of public
research.

There is also a need for more qualitative work. A number of the case
studies surveyed above relied on detailed knowledge of the institutions at
play, in depth clinical knowledge, and information on the timing of
relevant events, to make credible arguments that the relationships they
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observed were causal. These too represent promising research
approaches going forward.

IV.CONCLUSIONS

The measurement evaluation challenges highlighted above are
endemic to science and technology policy in general (Jaffe 1998). A
main output of science and technology policy is knowledge, whichis
difficult to measure and link to downstream outcomes. This exacerbates
traditional difficulties with attributing causal effectsto policy
interventions, common to evaluation in most public policy domains.

Notwithstanding these challenges, at least on several issues various
studies point in the same direction. First, there is consistent evidence
across on the importance of public sector biomedical R and D for the
efficiency of private sector R and D. The evidence is compelling since it
is based on arange of studies using different techniques and samples,
including surveys, case studies, and econometric analyses.

Second, the accounting studies on sources of innovation in drugs
suggest that the public sector was directly involved in the devel opment
of asmall share of drugs overall, but that the public sector role is more
pronounced for more “important” drugs, and that the indirect effect of
public sector research on drug development is larger than the direct
effect. On the other hand, the studies that relate patterns of funding by
disease areato drug development show less consistent results.

Third, anumber of the studies suggest the importance of the applied
and clinical public research activities on product development, patient
behaviors, and health outcomes. Thisis striking, since much of the
discussion about publicly funded biomedical research focuses on (and
most of the funding isfor) “basic” research. Whether the importance of
applied activities reflects that their effects are easier to measure and
trace, or that they are really very important, is an open empirical
question.’®

Overall, thereis strong evidence that new biomedical technologies

have created significant value, as measured through the economic value
of health improvements. Some scholars believe that even if public sector

19 However, recall that the Toole (2007) study shows that basic research funding
by the public sector has a stronger effect on private R and D than clinical
research funding.
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research was responsible for only a small share of thisgain, it delivers
high returns on investment (Murphy and Topel 2003).*

More work is needed directly examining the role of the public sector
per se, and especially public sector basic research, in affecting these
health outcomes. Similarly, very little is known about the effects of
public sector research on health expenditures. Detailed longitudinal case
studies of trendsin public and private sector research activity,
technology utilization, health outcomes, and health expenditures across a
number of disease areas would be useful for promoting understanding on
each of these issues. To the extent possible, it would be useful for these
studies to employ common methods and measures, and to examine both
disease areas where there has been considerable advance, and those
where there has been less progress.

Finaly, the bulk of the academic work in this area focuses on the
NIH and pharmaceuticals. Much more research is needed on the effects
of ather funding agencies, and on the effects of public funding on the
device sector.
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