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Preface 

Structure-based ligand design is defined as the search for molecules that fit into the binding 
pocket of a given target and that can form favorable interactions. 

During the past few years, structure-based ligand design has gained an increasingly prom- 
inent position within medical chemistry. An impressive number of convincing examples have 
been published which prove the potential of this approach. Two factors underly the increas- 
ing importance and effort of structure-based ligand design: on the one hand, new computer 
programs for conformational analysis, ligand docking, structural alignment and de novo de- 
sign have been developed; and on the other hand, scientific progress in the molecular biolo- 
gy providing the three-dimensional (3D) structure of therapeutically relevant biopolymers. 

Despite such unquestionable progress, lead discovery by structure-based ligand design still 
faces several problems and limitations such as a lack of availability of 3D structures for the 
important group of membrane-bound receptors, or adequate computational approaches to 
reflect induced-fit in drug-reactor interactions. 

With regard to the prime aim of our series, i.e. to provide practice-oriented information for 
medicinal chemists, Klaus Gubernator and Hans-Joachim Bohm have subdivided this vol- 
ume into two parts. The first part comprises a concise introductory chapter, written by the ed- 
itors, and covering all aspects of the methodological background in this research field. The 
second part comprises several chapters which summarize some success stories in the field of 
structure-based ligand design, such as the design of inhibitors of beta-lactamase (by Guber- 
nator et al.), sialidase (by N.Taylor) or HIV-1 reverse transcriptase (by W. Schafer). Progress 
in new computational approaches to predict protein-ligand interactions is described by H. J. 
Bohm. 

The editors would like to thank the contributors to this volume for their cooperation. We 
are sure that scientists entering the field of structure-based ligand design will find in this vol- 
ume the adequate support for the successful application of lead discovery techniques. 

December 1997 

Dtisseldorf 
Ludwigshafen 
Amsterdam 

Raimund Mannhold 
Hugo Kubinyi 
Henk Timmerman 
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A Personal Foreword 

Writing or editing a book about a rapidly evolving area of science is a challenge. Doing this 
while being involved in real projects every day is even more of a challenge. And changing 
location and assignment during this exercise (which is true for both editors) adds further 
hurdles. 

We are thus particularly glad to now present a series of real-life stories from practitioners 
in the field that have been selected to reflect the current status of structure-based design, it’s 
achievements and also it’s controversies. These are embedded in review-type methodological 
chapters and discussions about scope and future perspectives of these approaches. 

Our personal summary from writing several chapters and editing others is that structure- 
based design actually works and it’s successes are now well documented. It cannot be applied 
to every project and the explosion of biostructural information has just started, dramatically 
broadening the scope of structure-based design in the future. The methodologies exploiting 
this information are still evolving and there is room for completely new approaches. This 
makes this field so interesting, in addition to the beauty of the 3D-structure, and makes writ- 
ing an account or review so rewarding. 

We would like to thank the contributors for the nice collaboration that we had. We also 
would like to acknowledge the continuous high interest of the series editors in this book pro- 
ject and their very valuable comments and suggestions on earlier versions of this work. We 
would also like to extend our thanks to our employers who fully support these additional 
activities, and to our families who have suffered from our mental absence for more than one 
weekend. 

Summer 1997 

San Diego 
Base1 

K. G. 
H. J. B. 
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1 Rational Design of Bioactive Molecules 
K. Gubernator and H. J. Boehm 

1.1 Introduction 

During the past decade, medicinal chemistry has taken tremendous advantage of the fasci- 
nating scientific progress in the field of molecular biology. The three-dimensional (3D) struc- 
ture determination of biopolymers is one such area which has developed extremely rapidly. 
As an ever-increasing number of 3D structures is now available, in medicinal chemistry the 
number of research projects in which the structure of the molecular target is known has ra- 
pidly increased.Therefore, there is strong interest both in industry and in academia to devel- 
op and apply new approaches that exploit such structural information in the drug discovery 
process. The purpose of the present volume is to summarize the current state of structure- 
based design and to present some interesting examples. This should convince the reader that 
structure-based ligand design has become a mature discipline of medicinal chemistry [l,2]. 

Structure-based ligand design is based on the observation that drugs bind to clearly de- 
fined molecular targets. A strong and selective binding can be obtained from a high structu- 
ral and chemical complementarity between the macromolecular target and the ligand [3,4]. 
Structure-based ligand design may therefore be described as the search for small molecules 
that fit into the binding site of the target and can form favorable interactions. 

1.1.1 From Ligand Design to Drug Discovery 

Structure-based design is now actively pursued by sizeable groups in both academic institu- 
tions as well as in the research departments of pharmaceutical companies. Very tight collab- 
oration with both synthetic chemists as well as with experimental biologists performing the 
biological assay has turned out to be a critical success factor.This often results in the dissem- 
ination of structural information to all scientists involved in the project and, ideally, the per- 
sistent use of that information in the process of inventing new active principles. 

Identifying a ligand to a given target is just the first step in the process of discovering a new 
drug that offers a therapeutic opportunity for the treatment of a disease. A number of further 
hurdles have to be taken by a compound until it also qualifies as a drug: It needs to be ab- 
sorbed, transported, stable to metabolization, and distributed to the right compartment. It 
also has to be non-toxic, free of side effects, and chemically stable in a formulation. Most of 
these aspects are even more difficult to assess in a rational fashion. The ligand design part of 
the drug discovery process is therefore just the first step in a multidisciplinary effort that usu- 
ally requires several rounds of refinement between the identification of an active principle 
and the selection of a viable drug candidate. Structure-based design can assist this continuous 
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2 I Rational Design of Bioactive Molecules 

process by pinpointing opportunities for structural modifications that do not interfere with 
binding, but alter the properties of the molecule, e.g. its solubility, hydrophobicity or ioniza- 
tion state. 

1.2 Source of Structural Information 

The most important source of biostructural information still is X-ray crystallography. This re- 
quires single crystals of the biopolymers which are often difficult to obtain. In recent years, 
the availability of reasonable quantities of pure material has improved through the use of bi- 
otechnology methods. Protein purification procedures have been improved and more effi- 
cient chromatographic methods are nowadays routinely used. Advances have also been 
made in planning constructs with higher probability to crystallize. Cloning techniques allow 
us to remove membrane anchors, to express proteins domainwise, and to influence solubility 
by point mutation of hydrophobic surface residues. 

NMR spectroscopy plays an important, complementary role, since it uses biopolymers in 
solution. High-field magnetic instruments have extended the upper size limit to medium-size 
systems. NMR spectroscopy requires fairly high concentrations so that solubility of the ma- 
terial is a crucial question. NMR has its particular strength in detecting association phenom- 
ena using N15- andfor C13-labeled material [5 ] .  

Several thousand structures of macromolecules have been solved, many of which are phar- 
macologically relevant. The number of newly solved structures continues to grow exponen- 
tially due to dramatic methodological improvements in the above-mentioned structure de- 
termination techniques. 

Most structural information has been generated on enzymes. Their size typically varies 
from 100 amino acids (e.g., phospholipase A2) to over 500 amino acids (e.g., acetylcholine 
esterase). In most cases, these are single domain monomeric enzymes, though some enzymes 
are membrane-bound and anchoring occurs through myristoylation or through N- or C-ter- 
minal transmembrane helices. 

Other non-enzyme classes of proteins include binding-proteins, antibodies, channels, 
pores, receptors, membrane proteins and elements of the DNA replication mechanism. Un- 
fortunately, no 3D structure of a pharmacologically relevant membrane-bound receptor has 
been solved to date. 

Structures of complexes of macromolecules with small ligands are important for the design 
process. Due to very powerful difference density determination methods, more and more of 
these become available; e.g. more than 200 structures of complexes of HIV protease with 
bound ligand are known. Complexes of covalently or noncovalantly bound ligands are a val- 
uable source of information about the preferential arrangement of functional groups in tight- 
ly bound ligand complexes and can thus give guidance to new design projects. 

Most of the structural data are available from the Brookhaven Protein Data Bank (PDB) 
where published structures are deposited for distribution to subscribers and for on-line re- 
trieval (http://www.pdb.bnl.edu) [6]. Currently, about 6000 structures of more than 600 dis- 
tinctly different proteins plus 500 DNA structures or complexes with proteins are available. 

At Rutgers University, a DNA and RNA structure repository is maintained (http:I/ 
ndbserver.rutgers.edu) [7]. This contains more DNA structures and is differently annotated. 
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Both databases also contain NMR structures which are mostly deposited as a collection of 
low-energy structures satisfying the distance constraints derived from the NMR experiment. 

Another important source of structural information is the Cambridge crystallographic 
structure database (CSD) which contains 150000 small molecule crystal structures 
(http://www.ccdc.cam.ac.uk) [8].This database is an invaluable source of very precise and rel- 
evant structural information of almost any class of organic and metallo-organic compounds. 
It is therefore of crucial importance for structure-based design, both for extracting candidate 
molecules of known 3D structure and for the deduction of structural rules for implementa- 
tion in force fields and docking procedures [9]. Since the macromolecular structure field and 
the small molecule field overlap to a certain extent, many of the larger structures in the CSD 
are highly relevant for ligand design purposes, e.g., longer peptides and peptidomimetics, 
DNA oligomers and carbohydrates. 

1.3 Classes of Therapeutic Targets 

There are several important classes of therapeutic targets. Of the top 100 pharmaceutical 
drugs, 18 bind to seven-transmembrane receptors, 10 to nuclear receptors, 16 to ion channels 
and the remainder generally inhibit enzymes. Also, by far the most structural information is 
available on enzymes. A large fraction of these are globular, soluble proteins which are com- 
paratively easy to crystallize. Examples of enzymes with known 3D structure are: Serine pro- 
teases (e.g., elastase [lo], coagulation factors [l l] ,  see Chapter 2), metalloproteases (e.g., 
collagenase [12]; see Chapter 4; astacin [13]), aspartyl proteases (e.g., renin [14], HIV pro- 
tease [15]; see Chapter 3), serine esterases (several lipases [16, 171, acetylcholine esterase 
[MI; see Chapter 2), dihydrofolate reductase [19], thymidylate synthetase [20], sialidase [21] 
(see Chapter 6); and betalactamases (see Chapter 5). 

G protein-coupled receptors (GPCR) [22] represent a very important class of therapeutic 
target. Many of the neuroreceptors mediating a neurotransmitter signal from the neuron sur- 
face to the intracellular signaling cascade belong to this class. In the absence of experimen- 
tally determined high-resolution structures, homology model building has been used to gen- 
erate 3D structures which could then serve to rationalize structure-activity relationships in a 
known series of ligands and in the design of new molecules. 

It should be noted that other important protein targets exist such as ion channels, transport 
proteins, and components of the immune system. Structural information for some of these 
targets exists, but these are beyond the scope of this review. 

Significant structural information is also available on DNA and protein-DNA interaction 
[23,24]. In order for a drug to interfere with the transcription process, it can either bind to a 
DNA segment directly or interfere with DNA binding regulatory or transcriptional proteins. 
Through the availability of structures of DNA intercalators, DNA minor or major groove 
binding molecules, complexes of DNA with a variety of regulatory proteins as well as tran- 
scriptional enzymes [25-271, structure-based design at the DNA level is now possible. 

The structural basis described so far can be considerably extended by taking into account 
the enormous amount of DNA sequence information now available, as well as the protein se- 
quence information derived thereof. It becomes clear that similar protein sequences also ex- 
hibit similarity in their 3D structure and often share the same mechanism. Powerful methods 
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for detecting sequence similarity have been developed [28]. Even in the absence of any de- 
tectable sequence similarity, threading methods can be used to relate a protein sequence to a 
known 3D structure [29]. 

Methods are available [30] to construct 3D models of proteins with a sequence that has 
similarity to a known structure. The reliability of such a model and its usefulness for ligand 
design is dependent on the degree of similarity. 

Further information can be gained by site-directed mutagenesis. Functional changes in re- 
sponse to changes of amino acids thought to be involved in binding or in the catalytic mech- 
anism allow the validatation of structural hypotheses [31-331 

Many proteins consist of a fairly small set of modular elements [34,35]. A typical example 
of these elements is the immunoglobulin-like fold which occurs in a large number of proteins 
unrelated to antibodies.These domains appear to be recombined to form new functional pro- 
teins. Examples of such modular proteins are lectins and lymphokines. 

1.4 Protein Ligand Interaction 
1.4.1 Covalent versus Noncovalent Inhibitors 

Low-molecular weight ligands can interact with macromolecular targets through both cova- 
lent and noncovalent interactions. In enzyme inhibition, both cases occur. Most protease in- 
hibitors bind noncovalently (see Chapters 2,3 and 4). Examples of ligands forming covalent 
bonds with the target protein are trifluoromethyl ketone [36,37] and benzoxazinone [38] in- 
hibitors of elastase, p-lactam antibiotics such as penicillin and cephalosporin inhibitors of 
transpeptidases (see Chapter 5 ) ,  aspirin, and other nonsteroidal antiinflammatory drugs [39]. 
Noncovalent and reversible covalent binding is characterized by equilibrium thermodynam- 
ics. The binding constant is the equilibrium constant of the association of the inhibitor and 
the target. For irreversible covalent binding, the inhibition is time-dependent, since the 
chemical reaction between the inhibitor and the target is usually slower than the nonbonded 
association. 

Only in the case of noncovalent and reversible covalent inhibition, is the association con- 
stant Ki a well-determined and reproducible quantity. Exceptions occur when both molecules 
involved in the association are of fairly high molecular weight; in this case the off-rate of the 
association becomes very slow and the equilibrium is not reached in the observation period. 
In cases of covalent inhibition, the inhibitory constants (e.g., ICs0) are very much dependent 
on the experimental conditions (concentration of the constituents, incubation time, tempera- 
ture, salt, acidity). 

1.4.2 Nonbonded Interactions in Protein-Ligand Complexes 

Important nonbonded interactions are hydrogen bonds, ionic interactions and lipophilic con- 
tacts. Usually, several hydrogen bonds are formed between the protein and the ligand [40]. In 
addition, oppositely charged functional groups of the protein and the ligand are frequently 
paired. Furthermore, lipophilic groups of the ligand are found in lipophilic pockets formed by 
side chains of the hydrophobic amino acids. 
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What are the important properties that allow a ligand to bind tightly and selectively to a 
protein? Our current understanding of protein-ligand interactions is still far from being suf- 
ficient to answer this question fully. The most important prerequisite appears to be a good 
steric and electronic complementarity between protein and ligand. However, due to desolva- 
tion effects this criterion alone is not sufficient to fully describe tight binding of ligands. 

1.4.3 Hydrogen Bonds 

The effect of hydrogen bonds on the binding affinity has been analyzed for a set of 80 diverse 
protein-ligand complexes of known 3D structures and binding constant [41]. If the binding 
constant Ki is plotted against the number of hydrogen bonds formed between proteins and 
their ligands, no clear correlation is obtained. Although the binding affinities roughly in- 
crease by one order of magnitude per hydrogen bond, there is a very broad scatter. Several 
protein-ligand complexes exhibit strong binding in the nanomolar range with no H-bonds 
(e.g., retinol binding protein-retinol [42]) or very few (e.g., antibody-steroid [43], anti- 
body-fluorescein [44]). The binding of these ligands arises from nonpolar interactions. Fur- 
thermore, some ligands form many hydrogen bonds with the protein but exhibit only very 
weak binding (e.g., glycogen phosphorylase-glucose [45], hemagglutinin-sialic acid [46], glu- 
thathione S-transferase-gluthathion [47]). Interestingly, these ligands are all characterized by 
the absence of significant lipophilic groups. 

In contrast, our current knowledge indicates that unpaired buried polar groups at the pro- 
tein-ligand interface are strongly averse to binding. A recent statistical analysis of high-reso- 
lution protein structures showed that in proteins less than 2% of the polar atoms are buried 
without forming a hydrogen bond [48]. There is a strong tendency to saturate polar groups 
with hydrogen bonds. Therefore, in the ligand design process one has to ensure that the polar 
functional groups either of the protein or the ligand will find suitable counterparts if they be- 
come buried upon ligand binding . 

In addition to hydrogen bonding, there are other important polar interactions in pro- 
tein-ligand complexes such as coordinative bonds with metal ions. For example, hydroxamic 
acids and thiols bind strongly to the zinc ion in the active site of metalloproteases [49]. This 
interaction appears to be the most important contribution to binding in many metallopro- 
tease-inhibitor complexes. 

1.4.4 The Role of Solvent in Polar Protein-Ligand Interactions 

The contribution of a hydrogen bond depends on its microscopic environment in the pro- 
tein-ligand complex and can vary drastically. Desolvation effects can completely compensate 
for the intermolecular hydrogen bond so that the net contribution to binding is close to zero. 
On the other hand, large contributions to the binding affinity seem to arise from hydroxy 
groups where this group constitutes an essential structural element of a transition state ana- 
log in enzyme inhibitors [50]. As demonstrated by Dao-pin et al. for lysozyme mutants, the ef- 
fect of salt bridges on protein stability is quite different for buried or solvent accessible ones 
[511. 
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An instructive example underlining the importance of desolvation effects was reported by 
Bartlett et al. for the binding of inhibitors 1 (see Fig. 1) containing phosphonamides 
(X=NH), phosphonates (X=O) and phosphinates (X=CHZ) to thermolysin [52]. The PO2- 
group interacts with the zinc atom and the NH-group forms a hydrogen bond with the back- 
bone carbonyl group of Alall3.The replacement of this NH-group by a CH, group does not 
affect the binding affinity. These results can be understood by comparing the number of hy- 
drogen bonds formed between the inhibitor and the protein or the solvent.The NH group of 
the phosphonamide forms a hydrogen bond with the protein. It also forms a hydrogen bond 
with a water molecule in solution. Therefore, ligand binding keeps the total number of hydro- 
gen bonds unchanged. On the other hand, the -CH,- group is not able to form a hydrogen 
bond with thermolysin or in solution. Therefore, the hydrogen bond inventory is also bal- 
anced for the CH, group. In contrast, phosphonates exhibit a 1000-fold reduced binding af- 
finity. This poor binding is a result of the repulsive electrostatic interaction between the oxy- 
gen atom of the ligand and the C=O group of Ala113 which both carry a negative partial 
charge. The oxygen derivative lacks a hydrogen bond which is presumably present in solu- 
tion. The X-ray structure of the phosphonate revealed that this inhibitor does indeed bind to 
thermolysin in the same way as the phosphonamide [53]. 

In contrast, tight binding can be obtained if the total number of hydrogen bonds increases 
upon ligand binding. We believe that the complex avidin-biotin [54] achieves tight binding 
partly through a large number of hydrogen bonds that water molecules cannot form to the 
same extent at the binding site. The X-ray structures of both the complexed and uncom- 
plexed protein have been determined. The binding site of the uncomplexed protein contains 
four water molecules, according to the X-ray structure. If we assume that this figure underes- 
timates the actual number of water molecules in the binding site because flexible water mole- 
cules cannot be detected in the crystal structure and employ a molecular mechanics calcula- 
tion to fill the binding site with water molecules, we end up with 9-10 water molecules [55]. 
These water molecules still form fewer hydrogen bonds with avidin than biotin. 

One of the keys to a better understanding of protein-ligand interactions is the role of 
water. All direct protein-ligand interactions compete with interactions to water molecules. 
Both the ligand and the protein are solvated before complex formation. They lose part of 
their solvation shell upon binding, a process which involves various enthalpic and entropic 
contributions [56-591. Hydrogen bonds are broken and new ones are formed. Furthermore, 
the solvent structure is reorganized at the protein-ligand interface. Water has the unique 
ability to form an extensive network of hydrogen bonds. The hydrogen bond between two 
water molecules in the gas phase is strong: the dimerization enthalpy is roughly 
-20 kJ/mol-' [60, 611. Therefore, if the binding of a ligand simply replaces tightly bound 
water molecules and does not yield additional interactions, its binding affinity will be small. 
On the other hand, the replacement of loosely bound water molecules contributes to binding 
because both entropic (release of water molecules into bulk solvent) and enthalpic factors 

Figure 1. Structure of the thermolysin inhibitor 1. 



1.4 Protein Ligand Interaction 7 

(favorable interactions with other water molecules) favor the replacement by the ligand. Un- 
fortunately, detailed investigations of the role of water molecules in protein-ligand interac- 
tions have underlined a fairly complex picture [62]. 

Interestingly, several small molecules containing functional groups frequently involved in 
protein-ligand interactions do not associate in water. For example, acetic acid does not form 
a stable complex with guanidine in water [63]. Similarly, simple amides do not associate in 
water [64]. Apparently, the direct interaction between the small molecules is not strong 
enough to override the factors favoring the dissociation such as interactions with solvent 
molecu1es.A~ further discussed by Williams and others [56-591, there is also an entropic pen- 
alty for the complex formation which may overcompensate favorable interactions. 

1.4.5 Lipophilic Interactions 

If the binding constant Ki is plotted against the lipophilic contact surface using the same pro- 
tein-ligand complexes as for the hydrogen-bond statistics, a correlation between the binding 
affinity and the lipophilic contact surface is observed, but the scatter is again large. An exam- 
ple for ligand binding, completely driven by lipophilic interactions, is the complex of retinol 
with retinol binding protein [42]. The X-ray structure of this complex shows no hydrogen 
bonds between the protein and the 1igand.The binding constant Ki is 190 nM, corresponding 
to a free energy of binding of -38 kJ/mol-’.The total molecular surface of retinol amounts 
to 326 A’ [65] of which 295 A‘ (90%) become buried upon binding. On the other hand, li- 
gands such as SO,”- have no lipophilic contact surface, but are tightly bound to an appropri- 
ate receptor (e.g. SO,’- and sulfate binding protein with Ki = 100 nM [66]).The generally ac- 
cepted view is that lipophilic interactions are mainly due to the replacement and release of 
ordered water molecules and are therefore entropy-driven [67,68]. The entropic gain is due 
to the fact that the water molecules are no longer positionally confined. There are also en- 
thalpic contributions to lipophilic interactions. Water molecules occupying lipophilic binding 
sites are unable to form hydrogen bonds with the protein. If they are released they can form 
hydrogen bonds with other water molecules. In addition, there is a favorable interaction 
between the lipophilic groups in contact (mainly dispersion interactions). 

Recently, the role of specific interactions between aromatic rings has gained increasing at- 
tention [69,70]. A statistical analysis of interaction between phenyl rings in proteins reveals 
a preference for contact geometries that lead to electrostatically favorable quadru- 
pole-quadrupole interactions [71]. Furthermore, due to their large polarizability, aromatic 
side chains can also interact with the positive charge of a quaternary ammonium group. This 
type of interaction is found for example in the complex of acetylcholinesterase with acetyl- 
choline [72]. 

1.4.6 Criteria for Strong Protein-Ligand Interactions 

Our discussion of non-bonded protein-ligand interaction has shown that the quantitative 
prediction of tightly binding ligands is very difficult. On the other hand, an enormous amount 
of information has been collected on the structure-activity relationship for ligands binding to 
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proteins of known 3D structure. From the analysis of these data, a number of guidelines have 
emerged that should always be taken into account when designing a new ligand. They might 
be summarized as follows: 
1. Many tight binding ligands form significant lipophilic interactions with the protein. If the 

lipophilic contact surface can be enlarged by an additional lipophilic substituent, enhanced 
binding affinity is frequently observed. Therefore, the search for unoccupied lipophilic 
pockets should always be one of the first steps in the design of new ligands. 

2. Additional hydrogen bonds do not always lead to improved binding affinities but may be 
nevertheless desirable to improve the selectivity and to make the compound more water 
soluble. A burial of polar groups upon ligand binding leads to a loss of binding affinity and 
should be avoided. 

3. The binding of a ligand to a protein always leads to the displacement of water molecules. 
If the ligand can form more hydrogen bonds than the water molecule that are released, 
then a very tight binding can be achieved. 

4. Rigid ligands can bind more strongly than flexible ligands because the entropy loss due to 
the freezing of internal degrees of freedom is smaller. 

5. Water can form strong hydrogen bonds but is not particularly well suited as a transition 
metal ligand. For transition metal-containing enzymes such as metalloproteases, it is there- 
fore a good idea to incorporate functional groups into the ligands that are known to bind 
well to metal ions (e.g., thiols, hydroxamic acid). 

1.5 Approaches to Structure-Based Ligand Design 

In almost any drug discovery project based on a known biochemical target there exists some 
structural starting point for ligand design. In most of these cases this knowledge is related to 
the natural substrate (in the case of a processing enzyme), or to a cofactor or the endogenous 
ligand of the target (in case of a receptor or binding protein). In some cases, such prototype 
molecules can lead directly to derivatives with drug properties (see the sialidase case). In 
other cases, structural resemblance to known ligands is unwanted (structurally too complex, 
too difficult to synthesize, unwanted physicochemical properties, etc.) and other design ap- 
proaches are favored. 

1.5.1 Ligands Derived from Substrate or Natural Ligand 

For most of the targets, the natural substrate or ligand is known: thrombin cleaves fibrinogen, 
HIV protease cleaves the pol polyprotein, the 5HT receptor binds 5-hydroxytryptamine, 
DD-carboxypeptidases cleave D-alanine from the C-terminus of peptides. Structural analogs 
of the substrate can be inhibitors if they are no longer processed or transformed by the en- 
zyme. Typically, natural substrates of enzymes can be modified such that the functional group 
involved in the transformation is no longer viable for the enzyme. If some residual binding af- 
finity exists, the resulting compound is an inhibitor of the respective enzyme; further modifi- 
cations can improve binding. Prominent examples of this strategy are the aspartyl proteases 
(Chapter 3) where non-cleavable amide bond mimetics are used as a starting point. 
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1.5.2 Structures Derived from 3D Database Searches 

Substructure searches in topological (2D) databases of compounds of diverse sources (e.g., 
commercially available compounds, company database) are extensively used by medicinal 
chemists to preselect substances for screening. Since the pharmacological action is mediated 
through the 3D shape of the ligand molecule in the receptor-bound conformation, efforts 
have been made in recent years to construct low-energy 3D structures from 2D databases. A 
pharmacophore hypothesis can be derived from a series of known inhibitors and their con- 
sensus 3D features. 

Two approaches for searching 3D databases have emerged: The first is based on a single 
conformation of each compound; the search tests the compatibility of each compound with 
the pharmacophore by generating other possible conformers at the time of the search. In the 
second, a multitude of representative low-energy conformers are pre-generated (that are like- 
ly to contain the receptor-bound conformation) and stored in a multi-conformer database 
which is then used for searches. The advantage of this latter approach is the enhanced speed 
of searches; the initial conformation generation step is very time consuming, but has to be per- 
formed only once. The program Catalyst belongs to the second class. It can be used to generate 
a pharmacophore hypothesis using a number of reference compounds as input. This hypoth- 
esis is then used to search in-house or external structure data bases to find new leads [73]. 

1.5.3 De-Novo Design of Ligands 

The sequence and structure information in biostructure research is growing exponentially. 
Increasingly, we find ourselves in a situation where the structure of an enzyme or a receptor 
protein is known and suggestions for new inhibitors are desirable. This is where so-called de 
now design tools are applied [21,74-761. In this ambitious approach to structure-based de- 
sign, it is attempted to construct new molecules completely from scratch. These tools either 
build up candidate ligands from atoms or fragments, or they search databases of existing 
structures for complementary molecules. The available programs for de nuvu ligand design 
have already proven to be an extremely useful addition to the toolbox of medicinal chemis- 
try as they can provide new ideas about possible new ligand structures. A crucial problem of 
this approach (and also of other approaches to structure-based design) is to control the syn- 
thesizability of the proposed molecules.The new field is still in rapid development and is dis- 
cussed in more detail in Chapter 9. 

1.6 Methods and Tools used in Structure-Based Ligand Design 
To perform the design of new molecules based on the approaches described above, powerful 
computer-aided tools are required. These include molecular modeling tools for visualization 
and analysis, extraction of 3D structures from databases, construction of 3D models using 
force fields [77-791 and molecular dynamics methods, docking of 3D models to protein cav- 
ities. These methods have been documented in detail in the previous volumes of this series 
and in a number of recent review articles [SO-871. These will therefore only be discussed in 
the context of the case studies presented in this volume. 
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1.7 Outlook and Future Developments 

During the past few years we have witnessed dramatic improvements in structure-based li- 
gand design. A large number of convincing examples have been published which clearly 
demonstrate the potential of this approach. Some of them will be described in detail in the 
following chapters. New computer programs for conformational analysis, ligand docking, 
structural alignment, and de novo ligand design have been described. The first examples for 
a successful computational design of protein ligands are emerging.The motivation for further 
developments of these methods is not only the intellectual challenge to understand the na- 
ture of protein-ligand interactions, but also the need to speed-up the drug discovery process. 
As this driving force becomes stronger, the development of advanced methods for structure- 
based ligand design becomes increasingly important. 

Structure-based design considers ligands and their putative interactions with the target. 
High-affinity binding between a ligand and its target protein is an important prerequisite for 
the ligand to become a drug. However,focusing on the 3D structure of the target protein car- 
ries the danger that other important factors may not be taken properly into account. These 
are for example transport properties, metabolic stability, oral availability, toxicity, half-life 
and the addictive potential. They also determine whether a ligand can be applied as a drug. 
Therefore, physico-chemical properties of the ligand structure should be taken into account 
at the earliest possible stage. 

Despite the remarkable recent progress, the current computational methods for lead dis- 
covery still face a number of limitations. Most important is the availability of the 3D structure 
of the target protein. Substantial efforts are still necessary to develop techniques to make 
these systems accessible to structure determination. Optimally, their 3D structures are deter- 
mined together with a series of different ligands. In the absence of such data, it may be pos- 
sible to construct a model of the target protein from the known structure of a closely related 
homolog. Otherwise design methods have to rely on comparisons of ligands alone. However, 
with decreasing level of information about the structural aspects of the protein-ligand 
system the results from design methods become increasingly less conclusive and reliable. 

In cases where the protein structure is available, most current docking and de novo design 
methods treat the protein as rigid. Ligand-induced fit is observed and has to be considered. 
However, since similar changes of the protein have been observed with several related li- 
gands, the 3D structure of a complex appears to be a good starting point for de novo design. 
The consideration of molecular flexibility of the ligand, especially for species with more than 
five rotatable bonds, still represents a considerable challenge. This property has to be effi- 
ciently incorporated into methods for molecular comparison and ligand docking. Further- 
more, the current de novo design programs hardly address the problem of the synthetic ac- 
cessibility of the suggested structures. Finally, current methods for the prediction of binding 
affinities need to be improved. 

Computational methods are only one aspect in the strategy for drug research and develop- 
ment. In the past years, experimental high-throughput screening methods have been estab- 
lished based on molecular test systems. In favorable cases, several thousand compounds can 
be tested in an assay per day.This has stimulated the development of new methods to synthe- 
size large libraries of diverse molecules. Combinatorial chemistry [88,89] offers great prom- 
ise in the discovery of new leads. In our opinion, the computer-based methods nicely comple- 
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ment such screening approaches. Hits from these searches often display rather diverse struc- 
tures. Molecular comparison methods have to elucidate common features that are likely to 
be responsible for receptor binding. Once lead structures have been discovered, either 
through experimental or computer screening methods, molecular modeling and X-ray crys- 
tallography come into play to assist efficient lead optimization. 

At present, we are beginning to understand some important phenomena and underlying 
principles determining molecular recognition in protein-ligand complexes. Computational 
approaches, based on empirical knowledge, provide powerful tools to support the finding and 
optimization of new lead structures. It can be expected that with the growing experimental 
data on structures and thermodynamics of protein-ligand complexes the range of applicabil- 
ity of these approaches will be further extended. 

The following chapters will cover several aspects of structure-based ligand design. Chapter 
2 will give an overview over several projects where structure-based design techniques were 
successfully employed, while Chapters 3,4,5 and 6 each focus on one specific target and de- 
scribe the use of 3D protein structure in ligand design. It should be noted that structure- 
based ligand design can also be useful if the 3D structure of the target is not known.This is il- 
lustrated in Chapter 7, using the design of inhibitors of reverse transcriptase as an example. 
In Chapter 8, recent development in de now ligand design are described. Finally, an outlook 
on the future of structure-based ligand design is given in the final Chapter. 
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2 Examples of Active Areas 
of Structure Based-Design 

K.  Gubernator and H.  J. Boehm 

Structure-based ligand design can contribute significantly to the drug discovery process at 
several steps. In the present chapter this is highlighted by several examples. Propably the 
most important application is the design of completely novel molecules (e.g. thrombin inhib- 
itors, section 2.1). In the next step, structure-based design can be used to modify a known 
ligand to improve the binding affinity and/or the pharmacokinetic properties (sections 2.2 
and 2.3). 

Another important area of research in structure-based design is the elucidation of possible 
binding modes and the rationalization of observed structure-activity relationships. This as- 
pect is highlighted by the examples described in sections 2.4 and 2.5. 

2.1 Thrombin Inhibitors 

Thrombin, as well as other coagulation factors, is a trypsin-like serine protease. The mecha- 
nism of action of this class of enzymes is well understood based on a large number of struc- 
tural studies [l]. These include crystallographic work with substrates and derivatives, with 
mechanism-based inhibitors and with noncovalent inhibitors, as well as NMR studies with 
substrate peptides [2-41. To summarize, the scheme of the substrate cleavage by trypsin and 
a model of the transition state of the acylation reaction are shown in Figs. 1 and 2. The tran- 
sition state is characterized by a tetrahedral carbon covalently linked to the catalytic serine 
side-chain oxygen atom, a negatively charged oxy-anion stabilized by two hydrogen bonds to 
two backbone NH groups, and a protonated histidine which has received the proton from the 
serine-OH. 

The three-dimensional structure of the transition state and the protein environment exhib- 
it ideal complementarity to each other, which is the prerequisite for the observed rate en- 
hancement of the hydrolytic reaction. 

The specificity for cleavage after arginine or lysine is mediated by a recognition pocket 
with an aspartate side chain at the bottom. This pocket accommodates the positively charged 
side chain by forming a salt bridge with the carboxylate of the aspartic acid. 

In thrombin, the specificity extends far beyond the residue preceding the cleavage site. 
NMR [4] and X-ray studies [3,5] revealed that three hydrophobic residues in fibrinogen 2 
two, eight and nine residues before the cleavage site, respectively, occupy unique hydropho- 
bic pockets (Fig. 3). These hydrophobic pockets are formed by a unique additional loop Tyr- 
Pro-Pro-Trp above the active site. 

The binding mode of three previously known inhibitors MD805 3 and NAPAP 4 (Fig. 4) as 
revealed in the X-ray structure of their complexes with thrombin [2,3] has some unexpected 

Structure-Based Ligand Design 
edited by Klaus Gubernator, Hans-Joachim Bohrn 

Copyright 0 WILEY-VCH Verlag GmbH.1998 



16 2 Examples of Active Areas of Structure Based Design 

Figure 1. Schematic representation of the cleavage of a peptide 1 by trypsin at the amide bond after an 
arginine residue. 

Figure 2. Three-dimensional model of the peptide 1 cleavage by trypsin based on the X-ray structure of 
the protein. 

features: The basic moiety binding in the specificity pocket is directly connected to hydro- 
phobic portions occupying the two hydrophobic pockets; there is no interaction with the cat- 
alytic serine. The inhibitors thus do not bind substrate-like, but bypass the catalytic site and 
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D 

Figure 3. Cartoon of the binding mode of fibrinogen 2 in thrombin with the arginine side chain in the 
recognition pocket, the valine side chain in the P-pocket and the leucine and phenylalanine side chains 
in the D-pocket. 

MD - 805 NAPAP 

Figure 4. Structure of the MD805 3 and NAPAP 4 thrombin inhibitors. 

preferentially interact with the hydrophobic pockets (Fig. 5). In the complex with fibrinogen, 
the same pockets are occupied by the hydrophobic side chains preceding the cleavage site. 

Based on these findings, two new classes of potent thrombin inhibitors have been discov- 
ered by a three-step process [6-81. First, a collection of small, basic molecules has been test- 
ed in thrombin and trypsin assays; N-amidinopiperidine has been selected as being more ac- 
tive than benzamidine and slightly selective for thrombin. Secondly, substituents attached to 
the 3-position of amidinopiperidine containing two hydrophobic moieties mediate low nano- 
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Asp 189 

Figure 5. Schematic representation 
of the experimentally determined 
binding mode of NAPAP 3 to throm- 
bin. 

molar activity [9] (Fig. 6). Replacement of the D-aminO acid middle portion by a sidechain- 
connected L-aspartate finally leads to picomolar thrombin inhibitors which are highly selec- 
tive (Fig. 7) [lo]. 

Several of these compounds have been studied by X-ray crystallography of complexes with 
human thrombin; two representative examples are shown in Figs. 6,8 and 7,9, respectively. 

Interestingly, they exhibit two different binding modes where the occupancy of the two 
neighboring hydrophobic pockets is distinctly different. In the case of the D-amino acid de- 
rivatives, the naphthyl portion occupies the rear side of the pockets toward His57; in the 
aspartate case, the substituent on the glycine nitrogen occupies the inner pocket and naph- 
thylsulfonyl unit the outer one. 

Asp 189 

Figure 6. Schematic representation 
of the experimentally determined 
binding mode of the D-Phe deriva- 
tive 5 to thrombin. 
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lKNH-Q 0 I 

A HN NH, 

Figure 7. Schematic representation of the experimentally determined binding mode of the aspartate- 
benzyl-glycine derivative 6 to thrombin. 

Figure 8. Difference electron density map for the D-Phe derivative 5. 

From the latter class of compounds, the N-cyclopropylglycin derivative 7 (Ro-46-6240) has 
been selected for clinical development as a possible intravenous antithrombotic drug based 
on pharmacokinetic considerations (Fig. 10.) 

2.2 Design of Orally Active Inhibitors of Elastase 

The natural substrate is a good starting point for the design of protease inhibitors. If the scis- 
sile bond is replaced by a noncleavable isoster, potent inhibitors are frequently obtained. Al- 
ternatively, one may try to introduce functional groups that form a covalent bond with the 
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Figure 9. Difference electron density map for the aspartate-benzyl-glycine derivative 6. 

HNANH, Figure 10. Chemical structures of 7 (Ro-46-6240). 

enzyme. The challenge is then to convert the peptidic lead into a nonpeptidic compound that 
is metabolically stable and orally active. The work from the Zeneca laboratories on elastase 
inhibitors is a nice example for the design of nonpeptidic compounds based on the 3D-struc- 
ture of the target protein complexed with a peptidic inhibitor [ll].  

Human leukocyte elastase (HLE) is a serine protease which is used in the lung to degrade 
necrotic tissue and invading bacteria. Under normal conditions, the activity of elastase is con- 
trolled by several endogenous inhibitors such as a1-protease-inhibitor. If the balance 
between protease and inhibitor is shifted, then elastase also attacks healthy tissue, leading to 
emphysema. 

A potential approach to treat this life-threatening desease is the use of elastase inhibitors. 
At ZenecafICI, a project was initiated to find new low-molecular weight inhibitors of elas- 
tase. First, substrate-analog peptidic inhibitors were investigated. Trifluoromethylketones 
R-COCF3 are known to bind tightly to serine proteases as covalently binding, reversible in- 
hibitors. Therefore, the design focussed on this class of inhibitors. Starting from the peptidic 
substrate sequence, very potent elastase inhibitors were discovered, e.g., 8 and 9 (Fig. 11). 

In a clinical evaluation, ICI 200880 (9) proved to be a very effective elastase inhibitor. 
However, the compound is not orally active and has a very short duration of action. By that 
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Figure 11. Substrate-analoge inhibitors of elastase 8 and 9. Compound 9 is highly potent in vitro but is 
not orally active. 

time, the 3D structure of elastase complexed with the closely related inhibitor Ac-Ala-Pro- 
Val-CF3 was solved. The most important interactions between elastase and the inhibitor are 
shown in Fig. 12.The inhibitor binds in a /3-sheet conformation to elastase, forming two hydro- 
gen bonds to Val216 and one hydrogen bond with Ser214. The valine side chain occupies the 
P1-pocket and the carbonyl group binds as a hemiacetal to the sidechain of Serl95.The most 
important information from the X-ray structure is the knowledge of those functional groups 

Y Ser214 
0 

Val 216 

Y Ser214 
0 

Val 216 

Figure 12. Comparison of the binding mode of 
the elastase-inhibitor Ac-Ala-Pro-Val-CF3 with 
the postulated binding mode of the pyridones 
(e.g., 10, Fig. 13). Both compounds should be 
able to form two hydrogen bonds to Va1216. 
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that interact directly with the enzyme and their spatial relationship. The goal was now to find 
new functional groups that could form the same set of interactions as the peptidic inhibitor. 

Starting from the 3D structure of the protein-ligand complex, a number of possible struc- 
tures were investigated using model building. It was decided to investigate pyridones as 
possible inhibitors of elastase. According to molecular modeling studies, this type of inhibitor 
should fit into the binding site and should be able to form the same pattern of hydrogen 
bonds as the peptide. The postulated binding mode of the pyridones is compared to the 
binding mode of the peptide in Fig. 12. Several compounds from this class were synthesized. 
As expected, they are potent inhibitors of elastase. Compound 10 (Fig. 13) binds to elastase 
with Ki=5.6 nM. Unfortunately, this compound turned out not to be orally active. Further- 
more, it is not selective and also binds to chymotrypsin (K ,  = 60 nM). The poor oral bioavail- 
ability was thought to be due to the high lipophilicity (logP>4) and the low solubility in 
water. In addition, the synthesis of the pyridones is difficult. It was therefore decided to shift 

? = 5,6 nM 
R = Phenyl 
10 

? = 6,6 nM 
R = Phenyl 
11 

Ki = 1,6 nM 

R = p-F-Phenyl 
12 

5 = 100 nM 

R = p-F-Phenyl 
13 

5 = 1 5 n M  
R = p-NHp-Phenyl 

14 

Figure 13. Design of orally active inhibitors of elastase at Zeneca. The initial idea, to replace the Ala- 
Pro unit by a pyridone, led to 10. Later, pyrimidones were investigated. In this structural class, very po- 
tent elastase inhibitors were found, e.g., 12. Very good in vivo properties are observed for 13. Thep-flu- 
orophenyl- or p-aminophenyl substituent improves the lipophilic contact with the enzyme. 
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Figure 14. Comparison of the 3D structures of 
the elastase inhibitor 14 and MeO-Suc-Ala- 
Pro-Val-CF3, both bound to elastase. The pep- 
tidic inhibitor is shown in green. 14 is depicted 
in a color-coded representation. Both inhibi- 
tors form two hydrogen bonds with Val216 
and one hydrogen bond with Ser214. In addi- 
tion, both inhibitor place an oxygen atom into 
the oxygen anion hole. 

the synthetic effort to pyrimidones which can be synthesized more easily. This class of com- 
pounds exhibits significantly improved biological characteristics. Compound 11 is less lipo- 
philic (logP=2.1), ten times more water-soluble and orally active. The binding affinity to 
elastase remains the same (Ki = 6.6 nM) and chymotrypsin-inhibition is strongly reduced 
(Ki = 1000 nM). 

A large number of representatives of this new class of elastase inhibitors were synthesized 
and tested for enzyme inhibition and bioavailability. It emerges that strong inhibition and in 
vivo activity are not correlated. For example, 12 is a highly potent elastase inhibitor, but has 
no oral activity. The best disclosed compound is 13 (Ki = 100 nM), the bioavailability of which 
in hamster, rat and dog is in the range of 60-90% .The duration of action is more than 4 hours. 
Compound 13 (Fig. 13) therefore appears to be an interesting candidate for clinical evalua- 
tion.The 3D structure of elastase from porcine pancreas complexed with the inhibitor 14 was 
determined (Fig. 14). The binding mode of the inhibitor is exactly as predicted by molecular 
modeling. 

In our view, the work described above is a very nice example for structure-based design. 
The key to success is the use of all available structural information and an early consideration 
of the physicochemical properties. 

The described work has also significant impact on the design of inhibitors for other en- 
zymes. The first published nonpeptidic inhibitors of the cysteine protease interleukin convert- 
ing enzyme (ICE) have been designed following the Zeneca approach [12]. Similarly, throm- 
bin inhibitors have recently been disclosed that were designed along the same lines [13]. 

2.3 Dorzolamide: A Success Story of Structure-Based 
Drug Design 

The application of structure-based design has already contributed significantly to the discov- 
ery of marketed drugs. We would like emphasize this point by briefly summarizing some 
structural aspects in the discovery of the carbonic anhydrase inhibitor dorzolamide [14,15]. 

The ACE-inhibitor captopril is frequently quoted as the first example of a drug which was 
obtained from structure-based design. Indeed, in the paper describing the discovery of cap- 
topril, Cushman and coworkers emphasize the value of their active site model of ACE in the 
design of captopril[16]. As the 3D structure of ACE was not known by Cushman, the work 
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had to rely on a heuristic model. The development of the carbonic anhydrase inhibitor dor- 
zolamide is a nice example for the successful use of an experimentally determined 3D pro- 
tein structure in the inhibitor design of an inhibitor which eventually led to a marketed drug. 

The ocular disease glaucoma is caused by an excessive secretion of aqueous humor, the 
fluid that fills the anterior and posterior chambers of the eye. It has been known for some 
time that inhibition of the enzyme carbonic anhydrase reduces fluid secretion in the eye by 
blocking the conversion of carbon dioxide to bicarbonate. 

The story of carbonic anhydrase began in 1932 with the discovery of the enzyme. The first 
inhibitors were found a few years later. For example, it was found that the sulfonamides dis- 
covered by Domagk also inhibit carbonic anhydrase. Phenylsulfonamide 15 (Fig. 15) binds to 
carbonic anhydrase with ICs0 =300 nM. In 1945, it was observed that heterocyclic molecules 
such as thiophene-2-sulfonamide 16 are even more potent inhibitors then the phenylsulfon- 

QsONH, 

0 ’b 

15 

16 

17 

18 

19 

20 

Figure 15. Chemical structures of the carbonic anhydrase 
inhibitors 15-21. The small aromatic sulfonamides 15 and 
16 bind with nanomolar affinity to carbonic anhydrase. 
Methazolamide 18 was used for a long time to treat glauco- 
ma. 19 was the first topically active inhibitor. Structure- 
based drug design at Merck first led to 20 and then to the 
marketed drug, dorzolamide 21. 

21 



2.3 Dorzolamide: A Success Story of Structure-Based Drug Design 25 

amides. Following this discovery, a large number of heterocyclic sulfonamides were investi- 
gated. This work led to the discovery of acetazolamide (17) and methazolamide (18) as new 
carbonic anhydrase inhibitors. Methazolamide has been used for 40 years in the treatment of 
glaucoma. Unfortunately, the drug is not topically active, as it cannot penetrate ocular tissue. 
Systemic application of this drug is accompanied by side effects caused by the inhibition of 
carbonic anhydrase outside the eye. In 1983, the first topically active inhibitors were de- 
scribed. A strikingly small difference - a methyl group is replaced by a trifluoromethyl group 
- results in the topically active compound 19. After this breakthrough, a large number of car- 
bonic anhydrase inhibitors were investigated to determine the range of lipophilicity which 
will allow the compound to be topically active. 

At Merck, the structure-based design of carbonic anhydrase inhibitors was started in the 
mid-1980s. The first compound with molecular modeling and X-ray structure determina- 
tion playing an important role in the discovery process was thienothiopyrane-sulfonamide 
20 (MK-927). This binds to carbonic anhydrase with a subnanomolar binding constant 
(K,=0.7 nM). 

The 3D structure of carbonic anhydrase complexed with MK427 was determined. As ex- 
pected, the nitrogen atom of the sulfonamide group binds to the' zinc ion in the active site of 
the enzyme. Furthermore, the inhibitor forms several hydrogen bonds and extensive lipophil- 
ic contacts with the protein. Somewhat surprisingly, however, it was found that the amino-iso- 
propyl side chain adopts the energetically unfavorable axial position. Therefore, a modifica- 
tion which lowers the energy difference between the axial and the equatorial position of the 
side chain should increase the binding affinity. This effect can be obtained by introducing an 
additional methyl substituent at the six-membered ring. From the known 3D-structure it was 
obvious where an additional substituent could be appended without steric problems. The in- 
creased lipophilicity by the additional methyl group was compensated by shortening the 
amino-isopropyl side chain by on methyl group.The result of this modeling study was dorzol- 
amide (21). This compound binds with K, = 0.37 nM to carbonic anhydrase. The 3D structure 
of the carbonic anhydrase-dorzolamide complex is shown in Fig. 16. Dorzolamide has success- 
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Figure 16. 3D structure of the complex of carbonic anhydrase with the inhibitor dorzolamide 21. The 
sulfonamide group binds to the zinc cation and forms two additional hydrogen bonds with the enzyme. 
The sulfone group forms another hydrogen bond. 
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fully passed the clinical evaluation and is marketed since 1995 under the brand nameTrusopt 
as the first topically active inhibitor of carbonic anhydrase for the treatment of glaucoma. In 
the first half of 1996,Trusopt recorded sales of 72 million US dollars. It has already become the 
most widely prescribed antiglaucoma product in the United States within its first year on the 
market. It is propably the first example of a marketed drug which originates from structure- 
based drug design using the experimentally determined 3D structure of the target enzyme. 

2.4 Inhibitors of Serine Esterases 
Serine hydrolases are enzymes that play a key role in diverse physiological systems. They all 
use a serine side-chain hydroxy group as a nucleophile in their enzymatic reaction. In con- 
trast to the serine proteases of the trypsinlelastase family discussed above, the two esterases 
discussed here belong to a different mechanistic class that shares no sequence homology or 
structural similarity. Lipases digest nutritional fat triglycerides and acetylcholinesterase de- 
grades the synaptic neurotransmitter, acetylcholine. 

The following study has been undertaken in order to elucidate the distinctly different 
mode of action of the two esterases compared to trypsin, to rationalize structure-activity re- 
lationships of known inhibitors, and to form a basis for future ligand design projects. 

2.4.1 Human Pancreatic Lipase (hPL) 

Human pancreatic lipase is a protein consisting of 445 amino acids. It folds in two domains 
with the larger N-terminal containing the catalytic site. The overall folding is represented in 
a ribbon-diagram in Fig. 17. This crystallographic structure of the human pancreatic lipase 
represents an inactive form of the enzyme [17]. The active site is totally buried by a loop and 

Figure 17. Ribbons representation of the hPL structure. The upper catalytic domain consists of a central 
P-sheet with helices on both sides. The loop covering the active site is the two turn helix at the left side. 
The bottom domain consists of two P-pleated sheets. 
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Figure 18. Ca-display of the hPL structure with the catalytic triad in red, the loop covering the active 
site in pink, beginning and ending at a disulfide bridge in yellow. A triglyceride substrate molecule in 
green is attached to the serine-Oy. Clearly, the loop interferes with substrate binding and has to be re- 
moved by a movement to the left before the reaction takes place. 

the catalytic serine is inaccessible to solvent and substrate (Fig. 18).The enzyme has to under- 
go interfacial activation [18,19] at the surface of a fat droplet and thereby exposes the hydro- 
phobic interior of this loop to the fat; the active site becomes accessible. 

2.4.2 Model of the Trilaurin Triglyceride Substrate Binding 

Since the structure observed in the crystals represents an inactive form of the enzyme, sever- 
al structural modifications were required to accommodate a substrate molecule in the active 
site. These modifications were performed such that the resulting model remained as similar 
as possible to the experimental structure. First, the loop covering the active site which is an- 
chored at a disulfide bridge was shifted to an alternative strainless conformation opening up 
the active site. Second, the side-chain orientations of three aromatic residues near the active 
site had to be changed (Fig. 19). Third, the segment to the right of the active site had to be 

Figure 19. Structure of the ‘active model’ of hPL with some selected side chains in yellow. The top three 
aromatic side chains have altered conformations, the segment containing Phe77 at the right has been 
shifted by 1.5 8, away from the catalytic serine. The model of the substrate transition state is displayed 
in pink, the resulting product ester in red. The conformation of the fatty acid chains has been arbitrarily 
chosen to be extended. 
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Figure 20. Reaction scheme of the triglyce- 
ride cleavage by pancreatic lipase. &OH + H:- 

shifted away from the catalytic serine by about 1.5 A. The model created by these three steps 
was then used to dock the substrate trilaurin triglyceride starting from the X-ray structure of 
the molecule alone [20] with the following requirements in mind: the trilaurin ester carbonyl 
comes in contact with the side-chain oxygen of the catalytic serine; the ester carbonyl oxygen 
sits in the oxy-anion hole formed by backbone NH groups; the ester is in the truns-conforma- 
tion and the fatty acid tails protrude to where the fat droplet is assumed to be located. Start- 
ing from this model of the Michaelis complex, the consecutive catalytic steps (Fig. 20) were 
built (the hemiacetal model is shown in Fig. 19). These models represent a reaction trajectory 
with essentially strainless intermediates The backprotonation of the leaving alcohol group 
and the activation of the incoming water could be performed by the neighboring histidine NE. 

2.4.3 Tetrahydrolipstatin (THL) 

THL (22), a hydrogenated derivative of lipstatin originally isolated from Streptomyces toxy- 
tricini, is a potent inhibitor of hPL [21,22] and is currently being evaluated in clinical trials. 
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The model (Figs. 21 and 22) derived from the previously discussed substrate model suggests 
that the tetrahedral hemiacetal intermediate of the p-lactone decays though ring opening. 
The hydroxy ester formed is conformationally restricted by the protein environment in the 
narrow cleft below the catalytic serine. The hydroxy group thus protects the ester group from 
incoming deacylating water. The enzyme remains acylated and therefore inactivated. The hy- 
drophobic moieties of THL, the two hydrocarbon chains on the lactone ring and the leucine 
side-chain coincide with the three fatty acid chains in the trilaurin model which are thought 
to protrude into the fat droplet. 

Figure 21. Reaction scheme of the inhibition of pancreatic lipase by THL (22). The reaction stops at the 
acyl-enzyme intermediate because the alcohol group prevents the attack by a deacylating water mole- 
cule. 

Figure 22. Model of the THL (22) transition 
state in the active hPL in red and the model of 
the product in yellow. The alcohol group is 
locked in a position which prevents a water 
molecule from attacking the ester for deacyla- 
tion. 
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This 3D model rationalizes the experimentally observed formation of a hydrolytically 
stable acyl enzyme when p-lactones of the THL class bind to lipases. 

2.5 Acetylcholinesterase (AChE) 

The X-ray structure of AChE [23] of the electric eel Torpedo californica reveals a single do- 
main fold with a characteristic central eleven strand P-sheet. Although no detectable homol- 
ogy is present between hPL and AChE, the folding in the core of the catalytic domain of the 
lipase is very similar to that of AChE (Fig. 23).The central p-sheet can be superimposed such 
that the long helix which carries the catalytic serine at its N-terminus aligns.The geometry of 
the active site functional groups is also similar, but there are distinct differences. The active 
site of AChE is located at the bottom of a deep gorge open to solvent. This gorge is coated 
with aromatic side chains. The catalytic triad Ser-His-Glu is similar in geometry, but the His 
and Glu side chains are attached to different secondary structure elements than in hPL [24]. 
The oxy-anion hole consists of two equivalent NH-groups (Fig. 24). In contrast to the hPL 

Figure 23. Ca-display of the crystal structure of AChE in yellow with the central sheet in blue, the cat- 
alytic triad in green, and the central helix starting at the catalytic serine in pink. 

Figure 24. Close-up view of the active site of AChE with the triad in yellow, the aromatic side chains 
coating the deep gorge in red, and a model of the acetylcholine transition state in pink. 
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structure, the AChE structure appears to represent the active form of the enzyme with appro- 
priate geometry of the active site residues. Gratifyingly, the geometry of the active site in the 
hypothetical model of the active form of the lipase (which had been built prior to the avail- 
ability of the AChE structure) is very similar to AChE. 

Several structures of small molecule complexes with acetylcholinesterase have been 
solved. They reveal a binding site next to the catalytic serine preferrentially occupied by a 
positively charged moiety next to a hydrophobic portion. The positively charged functional 
groups almost superimpose in front of a tryptophan residue at the bottom of the gorge 
[25-271. 

2.5.1 Model of the Acetylcholine Substrate Binding 

Starting from the hypothetical model of the active hPL superimposed to the AChE structure, 
a model of the AChE reaction mechanism of acetylcholine 23 hydrolysis could be built (Figs. 
25 and 26). In the hemiacetal transition state, the OH of the choline leaving group is at hydro- 
gen bonding distance from the NE of the catalytic histidine. The choline molecule is accom- 
modated in the fully extended conformation and positions the trimethylammonium group 
towards the face of the indole system of Trp84. The methyl group of the acetyl moiety is 
placed in a small pocket which could not accommodate larger or branched acid components. 
This is in agreement with the observed reduced hydrolysis rates of choline homologs [28]. 
The acetylated serine can be attacked by a water molecule which follows the reverse trajec- 
tory of the leaving alcohol group. The water molecule can be activated by transfer of a pro- 
ton to the NE of the catalytic histidine. A superposition of the transition state models of hPL 
with trilaurin and AChE and ACh is shown in Fig. 26. The functional groups of the enzyme in- 
volved in the catalysis occupy similar positions. The acid moiety of the triglyceride extends 
through a narrow channel in the lipase while there is no such channel in AChE. The leaving 
diglyceride in the lipase extends to the protein surface while in the AChE the choline fills the 
bottom of the gorge. 

2.5.2 Physostigmine 

The alkaloid physostigmine 24 from calabar bean [29] inactivates AChE through transfer of 
a carbamoyl group to the catalytic serine; this serine carbamate is only slowly hydrolyzed. 
The molecule (Fig. 27) has very little flexibility. Starting from the X-ray structure of the mole- 
cule alone [30], physostigmine was docked to the AChE active site such that the catalytic se- 
rine could be carbamoylated.The only conformation fitting the active site has the basic nitro- 
gen near the trimethylammonium group in the substrate model. The tricyclic system essen- 
tially fills the bottom of the gorge (Fig. 28). The N-methyl group of the carbamate protrudes 
into the restricted pocket which accommodates the acetyl group in the substrate model; larg- 
er substituents at this position would require a different, more strained conformation. This is 
in agreement with the structure-activity relationship found for such a series of compounds 
[311. 
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Figure 25. Reaction scheme of the 
cleavage of acetylcholine 23 by acetyl- 
cholinesterase. 
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Figure 26. Superposition of active site and substrate models of AChE in yellow with a pink substrate 
and of lipase in blue with a green substrate. The superpositioning was done with respect to five C-a po- 
sitions in each of the five central p sheets. 
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Figure 27. Reaction scheme of the carbamoylation reaction of physostigmine 24 with acetylcholinesterase. 
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Figure 28. Model of the transition state with physostigmine (24, green) in AChE; the acetylcholine 
model is shown in pink for comparison. 

2.5.3 Eisai E2020 

The AChE inhibitor E2020 (25) developed at Eisai is a representative of a large series of very 
potent compounds [32-341. Initial attempts to position the indanone carbonyl group of 
E2020 close to the catalytic serine were unsuccessful; the compound had to be folded and 
could then not fit the gorge. Positioning the basic nitrogen close to the corresponding posi- 
tion in the other models allows only one orientation of the molecule: The indanone portion 
fills the gorge towards the solvent while the benzyl group fills a cavity at the bottom of the 
gorge. The model shown in Fig. 29 has exactly the same conformation with respect to and 
6, (Fig. 30) that had been deduced from an extensive QSAR study [33].The conformation of 
the benzyl group is different and adopts an endo orientation in order to reach the cavity. The 
QSAR data seem to confirm this model: a wide variety of substituents is tolerated at differ- 
ent positions of the indanone aromatic ring; in the model this portion is directed toward the 
exterior. In contrast, substitution at the para postion of the benzyl group reduces activity dra- 
matically; also benzoyl instead of benzyl is not tolerated. This can be rationalized from the 
model showing that the benzyl group essentially fills up the cavity in the conformation 
shown. 

Figure 29. Model of the complex of E2020 (25, green) with AChE, again with acetylcholine in pink. 
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Figure 30. Formula of the E2020 AChE 
inhibitor 25 with two torsional angles in- 

Eisai E2020 dicated. 

These results suggest that E2020 is a noncovalent AChE inhibitor which binds to the hy- 
drophobic gorge but does not interact with the catalytic residues. 

This study demonstrates that mechanistic insights can be applied to families of enzymes 
once convincing models have been derived for the first member. The combined use of struc- 
ture-activity relationship and structural arguments form the basis projects aiming at im- 
proved inhibitors. 
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3 Structure-Based Design: 
From Renin to HIV-1 Protease 

Elizabeth A. Lunney and Christine Humblet 

Abbreviations 

Abbreviations follow the recommendations of the IUPAC-IUB Joint Commission on Bio- 
chemical Nomenclature for amino acids and peptides: Eur. J .  Biochem. 158,9-31 (1984). 

3D 3-Dimensional 
NMR Nuclear Magnetic Resonance 
Smo 4-Morpholinesulfonic acid 
Alg S- Allylglycine 
HIV-1 
AIDS Acquired Immuodeficiency Syndrome 
RSV Rous Sarcoma Virus 
Boc tert-butoxycarbonyl 
Atm 3-(2-amino-4-thiazolyl)alanine 
ACHPA (3S,4S)-4-amino-3-hydroxy-5-cyclohexylpentanoic acid 
ACDMH (2S,3R,4S)-2-amino-l-cyclohexyl-3,4-dihydroxy-6-methylheptane 
Ets S-Ethylthioglycine 
AMPMA m-bis(aminomethy1)benzene 

Human Immunodeficiency Virus (Type 1) 

3.1 Introduction 

Approaches to design enzyme inhibitors have commonly relied on the amino acid composi- 
tion of the known peptide substrates. An iterative process ensued to convert the regu1,ar pep- 
tide substrates or inhibitors using concepts of enzyme mechanisms and peptide, or peptidom- 
imetic chemistry. Over the past decade, the inhibitor design process has been impacted in- 
creasingly by the availability of 3D structural representations of the targeted enzyme binding 
region. Ideally, the enzyme structures originate from experimental data such as X-ray crystal- 
lography or NMR spectroscopy. Offering a less accurate alternative, homology-based models 
can also be assembled from structurally related templates. Thus, the challenge of designing 
substrate-based nonpeptide inhibitors now benefits from technological advances, which re- 
cently occurred in computational methods, spectroscopy and biochemistry. These have al- 
lowed for structure-based design to become an important and powerful companion in inhib- 
itor design [1-6]. 

Structure-based design approaches have been extensively explored with the aspartic pro- 
tease family of enzymes. A target in antihypertension treatment, renin was among the early 
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aspartic protease candidates for structure-based design. As will be described, this ambitious, 
early undertaking provided critical ground work for later applications. Thus, today, we are 
witnessing the impact that the renin structure-based design has had in ongoing work with the 
HIV-1 protease in the AIDS research. 

3.2 Renin 

Renin is an enzyme that processes angiotensinogen to produce the decapeptide angiotensin 
I, a precursor of the vasoconstrictor, angiotensin I1 [7]. Inhibiting renin's function could inter- 
rupt the renin-angiotensin cascade and thus, possibly provide a successful way to treat hyper- 
tension. An advantage in targeting renin lies in the high selectivity that the enzyme demon- 
strates for its natural substrate, angiotensinogen. 

At the time that renin inhibitor research began in our laboratories, no 3D renin structure 
was available to aid in the endeavor. However, X-ray crystal structures of various homolo- 
gous fungal aspartic proteases were being determined [%lo]. These data, combined with the 
known primary sequences of aspartic proteases, were used to construct models of mouse and 
human renin [ll-131. The models were more particularly refined to address the molecular 
details of the binding site in the region of the catalytic aspartic acids. In our laboratories, the 
X-ray crystal structure of the fungal enzyme, endothiapepsin, derived from Endothia parasit- 
ica, served as a template for the renin model used in inhibitor design (Fig. 1) [14]. 

The crystal structures of aspartic proteases helped elucidate the mechanism of action for 
this family of enzymes. For example, in the crystal structure of native endothiapepsin, a water 

Figure 1. Stereoview of the inhibitor-bound renin model (cyan) [14]. The inhibitor is displayed as a CPK 
model (yellow). 
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molecule is oriented between the two nearly co-planar catalytic aspartic acid carboxylates 
[15].This catalytic water is postulated to participate in the nucleophilic attack at the substrate 
amide bond [16]. The crystal structures of the aspartic proteases bound with various inhibi- 
tors unravelled molecular details of the binding of the peptide-like inhibitors, the majority of 
which were transition state analogs of the substrate hydrolysis process (Fig. 2) .  Thus, the scis- 
sile amide isosteres displace the catalytic water observed in the native structure as they bind 
to the aspartic dyad. 

The surrounding binding region includes a flexible hairpin loop fragment, commonly re- 
ferred to as the flap. As additional crystal structures were determined, it became apparent 
that the flap movement was likely to participate in inhibitor binding [lo]. As the inhibitors 
extend to the amino and carboxy termini, the amide functionalities form hydrogen bonds 
with the flap region, and on the opposite side, with various residues contained mainly in the 
C-terminal domain of the enzyme. The hydrogen bonding appears to provide a zippering 
framework on either side of the aspartic dyad (Scheme 1) [17]. Upon inhibitor binding, a dy- 
namic movement or a rigid body shift in the enzyme binding was noted in the crystallography 
data obtained for endothiapepsin-inhibitor complexes [IS]. However, it was observed that an 
inhibitor with a truncated amino-terminus did not show the rigid body movement in the 
enzyme in a nonisomorphous cell unit, which occurred with other inhibitors that have these 
residues. Therefore, the domain movement may only occur with an inhibitor having a certain 
minimum length and may be essential for the potent binding. 

The residue side chains occupy subsites on alternate sides of the backbone, designated ac- 
cording to the nomenclature introduced by Schechter and Berger (Pl,  P1’ .. . , S1, Sl’) [19]. 
These experimental observations guided the design of inhibitor structures tailored to mimic 

Figure 2. Stereoview of a renin inhibitor, Smo-Phe-Atm-ACDMH (yellow), bound in the renin model 
binding site (green, catalytic aspartic acids in red). 
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Scheme 1. Hydrogen bonding scheme observed in five X-ray structures of endothiapepsin bound with 
renin inhibitors [17]. (1111) Non-conserved hydrogen bond; (---) conserved hydrogen bonds. 

the known extended peptide-like bound conformations. Target inhibitors were docked in the 
renin active site and evaluated for steric contacts, polar interactions and overall compatibil- 
ity with the enzyme binding cavity. The rational design approaches applied concepts from 
peptide mimetics, transition-state replacements, and structural elements extracted from 
known crystal structures. In the absence of well-established modeling or computational pro- 
tocols, the docking experiments remained manual, often user-biased, and mostly qualitative. 
Concurrent with optimizing the binding interactions, a basic strategy behind the inhibitor de- 
sign was to diverge from the peptidic nature of the known potent inhibitors and at the same 
time reduce their molecular weight. These features have been associated with poor pharma- 
cokinetic behavior, including metabolic instability, poor absorption, and/or high hepatic 
clearance [7,20]. It was reasoned that the replacement of the peptidic elements could ulti- 
mately enhance the oral bioavailability of the proposed compounds. Toward this end, unnat- 
ural amino acids, amide bond replacements and constrained moieties were incorporated into 
structure-based inhibitor design. The inhibitor-bound complex was scrutinized to capitalize 
to the fullest on key, potent interactions, while simultaneously evaluating the removal of less 
productive functionalities in the ligand. These modifications were carried out in an incremen- 
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tal manner focusing on individual residues of the peptide-like inhibitor. As illustrated below, 
the ability to modify the peptidic nature and to reduce the molecular size of potent renin in- 
hibitors, and at the same time retain activity, was significantly limited and led to many unex- 
pected results. The latter often prompted retrospective reassessments of the models, and 
spurred the development and application of computational methodologies, which ultimately 
enhanced newer design strategies. 

3.2.1 Catalytic Site Binding 

Initial inhibitors were designed to incorporate transition state analogs of the substrate scis- 
sile moiety. One of the first sites analyzed with molecular modeling was the catalytic dyad, 
where the X-ray structures clearly indicated stringent binding requirements involving bifur- 
cated hydrogen bonds. The 3D structure of the fungal aspartic protease, Rhizopus chinensis, 
bound with pepstatin provided critical insight that helped elucidate the binding mode of the 
naturally occurring transition state moiety, statine (Fig. 3) [21,22]. From these studies, it was 
concluded that statine was a dipeptide mimetic, a fundamental discovery in early renin re- 
search. Statine was subsequently optimized incorporating, for example, a larger cyclohexyl 
substituent, which more completely filled the S1 site and resulted in improved potency. 

Over the years, the 3D studies of P1-P1’ isosteres for renin inhibitors evolved to the design 
of potent diols [23-251 (1 and 2, Table 1). The P1’ hydroxyl in the P1-P1‘ diol had been pre- 
dicted to bind to one of the aspartic acids in the catalytic dyad [25]. Subsequent struc- 
ture-activity relationships observed for an azidoglycol series indicated that the P1’ hydroxyl 
was actually a hydrogen acceptor [26]. Further studies involved detailed molecular modeling 
and molecular dynamics simulations carried out with an enzyme model refined on the basis 
of the newly released crystal structure of porcine pepsin.The results supported an interaction 
between the P1’ hydroxyl group and Ser76(NH) in the flap region. This binding mode has 
since been further substantiated in the X-ray structure of a diol inhibitor bound in endothia- 
pepsin, which has a Gly in place of the Ser at position 76 [17] (Fig. 4). 

Analogs with a one-four diol isostere, for example 3, were also found to have high affinity [17]. 

3.2.2 Backbone Variations 

The models of the renin structure indicated that the P2 subsite was narrow at the backbone 
region, so disubstitution of the P2 a-carbon was not recommended. Subsequent experimen- 
tal evidence confirmed this prediction. In one particular series, where epimerization of the 
aminomalonate at the P2 site of inhibitor 4 (Table 1) was a concern [27], the a-methyl deriv- 

‘;YY 
OH 0 Figure 3. Statine - A transition state mimetic replacing a dipeptide. 
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Table 1. Renin inhibitors 
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n 

5 

1.5 

1.7 

0.28 a Boc = tert-butoxycarbonyl 
Mixture of diastereomers n 4.b 

0 

ative was synthesized and tested. The activity dropped dramatically (4.4% at lo-' M) rela- 
tive to the parent analog [17], thus strongly supporting the above model-based prediction. 

Through both evaluating endothiapepsin crystal complexes and analyzing inhibitor inter- 
actions in the enzyme binding cleft of the renin model, the structure-activity relationship for 
a series of analogs containing P3-P2 amide isosteres and Gly at P2 (Table 2) was rationalized 
[28].This work suggested that the hydroxyethylene isostere in 5 could function as a hydrogen 
bond acceptor with the enzyme in place of the standard amide carbonyLThe observation was 
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Figure 4. 
bound in 
is shown 

Stereoview of the X-ray crystal structure of a renin inhibitor, Smo-Phe-Ets-ACDMH (yellow), 
endothiapepsin [17]. The hydrogen bond between the P 1’ hydroxyl and Gly76(NH) (magenta) 
by a white dotted line. The catalytic aspartic acids are shown in red. 

subsequently supported by a crystal structure of the inhibitor bound to endothiapepsin (Fig. 
5) ,  which clearly showed the interaction between the hydroxyl oxygen and Thr219(NH) in 
the binding site [29]. The analog having the double bond isostere with the ‘E’ geometry, 6,  was 
compatible with the favored extended conformation of the potent inhibitors, whereas 7, with 
the ‘Z’ configuration was not. This correlated with the activity data that showed micromolar 
binding with the former, and no activity with the latter. The series of inhibitors also proved 
that a P2 side chain was not essential for potent binding, as is illustrated by 5. 

Structure-based design is an evolving process, which seeks to incorporate new computa- 
tional and experimental data as they become available. Thus, incorrect binding predictions 
often led to additional studies to understand the pitfalls of the originally proposed hypothe- 
ses.This was clearly illustrated in an analog design involving constrained P4-P3 moieties, such 
as in 8 [30]. In this series, a substituted piperidone ring system was incorporated at the P4-P3 
site (Table 2). The 4 s  diastereomer was predicted to be the more active analog. Not only did 
the prediction fail but both diastereomers were less active than the acyclic analogs. In an ef- 
fort to reinvestigate the modeling results, the Cambridge Crystallographic Database [31] was 
screened to retrieve known conformations for the piperidone ring and related cyclohexenes. 
Analog 8 was remodeled accordingly. Upon docking and minimizing these models in the 
renin binding site, it was observed that either a distortion of the 3s  center in the ring occurred 
or the phenyl group was projected toward solvent. Either situation would be unfavorable to 
binding and thus, would help explain the loss in activity of the cyclic inhibitors relative to the 
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Figure 5. Stereoview of the X-ray crystal structure of a renin inhibitor, Boc-Phe(CHOHCH,)Gly- 
ACHPA-LEU-AMPMA (yellow), bound in endothiapepsin (cyan, catalytic aspartic acids in red) [17]. 
A hydrogen bond between the hydroxyl oxygen and the Thr219(NH) (magenta) is shown by a white dot- 
ted line. 

acyclic control compounds. The additional modeling revealed the conflict between lactamiza- 
tion through the P3 side chain and maintaining the extended conformation for the P4-P3 res- 
idues. This work clearly points out how incomplete conformational sampling can result in er- 
roneous conclusions regarding ligandlprotein interactions. 

3.2.3 Subsite Interdependencies 

As was noted earlier, the inhibitor-bound peptides adopt an extended backbone conforma- 
tion. The amino acid side chains alternate binding on either side of the backbone, bringing 
every other side chains in close proximity (Fig. 2).This observation led to novel ligand design. 
For example, the close orientation of the P1’ and P2 side chains led to the design of cyclic 
compounds bridging these two subsites (Table 3,9) [32].While occupying two adjacent pock- 
ets, it was hoped that the cyclic nature of the analog might improve the binding affinity due 
to a favorable entropic effect, and also increase metabolic stability relative to acyclic deriva- 
tives. The resulting inhibitor exhibited only weak binding. Other inhibitors arising from a 
similar strategy produced constrained analogs with nanomolar activities, as represented by 
10 (Table 3) [33,34]. A 3-quinuclidinone derivative of 10 inhibited plasma renin activity in 
vivo and also exhibited bioavailability. The modeling approaches applied in these design 
studies involved different depths of analysis. In the former case, the bridging moiety was tail- 
ored on the known linear peptide-bound backbone conformation; the resulting analog, 9, was 
manually docked in the renin model. Limited energy minimization cycles were applied to as- 
sess or prevent major intermolecular incompatibilities. The poor binding observed subse- 
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Table 2. Renin inhibitors modified at the P3-P2 amide bond 
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Table 3. Cyclic renin inhibitors 
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a BNMA = bis-[(l-naphthyl)methyl]acetic acid 
Boc = tert-butoxycarbonyl 
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quently prompted further studies. These included a solution NMR assessment of the inhibi- 
tor conformational preferences. From this learning experience, the modeling protocol was re- 
vised to include conformational studies and internal energetics applied to the inhibitor struc- 
ture both in the absence and the presence of the enzyme confines. The modeling studies ap- 
plied to assist the design of analogs related to 10 were more involved. They included various 
cycles of energy minimizations with and without the enzyme binding site. The results led to 
better binding predictions and stronger binding in the resulting inhibitors, thus illustrating 
promising prospects when applying structure-based design in combination with computa- 
tional methods. Yet, it was recognized that the ability to better quantify predictions was 
awaiting improved means to simulate the enzyme dynamics, to sample conformational pop- 
ulation more exhaustively, and to include implicit and explicit solvation aspects in the calcu- 
lations. 

The concept of linking proximal side chains was also applied to the P2 and P4 side chains 
as seen in 11 and 12 (Table 3) [35,36]. In the former case, Monte Carlo simulations of the cy- 
clic tripeptide were carried out in the static active site, while in the latter example the inhibi- 
tor and the enzyme residues were both energy minimized. In an alternative approach, the cy- 
clization of the P1 and P3 groups as illustrated by 13 was reported [37]. Clearly, the binding 
mode observed in the crystal structures inspired the cyclic inhibitor design, a direction that 
might not have been taken without the insight gleaned from the structural information. 

The side-chain binding information led additionally to the successful design of inhibitors, 
which follow the lead of linking the side chains, but in an acyclic manner. 'Tethered' analogs, 
which linked the P1 and P3 groups but detached the P3 side chain from the backbone tem- 
plate (14 and 15, Table 4) are examples of this design [38]. Conformational SEARCH [39] 
analyses carried out with the 'tethered' side chains shown in 14 and 15, supported the confor- 
mational validity of the modeled structures [40]. The potent activities for 14 and 15 further 
confirmed the continuum existing between the S1 and the S3 binding subsites (Fig. 6). How- 
ever, attempts to truncate the backbone in the 'tethered' analogs by replacing Smo-Gly or 
Smo-Gly-Alg with an acetyl cap resulted in loss of activity (unpublished results). The remov- 
al of the P4-P3 backbone portion might reflect a minimum length requirement for the inhib- 
itor backbone. 

Table 4. Renin inhibitors that illustrate subsite interdependencies 
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Table 4. (Continued) 

17. Bh'MA-Mi 

NH(CIS)NHC% p"". 10,560 

12 

a Mixture of cisltrans isomers 
BNMA = bis-[(1-naphthyl)methyl]acetic acid 
Activities of separate epimers reported 
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Figure 6. Stereoview of the bound conformation of a phenyl ‘tethered‘ analog (upper, black lines) and 
a naphthyl ‘tethered’ analog (lower, black lines) overlaid with Smo-Phe-Ets-ACDMH (gray lines) ex- 
tracted from the endothiapepsin X-ray crystal structure [17] and oriented in the renin model active site. 

The concept of side chain interdependencies explained some unexpected structure-activ- 
ity relationships. A series of potent inhibitors were designed which contained a flexible side 
chain at P2, capped with a thiourea group, as indicated by 16 (Table 4) [41]. Surprisingly, 
when the analog with an N,O-dimethylamide at PZ‘, 17, was tested, the activity was signifi- 
cantly lower. Molecular modeling indicated that the N,O-dimethylamide group could bind in 
the S1’ pocket and might in fact compete for this binding site with the long flexible thiourea 
side chain. The analog retaining the N,O-dimethylamide group but replacing the long, flex- 
ible residue at P2 with His was designed with the intent of attenuating the subsite competi- 
tion. The His analog did indeed retain potent binding (62 nM), supporting the hypothesis re- 
garding subsite occupation. 

Subsite interdependencies were not limited to adjacently binding groups as observed in 
the crystal structures [42]. In a series of constrained P3-P4 analogs, it was found that the po- 
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tency was strongly dependent on the PI-P1' isostere. As can be seen fromTable 4, when a cy- 
clic lactam was incorporated at the P4-P3 site of analogs containing a hydroxyethylene iso- 
stere at the P1-P1' site, the potencies were equal to or, in cases not shown, better than the acy- 
clic counterparts (18 and 19). However, when statine was inserted as the transition state mi- 
metic, the compounds with the cyclic lactam were significantly less active than the acyclic an- 
alogs. This provided further evidence that the subsites were not independent entities and dif- 
ferent binding modes occurred with different types of P1-P1' groups. This dependency phe- 
nomenon was critical to consider in inhibitor design. 

3.2.4 Renin Crystal Structure 

The majority of the molecular modeling studies reported for renin involved a model of the 
enzyme. These structures were refined over the years as additional structural information be- 
came available and the tools to carry out the homology modeling improved. Purified human 
renin protein was extremely scarce and it was not until the later stages of the research that 
the enzyme crystal structure became available for use (Fig. 7) [4346]. While overall, the 
renin structure resembles the topology of other aspartic proteases, the binding site is less 
open due in part to the relative location of a rigid body comprising the C-domain. Renin also 
contains a characteristic polyproline loop containing two cis amide bonds in the C-lobe. This 

Figure 7. Stereoview of the human renin X-ray crystal structure bound with an inhibitor [43]. The inhib- 
itor is shown in yellow and the enzyme in red with the catalytic aspartic acids, the polyproline loop and 
Pro111 on helix h,, colored cyan. 
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polyproline segment, which includes Pro292-Pro294, and a loop involving residues 241-250, 
lie on either side of residues 72-81 in the flap region, in binding the inhibitors. Thus, loops 
from both lobes compose this residue lining, while with the other mammalian and fungal 
aspartic proteases, only the N-lobe is involved. Recently, an advanced renin model was com- 
pared with the experimentally determined structure of human renin [47]. The model was de- 
rived from the X-ray crystal structures of the aspartic proteases, pepsin and chymosin, using 
the program COMPOSER [48]. Superpositioning of the a-carbons indicated significant 
overlay of the model with the human renin X-ray structure. The major deviations existed at 
the surface-exposed loop regions, including the characteristic rigid polyproline loop, de- 
scribed above. This secondary structure is closer to the binding site in the renin X-ray com- 
plexes and forms in part the S1’ and S3’ pockets. Helix hNZ, which lines the S3 and S5 sites, is 
also oriented closer to the active site. While the comparison supports the usefulness of mod- 
els derived from homologous enzymes, the structural differences also point out the ultimate 
desirability and advantage of obtaining an X-ray crystal structure for a more precise 3D rep- 
resentation of the enzyme. 

3.2.5 Summary - Renin Modeling 

The use of structure-based design in the discovery of human renin inhibitors was successful, 
but in a limited sense given the learning curve that was involved. Mainly through the use of 
an approximate human renin model, and manual docking procedures, large peptidic inhibi- 
tors were modified in a stepwise manner to remove a portion of their peptide nature and re- 
duce their molecular weight. Unfortunately, the progress was slow, hampered by limitations 
that prevented dramatic alterations to produce a totally nonpeptide inhibitor. The obstacles 
included not only hardware and software resources available for use, but also the physical 
properties and binding requirements inherent with the target molecule. 

Although molecular modeling could not quantitatively predict the potency of the proposed 
renin inhibitors, the inactivity of the noncompatible ligands could be more confidently fore- 
cast. As a result, considerable synthesis time was saved. Overall, structure-based design with 
renin provided the framework for ligand design and, perhaps more importantly, laid the foun- 
dation for the design efforts that are currently underway. It also provided an excellent training 
experience which led to the development of better computational tools and methods 

3.3 HIV-1 Protease 

In the late 1980s, a new member of the aspartic protease family emerged as the target for in- 
hibitor design, the HIV-1 protease. This macromolecule is found in the virus identified as the 
pathogen for the AIDS epidemic and is a member of a subclass of aspartic proteases found 
in retroviruses [49-511. The HIV-1 protease processes polyproteins into structural and func- 
tional proteins and has been found to be essential for viral replication [52-541. Before a 3D 
model for the HIV-1 protease was available, successful identification of inhibitors of the 
enzyme had been achieved. Applying the experience gained from the work with the renin 
enzyme, the 3D data available for various aspartic proteases and information known regard- 
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Figure 8. Stereoview of renin inhibitors extracted from the X-ray crystal structures of three different 
aspartic proteases. The yellow inhibitor, 20, is from an HIV-1 protease structure (unpublished), the cyan 
inhibitor is from an endothiapepsin structure [17] and the green inhibitor is from a renin structure [43]. 

ing the HIV-1 protease and its substrates, a chemical databank of renin inhibitors was 
searched for inhibitors of the retroviral enzyme [55].  Through this process, two structurally 
related, potent inhibitors of HIV-1 protease, 20 and 21 (Table 5), were identified in an effi- 
cient and timely manner. In this application, structure-based knowledge takes on a somewhat 
different role in advancing inhibitor discovery, in the identification of active ligands from ex- 
isting compounds. This indeed can provide a tremendous headstart in inhibitor design. Even- 
tually, an X-ray crystal structure of each inhibitor bound to HIV-1 protease was solved (to be 
published). The bound inhibitor, 20, was compared to structurally related renin inhibitors co- 
crystallized with human renin and the fungal protease, endothiapepsin. The similarity of the 
binding modes across the subclasses of the aspartic proteases was apparent (Fig. 8). The re- 
sults indicated that although the overall sequence homology across the subclasses of aspartic 
proteases is not high, the binding modes of the inhibitors are conserved to a significant de- 
gree. Thus, the active site regions would be expected to be considerably more structurally 
similar than the sequence alignment would suggest. 

3.3.1 3D Structures of HIV-1 Protease 

Prior to the determination of the X-ray crystal structure of HIV-1 protease, a model of the 
enzyme was derived from the homologous RSV protease [56]. Within a short amount of time, 
the first crystal structures of the native HIV-1 protease were solved [57,58], followed by nu- 
merous enzymehnhibitor crystal complexes [59]. These experimental results not only con- 
firmed the accuracy of the model with regard to the substrate binding residues, but provided 
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Table 5. HIV-1 protease inhibitors 
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Table 5 (Continued) 
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an experimentally derived structure for molecular modeling studies at the initial stages of in- 
hibitor design (Fig. 9).This was in sharp contrast to the availability of X-ray structures in the 
renin endeavor, and represented a significant advantage for structure-based design in the 
HIV-1 protease research. 

The HIV-1 protease, as a member of the aspartic protease family of enzymes, contains an 
aspartic acid dyad at the catalytic site. The enzyme is active as a homodimer, with each sub- 
unit containing 99 amino acids (the numbering system is 1-99 for the first monomers and 
101-199 for the second). This differs from the monomeric structure of renin, which is com- 
posed of 340 residues. The identical monomers in HIV-1 protease produce a symmetric 
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Figure 9. Ribbon representation of the HIV-1 protease X-ray crystal structure bound with an inhibitor 
[581. 

enzyme having two flexible flap regions, one from each subunit, that cover the bound ligand. 
Interestingly, as described above, the renin crystal structure revealed that its binding site is 
covered by flaps from both lobes, instead of only the N-lobe as is seen in other mammalian 
and fungal aspartic proteases. This results in a superficial resemblance to the two equivalent 
flap regions found in the retroviral proteases [44]. With regard to the ligand binding, the pep- 
tidomimetic inhibitors bind to HIV-1 protease in an extended conformation with the transi- 
tion state mimetics oriented at the catalytic dyad. This is analogous to that observed for in- 
hibitors of renin and other mammalian as well as fungal aspartic proteases. However, unlike 
these inhibitors, the retroviral HIV-1 protease binds a conserved water, H20301, between the 
flap region and the ligand backbone. As we shall discuss, this binding phenomenon that was 
elucidated by structure-based design makes possible a novel, nonpeptide inhibitor design 
strategy that proved to be extremely successful for HIV-1 protease but nonexistent for renin. 

3.3.2 HIV-1 Protease Nonpeptide Inhibitors 

In recent years a number of potent peptidomimetic inhibitors of HIV-1 protease have been 
reported in the literature. One highly potent series was designed to be symmetric molecules 
to complement the enzyme [60] (Fig. 10). However, as with renin inhibitors, these analogs 
often carry with them the properties associated with peptides: low cellular activity and poor 
oral bioavailability. The quest, therefore, for a nonpeptide inhibitor again became the focus 
of our efforts as well as that of numerous other laboratories. In contrast to the renin studies, 
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Figure 10. Stereoview of the X-ray crystal structure of the symmetric inhibitor A-74704 (magenta) 
bound in the HW-1 protease (cleft region, cyan) 1821. HZ0301 is shown in green. 

totally nonpeptide leads were determined early in the research through the use of diverse 
methods and technologies, not available even during the peak of renin research. In one of the 
first and most innovative endeavors, the use of the program DOCK [61] to evaluate the fit of 
rigid 3D structures from the Cambridge Crystallographic Database [31] in the HIV-1 pro- 
tease cleft was reported [62]. The binding site was represented by a series of nonconcentric 
spheres. This led to the identification of haloperidol, 22, as a weak inhibitor, but nonetheless 
an initial lead that was elaborated to more potent inhibitors including the thioketal deriva- 
tive, 23 (Table 5). Although in the original X-ray structure of 23 with the protease, the inhib- 
itor did not bind in the manner predicted by DOCK, a second crystal structure using Q7K 
HIV-1 protease revealed two binding modes for the inhibitor including one similar to that 
found with DOCK [63]. The information gleaned from this study points to the possibility of 
multiple binding modes for small inhibitors as well as the simultaneous binding of two li- 
gands. To ensure a more accurate computational evaluation, the authors found that inclusion 
of conformational flexibility in the ligand was essential. 

The application of de novo design using HIV-1 protease crystal structures led to the discov- 
ery of very potent inhibitors [64]. This iterative process of modeling, synthesis, and multiple 
X-ray crystal structures elaborated an initial lead having an IC,, of 60 FM to the potent 
nanomolar inhibitor, 24, possessing significant clinical potential. An iterative de nova inhibi- 
tor design was also applied in the discovery of a second series of extremely potent, bioavail- 
able inhibitors, including 25 [65]. A third example of de novo design [66] was unique in that 
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Table 6. Coumarin and pyrone inhibitors of HIV-1 protease 
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Table 6 (Continued) 
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the ligand was designed to bind at the catalytic site and simultaneously displace H20301 in 
the flap region, thus, functioning as a hydrogen bond acceptor directly with the protease. 
These studies resulted in six-membered ring analogs represented by 26 in Table 5. 

In another study, a 3D database search using a pharmacophore model that contained the 
intramolecular distances among the P1 and P1’ groups and the donorlacceptor bound at the 
catalytic site was carried out [67]. A ‘hit’ was found, which besides meeting the pharmaco- 
phore criteria, also presented an oxygen that matched the H,0301 location. This initial lead 
was then elaborated into seven-membered ring analogs that incorporated a urea functional- 
ity. Compounds in this series, for example 27, were potent, selective inhibitors of the protease 
(Table 5). They retained the C2 symmetry found in the peptidomimetic design, displaced 
H,0301 upon binding, and possessed relatively low molecular weight and high oral bioavail- 
ability. In a third study involving H,0301 displacement, a modified DOCK program [68] was 
used to identify structures in a company database that would bind at the catalytic site and si- 
multaneously displace H20301 in the active site of the protease [69].The resulting ‘hits’ sug- 
gested six-membered ring analogs with 14  related oxygens, as illustrated by 28. Although 
only moderate activity was obtained with this analog, modifying the structure with hydro- 
phobic groups that could bind in the S2 and S2’ pockets might significantly enhance the po- 
tency. 

Simultaneously, the advanced technology of mass screening was applied to an extensive 
chemical database [70]. This process resulted in numerous ‘hits’ including the coumarin and 
pyrone, 29 and 30, shown in Table 6. Both inhibitors exhibited micromolar potency. Because 
of their small size, achiral nature and their inhibitory activity, they became the prototypes for 
biological and chemical studies as well as for X-ray determination. The mass screening ap- 
proach was also applied elsewhere and resulted in a very similar warfarin ‘hit’ [71]. In both 
cases, the initial micromolar leads were elaborated to potent inhibitors through structure- 
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based design involving the collaboration of molecular modeling, synthesis and X-ray crystal- 
lography. 

3.3.3 DockingModeIing HIV-1 Protease Nonpeptide Inhibitors 

While the crystallographic studies were initiated for the mass screening ‘hit’, 29, and an ana- 
log related to the pyrone ‘hit’, 31, molecular modeling was undertaken to determine the 
bound conformations of these nonpeptides [72]. This presented a new challenge in structure- 
based design, since the modeling of the renin inhibitors generally involved ligand structures, 
which retained at least to some degree the peptide-like scaffold. Although the X-ray infor- 
mation available for the HIV-1 protease lent a great deal of guidance in the docking of pep- 
tide-like inhibitors, various questions were raised regarding the docking of the small mole- 
cules that were completely nonpeptide-like. The variables considered as the modeling stud- 
ies were initiated included the orientation of the flexible hairpin loops, the retention of con- 
served water molecules upon binding, the possibility of multiple binding modes, and a great- 
er than 1/1 stoichiometry of binding for the ligand/protease complex. The program AUTO- 
DOCK [73] was used in docking the nonpeptide analogs. This program applies Monte Carlo 
simulations with simulated annealing to find the most favorable binding orientation and con- 
formation for a ligand in a rigid receptor. The enzyme structure for the protease/MVT101 
complex was used in the docking procedure; thus, the flap regions were positioned in the 
closed orientation. Although the original X-ray with the nonpeptide haloperidol derivative 
showed the flaps only partially closed, it was reasoned that the closed orientation would most 
likely afford tighter binding for the complex. Even though the peptidomimetic inhibitors 
bind with a conserved water molecule at the flap region, it could be postulated that these 
nonpeptide analogs displace H20301. Conversely, the novel inhibitors might not bind as tran- 
sition state mimetics and thus, not displace the catalytic water found in the active site of the 
native enzyme. To more comprehensively cover the possibilities regarding the conserved 
bound water molecules, docking experiments for 29 were carried out with three different sol- 
vation states of the enzyme: the first state would retain both the flap water, H20301, and the 
catalytic water (H,OCAT), the second only H20301, and the third no solvent molecules.The 
lowest energy results from the simulations carried out at each solvation state were analyzed 
and indicated binding centered between the S2 and S2’ sites. The most interesting results 
were found for the simulation run with no water. This result showed that the coumarin 
system could span the width of the binding cavity and interact simultaneously with the cata- 
lytic dyad and Ile50/11e150 in the flap region (Fig. 11). 

The coumarin X-ray crystal structure was eventually solved and showed, interestingly, that 
the inhibitor could actually bind in two distinct modes, each of which displaced both con- 
served water molecules (Fig. 12).The first binding mode was clearly predicted from the dock- 
ing studies carried out with no water (Fig. 13). The second mode shifted the inhibitor to the 
prime binding region positioning the flexible side chain in the S2’ site. The hydroxyl group 
could interact with each of the oxygens of the dyad carboxylate groups but the lactone only 
interacted with IleSO(NH). These results indicated that small inhibitors can undertake alter- 
native binding modes and retain comparable binding affinity. The elucidation of the binding 
modes could now be applied to inhibitor design. 
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Figure 11. Stereoview of the bound conformation of 29 (black lines) resulting from an AUTODOCK 
simulation with HIV-1 protease [72]. Asp25/Asp125 (the catalytic aspartic acids), Ile501Ile150 and 
ArglO8 are also shown (gray lines). 

Figure 12. Stereoview of the two binding modes found for 29 in the X-ray crystal structure with HIV-1 
protease. The enzyme residues, Asp251Asp125 and ArglO8, are from the structure bound with the inhib- 
itor conformer represented by the black lines. 

Since the coumarin structure occupied fewer pockets than the peptidomimetic analogs 
(Fig. 14) and the two binding modes in the crystal structure showed that the coumarin side 
chain could occupy two separate binding sites, the concept of branching the phenoxy side 
chain was pursued. This resulted in 32, which incorporated a nitrogen at the branching point 
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Figure 13. Stereoview of an overlay of the bound conformation of 29 (red) resulting from an AUTO- 
DOCK simulation with one binding mode of 29 (yellow) found in the X-ray crystal structure with HIV- 
1 protease [72]. The enzyme residues Asp25/Asp125, Ile50/150 and Argl08 Gom the X-ray structure are 
shown in cyan. 

to retain achirality. A small drop in potency was observed, but the strategy of branching 
proved feasible. The slightly reduced activity could be linked to the lack of the oxygen in the 
side chain. It was found that replacement of the oxygen in the parent compound with a sul- 
fur or a methylene group attenuated the activity by 10- and SO-fold, respectively. Surprising- 
ly, when both binding modes of 29 in the crystal structure were analyzed, no direct polar con- 
tact with the protease cleft was found. Since the X-ray structure was not refined to a resolu- 
tion that would determine the position of water molecules, the possibility of a water mediat- 
ed interaction could not be ruled out.To investigate this further, the program GRID [74] was 
employed. Through GRID calculations, favorable interaction sites for atomic and molecular 
probes can be determined for a target molecule. Using a water probe and the inhibitodpro- 
tease complex, the low energy regions for bound water molecules could be identified and dis- 
played as energy c0ntours.A~ can be seen in Fig. 15 (a and b), for both of the coumarin bind- 
ing modes, a favored interaction site for a water molecule can be found between the side 
chain oxygen and the enzyme. In the first mode of binding the mediated interaction involves 
residue Asp29 and in the second mode, Gly48 in the flap region engages in the contact. 
Therefore, the importance of a hydrogen bond acceptor in the side chain to interact with a 
water molecule could explain the drop in activity observed with the analogs having the sul- 
fur and methylene replacements, as well as the branched nitrogen inhibitor, 32. 
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Figure 14. Stereoview of an overlay of the HIV-1 protease bound conformations of 29 (magenta) and 
A-74704 (white) extracted from the X-ray crystal structures [72,82]. H20301 is shown in green. 

In the pyrone series [75], developed from the second mass screening ‘hit’, docking studies 
were carried out for 30 and the related analog 31, using molecular dynamics simulations and 
AUTODOCK [76]. Both applications were found to be predictive of the binding mode found 
in the subsequently determined crystal structure of 31; however, the X-ray complex served to 
rule out alternative binding modes that could not have been disqualified based simply on the 
docking experiments. In the case of the AUTODOCK calculations for 31 involving no water 
molecules, two modes of binding seemed feasible (to be published). In both cases, the hy- 
droxyl group bound at the catalytic dyad and the lactone carbonyl bound to the flap region. 
However, in one mode the phenyl and benzyl groups occupied the P1 and P1’ pockets, 
whereas in the second orientation they bound in the P2 and P2’ sites. When the crystal struc- 
ture was determined, the former mode of binding was found to exist (Fig. 16). 

In studying the binding of these inhibitors, the program CAVITY [77] was applied with the 
HIV-1 protease binding site. Using a flood-fill algorithm, this program ultimately produces a 
graphical display, which affords insightful visualization of the size, shape and polarity of the 
enzyme binding site, as is illustrated in Fig. 17 for HIV-1 protease. 

The strategy of branching to reached unoccupied pockets was also applied in the pyrone 
series [78]. As can be seen by 33, a significant increase in potency was observed (Table 6). 
Interestingly, the X-ray crystal structure of 33 showed a shift in the orientation of the inhibi- 
tor in the active site relative to the parent achiral inhibitor, 31 (Fig. 18). The hydroxyl group 
no longer interacted with both catalytic aspartates, but bound solely to Asp125. However, a 
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Figure 15. (a) Stereoview of the contour at -5 kcaYmol for the GRID calculation using a water probe 
(cyan) and the HIV-1 protease crystal structure [72]. Inhibitor 29 (yellow, first binding mode), an inserted 
water molecule (red), and Asp29 (magenta) are shown. (b) Stereoview of the contour at -5 kcalhol for 
the GRID calculation using a water probe (cyan) and the HIV-1 protease crystal structure [72]. Inhibitor 
29 (yellow, second binding mode), an inserted water molecule (red), and Gly48 (magenta) are shown. 
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Figure 16. Stereoview of 31 (black lines) bound in the HIV-1 protease crystal structure [75]. Asp25/ 
Asp125 and Ile50/Ile150 are displayed (gray lines). 

Figure 17. Stereoview of a cast of the HIV-1 protease binding site in the X-ray crystal structure [72] gen- 
erated using CAVITY [77]. The CAVITY display is color-coded by electrostatics. Analog 29 is shown in 
yellow. 

water molecule mediated an interaction between the pyrone hydroxyl and Asp25 In work 
involving similar compounds, the protease X-ray crystal structure with a branched pyrone in- 
hibitor, 34, was reported [71]. The mode of binding for this inhibitor was found to be similar 
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Figure 18. Stereoview of 33 and the bridging water (black lines) bound in the HIV-1 protease crystal 
structure [78]. Asp25/Asp125 and Ile50/Ile150 (gray lines) are also shown. 

to that observed for 31 bound to the protease. These results suggest that the groups making 
up the branched system dictate the preferred binding mode. They also raise the question re- 
garding the importance of the sulfur in binding the mediating water molecule, which is locat- 
ed 3.4 A away from the sulfur atom. 

The protease X-ray crystal structure of 34 showed that the a-ethyl and the a-phenyl groups 
were bound in the S1 and S2 sites, respectively, and that the phenethyl group was positioned 
near the S2' pocket. Compound 35 was then designed with the aim of gaining additional 
binding by placing a second ethyl group in the S1' site [71]. This compound was tested as a 
mixture of four stereoisomers and exhibited a 13-fold increase in potency relative to 34. 

A second approach to filling additional pockets in the protease binding site with this non- 
peptide series was pursued. Molecular modeling indicated that a dihydropyrone system, in 
place of the pyrone ring, could also displace H20301 and bind a 4-hydroxyl group to the 
catalytic dyad [79]. More significantly, branching at position 6 of the dihydropyrone ring was 
compatible with the protease binding site. This prediction was confirmed when a series of 
6,6-disubstituted dihydropyrone analogs, including 36, were found to be potent inhibitors of 
HIV-1 protease (compare 36 with 31). Compound 36 was co-crystallized with the HIV-1 pro- 
tease as a racemic mixture. Unfortunately, the electron density observed for the ligand was 
not defined well enough to distinguish which enantiomer was bound or indeed, whether both 
enantiomers were bound (Fig. 19). This result pointed to the importance of having enantio- 
merically pure compounds in this series for the X-ray crystallographic studies. 

The two binding modes observed for the pyrone series, the dual binding orientations found 
for the single coumarin inhibitor, and the stoichiometry of binding revealed for the haloper- 
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Figure 19. Stereoview of 36 (black lines) bound in the HIV-1 protease crystal structure (the S enan- 
tiomer is fitted to the electron density) [79]. Asp25/Asp125 and Ile50/Ile150 (gray lines) are displayed. 

idol derivative highlight the underlying complexity of structure-based design for small, non- 
peptide inhibitor design. We have not only found significantly different binding modes for re- 
lated analogs, but multiple modes of binding for a single compound. These results stress the 
importance of multiple inhibitodenzyme X-ray crystal structures to more comprehensively 
understand the binding interactions. The newly acquired information increases the potential 
for successful novel inhibitor design. 

3.4 Summary: Comparison of HIV-1 Protease 
versus Renin Structure-Based Design 

An evaluation of stucture-based design, as it was applied with the two aspartic proteases, 
HIV-1 protease and renin, serves as an excellent gauge of how the approach has progressed 
during the past decade. It highlights the various technological advancements that have ele- 
vated the method to higher levels and it points to inherent structural and physical features of 
the enzymes that impact the ultimate potential of structure-based design for each protease. 

Technological breakthroughs in the past decade have made possible more sophisticated 
techniques that could be applied to the HIV-1 protease research. 3D database searching, 
along with the state-of-the-art chemical mass screening have helped make possible the iden- 
tification of totally nonpeptide, low-molecular weight inhibitor leads. These types of advan- 
tageous starting points have been a genuine boost for structure-based design that were not 
realized during the studies with renin. 
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There has literally been an explosion in the emergence of molecular modeling and graph- 
ics software which, together with the enhanced hardware capabilities, have allowed compu- 
tational feats unheard of ten years ago. Advanced software programs, e.g., AUTODOCK, 
GRID and CAVITY aid in the elucidation of ligand binding and move us forward in design 
strategies. With HIV-1 protease, these methodologies could be applied to 3D crystal coordi- 
nates of the enzyme in the initial stages of the studies. Within a few years, X-ray crystallo- 
graphic techniques made possible the generation of numerous complexes. These structures 
provided critical information regarding binding, particularly for the small nonpeptides that 
can adopt altered binding modes as they are modified. This was clearly a significant advan- 
tage for the HIV-1 protease work versus the renin studies. As we have noted, the renin crys- 
tal structure became available only in the last stages of the research and to this date only a 
handful of complexes have been reported. 

With regard to the ligand binding modes, small nonpeptide inhibitors of HIV-1 protease 
can take advantage of displacing the uniquely conserved H20301 bound at the flap region. 
The favorable entropic effect gained upon binding directly to the enzyme may allow for low- 
molecular weight ligands to bind with high affinity and simultaneously excellent selectivity 
versus the mammalian and fungal enzymes. As was pointed out, renin has no analogous bind- 
ing phenomenon on which to capitalize. 

The capability to communicate 3D structural studies with the chemists and other research- 
ers has evolved significantly [80].Today in our laboratories, the use of a 3D projection room 
has advanced the HIV-1 protease inhibitor design to a team effort, in which creative design 
ideas can be discussed within a group in an extremely productive manner, while visualizing 
the proteinhnhibitor interactions. 

3.5 Current Limitationsrnuture Perspective 

One can speculate how renin research would fare today. Certainly the multiple software 
packages that have appeared in recent years along with the increases in computer perfor- 
mance would result in more elegant modeling and greater insight regarding binding, as was 
observed with HIV-1 protease. However, one has to wonder if there are features inherent 
with renin that would prevent it from realizing the success that has been achieved for HIV-1 
protease structure-based design. Would the problem of inadequate protein supply be an ob- 
stacle that could be surmounted today? And if it were, would the protein be found to crystal- 
lize as readily as HIV-1 protease? Renin is very selective for angiotensinogen, whereas HIV- 
1 protease is promiscuous. Is this feature indicative that a potent ligand for renin would need 
to remain at least to some degree peptide-like and relatively large? These questions point out 
that although we have advanced by ‘leaps and bounds’ in the technology that we can apply to 
structure-based design, the targeted protein can provide limitations of its own. This is partic- 
ularly true for those cases in which the natural ligand is a peptide or protein and the design 
strategy is aimed at drug discovery, that is, an orally active agent. 

In receptor structure-based design the operative word is structure. The success of the 
methodology is closely tied to the amount of structural information that is available. Al- 
though a receptor model derived from experimentally determined structures of homologous 
proteins is adequate, as was the case with renin, having an experimentally determined struc- 
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ture of the targeted macromolecule is desirable. Having multiple complexes would be the 
‘ideal situation’ as the work with HIV-1 protease has illustrated. However, not all proteins 
are readily cloned, isolated or crystallized. Once the advancements in these areas can provide 
the ‘ideal situation’ on a standard basis, there is no doubt structure-based design will become 
a norm in the drug discovery field. 

Although the software and hardware tools used in structure-based design have progressed, 
limitations continue to exist in the area of molecular modeling. These include the ability to 
adequately handle dynamics, solvation, and free energy calculations. Advances in computa- 
tional performance improve the capability of dealing with these weaknesses. A recent review 
pointed out that related limitations exist in the current docking methods, while forecasting 
that automated docking will play an ever-important role in discovering lead compounds [81]. 
In the area of computer graphics and hardware, work is ongoing in the development of fast- 
er algorithms to produce higher quality images to represent, for example, electrostatic poten- 
tial, molecular orbitals and electron density [80]. At the same time the use of parallel super- 
computers increases the speed with which applications can be carried out and also makes cal- 
culations on large systems feasible. 

3.6 Conclusion 

Receptor structure-based design is a powerful tool that can direct ligand design in a rational, 
efficient and inspired manner.The potential of the approach is closely linked to the availabil- 
ity of structural information and the associated hardware and software tools. In the past 10 
years, we have witnessed the tremendous technological advances that have taken place in 
these areas and have in turn observed the progress made in structure-based design. Consid- 
ering the pace with which the technology continues to move forward, the prospect for in- 
creased success with the structure-based design approach is undeniable. Concurrent with this 
approach is the accumulation of experience and knowledge that impacts the future applica- 
tions and directions. Regardless of the limitations confronting the renin research, we were 
able to study and evaluate inhibitorlenzyme interactions, define the constraints of the bind- 
ing site and analyze the more subtle aspects of binding such as subsite interdependencies. We 
could develop a better understanding and appreciation of what enhances receptor recogni- 
tion and ligand binding, and what counteracts them. Clearly, the renin research served as a 
learning process that formed the groundwork for what we experience today with HIV-1 pro- 
tease and other structure-based design endeavors. In the HIV-1 protease work, we have seen 
the successful design of totally nonpeptide, orally active inhibitors through the use of multi- 
ple X-ray structures of inhibitorlenzyme complexes. We have witnessed the unique binding 
mechanism displayed by nonpeptide inhibitors that involves displacement of a water mole- 
cule bound in the flap region. Through the use of advanced software we are able to predict 
binding modes and map out interaction sites. What we have learned with HIV-1 protease and 
other current applications in turn adds to the wealth of knowledge in structure-based design 
and plays a critical role in moving the methodology forward. It is evident that structure-based 
design will be with us for some time to come. Its future looks extremely bright and its true po- 
tential is far from being realized. 
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4 Zinc Endoproteases: 
A Structural Superfamily 

N. Borkakoti 

Abbreviations 

ACE Angiotensin Converting Enzyme 
BoNt Botulinum Neurotoxin 
BMP Bone Morphogentic Protein 
ECE Endothelin Converting Enzyme 
NEP Neutral endopeptidase 
TeNt Tetanus Neurotoxin 

4.1 Introduction 

On the basis of the mode of action, zinc-dependent proteases may be broadly divided into 
three subfamilies: 

1. Aminopeptidases which are exopeptidases that catalyze the removal of unsubstituted 

2. Endopeptidases that form the majority of zinc-dependent metalloproteins; and 
3. Carboxypeptidases which remove the C-terminal amino acids from proteins. 

amino acids from the N-terminus of proteins; 

These families may, in general, be identified according to the conserved amino acids impli- 
cated in the binding of the catalytic zinc atom [l-51. The crystal structures of various zinc 
metalloproteins, as summarized in Fig. 1, have served to reinforce the primary sequence con- 
sensus in terms o€ common three-dimensional topology within each subclass. For example, 
the crystal structures of pancreatic metallocarboxypeptidases A1 [6-81, B [9,10] and A2 [ l l ]  
show a similar protein fold [12] and the catalytic site of the enzymes contain an essential zinc 
coordinated by the residues consistent with the signature pattern HxxE proposed on the 
basis of primary sequence.The recent explosion of structural data [13-261 on several zinc en- 
doproteases with varying function and sequence provides a basis for a topological study of 
this subset of hydrolases. The observations and conclusions derived from the comparative 
analyses of the structural data currently available on zinc metalloendoproteases is presented 
in this review. 

Structure-Based Ligand Design 
edited by Klaus Gubernator, Hans-Joachim Bohrn 

Copyright 0 WILEY-VCH Verlag GmbH.1998 



74 4 Zinc Endoproteases: A Structural Superfamily 

Figure 1. Classification and overview of the known structures of zinc metalloproteases. Amino acids (in 
one-letter code) of the signature sequence involved in binding the catalytic zinc are shown in black cap- 
ital letters, variable residues are represented as x and residues implicated in catalysis but not involved in 
zinc binding are shown in red. The Brookhaven Databank [53] of the proteins used to represent arche- 
typical folds are also shown. 

4.2 Structural Classification of Zinc Endoprotease Families 

Thermolysin, a thermostable calcium binding zinc hydrolase isolated from Bacillus thermopro- 
teolyticus, was the first zinc endopeptidase for which detailed structural information was avail- 
able [27,28] and has since been used as a prototype [29-311 for a variety of zinc proteases. The 
tertiary structure of thermolysin showed that the conserved zincin motif HexxH is part of an 
alpha-helix (Fig. 2) with the two histidine residues chelating the catalytic zinc, and the glutam- 
ic acid following the first histidine is ideally located to act as nucleophile during catalysis [32]. 
The identity and the number of intervening residues between the zinc ligands in the catalytic 
helix and the third zinc-binding group defines the hydrolases, the zincins [33], into two subfam- 
ilies: (1) Short spacer or metzincin [33] family and (2) Long spacer or gluzincin [5] family. 

4.2.1 Short Spacer or Metzincins Family 

Proteins which have the consensus HexxHxxgxxH, where the separation between the first 
and third (histidine) zinc ligands is nine residues. When the primary sequence in regions 
other than the zinc binding motif are considered, these proteases to be grouped into four [4, 
5,331 classes (Fig. 2). Since most of the zinc proteases are multimodular proteins, with indi- 
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Figure 2. Structural classification of zinc endoproteases. The zinc binding ligands of the consensus se- 
quence (one-letter amino acid code, black panels) are shown in white capitals, variable residues marked 
are as ‘x’, the essential catalytic residue is shown in red, and conserved residues in green. The same res- 
idue color code applies to the observed structure segments of the consensus motifs (blue panel) repre- 
sentative of the two categories. The location of the catalytic zinc atom is denoted by a cyan sphere. The 
central panel shows the superposition of the alpha carbon atoms of the topologically equivalent catalyt- 
ic domains of proteins from the long consensus family (silver) and the short spacer family (orange). En- 
zymes for which three-dimensional structures are available are underlined, with selected proteins having 
related primary sequences enclosed in boxes. Protein families for which there are no representative 
structures are also identified. Zinc-dependent amino- and carboxy-peptidases possessing the HexxH 
motif are not included (see text). 

vidual members of protein families having varying number of domains [19,34,35], their clas- 
sification is based solely on the similarity of the mandatory catalytic domain of about 200 res- 
idues. The sequence homology in these regions is better than 35% between members within 
the same class. 

Astacin 1131, the crayfish endopeptidase, has an open-sandwich topology, with two alpha- 
helices folded against a twisted five-stranded beta-sheet (Fig. 3). The catalytic helix, located 
towards the C-terminus of the structure provides two histidines to ligate the zinc. The con- 
served glycine of the consensus HexxHxxgxxH provides a crucial turn in the protein which 
enabIes the third histidine to coordinate to the zinc (Figs. 2 and 3). These features are con- 
served (Fig. 4) in the catalytic domain of fibroblast collagenase 1191, a member of the matrk- 
in family, in spite of the low primary sequence homology between collagenase and astacin 
(Table 1). Although these proteins vary in detail, for instance, additional structural metal 
atoms observed in collagenase [17,19,20,25] or presence of an extra loop past the catalytic 
helix in astacin, the preservation of the overall fold is striking. A pairwise comparison of the 
catalytic domain of of representative members [36] of each class of protein (Table 1) clearly 
shows the conservation of secondary structure in spite of very low sequence homology. 
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Figure 3. The observed fold for astacin. Stereo ribbon [54] drawing of the observed structure of astacin 
[13]. The catalytic zinc atom (cyan sphere) and the zinc binding histidine residues (blue) of the consen- 
sus sequence HexxHxxgxxH are identified. The structural elements defining the conserved zinc-endo- 
protease fold are shown in orange. 

Fgore 4. Comparison of astacin and the catalytic domain of collagenase. Stereo ribbon diagram [54] of the 
structure of astacin (green) and the catalytic domain of collagenase (orange) superimposed using a rigid 
body fit of the catalytic helices. The catalytic zinc atom (cyan) and the zinc ligands (blue) are marked. The 
overall similarity in the open beta sandwich region, N-terminal to the active site helix is apparent. 

Figure 5. Connolly surface of truncated collagenase, complexed with 1. Structure of the catalytic do- 
main of fibroblast collagenase with a corresponding Connolly surface [55] ,  shown in stereo. The active 
site cleft accommodating the catalytic zinc (white sphere) and the deep S1’ specificity pocket are clear- 
ly seen. The hydroxamate inhibitor (not included in the surface calculations) is shown in yellow. Protein 
residues involved in the catalysis are indicated. 
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Figure 6. Collagenase-inhibitor 1 complex - a typical example of enzyme-inhibitor interactions for the 
short spacer family. A detailed stereo view of a synthetic hydroxamate containing inhibitor 1 (yellow ball 
and stick representation) [19] bound to the catalytic domain of collagenase (green). The catalytic zinc 
(cyan sphere) is coordinated by two oxygen atoms of the inhibitor and three histidine residues (white) of 
the protein. The glutamate involved in catalysis is shown in red. Putative hydrogen bonds are shown as 
orange cylinders. Atom coloring is red, blue and white for oxygen, nitrogen and carbon respectively. 

Table 1. Pairwise comparison of the topology and primary sequence of members of the short spacer 
family. The alpha carbon atoms defining the zinc protease fold (orange segment, Fig. 3) have been used 
in the topological superposition [56]. The distances refer to the root mean square deviations of this fold 
between pairs of structures. The corresponding pairwise primary sequence homology is also shown. 
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The overall structure of these metalloproteins is characterized by a deep active site cleft 
that divides the molecule into two domains, with the catalytically active zinc located at the 
bottom of the active site in the center of the molecule (Fig. 3). The structures of protein-in- 
hibitor complexes [15,17,19-261 representing different families, indicate that the P1’ residue 
[37] is the principal recognition element for these enzymes (Fig. 5).  Inhibitors bound to mem- 
bers of the matrixin family [17,19-23,251 adopt an extended conformation (Fig. 6), with the 
side chain at the P2’ subsite directed away from the enzyme on the opposite side of the in- 
hibitor backbone to the P1’ specificity pocket. In addition to the zinc ligands, there are essen- 
tial enzyme-inhibitor interactions between backbone atoms of the protein and complemen- 
tary atoms of the inhibitor 1. 

4.2.2 Long Spacer or Gluzincins Family [S] 

Gluzincins are proteins with the consensus HexxH( > 20)E, where the third zinc ligand, a glu- 
tamate, lies at least 20 residues C-terminal to the zincin motif (Table 2).The archetypical pro- 
tein of this class, thermolysin consists of two domains, with the active site located between the 
N-terminal catalytic domain and the all alpha C-terminal domain (Fig. 7). With the limited 
data available, a comparison of topological matches of the observed structures with their cor- 

Table 2. Painvise comparison of the topology and sequence of members of the long spacer family. 
Primary sequences for human Angiotensin Converting Enzyme [57], Botulinum Neurotoxin A [58], 
human Neutral Endopeptidase [59] have been used in the painvise sequence comparison. Legend as in 
Table 1. 
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Figure 7, The structure of thermolysin. Ribbon 
representation of the structure of thermolysin 
(silver, Brookhaven Databank [53] code 3TLN) 
shown with a bound inhibitor (green). The cata- 
lytic zinc atom (cyan) and structural calcium 
atoms (magenta) are shown. The active site is 
located between the N-terminal zinc protease 
domain and the alpha helical C-terminal do- 
main. Zinc binding residues are in blue and the 
residue assisting catalysis is shown in red. 

responding sequence identities (Table 2) highlights the conservation of the three-dimension- 
al fold. When the N-terminal domain is compared with the catalytic modules of the short 
spacer, metzincin, family (Fig. 8), it can be seen that the arrangement of secondary structural 
elements in the latter proteins is a conformational subset of the catalytic domain observed 
for the thermolysin family [19,38]. The conservation of the common scaffold of the twisted 
beta-sheet, two helices and two of the three zinc-chelating ligands proteins with very distant 
in primary sequence (< 15% sequence identity) lends support to the common ancestory of 
zinc endoproteases. Consequently zinc proteases of unknown structure (Fig. 2) are likely to 
have a similar open sandwich fold. This hypothesis has been successfully exploited for design- 
ing inhibitors of pharmaceutically relevant zinc-dependent proteins such as Angiotensin 
Converting Enzyme [39] and Enkephalinase [30,39], details of which are discussed in the fol- 
lowing section. 

The structure of thermolysin-inhibitor complexes has shown the presence of a deep P1' 
specificity pocket and the details of hydrogen bonding between enzyme and inhibitor [28]. 
Side-chain atoms of the enzyme are involved in interaction with the inhibitor amides and the 
inhibitor conformation is such that the subsites P1' and P2' both point into the enzyme core 
(Fig. 9). 

Figure 8. Superposition of the N-terminal domain of thermolysin (silver) and the catalytic domain of 
collagenase (orange). Stereo ribbon diagram illustrating the common topology between representative 
structures of the long spacer (silver) and short spacer (orange) families defining the zinc-endoprotease 
fold. 
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Figure 9. Thermolysin-inhibitor complex - an example of inhibitors bound to zinc endoproteases with 
the long spacer consensus. A stereo view of the active site site of therrnolysin showing details of en- 
zyme-inhibitor 2 interactions (Brookhaven Databank Code STLN). Enzyme side chains involved in in- 
hibitor recognition are shown in magenta. The color code is as given for Fig. 6. 

4.3 Overview of Inhibitor Design 

An important feature of long spacer zinc-endoproteases like thermolysin, as revealed by 
comparisons of the free enzyme and that complexed with inhibitors [40,41] is that conforma- 
tional change is an essential component for catalytic activity. A similar conformational 
change is also probable [15,18,26] for the short spacer family, although a definite confirma- 
tion must await more structural information on equivalent free and inhibited proteins of this 
class. 

Figure 10. Comparison of the details of inhibi- 
tor binding in the two families: superposition of 
the catalytic centers of collagenase (Fig. 6 )  and 
thermolysin (Fig. 9). The catalytic zinc atom is 
shown as a cyan sphere, with the collagenase-in- 
hibitor complex in yellow and the therrnolysin 
complex shown in magenta. Thin cylinders de- 
note putative hydrogen bonds. The green sphere 
shows the location of a structural calcium atom 
observed in collagenase. For clarity, only the 
alpha-carbon atoms of the proteins are shown. 
The differences in the relative oreintation of the 
subsites are evident. 
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In spite of the overall similarity of tertiary structure, a detailed analysis of the binding of 
inhibitors (Fig. lo), shows important differences in inhibitor-binding properties between the 
classes. In the short spacer family, the inhibitor is bound in an extended conformation while 
in the thermolysin family inhibitors adopt a twisted conformation. The contrasting require- 
ments of the two classes is illustrated by the selectivity of the classical non-specific zinc-pro- 
tease inhibitor phosphoramidon which is active in nanomolar concentrations against the 
thermolysin-like enzymes [28] but has little or no inhibitory activity against the enzymes of 
the short spacer family [42]. 

The difference in the orientation of the subsites for the two families can be seen in the po- 
tencies of specific cyclic inhibitors for each subgroup. In the long-spacer family, the contigu- 
ous orientation of the P1’ and P2’ pockets, as observed for the structures of thermolysin [28] 
and pseudolysin [41], has formed the basis for the design of novel inhibitors of Enkephali- 
nase (NEP or neutral endopeptidase) [29] and Angiotensin Converting Enzyme (ACE) [30, 
391, members of the gluzincin family for which the three-dimensional structures are not de- 
termined (Fig. 2). Computer modeling studies on the binding of inhibitors to the active cen- 
ter of therrnolysin led to the design of 10- to 13-membered ring macrolactams, joining the P1’ 
and P2’ subsites. Incorporation of the mandatory zinc-chelating moiety to such cyclic lactams 
resulted in inhibitors active at nanomolar concentrations against both ACE and NEP [39] 
(Fig. 11). Alteration of the ring size and changes of the functionality in the P3’ subsite proved 
effective in controlling selectivity. 

In contrast, for inhibitors interacting with members of short consensus zinc endoprotease 
family, like the matrixins [17,19-23,251, the subsites P2’ and P3’ are suitably orientated for 
bridging. Molecules having the essential zinc-binding functionality and macrolactams span- 

Figure 11. Cyclic inhibitors 3 and 4 of zinc-endoproteases. The diEerences in the conformation of the in- 
hibitors leads to separate series of inhibitors for the two families. For details, see text. 
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ning subsites C-terminal to the P1’ specificity pocket, represent potent inhibitors for this sub- 
set of enzymes (Fig. 11). It is expected that, analogous to the gluzincin family, the potency and 
efficacy of this class of compounds against the metzincins, may be regulated by modifying the 
exocyclic components. 

Selectivity between enzymes within family closely related in sequence has been achieved 
by exploiting the small changes in primary sequence which translate into large differences in 
the three-dimensional structure. The design of inhibitors for members of the Matrix Metallo 
Protease (MMP) family (Table 3), for example, is dictated by the sequence changes affecting 
the specificity pocket Pl’. As illustrated in Fig. 5, matrixins are characterized by a deep P1‘ 
pocket. In the observed structure of fibroblast collagenase complexed with a hydroxamate 
inhibitor [19] it can be seen that the walls of the specificity pocket are formed by the residues 
from the catalytic helix on one side (left, Fig. 12A(i)) and the side chains around the ‘Met- 
turn’ [33,43] on the other. A buried arginine residue at the base of this subsite limits the size 
of the P1’ pocket in fibroblast collagenase (Fig. 12). In all other MMPs (Table 3, marked pl‘) 
the pocket is larger, due to replacement of this arginine by shorter side chains. For example, 
the substitution of a leucine in stromelysin for the arginine in fibroblast collagenase results in 
stromelysin having a considerably deeper P1’ pocket relative to collagenase. Consequently, 
the subsite in stromelysin is able to accomodate inhibitors with longer side chains at P1’ more 
easily than fibroblast collagenase (Fig. 12B(i)). Thus, inhibitors with long alkyl chains at P1’ 
(Fig. 12B(ii)) are selective inhibitors of stromelysin, being active at nanomolar concentra- 
tions against stromelysin but having a low (micromolar) activity towards fibroblast collage- 
nase [44,45]. 

Table 3. Alignment of the sequences of the catalytic domain of selected human matrix metallo proteas- 
es (Matrixins). The sequences have been colored according to the secondary structure, with the zinc-che- 
lating residues shown in white and the catalytic glutamic acid shown in red. Yellow residues identify 
amino acids discussed in the text. 
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Figure 12. Comparison of the specificity pockets in matrixins. Two views of the specificity pocket in (A) 
fibroblast collagenase (MMP1) and (B) stromelysin (MMP3), illustrating the size of the P1‘ subsite. The 
Connolly surface of the enzyme within 8 8, of the P 1’ residue of the inhibitor (yellow) is shown togeth- 
er with the alpha carbon atoms of the catalytic helix (green). The residues are color-coded as given for 
Fig. 6 with the side chains discussed in the text shown in magenta. For clarity, only part of the inhibitor 
is shown. The data on the stromelysin complexes have been derived by homology model building (using 
Moloc [56]) on the corresponding data on collagenase. The relevant sequence segments of the catalytic 
helix of human fibroblast collagenase and human stromelysin are included. 

Figure W. A stereo view showing the details of enzyme inhibitor interactions between fibroblast collag- 
enase (MMP1)and the synthetic inhibitor R032-0554 (5). The color code is as given for Fig. 6, with ad- 
ditional enzyme side chains discussed in the text coloured magenta. 

In an analogous manner, inhibitors bearing substituents at the carbon spacer between the 
zinc ligand and the alpha centre of the P1’ subsite have different enzyme-inhibitor interac- 
tions with separate members of the MMP family. The crystal structure of the synthetic inhib- 
itor R032-0554 (5) (Fig. 13) complexed with fibroblast collagenase indicates a favorable 
interaction between the imide oxygen of the naphthalimide group of the inhibitor and an 
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5 

asparagine side chain of the enzyme (Table 3, marked pl’a). In stromelysin and gelatinase 
this asparagine is changed to a valine and leucine respectively, so that a similar interaction 
with the imide moiety of R032-0554 (5) is not possible for these proteins.The changes in the 
enzyme-inhibitor interactions are reflected in the efficacy of inhibitor [44,45] which is more 
effective against collagenase (IC50 0.5 nM) than against stromelysin (ICs0 37 nM) or gelati- 
nase (IC50 5 nM). 

4.4 Current Limitations 

The presence of the sequence He& in the primary structure of a protein has been used to 
identify zinc-dependent proteases. Several proteins, such as tetanus [46] and botulinum tox- 
ins [47], leukotriene A4 hydrolase [48], were discovered to possess zinc-dependent peptidase 
activity after the identification of this consensus in their primary sequence. However, the X- 
ray structure of the enterotoxin C2 (SEC2) from bacteria [4Y], a superantigen with no known 
proteolytic or other hydrolytic activity illustrates the fallibilty of sequence-based classifica- 
tion. In SEC2, the histidines of the consensus signature HexxH provide two ligands to a zinc 
atom, but unlike the zinc endopeptidases where the motif He& is part of a helix, in SEC2 
the sequence HexxH is a loop. The conformation and orientation of the glutamate essential 
for zinc-mediated catalysis is also significantly different [4Y]. Additionally, in contrast to the 
zincins, the third zinc ligand (aspartate) is towards the N-terminus of the first histidine. The 
presence of a fourth zinc ligand (aspartate) provided by a neighboring molecule in the crys- 
tal lattice suggests a non-catalytic role for the zinc ion in SEC2. The zinc-binding residues in 
SEC2 are not conserved in the family of staphylococcal enterotoxins with the second histi- 
dine of the consensus motif has been replaced by residues which have low affinity for zinc 
(lysine, arginine) [4Y]. This emphasizes the importance of analyzing sequences of homolo- 
gous proteins in order to establish conserved sequences, since motifs common to a family of 
closely related proteins are more likely to be functional markers. 
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The structural classification of the zincins discussed above has been based on the three-di- 
mensional data on zinc proteases currently available. These data (Fig. 2) are from zinc-depen- 
dent endopeptidases. It is therefore not mandatory for these enzymes to interact with the ter- 
minii of their protein substrates. However, for the zinc-dependent amino- and carboxypepti- 
dases that possess the HexxH consensus [3-51, this additional requirement for substrate rec- 
ognition may result in a three-dimensional structure which is considerably modified from the 
astacin scaffold observed for the endoproteases. 

4.5 Future Prospects 

The available three-dimensional structures of zinc endopeptidases with the consensus 
HexxH motif have shown remarkable topological equivalence of their secondary structures. 
Extension of the primary sequence consensus, to include the third zinc-binding ligand, di- 
vides these proteases into two major subfamilies, both in terms of primary sequence homol- 
ogy and details of secondary structure (Fig. 2). Screening the current database of primary se- 
quences (SwissProt, February 1995) for the sequence He& shows that there are over 650 
proteins with this signature. These enzymes have been classified as zinc endopeptidases, al- 
though the nature and location of the third zinc ligand are not known for all these proteins. 
Histidines, glutamic and aspartic acids and cysteines are the potential third ligand [50] for the 

Figure 14. Zinc endoproteases: a structural superfamily. The central panel shows the superposition of 
the alpha carbon atoms of the topologically equivalent catalytic domains of proteins from the long con- 
sensus family (silver) and the short spacer family (orange). Various consensus sequences are given (see 
text) with the zinc-chelating residues shown in white. Full blue arrows indicate presence of motif in ob- 
served three-dimensional structures corresponding to the zinc endoprotease fold shown in the central 
panel. Dotted lines indicate putative structure-sequence relationships discussed in the text. 
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catalytic zinc. It is apparent that there are enzymes in the database which have sequence seg- 
ments such as HexxHxxgxxE, HexxHxxgxxD. In addition, there are proteins with the se- 
quence HexxH, which have histidine residues downstream of this motif, allowing these pro- 
teins to conform to an altered long consensus signature HexxH( > 20)H. However, predicting 
details of the secondary structure for proteases with ‘hybrid’ motifs is more challenging (Fig. 
14). 

Several additional points have to be considered: 
(1) The proximity of the third ligand as the main determinant for the details of the fold. De- 

tails of the tertiary structure would then comply with the short spacer and long spacer 
delineation. 

(2) The identity of the ligands to the catalytic metal has the principal influence on the secon- 
dary structure, implying that the net charge on the zinc atom (more positive in the short 
spacer family) would dictate the structural subset of the protein of interest. 

(3) Unknown elements of primary sequence and zinc consensus determine the tertiary fold, 
indicating that the parallel structural and sequence categories classifing the zinc proteas- 
es is a result of the fortuitious selection of the proteases used for structural analysis. 

The growing family of known divalent cation-dependent proteases such as insulinase [51] 
and dibasic convertase [52], with the variant consensus HxxeH, also present interesting ques- 
tions as to the possibility of a ‘mirrored’ active site with or without conservation of the over- 
all topology. Conversely, it is possible that entirely different proteins which have no zinc 
dependency and completely separate function may adopt the zinc endoprotease topology, 
simply because this fold provides a stable modular scaffold useful in the construction of 
multidomain proteins. Results of further structural studies are eagerly awaited. 
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5 Structure-Based Design 
of Potent Beta-Lactamase Inhibitors 

K. Gubernator, I. Heinze-Krauss, I? A n g e h r ,  R.L. Charnas, C. Hubschwerlen, C. Oefner, 
M.G.I? Page and E K. Winkler 

5.1 Introduction 

The treatment of infectious diseases still constitutes one of the main fields of modern phar- 
macology. Infections caused by Gram-negative bacteria contribute about half of the cases of 
life-threatening nosocomial diseases [l]. In recent years the frequency of resistance to mod- 
ern beta-lactam antibiotics, particularly the third-generation cephalosporins, has increased 
exponentially [2]. In many cases, the resistance can directly be attributed to a high level of ex- 
pression of class C beta-lactamases [3]. These enzymes are mostly chromosomally encoded 
but recently class C enzymes have appeared on plasmids [4]. Available types of beta-lacta- 
mase inhibitors such a clavulanate 1, sulbactam 2 and tazobactam 3 (Fig. 1) are ineffective 
against these beta-lactamases and are therefore not suitable for use against these emergent 
organisms [3,4]. Clavulanate and the penam sulfones undergo chemical rearrangements that 
are triggered by the attack of the enzyme on the beta-lactam ring and which eventually result 
in acrylic esters that are intrinsically more stable to hydrolysis [5]. The inefficiency of these 
compounds as inhibitors of the class C enzymes stems from the fact that hydrolysis of the 
initial intermediate (deacylation) can occur more rapidly than the chemical rearrangement 
to the acrylic ester in the class C active site [5]. We set out to use our structural and kinetic 
information about class C beta-lactamases as a basis for the design of mechanism-based 
inhibitors of this refractory class of enzymes that would specifically block the deacylation 
reaction. 

5.2 Structure of Citrobacter freundii Class C Beta-Lactamase 

The starting point for inhibitor design was the solution of the crystal structure of Citrobacter 
freundii 1203 beta-lactamase at 2.0 A [6]. An overview of the structure is shown in Fig. 2. The 
active site of this enzyme is located in the center at the interface of two domains, left and 
right, both of which contribute catalytic residues. 

In order to elucidate the individual role of the catalytic residues, we followed the example 
of Herzberg and Moult [7] and superimposed the native class C. freundii enzyme structure 
onto trypsin (PDB code 2PTC) using the active-site serine and the putative oxy-anion hole 
adjacent to it as reference points. A striking result of this superposition is that the phenolic 
oxygen of Tyrl50 comes very close to the NE of the essential histidine in trypsin.This suggest- 
ed that Tyrl.50, as its anion, could act as a general base during catalysis of beta-lactam hydrol- 
ysis in a way similar to that of His57 in trypsin [6]. This hypothesis is still under examination 
by mutational data and kinetic investigations [&lo]. 
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Clavulanate 1 

Tazobactam 3 

Sulbactam 2 

0 Ao- 

Aztreonam 5 

Penicillin G 4 

Figure 1. Chemical structures substrates and 
inhibitors 1-5. 

5.3 Model of the Mechanism of Action: 
Cleavage of Penicillin G 

In order to elucidate the mechanism of action of this enzyme in detail, penicillin G was se- 
lected as a model substrate for natural beta-lactams, such as penicillins and cephalosporins. 



5.4 Structure of the Complex with Aztreonam 91 

Figure2. C-a display of the structure of C. 
freundii beta-lactamase. The active site residue 
side chains are drawn in blue. A model of Peni- 
cillin G 4 is displayed in yellow. 

Models were built (Figs. 3 and 4) of the Michaelis complex (3b), the hemiacetal transition 
state (3c), the acyl enzyme (3d) and the deacylation step. All of these models could nicely be 
accommodated in the crystal structure without changing any protein coordinates except for 
those of the catalytic serine. 

In the case of penicillin G, the outward rotation about the C3-C4 bond can occur without 
conflict with protein side chains. It relaxes the strained conformation along this bond previ- 
ously enforced by the four-membered ring. Moreover, this rotation improves hydrophobic 
contact of the dimethyl and the sulfur part of the thiazolidine ring of penicillin with two 
leucine side chains, thus offering an additional driving force for the outward rotation. Experi- 
mental evidence is provided by the observed rotation of 35.2" in this direction about the 
C3-C4 bond that occurs in the acylknzyme complex formed between benzyl penicillin and a 
mutant class A beta-lactamase (RTEM-1) blocked in deacylation 191. 

5.4 Structure of the Complex with Aztreonam 

The structure of the acyl-enzyme complex formed with aztreonam 5 was solved at 2.5 A res- 
olution [6]. Comparison of the aztreonam moiety observed in the complex with the intact 
beta-lactam molecule indicated that rotation about the C3-C4 and N1-C4 bonds of respec- 
tively 70 and 45" had occurred. The rotation about C3-C4 relaxes the eclipsed conformation 
of the intact beta-lactam to the energetically more favorable gauche form (Fig. 5). Rotation 
in the opposite, outward direction, to adopt the alternative gauche conformation, is less fa- 
vorable because it would bring the C4 methyl substituent into steric conflict with the side 
chain of Tyr150 (see Figs. 5 and 6) and Leull9.The rearrangement in the aztreonam complex 
leaves N1 and the sulfonate group in a position where they block one face of the ester bond 
formed with Ser64 (Fig. 5).  They also displace a water molecule that, in the native enzyme 
structure, is in a position where it interacts with an extensive hydrogen-bonded network of 
residues that is an essential part of the catalytic mechanism of class C beta-lactamases. The 
residues involved in this network, Lys73, Tyrl.50, Asp152, and Lys315, all contribute some- 
what to activation of water for hydrolysis of the acyl-enzyme complex [6,10]. It was postulat- 
ed that this water, positioned near Tyr150, is involved in deacylation [6]. It would be well- 
located for attack on the ester in the aztreonam complex, were it not displaced, and its access 
not blocked, by the N1-sulfonate. 



92 5 Structure-Based Design of Potent Beta-Lactamase Inhibitors 

Figure 3. Schematic representa- 
tion of the individual steps in the 
catalytic reaction of penicillin G 4 
cleavage by the beta-lactamase. 
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a 

b 

c 

d 

Figure 4. 3-Dimensional models of the indiviual steps in the catalytic reaction of penicillin G 4 cleavage 
by the beta-lactamase. The outward rotation occurs between the second and third image, offering unhin- 
dered access to the water molecule shown on the last image. 
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Figure 5. Schematic representation of 
the aztreonam 5 processing. Here, the 
reaction stops at the acylated stage and 
the deacylytion is hindered. The struc- 
ture of the acylated state has been ex- 
perimentally determined as shown in 
Fig. 6c. 
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a 

b 

C 

Figure 6. 3-Dimensional models of the aztreonam 5 processing. Here, the reaction stops at the acylated 
stage and the deacylation is hindered. The structure of the acylated state has been experimentally deter- 
mined as shown in (c). 

This experimental result offers a convincing rationalization for the slow deacylation of 
aztreonam in class C beta-lactamases. 

5.5 Design of Inhibitors 

Molecular modeling indicated that in class C enzymes, the outward rotation around the 
C3-C4 bond would open the path for the water molecule to attack the ester. Such compounds 
are rapidly hydrolyzed by the class C enzymes [ll]. Therefore, preventing this rotation in a 
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Hydrolysis of a Penicillin and Consequences for 
the Design of Inhibitors 

/OH Enz 

P Enz 

Ai- 
--.<o Enz P 

Rotation hindered 

No access for the water 

Active site blocked R-h!,-&$ 
Em PH Enz 

Figure 7. Schematic representation of the design principles. The rotation around C3-C4 is hindered, 
access of water is blocked, the catalytic serine remains acylated, and the enzyme is inactivated. 

suitable molecule should block the access of the water molecule to the ester bond and great- 
ly stabilize the acyl-enzyme complex. This principle of restricted rotation blocking access for 
water and thus slowing down deacylation is shown in Fig. 7. We investigated this possibility 
by synthesizing monobactams that had N3 linked to C4 by a two-carbon atom bridge [12]. 
The inhibitors, which we term bridged monobactams, exhibited high affinity for a wide varie- 
ty of class C beta-lactamases (Table l).They inhibit the enzyme by rapidly acylating the cat- 
alytic serine and then remaining in this state without any significant deacylation, as predict- 
ed from the structural models. 

5.6 Kinetics of the Inhibition Reaction 

The reaction with class C beta-lactamases was typically biphasic, reflecting two kinetically 
distinct conformations of the protein [lo, 131. 
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Table 1. Kinetic parameters describing the activity of selected bridged monobactarns 6 9  in comparison 
with aztreonam (5). 

Class C P-Lactamase 

Citrobacter freundii 1982 

Class A P-Lactamase 

RTEM-3 

6: RO 44-4454 0.11 

7: Ro 46-2800 0.02 

8: Ro 46-2816 3.6 Hw - 
- 
NH3+ 

9: Ro 46-7649 0.001 

5: Aztreonarn 0.053 

0.23 245 4.2 > 10 rnM Not determined 

0.59 11.6 0.08 5000 0.15 1200 190 

0.5 29.8 0.11 50 -0.1 -6940 180 

1.1 0.12 0.001 2.7 0.22 57 43 

0.74 105 8.5 3000 -1.5 3500 1100 

The steady-state level of occupancy of the active site, which is dependent on the ratio 
of deacylation rate to the acylation rate (kdeacy,lkacy,) [14], was greater than 0.999. The low 
deacylation rate was reflected in a very low net hydrolysis rate (Fig. l), with kcat lKMs 
1 M-' s -'. 

The class A enzymes generally exhibit low affinity for the bridged monobactams, although 
some side chains did confer significant affinity (Table 1). At high concentration, acylation of 
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\ 
?.'I I 

& I  

Figure 8a. Structure of the complex with the bridged monobactam Ro-48-2816 (8). 

class A beta-lactamases was also rapid but the rate of breakdown of the acyl enzyme was also 
considerably higher. Thus, lower steady-state levels of occupancy of the active site and more 
rapid hydrolysis were observed, with K,,,IK, 5 1 M-' s - I .  

5.7 Hydrolysis by Class A Beta-Lactamases 

Inspection of class A beta-lactamase crystal structures indicated that a water molecule in an 
equivalent position would be much less activated because there is a serine residue replacing 
the tyrosine of class C enzymes [7,11]. Attack in a class A enzyme occurs from the opposite 
side of the ester, with activation of the water molecule occurring through an extension of the 
hydrogen bond network that is not present in class C enzymes. Hence, rotation about C3-C4 
is less critical to the mechanism of deacylation in these enzymes and restricting the rotation 
should have less impact on the stability of the acyl-enzyme complex. 
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i. ) 
Figure 8b. Structure of the complex with the bridged monobactam Ro-48-2816 (8). 

Figure 8c. Structure of the complex with the bridged monobactam Ro-48-2816 (8). 

5.8 X-ray Structure of the Complex 
with a Bridged Monobactam 8 

The stability of the acyl-enzyme complexes formed with C. freundii class C beta-lactamase 
allowed solution of their structures by X-ray crystallography (Fig. 8). No significant changes 
in protein structure occurred, except that the side chain of Asp123 moved to accommodate 
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the inhibitor bound to a neighboring protein molecule. The conformation adopted by the in- 
hibitor 8 shows that the beta-lactam ring has opened to form an ester which the catalytic se- 
rine residue. The N-sulfonate moiety forms a salt bridge with Lys315. N1 blocks the trajecto- 
ry that an incoming water molecule would have to use for attack on the ester while the sulfo- 
nate displaces the water from the position where it can be activated. The carbonyl oxygen of 
the ester occupies the 'oxyanion hole', forming good hydrogen bonds to the main chain NH 
groups of Ser70 and Ser318. In this position, the reactivity of the ester towards attack of a 
water molecule should be comparable to that of a rapidly hydrolyzed substrate. Therefore, 
the stability of the acyl enzymes formed with the bridged monobactams is attributable solely 
to the denial of access to the water molecule. It does not involve deactivation as a result of 
either chemical rearrangements or moving the carbonyl oxygen out of the oxyanion hole. 

A rotation about the amide bond of the acyl side chain by approximately 35", compared to 
the aztreonam complex, is observed in the inhibitor complexes. This different vector is im- 
posed by the pyrrolidine ring. It has the consequence of placing the side chain deeper in the 
active site. In turn, this restricts the options for side chain variation to compounds that have 
small substituents in the alpha-position and that are relatively flexible. Rigid side chains such 
as that of aztreonam are not compatible with these requirements and bridged monobactams 
with such side chains have very low affinities for the enzyme. 

The side chain of the inhibitor lies parallel to the strand of the beta-sheet that forms one 
edge of the catalytic center. A hydrogen bond is possible between the carbonyl oxygen of the 
side chain and the amide nitrogen of Asn152, but its stereochemistry is far from ideal (Fig. 8). 
Nevertheless, this interaction appears to be important, as is illustrated by the affinity change 
in mutants of the E. coZi class C beta-lactamase where Asn152 is replaced by either aspartate 
of leucine [lo]. In these mutants,which have structure identical to the wild-type enzyme [lo], 
the kaql (Table 1) for Ro-46-2800 (7) was increased from 13 pM to 1.26 mM. This corre- 
sponds to a change in binding energy (AAG = RTln [K,,JK,,] of 11.9 kJ/mol. Loss of a direct 
hydrogen bond between amide nitrogen and amide carbonyl could result in a binding ener- 
gy difference of between 12 and 38 kJ/mol[15,16]. 

5.9 Structure-Activity Relationship among 
Bridged Monobactams 

There are two other interactions that appear to influence side-chain specificity and affinity. 
First, there is the possibility to form a hydrogen bond between a donor, such as the alpha- 
amino group of Ro-46-2816 (8) (Fig. 8), and the backbone carbonyl group of Ser318 in the 
beta-strand. This interaction appears to make a considerably smaller contribution to the 
overall binding energy than that involving Asn152. KM changes by less than a factor of 3 
(RTln [K,..JK,.,,] between -2.1 and 0 kJ/mol) among compounds with various substituents 
in the a-position [ l l ] ,  except when very bulky groups were introduced.This may be because 
the side chains of Tyr221,Va1211 and Thr319 provide a rather apolar protein environment at 
this position that counteracts the favorable hydrogen bonding interaction. The second pos- 
sibility is to form hydrophobic contacts with the aromatic ring of Tyr221, which lies at the bot- 
tom of the side-chain binding pocket.The influence of this interaction was clear in a series of 
compounds [12] having simple aromatic and aliphatic side chains (for example, Ro 46-2800 
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(7) and Ro 46-2816 (8)). The binding energy was directly proportional to side-chain hydro- 
phobicity, increasing by approximately 1.4 kJ/mol for a 1 kJ/mol change in hydrophobicity 
parameter 7~ (calculated from literature values [17]). 

Optimization of these interactions described above through modification of the acyl side 
chain increased the affinity over 104-fold, from a KM value > 10 mM (when none of the inter- 
actions are satisfied) to a KM value of 120 nM (for Ro-46-7649; 9). The stability of the 
acyl-enzyme complex also increased (Table l), possibly because tighter binding of the inhib- 
itor decreases the flexibility of the acyl-enzyme complex and thus the rate of occasional 
access of water to the ester. 

A large number of such compounds have been synthesized and tested for beta-lactamase 
inhibition. Selected active compounds have been assayed in antibacterial tests in combina- 
tion with third-generation cephalosporins in order to investigate synergistic effects. Some re- 
sults are shown in Table 2. Several of the compounds exhibit considerable efficacy in combi- 
nation with ceftriaxone against C. freundii strains. The activity against Pseudomonas strains 
was weaker and the combinations were generally inactive against class A beta-lactamase- 
overproducing strains. 

5.10 Conclusion 

The new inhibitors exhibit potent synergy in antibacterial action when used in combination 
with existing antibiotics that are ineffective against the target organism because of the action 
of beta-lactamases [12]. As well as constituting a new direction in antibacterial chemothera- 
py, the results demonstrate the effectiveness of design based on understanding the details of 
enzymatic mechanism. 
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Abbreviations 

NeuSAc 
NeuSAc2en 
4-amino-NeuSAc2en 
4-guanidino-NeuSAc2en 

MDCK 

N-acetyl-D-neuraminic acid 
2-deoxy-2,3-didehydro-N-acetyl-~-neuraminic acid 
2-3-didehydro-2,4-dideoxy-4-~no-N-acetyl-~-neuram~n~c acid 
2-3-didehydro-2,4-dideoxy-4-guanidino-N-acetyl-~-neuraminic 
acid 
Madin-Darby canine kidney 

R=OH ( Neu 5Ac2en) 
= NH3+ (4-arnino-Neu5Ac2en) 
= NHC(NH,),+ (4-guanidino-Neu5Ac2en) 

6.1 Introduction 

The discovery of potent inhibitors of sialidase from influenza virus provides a classic exam- 
ple of a successful receptor-based drug design project and hints at the tremendous potential 
of combining protein crystallography and molecular modeling techniques in the field of 
medicinal chemistry. The basis of this discovery was the accurate determination of the three- 
dimensional structure of influenza virus sialidase complexed with substrate-mimics that bind 
in the enzyme active site. Molecular modeling of ligands in the binding site led directly to the 
synthesis of two compounds with binding affinities greater than any sialidase inhibitors 
known previously. One of these compounds has recently entered clinical trials as a possible 
treatment for influenza infection in humans. 

Structure-Based Ligand Design 
edited by Klaus Gubernator, Hans-Joachim Bohrn 

Copyright 0 WILEY-VCH Verlag GmbH.1998 
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6.2 Influenza: Disease and Virus 

Influenza, or the 'flu, is an acute respiratory infection caused by a virus of the same name. 
Influenza epidemics continually have very high human costs in terms of excess mortality in 
high-risk groups, increased numbers of hospitalizations and medical treatment, and days lost 
at work and school. Symptoms of the disease include cough, soar throat, headache, fever, 
muscular aches, and prostration, and characteristically last 3-4 days. The severity of influen- 
za is variable, determined both by the age, general health, and immunologic experience of the 
host and by the nature of the invading virus. Sometimes infection can occur completely with- 
out symptoms and in other instances the illness can be chronic and complications, such as 
pneumonia, can lead to a rapid death. In fact, influenza virus was responsible for the dead- 
liest pandemic in history, during 1917-1918 it claimed the lives of more than twenty million 
people world-wide. 

Influenza viruses belong to the orthomyxoviridae family. There are three types of influen- 
za virus, named A, B and C (from the chronological order of their characterization). A mul- 
titude of subtypes have been characterized for type A virus. These have arisen from the anti- 
genic cross-reactivities of the surface glycoproteins (see below). No subtypes have been iden- 
tified for types B and C. Influenza type C virus is significantly different to the other two and 
in this work only influenza viruses A and B are discussed. Influenza virus particles are spher- 
ical in shape, approximately 100 nm in diameter. A schematic diagram of the virus is shown 
in Fig. 1. 

Figure 1. A schematic diagram of an influenza virus particle. 
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The external viral glycoproteins hemagglutinin and sialidase appear as spikes on the viral 
surface and number between 400 and 500 per particle [l].Thirteen distinct antigenic subtypes 
have been identified for hemagglutinin, H1 to H13, and for sialidase nine subtypes have been 
characterized, N1 to N9. Only three combinations of these, HlN1, H2N2 and H3N2, have 
been isolated from human infections (the remaining subtypes were isolated from equine, 
swine and avian viruses). Hemagglutinin is believed to be important for both host cell recog- 
nition and binding and membrane fusion (reviewed in [2]). Sialidase was first thought to be 
required for both transporting the virus particle through much lining the respiratory tract 
[3-51 and for the release of newly synthesized virions from infected cells [6-81. A very recent 
study, however, has shown that the enzyme is only important for virus release [9].  

The most effective antiviral agents currently used to treat influenza are the drugs amanta- 
dine and its analog, rimantadine [lo]. These drugs are useful prophylactics and treatments of 
infection by influenza A virus. They are understood to act by blocking M2, the ion channel 
protein in the viral envelope. Unfortunately, these drugs are of limited clinical use due to side 
effects associated with drug toxicity, the lack of influenza B activity, and the rapid emergence 
of resistant viral strains. Another drug that has shown to be effective in the treatment of in- 

HO 

& 
+ 

a-sialic acid 
“W5Ac) 

Scheme 1 
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fluenza is the synthetic triazole nucleoside ribavirin [lo]. The mechanism of action of this 
broad-spectrum antiviral has not been proven, and it is currently undergoing trials for use in 
humans. In high-risk groups, namely health-care workers and the elderly, vaccinations are 
often administered to provide some protection from the currently circulating viruses [l]. 
Unfortunately the antigenic variability of the virus can only result in temporary protection. 

6.3 Structure of Sialidase 

Sialidase, EC 3.2.1.18 (also known as neuraminidase and acylneuraminyl hydrolase), is the 
name given to glycohydrolases which cleave terminal sialic acid (also known as neuraminic 
acid) from neighboring sugar units in glycoconjugates such as glycoproteins, glycolipids and 
polysaccharides (reviewed in [ll-131). Influenza virus sialidase shows greatest preference for 
N-acetyl-D-neuraminic acid, NeuSAc, with a slight preference for an a2-3 linkage to a galac- 
tose [14,15]. Scheme 1 shows the general reaction. Sequence studies have shown that influen- 
za virus sialidases from different serotypes can have up to 50% sequence variation [16]. 
Alignments however show that the active site residues are highly conserved between influen- 
za A and B virus strains. 

Treatment of influenza virus particles with protease leads to the release of the extraviral 
part of sialidase. The released protein is tetrameric, roughly rectangular prismatic in shape 
with dimensions 90 x 90 x 60 A, has a molecular weight of approximately 200 kDa, and it re- 
tains complete enzymatic and antigenic activity [17]. This ‘head’, which forms the bulk of the 
enzyme, is joined to the viral membrane by a short sequence containing many hydrophobic 
residues, the ‘stalk’, giving an overall mushroom-shaped topology. The tetramer has four-fold 
symmetry with the rotational axis normal to the membrane surface. Of the roughly 390 resi- 
dues which comprise each monomer, approximately half of the residues make up P-sheet, in 
the form of six, anti-parallel, four-stranded sheets, arranged as if on the blades of a propeller, 
and the remaining half form a total of 24 loops and turns linking the P-strands into a single 
polypeptide segment [18-201. Fig. 2 illustrates the backbone fold of the protein. 

Two calcium ion binding sites have been identified in the protein, one on the four-fold sym- 
metry axis near the outermost surface of the tetramer, and one approximately 8 A from the 
active site. Calcium has been shown to increase the catalytic rate of the enzyme, although it 
is not absolutely necessary for activity [21,22]. Four carbohydrate attachment sites have also 

Figure 2. The monomeric subunit of sialidase show- 
ing the protein backbone, sialic acid (red) bound in 
the active site, and the calcium ion (yellow) adja- 
cent to the active site. The loops that form the top 
surface of the protein, which includes the active 
site, are colored blue, the protein b-sheet compo- 
nent is colored green, and the loops that form the 
bottom of the protein and C-terminal segment, are 
colored gray. 
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been identified. The functional role of the oligosaccharide chains is not clear, although they 
have been found to be important in the crystallisation of the enzyme from influenza virus A 

The active site in the enzyme is easily recognizable in the crystal structure as a cavity, 
approximately 8 A deep and 15 A across, formed by loops on the outer-most surface of the 
protein. About 20 amino acids in and around the active site are strain-invariant. Many of the 
side chains that directly bind substrate are charged, and their net charge is approximately 
balanced. On the tetramer the active sites are located at a roughly 45" angle to the four-fold 
axis and are separated by approximately 45 A. 

Crystallographic methods have been used to probe the binding of monoclonal sialidase 
antibodies to the protein [24-261. Crystal structures of antibody-antigen complexes exhibit 
the usual high degree of charge and surface complementarity observed at protein-protein 
interfaces. The complex of sialidase and the Fab of monoclonal antibody NC41 involves ap- 
proximately 15 amino acid residues from five loops on the protein surface [26]. More than 
600 A' of protein surface area appears to be required for molecular recognition. Inhibition 
of the enzyme by the antibodies occurs by the steric blocking of the active site, thereby pre- 
venting binding of substrate. Mutation of a single amino acid residue on the surface of siali- 
dase may possibly be sufficient to stop antibody binding to the antigen. 

~ 3 1 .  

6.4 Mechanism of Catalysis 

The mechanism of glycohydrolysis catalysis by sialidase has been investigated using a variety 
of approaches including site-directed mutagensis [27], kinetic isotope methods [28, 291, 
'H NMR [28], molecular modeling [28,30], and X-ray crystallography [31,32]. It has been 
proposed that the enzyme-catalyzed reaction occurs via an endocyclic sialosyl cation inter- 
mediate planar at C2 [28]. A solvent molecule, activated by the conserved residue Aspl51, 
was suggested to donate a proton to the glycosidic oxygen atom.The resulting transition state 
intermediate has a positive charge in the pyranose ring which is stabilized by neighboring 
active site residues (see below). Subsequent attack by a water molecule and release of 
a-Neu5Ac was found to be the rate-limiting step. Overall, the reaction occurs with retention 
of configuration. Scheme 2 illustrates these reaction steps. 

The zwitter-ionic transition state intermediate of the enzyme-catalyzed reaction is under- 
stood to be stabilized in the active site with the C2 carboxylate group held roughly coplanar 
with the ring atoms C2, C3 and 0 6  [28]. The active site arginine residues 118,292, and 371 
tightly bind the acid (see section 6.5), and it has been suggested that residues Asp151 and/or 
Glu277 stabilize the positive charge in the pyranose ring. A closely related proposal implicat- 
ed the sidechain oxygen atom in Tyr406 in stabilizing the positively charged center, rather 
than a carboxylate group [33]. More recently, the results from crystal structure analyses on 
sialidase from influenza B soaked with various inhibitors and substrates suggested that cleav- 
age of the glycosidic bond occurs prior to proton donation and that stabilization of the posi- 
tive charge in the intermediate is achieved by multiple interactions with active site groups 

Despite the lack of a complete understanding of the mechanism of action of sialidase and 
a consensus on the ordering of the steps of hydrolysis, it is widely accepted that the interme- 

WI. 
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-0 OH 
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Scheme 2 

diate in the reaction sequence is a NeuSAc species roughly planar at C2. The compound 2- 
deoxy-2,3-didehydro-N-acetyl-~-neuraminic acid, NeuSAc2en, first synthesized in 1969 [34], 
is a proposed transition state analog of the substrate. This compound has a Ki of 1 pM [35] 
which is an improvement of nearly two orders of magnitude over NeuSAc. The drug design 
program described herein started with NeuSAcZen as the lead compound and used informa- 
tion in the crystal structure of influenza virus sialidase to aid in the discovery of new synthet- 
ic inhibitors with enhanced binding and selectivity properties. 

6.5 Binding of Substrate and Transition State Mimics 

The mode of binding of NeuSAc, the product of catalysis, to influenza virus sialidase was ac- 
curately determined using protein crystallography in the late 1980s [31]. Examination of the 
refined protein-ligand complex clearly shows that the enzyme binds the ligand not in its low- 
est energy ’C5 solution conformation (P-NeuSAc) but as the a-anomer with the pyranose 
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ring in a distorted boat-like conformation. Overall, the functional groups of the ligand dock 
into the binding site with superb complementarity. The polar groups on NeuSAc form favor- 
able electrostatic and hydrogen-bonded interactions with side chains from nine residues and 
three buried water molecules in the active site of the enzyme (no backbone atoms make 
direct contact with the ligand). Furthermore, the hydrophobic portion in sialic acid makes 
favorable van der Waals interactions with a hydrophobic recognition site, comprised of two 
residues, in the binding cavity. The 11 residues interacting directly with the bound ligand are 
from very different positions along the polypeptide sequence; the fold of the protein brings 
these groups into close proximity. Comparison of the coordinates of the enzyme-ligand com- 
plex with the coordinates of the native enzyme shows that the active site side chains and 
buried water molecules do not significantly change position upon substrate binding. A stereo 
diagram of the key active site residues binding Neu5Ac is shown in Fig. 4 and the direct pro- 
tein to ligand hydrogen bonding connectivities is illustrated schematically in Fig. 3. 

Probably the most important sialidase-Neu5Ac interaction is the electrostatic force be- 
tween the negatively charged carboxylate group of the ligand and the three positively 
charged arginines 118,292 and 371. Residue Arg371 forms a planar salt-bridge to the acid 
through its two Nq atoms and residues Argll8 and Arg292, which are located on opposite 
sides of Arg371, each form a charge-charge based hydrogen bond to the acid through a Nq 
atom.The very tight binding of the carboxylic acid of NeuSAc to this cluster of three arginine 

I 

Figure 3. A schematic diagram showing the intermolecular hydrogen bonding network between influen- 
za virus sialidase, including three buried water molecules, and bound NeuSAc. 
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Figure 4. A stereo- 
view of the binding 
site of sialidase con- 
taining NeuSAc 
(yellow). 

residues, coupled with steric interactions between the pyranose ring and the floor of the ac- 
tive site, results in a distortion in the pyranose ring geometry upon binding. In the bound 
state, the sugar ring adopts a distorted boat-like conformation, the acid adopts an equatorial 
geometry, and the glycosidic oxygen atom ends up in an axial position.The importance of the 
carboxylate group in ligand binding to the enzyme has been clearly demonstrated for a varie- 
ty of viral, bacterial, and mammalian sialidases; compounds without the acid group do not 
function as substrates or inhibitors [36-41]. 

Another very specific enzyme-substrate interaction involves the acetamido group which 
fits into a tight space, the CS pocket, within the binding site. The carbonyl oxygen of this 
group forms hydrogen bonds with the NE atom and one NT atom from residue Arg152, which 
forms the roof of the pocket, the methyl group fits into a hydrophobic environment defined 
by residues Trp178 and Ile222, which form the back of the pocket, and the amide proton 
binds to a water molecule in the floor of the binding pocket. The water molecule is part of a 
hydrogen bonding network involving a number of water molecules and protein residues. A 
variety of C5 analogs of Neu5Ac2en were synthesized during the 1960s and 1970s and tested 
for enzyme activity. Replacement of the acetyl group by either a formyl or urea was found to 
reduce the K,  of NeuSAc2en by more than two orders of magnitude and alkyl groups longer 
than a propyl showed no activity whatsoever [42-44]. Small gains were achieved in inhibitor 
potency by the stepwise replacement of protons of the methyl group by fluorine atoms [44]. 
It appears that the enzyme shows little tolerance to changes in this position. The gross bind- 
ing mode of sialic acid is more or less defined by the salt bridge to Arg371, with the acet- 
amido group locked into position. 

The binding of the glycerol group to sialidase is another energetically important interac- 
tion. The two terminal hydroxyl groups, on C8 and C9, bind in a bidentate mode to Glu276, a 
residue that defines part of the floor of the binding cavity. The hydroxyl group on C8 also 
forms a strong hydrogen bond with a buried water molecule and the hydroxyl group on C9 
interacts with a water molecule positioned above residue Arg224 which appears to be part of 
a hydrogen bonded network of waters. It has been shown chemically that the glycerol is very 
important for ligand binding, modifications to this functional group were found to be detri- 
mental to the activity of the enzyme [45]. 

Two other hydroxyls in NeuSAc form well-defined hydrogen bonds to the protein. The 
hydroxyl group on C2 interacts with residue AsplS1. Despite being adjacent to arginine 
residues, Asp151 is not involved in a protein-protein salt-bridge. The hydroxyl group on C4 
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is accommodated in a pocket on the side of the binding cavity, the C4 pocket, fitting under- 
neath the side chain of residue AsplS1. It binds to a buried water molecule and forms a favor- 
able electrostatic interaction with Glu119. The remaining hydroxyl group on C7 does not 
directly hydrogen bond with the protein, although results from a series of molecular mechan- 
ics and molecular dynamics calculations suggested that it may interact with Arg152 via a 
bridging water molecule (unpublished results). The ring oxygen does not appear to form a 
strong interaction with the protein, although some stability may arise from a partial 
charge-charge interaction involving Arg292. 

Protein crystallography was also used to determine the mode of binding of the transition 
state analog NeuSAc2en and sialidase [31]. The compound binds in the same manner as 
NeuSAc, that is, the same set of enzyme-ligand hydrogen bonding interactions is observed 
for all functional groups they have in common. In solution, the sugar ring and acid group of 
NeuSAc2en adopt a very similar conformation to the ring and acid group of bound NeuSAc. 
The reduction of ring strain incurred at binding coupled with the mimicking of the transition 
state intermediate of sialidase accounts for increased stability of the complex over that in- 
volving NeuSAc. 

6.6 Structure-Based Inhibitor Design 

The basic strategy undertaken for the discovery of potent influenza virus sialidase inhibitors 
was a combination of manual molecular graphics examination of the crystal structure con- 
taining bound NeuSAc2en and application of the software package GRID which assists in de 
n o w  ligand design [46]. This program identifies favourable sites of interaction, or 'hot spots', 
between a protein binding site and small probe spheres which possess the properties of 
chemical functional groups. The program maps a binding cavity onto a three-dimensional 
grid, usually with a mesh size of around 1.0 A.The energy of interaction between the protein 
and the probe is calculated at each grid point according to a molecular mechanics like ener- 
gy scoring function. Using molecular graphics packages, the results of a GRID calculation 
can be readily displayed as contours of negative binding energy superimposed onto the bind- 

Figure 5. Calculated GRID contours for the active site of sialidase superimposed onto some of the 
amino acid residues and bound NeuSAc (yellow) (a) Contours plotted at - 10.0 kcal mol-' for a carbox- 
ylate oxygen probe. (b) Contours plotted at -8.5 kcal mol-' for an sp3 amino nitrogen probe. 
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ing site. Fig. 5 illustrates two examples. Fig. 5(a) shows a negatively charged carboxylate 
probe sphere in the active site of sialidase and Fig. 5(b) shows a positively charged amine 
probe. 

One of the most apparent hot spots in the active site of influenza sialidase was for an 
amino group in the pocket on the side of the binding cavity underneath the sidechain of res- 
idue Asp151 [47,48]. In this position an amino group would form an energetically favorable 
ion-pair with the side chain of Glu119. The compound 2-3-didehydro-2,4-dideoxy-4-amino- 
N-acetyl-D-neuraminic acid, 4-amino-NeuSAcZen, was synthesized [49] and found to be a po- 
tent inhibitor of influenza virus sialidase, with a Ki of l x lo-' M [35]. Subsequent molecular 
graphics analyses suggested that the pocket on the side of the active site might just be large 
enough to accommodate the bulkier guanidino functional group. It was hypothesized that if 
the pocket was able to fit the guanidino substituent, its extended sue and increased number 
of proton donor groups over the amino substituent might enable it to interact not only with 
the carboxylate on Glu119 but also the acid of Glu227. This compound 2-3-didehydr0-2,4-di- 
deoxy-4-guanidino-N-acetyl-D-neuraminic acid, 4-guanidino-NeuSAcZen, was synthesized 
[49] and found to be much more potent than the 4-amino analog, with a K, of between lo-'' 
and lo-'' M [47,50]. 

6.7 Enzyme-Inhibitor Interactions 

In order to investigate the intermolecular interactions involving the amine group a molecu- 
lar mechanics energy minimization was done with 4-amino-NeuSAcZen docked into the crys- 
tal structure of sialidase [30]. Fig. 6 illustrates part of the calculated structure.The favorable 
short-range electrostatic interaction between the acid group Glu119 and the basic substitu- 
ent was calculated. The results also showed that the catalytic residue Asp151 was intimately 
involved in the tight binding of this inhibitor, and that a water molecule could occupy the C4 
pocket and hydrogen bond to the amine, thereby filling the tetrahedral coordination sphere 
of the nitrogen atom. 

The results of an energy minimization with 4-guanidino-NeuSAcZen docked into the crys- 
tal structure of the enzyme are shown in Fig. 7. The predicted favorable electrostatic interac- 
tions involving the side chains of Glu119, which is to the side of the guanidine group, and of 
Glu227, which is below the guanidine, were observed in the low-energy structure. Further- 
more, residue Asp151 was calculated to from a short hydrogen bond to the C4 substituent, as 
found for the amino group. ?kro other active site groups were observed to contribute to the 
binding of the 4-guanidino group, the backbone carbonyl of Trp178, which is positioned at the 
back of the C4 pocket and hydrogen bonds to the two terminal Nq atoms, and a buried water 
molecule, the one which hydrogen bonds to the Nq of the acetamido functional group. The 
fitting of the guanidinium moiety into the C4 pocket would be expected to displace the water 
molecule from this region, thereby providing an additional entropic contribution to the bind- 
ing. A superimposition of the active sites for the complexes of sialidase with NeuSAc2en and 
4-guanidino-NeuSAcZen demonstrated that there is very little change in the positions of the 
active site side chains when the C4 hydroxyl group is replaced by a guanidinium group. Fmal- 
ly, a very close agreement was obtained between the calculated binding mode for the inhibi- 
tor and the crystal structure of the complex [30]. 
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Figure 6. A stereodiagram showing the intermolecular hydrogen bonding interactions for the energy- 
minimized complex of 4-amino-NeuSAc2en and sialidase in the vicinity of the amino moiety. 

Figure 7. A stereodiagram showing the intermolecular hydrogen bonding interactions for the energy- 
minimized complex of 4-guanidino-NeuSAc2en and sialidase in the vicinity of the guanidino moiety. 

The observed increase in binding affinity on going from a hydroxyl group at the C4 posi- 
tion of Neu5Ac2en to an amine group, and then to a guanidino group, was qualitatively re- 
produced in a series of molecular modeling calculations [30,51]. Table 1 lists the calculated 
energies. Values representing relative binding affinities were computed using two indepen- 
dent methods, firstly as the sum of molecular mechanics derived nonbonded interactions, and 
secondly as the change in total electrostatic energy, calculated using a continuum electrostat- 
ics approach. From these calculations the observed increase in inhibitor potency was traced 
to both specific hydrogen bonding interactions and long-range electrostatic forces, with the 

Table 1. Inhibition of sialidase from influenza virus AiN2 by three transition state analogs and calculat- 
ed relative binding enthalpies. Calculated results were obtained using molecular mechanics derived non- 
bonded interaction energies (MM energies) and a continuum electrostatics approach (CE energies). 

Inhibitor Ki (M)" MM energiesb (kcal mol-') CE energiesb (kcal mol-') 

NeuSAcZen 1 ~ 1 0 ~ ~  -187 
4-amino-Neu5Ac2en 1x10-7 -211 
4-guanidmo-NeuSAc2en 3 x lo-" -223 

1 
- 10 
- 13 

a [35,50] 
[511 
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electrostatic contribution between the basic groups and the negative residues Glu119 and 
Asp151 being the most important. In the case of 4-guanidino-Neu5Ac2en, the very large in- 
crease in binding affinity over the 4-amino analog suggests a significant entropic factor may 
be involved. This entropic contribution possibly arises from the displacement of the buried 
water molecule from the C4 pocket. 

The inhibitor design study described above was performed using the active site of an N2 
type sialidase extracted from an influenza A virus (AITokyo/3/67). Since that work was done, 
the crystal structures of three other examples of influenza virus sialidase have been reported, 
an N9 subtype from influenza virus A, A/Tern/Australia/G70~/75 [52], and the sialidases from 
two strains of influenza B virus, B/Beijing/l/87 [53] and B/Lee/40 [32].The stereochemical ar- 
rangement of the conserved active site amino acid residues are very similar in all known in- 
fluenza virus sialidases and most importantly, all have the pocket on the side of the binding 
cavity suitable for accommodating the basic amine and guanidine substituents in 4-amino- 
NeuSAc2en and 4-guanidino-NeuSAc2en, respectively. The structure of a non-viral sialidase 
has recently been reported and this is described in the next section. 

An interesting feature of the interaction of 4-guanidino-NeuSAc2en and influenza virus 
sialidase is that it exhibits slow-binding kinetics, with inhibition changing by several orders of 
magnitude over a 2-hour period [50,54]. In the first study on this, slow-binding behavior was 
observed for sialidase from influenza A virus but not for enzyme from type B virus. In the lat- 
ter report, sialidases from both influenza A and B viruses showed slow binding. The discrep- 
ancy in these results is unclear and is currently under investigation (Dr. M. von Itzstein, per- 
sonal communication). One explanation for slow-binding kinetics that has been suggested 
involves the hindered release of the water molecule bound in the C4 pocket of the binding 
cavity in the enzyme [50]. None of the bacterial or mammalian sialidases that was studied 
showed slow-binding kinetics [50]. 

6.8 Inhibitor Potency, Efficacy and Selectivity 
4-Guanidino-NeuSAc2en has been shown to be an extremely potent inhibitor of the sialidas- 
es from a number of strains of influenza virus, usually with Ki values in the sub-nanomolar 
range (see Table 2). Inhibition of viral replication has been demonstrated in tissue culture, 
plaque formation in MDCK cells was reduced by 50% with concentrations subnanomolar for 
the majority of strains tested [47,55]. These were significantly lower concentrations than the 
values obtained using the drugs amantadine, ramantadine and ribavirin [55]. In the results 

Table 2. Inhibition of sialidases from different influenza virus sources by 4-guanidino-NeuSAc2en 

Influenza virus source Ki (nM)" 

N1 (from A/Brazil/ll/78) 0.08 
N2 (from A/Tokyo/3/67) 0.03 
N2 (from reassortment X31) 0.2 
N9 (from NSWWhale) 0.2 
B (from BIBeijinglll87) 1.4 
B (from B/Hong Kong/3/91) 0.7 

a [47,50,54] 
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from animal studies using ferrets, 4-guanidino-NeuSAc2en administered both before and 
during infection significantly reduced viral shedding in nasal washings and pyrexia in each 
animal tested [47]. The rationally designed drug was around three orders of magnitude more 
effective than amantadine when given intranasally. Cytotoxicity was not observed for the 
drug candidate with concentrations up to 10 nM for four cell lines [SS]. Finally, and most im- 
portantly, the results from experimental infections in human adult volunteers show that the 
compound has efficacy in both a prophylactic and therapeutic mode [56]. Both the length and 
seventy of influenza symptoms can be substantially reduced when 4-guanidino-NeuSAc2en 
is administered intranasally before and during virus challenging. 

Influenza viral particles are continually able to avoid the body's learned immune response 
mechanisms through the rapid mutation of its antigens. The virus is similarly able to respond 
to pressure from the drugs amantadine and rimantadine [57].The possibility of drug-resistant 
strains arising in response to 4-guanidino-NeuSAc2en is therefore an important considera- 
tion and is currently under investigation. Some preliminary results have been favorable. It 
was demonstrated that passage history was not significant in affecting inhibition by 4-guani- 
dino-Neu5Ac2en [SS] and resistant isolates were not found in laboratory studies using con- 
ditions which give rise to amantadine resistance [47]. 

Inhibition studies have shown that 4-amino-NeuSAc2en and, in particular, 4-guanidino- 
NeuSAden, have much higher affinities for sialidase from influenza virus than for sialidases 
from other viral sources, and far greater affinities than for either bacterial or mammalian sia- 
lidases [35] (see Table 3). In a recent study, a series of synthetic modifications were made to 
the C4 substituent of NeuSAc2en and all compounds were found to be weaker inhibitors of 
bacterial and mammalian sialidases than the unmodified starting molecule [35]. The recently 
reported three-dimensional structure of a bacterial sialidase, from Salmonella typhimurium 
LT2, clearly shows that the active site lacks the acidic residues equivalent to Glu119 and 
Glu227 in the C4 pocket [%].The active site is thus less suited to accommodate a charged C4 
substituent on the NeuSAc2en template. 

6.9 Summary 

The computer-aided design of potent inhibitors of influenza virus sialidase based on a crystal 
structure of the enzyme has been described. A combination of manual molecular graphics 
analysis and the de novo ligand design tool GRID was used to identify modifications to the 

Table 3. Inhibition of sialidases from different viral, bacterial, and mammalian sources by 4-guanidino- 
Neu5Ac2en 

Enzyme source Ki (CLW 

Parainfluenza virus 800 

Vibrio cholerae 60 
Clostridium perfringens > 100 

Arthrobacrer ureafaciens > 10000 
Sheep liver 300 
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transition state analog, NeuSAQen, that would increase its binding affinity to the enzyme. 
Molecular modeling predicted that replacement of a hydroxyl group on the lead compound 
by a basic substituent should produce favorable electrostatic interactions between enzyme 
and ligand. The compounds 4-amino-NeuSAc2en and 4-guanidino-NeuSAcZen were synthe- 
sized and found to be potent inhibitors of influenza virus sialidase. The 4-guanidino com- 
pound in particular has shown excellent selectivity and in vivo efficacy and therefore repre- 
sents a very promising new drug candidate for influenza virus infection in humans. The ap- 
proach described in this report for designing inhibitors based on the known three-dimension- 
al structure of a protein binding site can readily be applied to any biomolecular system. 

Acknowledgements 

I thank Dr. Peter McMeekin for providing the data for the GRID maps shown here.Thanks 
are also extended to Dr. Mike Hann, Dr. Mark von Itzstein and Dr. Peter Cherry for their 
assistance with the final manuscript. 

References 

[l] Kilbourne, E. D. Influenza. Plenum: New York 1987 
[2] Klenk, H.-D., and Rott, R., Adv. Virus Res. 34,247-281 (1988) 
[3] Burnet, F. M., McCrea, J.  F., and Anderson, S .  G., Nature 160,404-405 (1947) 
[4] Burnet, F. M., Aust. J. Exp. B id .  Med. Sci. 26,381-387 (1948) 
[5] Colman, P. M., and Ward, C. W., Curr Top. Microbiol. Immun. 114,117-255 (1985) 
[6] Palese, P., Tobita, K., Ueda, M., and Compans, R. W., Virology 61,397410 (1974) 
[7] Palese, P., and Compans, R. W., J.  Gen. Virol. 33,159-163 (1976) 
[8] Griffin, J. A., and Compans, R. W.,J. Exp. Med. 150,379-391 (1979) 
[9] Liu, C., Eichelberger, M. C., Compans, R. W., and Air, G. M., J. Virol. 69,1099-1106 (1995) 

[lo] von Itzstein, M., Barry, J. B., and Chong, A. K. J., Curr. Opin. Therap. 3,1755-1762 (1993) 
[ l l ]  Drzeniek, R., Curr. Top. Microbiol. Immun. 59,35-74 (1972) 
[12] Air, G. M., and Laver, W.G., Proteins 6,341-356 (1989) 
[13] Colman, P. M. Neuraminidase: Enzyme and Antigen. In: The Influenza Viruses, Krug, R. M. (Ed.). 

[14] Corfield, A. P., Wember, M., Schauer, R., and Rott, R., Eur. J. Biochem. l24,521-525,1982 
[15] Corfield, A. P., Higa, H., Paulson, J. C., and Schauer, R., Biochim. Biophys. Acta 744, 121-126 

[16] Colman, P. M. The Structure and Function of Neuraminidase. In: Peptide and Protein Reviews, Vol. 

[17] Laver, W. G., Virobgy 86,78-87 (1978) 
[18] Varghese, J. N., Laver, W. G., and Colman, P. M., Nature 303,3540 (1983) 
[19] Colman, P. M., and Varghese, J. N., Nature 3 0 3 , 4 1 4  (1983) 
[20] Varghese, J. N., and Colman, P. M., J. Mol. B id .  221,473-486 (1991) 
[21] Chong, A. K. J. Influenza Virus Sialidase: A Mechanistic Study. Masters Thesis, Monash University, 

[22] Chong, A. K. J., Pegg, M. S., and von Itzstein, M., Biochim. Biophys. Acta 1077,65-71 (1991) 
[23] Colman, P. M., Prot. Sci. 3,1687-1696 (1994) 
[24] Colman, P. M., Laver, W. G., Varghese, J. N., Baker, A. T., Tulloch, P. A., Air, G. M., and Webster, 

[25] Tulip, W. R., Varghese, J.  N., Webster, R. G., Laver, W. G., and Colman, P. M., J. Mol. Bid .  227, 

[26] Malby, R. L., Tulip, W. R., Harley, V. R., McKimm-Breschkin, J. L., Laver, W. G., Webster, R. G., 

Plenum: New York; 175-218 (1989) 

(1983) 

4, Hearn, M. T. (Ed.). Marcel Dekker: New York 215-255 (1984) 

Melbourne 1990 

R. G., Nature 326,35%363 (1987) 

149-159 (1992) 

and Colman, P. M., Structure 2,733-746 (1994) 



6.9 Summary 119 

[27] Lentz, M. R., Webster, R. G., and Air, G. M., Biochemistry 26,5351-5358 (1987) 
[28] Chong, A. K. J., Pegg, M. S., Taylor, N. R., and von Itzstein, M., Eur. J. Biochem. 207, 335-343 

[29] Guo, X., Laver, W. G., Vimr, E., and Sinnott, M. L., J. Am. Chem. SOC. 116,5572-5578 (1994) 
[30] Taylor, N. R., and von Itzstein, M., J. Med. Chem. 37,616-624 (1994) 
[31] Varghese, J. N., McKimm-Breschkin, J. L., Caldwell, J. B., Kortt, A. A., and Colman, P. M., Pro- 

[32] Janakiraman, M. N., White, C. L., Laver, W. G., Air, G. M., and Luo, M., Biochemistry 33, 

[33] Burmeister, W. P., Henrissat, B., Bosso, C., Cusack, S., and Ruigrok, R. W. H., Structure 1,19-26 

[34] Meindl, P., and Tuppy, H., Monatsh. Chem. 100,1295-1306 (1969) 
[35] Holzer, C. T., von Itzstein, M., Jin, B., Pegg, M. S., Stewart, W. P., and Wu, W.-Y., Glycoconjug. J. 

[36] Brossmer, R., and Holmquist, L., Hoppe-SeyZer’s Z .  Physiof. Chem. 352,1715-1719 (1971) 
[37] Brossmer, R., Biirk, G., Eschenfelder, V., Holmquist, L., Jackl, R., Neumann, B., and Rose, U., 

[38] Miller, C. A., Wang, P., and Flashner, M., Biochem. Biophys. Res. Commun. 83,1479-1487 (1978) 
[39] Kumar, V., Kessler, J., Scott, M. E., Patwardham, B. H., Tanenbaum, S. W., and Flashner, M., 

[40] Kumar, V., Tanenbaum, S. W., and Flashner, M., Carbohydr. Res. 103,281-285 (1982) 
[41] Eschenfelder, V., Brossmer, R., and Wachter, M., Hoppe-Seyfer’s Z .  PhysioZ. Chem. 364,1411-1417 

[42] Meindl, P., and Tuppy, H., Monatsh. Chem. 97,990-999 (1969) 
[43] Meindl, P., and Tuppy, H., Monatsh. Chem. 97,1628-1647 (1969) 
[44] Meindl, P., Bodo, G., Palese, P., Schulman, J., and Tuppy, H., Virology 58,457463 (1974) 
[45] Suttajit, M., and Winzler, R. J., J.  Biof. Chem. 246,3398-3404 (1971) 
[46] Goodford, P. J., J.  Med. Chem. 28,849-857 (1985) 
[47] von Itzstein, M., Wu, W.-Y., Kok, G. B., Pegg, M. S., Dyason, J. C., Jin, B., Van Phan, T., Smythe, 

M. L., White, H. F., Oliver, S. W., Colman, P. M., Varghese, J. N., Ryan, D. M., Woods, J. M., 
Bethell, R. C., Hotham, V. J., Cameron, J. M., and Penn, C. R., Nature 363,418423 (1993) 

[48] von Itzstein, M., Dyason, J. C., White, H. F., and Oliver, S. W., J. Med. Chem. 39,388-391 (1996) 
[49] von Itzstein, M., Wu, W.-Y., and Jin, B., Carbohyd. Res. 259,301-305 (1994) 
[50] Pegg, M. S., and von Itzstein, M., Biochem. Mof.  Biof. Znf. 32,851-858 (1994) 
[51] Taylor, N. R., and von Itzstein, M., J. Comp.-Aided MoZ. Des. 10,233-246 (1996) 
[52] Tulip, W. R., Varghese, J. N., Baker, A. T., van Donkelaar, A. Laver, W. G., Webster, R. G., and 

[53] Burmeister, W. P., Ruigrok, R. W. H., and Cusack, S., EMBO J. 11,49-56 (1991) 
[54] Hart, J. H., and Bethell, R.C., Biochem. MoZ. Biof. Inf. 36,695-702 (1995) 
[55] Woods, J. M., Bethell, R. C., Coates, J. A. V., Healy, N., Hiscox, S. A., Pearson, B. A., Ryan, D. M., 

Ticehurst, J., Tilling, J., Walcott, S. M., and Penn, C. R., Anfimicrob. Agents Chemother. 37, 

[56] Hayden, F. G., Lobo, M., Esinhart, J., and Hussey, E., Efficacy of4guanidino NeuSAc2en in Ex- 
perimental Human Influenza A Virus Infection. 34th Interscience Conference on Antimicrobial 
Agents and Chemotherapy. Orlando, 4-7 October (1994). American Society for Microbiology, 
Washington DC 1994, p. 190 

[57] Hayden, F. G., Sperber, S. J., Belshe, R. B., Clover, R. D., Hay, A. J., and Pyke, S., Antimicrob. 
Agents Chemother. 35,1741-1747 (1991) 

[58] Crennell, S. J., Garman, E. F., Laver, W. G., Vimr, E. R., and Taylor, G. L., Proc. Nafl Acad. Sci. 

(1992) 

teins 14,327-332 (1992) 

8172-8179 (1994) 

(1993) 

10,40-44 (1993) 

Behring Inst. Mitt. 55,119-123 (1974) 

Carbohydr. Res. 94,123-130 (1981) 

(1983) 

Colman, P. M., J. Mof. Biof. 221,487-497 (1991) 

1473-1479 (1993) 

USA 90,9852-9856 (1993) 



7 Rational Design of Inhibitors 
of HIV-1 Reverse Transcriptase 

Wolfgang Schafer 

Abbreviations 

RT 
HIV 
AIDS 
NNRTI 
MNDO 

Reverse Transcriptase 
Human Immunodeficiency Virus 
Acquired Immunodeficiency Syndrome 
Non-Nucleoside-RT-Inhibitor 
Modified Neglect of Diatomic Differential Overlap 

7.1 Introduction 

Reverse transcriptase (RT) is a key enzyme in the replication of human immunodeficiency 
virus and is therefore - besides the HIV-protease - a main target in the investigation of drugs 
against AIDS [l].Today, two main groups of inhibitors of RT are known. First, the nucleoside 
analogs such as AZT (azidothymidine), which simulate the natural substrate of the enzyme; 
though their chain-terminating property could lead to toxic side effects. The second group, 
the so-called Non-Nucleoside-RT-Inhibitors (NNRTI), seem to offer an alternative means of 
therapy. 

When we started our studies on this type of compound the most prominent examples of 
this class wereTIBO (1) [2] and nevirapine (2) [3]. In our company, a high throughput screen- 
ing of 30000 compounds led to isoindolinon (3) whose activity against RT is in the same 
order of magnitude as that of 1 and 2 [4].The inhibition data for this compound as well as for 
all other molecules referred to in this article are shown collectively in Table 1. 

Table 1. In vitro activity of HIV-RT inhibitors. Values refer to the active enantiomers whose absolute 
configurations were determined by X-ray crystallography, except for 2 which is achiral. 

1 0.16 
2 0.43 
3 0.28 
4 8.70 
5 0.15 
6 0.03 
7 0.83 
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The question arose whether there was a possibility of deriving improvements of our com- 
pound or to propose new lead compounds from comparison of the known molecules and 
some common properties. Since an X-ray structure of HIV-RT was not available at that time, 
we had to base our study on a comparison of properties of the inhibitor molecules alone. If 
such an approach includes molecules with conformational flexibility - as in 1 - a procedure 
of this type is easily subject to overinterpretation and must therefore be supported by experi- 
mental facts. This means that assumptions derived from a theoretical consideration should be 
checked by real test molecules before any conclusions can be drawn. 

At first sight, a two-dimensional comparison of 1,2 and 3 yields no relationship between 
the molecules. Some similarities can be found in a three-dimensional approach each system 
contains two n- systems arranged in a butterfly-like orientation, with an additional lipophilic 
region between them, and a carbonyl or thiocarbonyl group. Therefore it seems reasonable 
to base a comparison on the structure of these molecules. 

1 

Scheme 1 

2 3 

The main structural features of compound 1 are the seven-membered ring and the orien- 
tation of the dimethylallyl group. We believe that it is not possible by calculation accurately 
to predict the exact conformation of the side chain; the usefulness of a crystal structure is also 
limited concerning this flexible group. The seven-membered ring contains three planar atoms 
and has some similarity with cyclohexene; we expect therefore the existence of two conform- 
ers that are related to the two twist forms of cyclohexene. A conformational analysis using 
MNDO [5] supports this assumption. For our model we have used the conformer with the 
lowest MNDO heat of formation, which is also in agreement with a published X-ray structure 
of a chloro derivative of TIBO [6].  

Compound 2 was simply optimized by MNDO, since there are only two possible conforma- 
tions (cyclopropyl group syn or anti to the seven-membered ring) and the mirror image of 
each of them. It is clear that any selection of the ‘enantiomer’ to be used in the comparison is 
arbitrary and may cause problems. 

The third compound (3) contains only two degrees of freedom, namely the pseudorotation 
of the thiazolidine ring and the torsion of the exocyclic phenyl ring. An X-ray analysis of the 
active enantiomer was performed and yielded essentially the same structure as predicted by 
a conformational analysis with MNDO. 
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7.2 Building a Model 

Starting from these structures, the electrostatic potentials have been calculated using MNDO 
point charges. The results are displayed in Fig. 1. It is striking that the structures exhibit a ex- 
tremely similar spatial distribution of this property, although the molecules show only few 
similarities in a two-dimensional aspect. It is therefore reasonable to suppose that the three 
compounds could be recognized by an enzyme in a similar manner. 

We have now moved these maps in space in order to obtain an optimal superimposition, 
disregarding a match of the underlying molecules. As can be seen in Fig. 2, this superimposi- 
tion leads to an orientation of the underlying structures that does not represent an atom-by- 
atom match. 

From this result the following model was derived (see Fig. 3): An aromatic system and an 
additional .rr-system should be arranged in a roof-like orientation, separated by a lipophilic 
site; furthermore it should contain a (thio-)carbony1 group in an arrangement as depicted in 
the figure, and a methyl group. 

Figure 1. Electrostatic isopotential maps as derived from a point charge model using MNDO charges: 
-5 kcal mol-', cyan; +5 kcal mol-*, purple. Hydrogen atoms omitted. Top, 3 bottom left, 2 bottom 
right, 1. 

Figure 2. Orientation of 1 (yellow, MNDO structure), 2 (purple, MNDO structure), and 3 (blue, crystal 
structure) as result of the superposition of the electrostatic potential maps. 
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lipophilic 
region 

extended n x - system 
benzene 

ring 

4.5 - 5 A 
methyl group 

Figure 3. The common three-dimensional model derived from the comparison of 1,2  and 3. 

7.3 Test of the Model 

In order to decide whether this model is correct, we have been searching the ACD database 
of commercially available compounds by use of two-dimensional search techniques with vis- 
ual inspection of the hits [6]. Possible candidates were optimized and compared to the model. 
By this method, one single compound (4) was found that fits into the model. The enantiom- 
ers of 4 were separated, and one enantiomer showed some in vitro inhibitory activity (see 
Table 1); the other was inactive. 

5 4 

7.4 Optimization of Compound 3 

Scheme 2 

Superimposition of 3 and 4, as shown in Fig. 4, showed that the phenyl rings on the left side 
occupied different positions in space. If both compounds were accepted by the enzyme, it fol- 
lowed that both positions should have been possible simultaneously. It was therefore imme- 
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Figure 4. Right: superimposition of the crystal structures of 3 (cyan) and 4 (yellow). Left one of the two 
low energy h4NDO conformations of the proposed naphthyi compound 5. 

diately suggested by the figure that the naphthalene compound 5 should be synthesized and 
tested. The activity of this compound was indeed shown to have increased by a factor of 2 
when compared to the lead compound 3 (Table 1). 

None of the compounds mentioned so far contained the methyl group indicated in the 
model. From the comparison of 3 with nevirapine, a possible position for a methyl group in 
the exocyclic ring could be ortho or meta with respect to the bridgehead; inspection of the 
side chain of 1, however - especially in a stereo representation (Fig. 2) -immediately suggests 
a close relationship to a metu substituted phenyl ring. Therefore the methyl group was intro- 
duced into 3 in a metu position, the resulting active enantiomer (6) showing an IC,, of 0.03 
pM. Thus, it was possible by use of the model to increase the activity of the lead compound 
by a factor of 10. 

7 6 Scheme 3 

7.5 Design of a New Inhibitor 

Apart from the variation of the starting compound 3, which led to a number of highly potent 
inhibitors [4], we have also tried to design molecules that fit into the model but belong to dif- 
ferent chemical classes and might serve as new leads. Structures and potential distributions 
of various molecules were calculated and compared to the model. Finally, compound 7 was 
found that fulfills both the geometric and the electronic requirements. As in the case of com- 
pounds 1,2 and 3, there seem to be only few similarities between 3 and 7 as long as only the 



126 7 Rational Design of Inhibitors of H N - I  Reverse Transcriptase 

two-dimensional structures are considered. In a three-dimensional superimposition, howev- 
er, the structures are almost identical (Fig. 5).The same holds for the isopotential map, which 
is included in Fig. 5.The compound was synthesized and tested; the activity is given in Table 7.1. 

Although in this case the activity of the designed compound was poorer than that of the 
original lead, this molecule is in our opinion a nice example of rational drug design, because 
it was derived solely by modeling methods without knowledge of the structure of the biolog- 
ical target. 

We would like to note that besides our modeling approach a large number of compounds 
was synthesized according to classical chemical lead optimization [4], though no major im- 
provement was achieved. Furthermore we would like to mention that our compounds are not 
ideal as they exhibit both inadequate bioavailability and resistance problems. We trust, how- 
ever, that some of these problems may be overcome by future studies. 

7.6 Guidelines and Conclusions 

Based on our experimental findings, the following guidelines should be followed regarding 
these types of studies. 

1. Ensure that the inhibition constants of the test systems refer to a single compound. In the 
case of chiral compounds, separate the enantiomers. Check the activity of both enantiom- 
ers. Determine the absolute configuration of the active enantiomer. 

2. Determine the structures of active and inactive compounds experimentally, preferably by 
X-ray crystallography. 

3. Design compounds that make it possible to distinguish whether your model is correct or 
not. 

4. If you are forced to design compounds by superposition of known structures, do not sim- 
ply use an atom-by-atom match, but compare the properties of the compounds. 

A number of crystal structures of RT complexed with several non-nucleoside inhibitors 
have recently been reported [7]. These structures also contain complexes with 1 and 2. All 

Figure 5. Comparison of the crystal structures of 7 (left) and 3 (right). Top: electrostatic potentials as de- 
scribed in the legend of Figure 1. Bottom: space filling models. 
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published inhibitor structures appear to have an overall shape that is in agreement with the 
model. It seems that the conformation of 1 is very close to the one we have been using. Com- 
pound 2, however, seems to exhibit a different conformation. Obviously, the authors report 
the mirror image of 2 compared to our conformation. In this case this compound would bind 
differently to the active site than predicted by our model, although the overall shape of these 
enantiomeric conformations is very similar and might not be conclusively distinguishable at 
the resolution of the X-ray structure of the complex. Therefore, a final validation of the 
model presented here has to be postponed until complex structures of the above-mentioned 
complexes are available. We have also initiated co-crystallization of compounds 5 and 7 with 
RT with which we hope to obtain the final answer to this question. 
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8 New Computational Approaches 
to Predict Protein-Ligand Interactions 

Hans-Joachim Bohm 

8.1 Introduction 

The previous chapters of this book have clearly demonstrated the enormous value of 3D pro- 
tein structures in ligand design. In this structure-based ligand design [l-91, molecular model- 
ing tools serve to visualize and analyze the structural information and to explore new pos- 
sibilities through model building. 3D structures of protein-ligand complexes can be used to 
identify the essential interactions in these structures and to search for additional binding sites 
which are not used by the previously known ligands. Possible binding sites may be positions 
where hydrogen bonds can be formed with the enzyme, or hydrophobic pockets in the en- 
zyme structure which can be occupied by lipophilic groups. So far, the critical aspect of the se- 
lection of the structure to be evaluated (and then possibly synthesized and tested) was left to 
the creativity of the medicinal chemist. The efficacy of the computer-aided drug design pro- 
cess could be greatly improved by additional tools which propose new molecules as possible 
ligands by an automatic or semi-automatic procedure [lo, 111. A number of computational 
tools have recently been described to select putative ligands and to predict their interactions 
with the protein. In general, these novel tools for drug design can be divided into the follow- 
ing major categories: 

1. Analysis of the protein structure 
2. Ligand docking and 3D database searching 
3. De novo ligand design 
4. Assessment of the ligand binding affinity 

The first step in the search for a new ligand is the analysis of the 3D structure of the pro- 
tein. The surface of the protein can be displayed together with certain properties such as the 
lipophilicity 112,131 or the electrostatic potential [14]. Computational methods have been de- 
scribed to detect clefts or cavities in the protein [15-171. Other approaches are available to 
predict favorable binding sites for probes or small molecules such as a water molecule or a 
carbonyl group [18-201. One of the most frequently used approaches is to calculate interac- 
tion energies with different probes on a grid spanning the binding site. Such grids can be dis- 
played and then subsequently be used as a guide in the design of new ligands. The program 
MCSS developed by Miranker and Karplus [21] combines the analysis of the protein binding 
site with a placement of small functional groups in an energetically favorable orientation. 
MCSS uses a molecular mechanics force field for the placement of small ligands. 

The next step is the selection of a putative ligand. Basically, one can either search 3D data- 
bases of known small molecules or one can attempt a de novo design. The latter approach 

Structure-Based Ligand Design 
edited by Klaus Gubernator, Hans-Joachim Bohrn 

Copyright 0 WILEY-VCH Verlag GmbH.1998 



130 8 New Computational Approaches to Predict Protein-Ligand Interactions 

tries to construct a new molecule completely or in part from scratch. The possible approach- 
es are sketched in Fig. 1. 

The computationally most direct way to find a new ligand is to search a database contain- 
ing 3D structures [ l l ,  22,231. The pioneering program in this field is DOCK developed by 
Kuntz and coworkers (Fig. 1, left) [24]. The basic idea of DOCK is to search a 3D database 
for possible ligands based on shape complementarity between protein and ligand. Recently, 
the ability to account for electronic complementarity was also incorporated by means of a 
molecular mechanics force field [25,26]. A number of successful applications of DOCK have 
been reported [27-291. Further computer programs for 3D docking have been described [30, 
311. CLIX [30] uses the GRID force field [18,19] in the docking of putative 1igands.The pro- 
gram FLOG developed by Miller et al. [31] accounts for ligand flexibility by including up to 
25 conformers of each structure in the database.The program LUDI described in the follow- 
ing section can also be used for 3D database searching [32]. 

A number of computer programs have recently been proposed that attempt to design 
automatically new ligands for a given protein structure [33-561. Several reviews have been 
published [33-351. Most programs try to assemble novel molecules from pieces. These pieces 
are either atoms [35-381 or larger, chemically reasonable fragments [39-41,55,56]. Atom- 
based de novo design programs are LEGEND [36], GROWMOL [37] and MCDNGL [38]. 
Fragment-based programs are GROW [39], NEWLEAD [40], GROUPBUILD [41], HOOK 
[42],TORSION [44] and LUDI [55,56]. Both approaches have advantages and disadvantag- 
es. The use of single atoms as building blocks can generate the largest possible diversity of 
chemical structures. However, a large structural diversity can also be obtained with a frag- 
ment-based approach by using a large variety of different fragments. For example, in LUDI 
about 30000 small rigid molecules were extracted from the fine chemicals directory (FCD) 
and are used as fragments [32]. A potential advantage of the fragment-based approach as 
compared to the atom-based approach concerns the synthetic accessibility of the generated 
structures. The use of fragments offers the advantage that chemical knowledge can be built 
into the fragment connection step. For example, amino acids can be used as building blocks 
to construct peptides [39]. The extension to other simple chemical reactions, e.g., the ether 
formation, is straightforward. In contrast, this control of synthetic accessibility is difficult to 
achieve for atom-by-atom build-up programs. Therefore, the latter approach requires that 
the synthetic accessibility is checked at the very end of the design cycle. This is a much more 
complex task than to check whether the formation of a particular bond is synthetically 
feasible. 

Two major strategies exist for the fragment-based approach to de novo ligand design. The 
first possibility is to place several fragments independently (or take them from a known 
ligand structure) and then to search for suitable templates that connect these fragments into 
one molecule (Fig. 1, right). The advantage of this approach is that the individual fragments 
are placed without any bond constraints and are likely to be at their optimal positions. Fur- 
thermore, this strategy has the desired tendency to generate rigid structures. A possible dis- 
advantage is that it may be difficult to find appropriate templates connecting the fragments 
in a stereochemically and synthetically reasonable way. The dternative is to start with a seed 
fragment in a certain region of the binding site, and then to append additional fragments in a 
step-wise build-up procedure (Fig. 1, center). An advantage of this approach is that chemical 
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Figure 1. Different strategies for lead discovery by ligand docking. A complete ligand can be docked into 
the binding site (left). The de novo design of new ligands can be performed either by positioning a seed 
which is further extended by additional building blocks (center) or by simultaneous placement of sever- 
al fragments that are then connected by suitable liking groups (right, sketch adapted from Verlinde and 
Hol [35]). 
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knowledge can be easily incorporated into the linking step. Therefore, synthetically access- 
ible structures are more likely to be obtained by this approach. However, it tends to generate 
more flexible structures. As pointed out by Rotstein and Murcko [41], the build-up procedure 
can run into difficulties if a large gap between two separated regions of the binding pocket 
has to be bridged without the possibility to form extensive specific interactions with the pro- 
tein in the gap region. 

8.2 The Computer Program LUDI 

8.2.1 Basic Methodology 

LUDI is a fragment-based de novo design program which can be used both for 3D database 
searching and for the automatic construction of novel ligands either through building (step- 
by-step build-up) or through linking (placement of individual fragment and subsequent con- 
nection) [34,55,56]. As other programs for ligand design, LUDI requires basically three piec- 
es of information: 1) the 3D structure of the target protein; 2) 3D structures of putative li- 
gands or fragments for docking or constructing novel molecules; and 3) information about 
possible favorable interactions between the protein and the ligand. 

In addition to the use of 3D protein structures as target structures, LUDI uses information 
derived from experimentally determined crystal structures of small organic molecules as 
stored in the Cambridge Structural Database (CSD) [57].The X-ray structures are used in a 
two-fold way. First, a statistical analysis on preferred nonbonded contacts is used to define 
rules about favorable contact geometries in protein-ligand complexes. Second, the 3D struc- 
tures of the small organic compounds themselves (or rigid substructures of them) are finally 
used as fragments for the docking into the binding site. In addition, the measured binding 
constants Ki of a large set of diverse protein-ligand complexes serve to calibrate the scoring 
function to prioritize the LUDI-hits. Finally, the 3D structure of known ligands can also be 
used to design automatically derivatives of the ligand to improve their binding characteris- 
tics. 

An important conceptual aspect of LUDI is its ability to tolerate small uncertainties in the 
experimentally determined protein geometry. This uncertainty can give rise to unreasonably 
large contributions to the protein-ligand interaction energy if calculated with a molecular 
mechanics force field. In other words, interaction energies obtained from force field calcula- 
tions can only be interpreted if a full geometry optimization including all degrees of freedom 
is carried out. We have decided to refrain from using a molecular-mechanics-based scoring. 
Instead, the error-tolerant empirical scoring function described in section 8.3 has been imple- 
mented in LUDI [58]. 

LUDI constructs novel protein ligands by joining molecular fragments. The program posi- 
tions molecules or new substituents for a given lead into clefts of protein structures (e.g., an 
active site of an enzyme) in such a way that hydrogen bonds can be formed with the protein 
and hydrophobic pockets are filled with lipophilic groups. The positioning of fragments with 
LUDI is completely based on geometric operations and does not involve any force field cal- 
culations.The binding energy between the protein and a putative ligand is estimated after the 
docking procedure using a simple empirical scoring function that takes into account both 
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enthalpic and entropic contributions. LUDI is a fully deterministic program with no use of 
random number generators. A LUDI calculation comprises the following steps: 

Generation of the interaction sites (positions suitable to form favorable interactions with 
the protein). 
Fit of fragments onto the interaction sites; two different modes of operation are possible: 
standard mode: unconstrained positioning in the protein binding site, link-mode: frag- 
ments are attached onto already positioned fragments. 
Scoring of the generated structures. 

In a first step the program calculates ‘interaction sites’, which are discrete positions in 
space suitable to form hydrogen bonds or to fill a hydrophobic pocket. The interaction sites 
are derived from a statistical analysis of nonbonded contacts [56,59] found in the Cambridge 
Structural Database (CSD) [57,60,61]. For every functional group of the protein, there ex- 
ists not only a single position but a region in space suitable to form favorable interactions 
with the protein. In LUDI this full distribution of possible contact patterns is taken into ac- 
count by using an ensemble of interaction sites distributed over the whole region of possible 
contact patterns. Fig. 2 visualizes the concept of interaction sites. The approach is purely geo- 
metrical and avoids costly calculations of potential functions. LUDI distinguishes between 
four different types of interaction sites: H-donor, H-acceptor, lipophilic-aliphatic and lipo- 
philic-aromatic. In LUDI the H-donor and H-acceptor interaction sites are described by vec- 
tors (atom pairs) to account for the strong directionality of hydrogen bonds.The rules are de- 
scribed in detail elsewhere [56]. 

The second step is the fit of molecular fragments onto the interaction sites.The list of gen- 
erated interaction sites is searched for suitable pairs, triplets, quadruples or pentuples to 
match the molecular fragments. The fit of the fragments is done by a root-mean-square 
(RMS) superposition onto the interaction sites. In the standard-mode, fragments are fitted 
independently from each other into the protein binding site. The fragments are taken from a 
library. We have generated several fragment libraries which are summarized in Table 1. The 
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Figure 2. The concept of inter- 
action sites in LUDI. The full 
range of possible hydrogen 
bond geometries as evidenced 
by a statistical analysis of non- 
bonded contact geometries in 
crystal packings of organic 
molecules (shown on the left 
side) is described by a set of 
interaction sites (shown as 
vectors on the right side). 
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Table 1. Fragment libraries for LUDI. 

Type of fragments No. of Source of 3D coordinates 
entries 

Small organic molecules 1100 Computer graphics + 
(‘Standard library’) force field calculation 
Small rigid molecules from the FCD 30 000 CONCORD 
((40 atoms, 1 2  rotatable bonds) 
Small rigid molecules from the ACD 54 000 CORINA 
((40 atoms, 1 2  rotatable bonds) 
Rigid substructures from the ACD 25 000 CORINA 
Small organic molecules from the CSD 28 000 X-ray 
Rigid substructures from the CSD 10 000 X-ray 
Natural amino acids 
Non-natural amino acids 50 Computer graphics + force field calculation 

20 X-ray (- 100 conformers per amino acid) 

‘standard’-library currently contains 1,100 diverse small molecules and was generated by us 
manually using computer graphics. The flexibility of some of the fragments in this library is 
accounted for by storing multiple conformers. LUDI can also be used to search larger frag- 
ment libraries. For example, we use structures from the ‘Available Chemicals Directory’ 
(ACD) and the Cambridge Structural Database (CSD) as fragments for LUDI [32]. In addi- 
tion, we use rigid substructures from both databases as fragments. For large databases, stor- 
age of multiple conformers requires a significant amount of disk space. Therefore, in the cur- 
rent version, LUDI can treat fragment flexibility by generating several conformers ‘on the 
fly’. The program automatically detects rotatable bonds, puts them into one of several cate- 
gories (e.g., X-CH2CH2-X with allowed dihedrals 180”, 60°, -60”) and then generates sever- 
al conformers. 

LUDI can also be run in the ‘link-mode’. In this mode, LUDI connects some or all of the 
fitted fragments by bridge fragments to form a single molecule. Alternatively, LUDI can ap- 
pend new fragments onto an already positioned fragment or lead compound. Several librar- 
ies are available for fragment linking. A comparatively small library of 1200 fragments was 
generated similarly to the ‘standard’-library. In addition, libraries consisting of natural and 
non-natural amino acids have been prepared for the design of peptides. Furthermore, a frag- 
ment library generated by extracting rigid substructures from the ACD and the CSD can be 
used for linking. The concept of LUDI is summarized in Fig. 3. 

When using LUDI, a possible strategy for de novo design is to carry out first a simple 3D 
search (running LUDI in standard-mode) using a 3D database and select a small number of 
diverse top scoring hits for biological testing. If experimentally satisfactory binding is ob- 
served for some of these structures then they are subsequently submitted to a further LUDI 
calculation in the link mode searching for substituents. Alternatively, if the 3D structure of 
protein complexed with a suitable lead is known, one can use this information to run LUDI 
in the link mode to search for derivatives. 

The final step is the scoring of the generated protein-ligand complex. In LUDI, the prob- 
lem of prioritization of the hits is approached by a two-step procedure. First, in a selection 
step, a number of criteria are applied in order to remove all structures with problems. Our 
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Figure 3. Basic steps of a calculation with LUDI. 
First, the interaction sites are generated (donor 
and acceptor interaction sites are depicted as 
bars, lipophilic interaction sites are depicted as 
circles). The next step is the fit of fragments 
onto the interaction sites. Finally, LUDI ap- 
pends further fragments onto an already posi- 
tioned fragment or lead compound 

current strategy in selecting structures as possible ligands is to use a large number of differ- 
ent criteria and to allow for significant tolerances for each parameter. Currently, the follow- 
ing criteria are used: 

Only those fragments with a RMS deviation of the fit of the fragment onto the interac- 
tion sites below a certain threshold (typically 0.4-0.7 8,) are accepted. 
A further requirement for a successfully positioned fragment is that it does not overlap 
with the protein. However, small overlaps of up to 0.5 8, are tolerated, in order to ac- 
count for induced fit effects. 
LUDI also checks for electrostatic repulsion between protein and ligand: if a polar ligand 
atom is closer to a protein atom of same polarity than a threshold distance (typically 
3.5 8, for O..O contacts), then this particular positioning of the fragment is rejected. In 
the electrostatic repulsion check, only those protein atoms are taken into account that do 
not hydrogen bond with the ligand. 
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(4) The ligand should show good steric complementarity with the binding site. This implies 
that a large percentage of the ligand surface gets into contact with the protein surface 
upon binding. The percentage of the ligand surface that is buried when docked into the 
binding site is calculated and can also be used as a selection criterion. 

(5) Good steric complementarity also implies that there are no cavities along the protein-li- 
gand interface. LUDI can detect and measure cavities along the protein-ligand interface. 
It is possible to specify a upper limit for the cavity volume in the selection step. 

In the prioritization step, all remaining structures that have not been rejected in the selec- 
tion step are scored using the function described in section 8.3. It is possible to specify a lower 
limit for the score. LUDI will then accept only those structures with a score better than the 
user-defined threshold value. In addition, LUDI also tries to estimate the possible maximum 
score for each fragment (assuming a fully buried surface and the formation of hydrogen 
bonds with all polar groups of the fragment).The ratio actual score/possible maximum score 
can also be used as a selection criterion. 

8.2.2 Applications of LUDI 

In a validation study, we successfully applied LUDI to the design of inhibitors of dihydrofo- 
late reductase and HIV-protease [56]. Pisabarro et al. [62] used a combination of GRID and 
LUDI to successfully design novel inhibitors of human synovial fluid phospholipase A2 with 
enhanced activity. A calculation with GRID pointed to a lipophilic binding pocket not occu- 
pied by the lead compound. LUDI was then used to search for suitable substituents to fill this 
pocket. One suggestion from LUDI was synthesized and found to yield a ten-fold improve- 
ment in binding affinity. 

In another application, a subset of - 30000 small molecules (with less than 40 atoms and 
0-2 rotatable bonds) from the fine chemicals directory (FCD [63]) has been used in the 
search for possible novel ligands for four different proteins. The 3D structures were generat- 
ed using the program CONCORD [64] (More recently, we also employed the program CO- 
RINA [65] for the 3D structure generation). For example, LUDI was applied to the search 
for ligands for the specificity pocket of the enzyme trypsin. The coordinates of the enzyme 
complexed with the inhibitor benzamidine [66] were used. The calculation using the 30000 
compound library takes 118 minutes on a Silicon Graphics Indigo R4000 workstation and re- 
trieves 153 compounds as potential ligands for trypsin. LUDI calculates the highest score for 
p-methyl-benzamidine (1). The second highest score is found for benzamidine. Benzamidine 
binds trypsin with Ki = 18 pM [67]. p-Methyl-benzamidine was indeed found experimentally 
to bind trypsin with a slightly higher binding affinity than benzamidine [68]. A second exam- 
ple is the search for ligands of streptavidin. For this protein, the top scoring ligand retrieved 
by LUDI is 4-methyl-2-imidazolidinone (2). This was also found experimentally to bind 
streptavidin and avidin in the micromolar range [69]. The unsubstituted 2-imidazolidinone is 
also retrieved by LUDI. It is ranked as hit #9 still exibiting a very high score corresponding 
to Ki (predicted) < 10 FM in agreement with available experimental data [69]. 

Recently, Babine et al. used LUDI to design novel ligands for the FKBP-12 [70]. Starting 
from the known 3D structure of the protein, compound 3 was designed in a step-wise fash- 
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1 2 3 Scheme 1 

ion. The compound 3 was synthesized and found to be a strongly binding ligand of FKBP-12 
(Ki = 12 FM). 

One of the strengths of LUDI is its ability to find small polar ligands for tight polar bind- 
ing sites as present for example in trypsin. Our current experience indicates that for such pro- 
teins the program can retrieve interesting small molecules forming multiple hydrogen bonds 
with the protein. LUDI is now widely used in pharmaceutical industry [71]. 

8.3 Computational Methods 
to Predict Ligand Binding Affinities 

Several computer programs are now available to create novel ligand structures that are com- 
plementary to a given binding site. These algorithms have the potential to create thousands 
of putative ligand structures overnight. The big problem is then to select some structures for 
synthesis. Therefore, the most important current challenge both in de novo design and 3D 
database searching is the development of new methods to prioritize the large number of 
diverse putative protein ligands resulting from such calculations. There is an urgent need for 
a fast and reliable ranking of the candidate structures. 

The free binding enthalpy AG of a protein-ligand complex has an enthalpic and an entrop- 
ic component (AG = AH-TAS). The available experimental data [72-771 all show that both 
AH and AS contribute significantly to ligand binding. Moreover, in general there is no corre- 
lation between the binding enthalpy AH and the free binding enthalpy, AG. 

This has important consequences for the theoretical description of protein-ligand interac- 
tions. A popular approach to investigate the energetics of protein-ligand interactions is to 
perform a molecular mechanics force field optimization and then to analyze the interaction 
energies of the optimized structure. Several groups have tried to correlate experimentally de- 
termined binding affinities with protein-ligand interaction energies obtained from a force 
field calculation. For one set of HIV-protease inhibitors [78] and for an ensemble of throm- 
bin inhibitors [79], a good correlation was observed. However, this approach is unlikely to be 
generally applicable for several reasons. First, a pure force field approach does not account 
for desolvation effects and entropic effects. However, available experimental data clearly 
show, that AS is important and cannot be ignored. Large contributions to the calculated inter- 
action energy arise from hydrogen bonds and ionic interactions. On the other hand, lipophil- 
ic contacts contribute little to the interaction energy as calculated by a force field. This ap- 



138 8 New Computational Approaches to Predict Protein-Ligand Interactions 

proach is therefore in trouble, if the protein-ligand interaction is dominated by lipophilic 
interactions. 

In principle, relative free enthalpies of binding can be obtained computationally, e.g., from 
free energy perturbation (FEP) or thermodynamic integration (TI) methods [80]. Some im- 
pressive results have been obtained using these techniques [81-86]. The FEP and TI calcula- 
tions have provided valuable insights into the physical nature of specific protein-ligand inter- 
actions. For example, the relative binding affinity in a series of thermolysin inhibitors [85,86] 
and HIV-protease inhibitors [82] were predicted correctly. The advantage of these methods 
is the rigorous treatment of basically all effects in protein-ligand interactions including sol- 
vent effects and conformational changes. In practice however, the methods suffers from con- 
vergence problems and therefore require very long simulation times. At best, they can be 
used for 10-100 ligand structures. In addition, at present the approaches are only capable to 
predict differences in binding affinities between closely related ligands. Therefore, it appears 
quite difficult to predict accurately the binding energies of protein-ligand complexes, even if 
the 3D structure of the complex is known. The rigorous modeling of such interactions is still 
a considerable challenge [87]. In view of the current limitations with the FEP and the TI ap- 
proach, a number of alternative approaches have been evaluated to predict binding affinities. 
Recently, Warshel et al. [88] have shown that the semimacroscopic version of the Protein Di- 
poles Langevin Dipoles method (PDLDIS) can provide a good estimate for AG in a reason- 
able amount of computer time on current workstations. 

In view of the importance of interactions with the solvent, a substantial amount of work 
has been invested into the development of methods calculating solvation energies, in partic- 
ular free energies of solvation [89]. Empirical [90, 911 and quantum mechanical methods 
[92,93] have been used to calculate solvation energies of small organic molecules. 

A possible approach to assess the binding affinity of a large ensemble of ligands is to use a 
two-step procedure. First, a fast and simple empirical scoring function is used to prioritize the 
hits. Then, the top scoring structures are analyzed more rigorously using more accurate but 
computationally demanding approaches. Several simple scoring functions have been pro- 
posed [38,94-971. One simple scoring function will described below. 

8.3.1 A New Scoring Function for Protein-Ligand Complexes 

We have tested a simple empirical scoring function in the prediction of binding affinities for 
a protein-ligand complex of known 3D structure [38]. The purpose of the scoring function is 
to prioritize the hits obtained from computer program for de novo design or 3D database 
searching. The non-bonded protein-ligand interactions are assumed to be additive. The func- 
tion takes into account hydrogen bonds, ionic interactions, the lipophilic protein-ligand con- 
tact surface and the number of rotatable bonds in the 1igand.The following analytical form is 
used: 
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where f (AR, Aa) is a penalty function which accounts for large deviations of the hydrogen 
bond geometry from ideality [38]. It tolerates small deviations of up to 0.2 8, and 30" from 
the ideal geometry that are often due to positional uncertainties in the X-ray structures. 

AGO is a contribution to the binding energy that does not directly depend on any specific 
interactions with the protein but is associated with the overall loss of translational and rota- 
tional entropy of the ligand. AGhb describes the contribution from an ideal hydrogen bond. 
AG,,,,, represents the contribution from an unperturbed ionic interaction. AGl,po represents 
the contribution from lipophilic interactions, assumed proportional to the lipophilic contact 
surface AllPo between the protein and the 1igand.The final parameter AG,,, describes the loss 
of binding energy due to the immobilization of internal degrees of freedom in the ligand. 
NROT is the number of rotatable bonds. 

The data set used for the calibration of the function consisted of 45 protein-ligand 
complexes. For this set, the energy function reproduced the binding constants (ranging 
from 2.5 x l o p 2  M to 4 x M, corresponding to binding energies between -9 and 
-76 kJ mol-') with a standard deviation of 7.9 kJ mol-' corresponding to 1.4 orders of 
magnitude in binding affinity. The individual contributions to protein-ligand binding ob- 
tained from the scoring function are: for an unperturbed uncharged hydrogen bond (AGhb): 
-4.7 kJ mol-', an ideal ionic interaction (AGlomc): -8.3 kJ mol-', lipophilic contact 
(AGLlpo): -0.17 kJ mol-' A*, one rotatable bond in the ligand (AGrOt): +1.4 kJ mol-'. The 
constant contribution (AGO) obtained from the calibration is +5.4 kJ mol-' (adverse to 
binding). The present approach is fast. For a given protein it allows the scoring of 10 small 
ligands per second on a current single-processor UNIX workstation. 

We are currently investigating an improved scoring function. This function contains three 
additional new terms. The first new term (AG,,,) accounts for specific interactions between 
aromatic rings. The replacement of water molecules that form hydrogen bonds with the pro- 
tein (AGH-bonded ,,,,,) and the replacement of those water molecules that do not form a hy- 
drogen bond (AG,,, H.bonded ,,,,,) are considered as different contributions. In addition, the 
terms AGhb and AG,,,,, are now modulated by a new factor to discriminate between buried 
interactions and solvent accessible interactions. The new function is currently based on 80 
protein-ligand complexes. The new scoring function is applicable to a broader range of pro- 
tein-ligand complexes. 

8.4 Current Challenges in Computational 
de novo Ligand Design 

All current methods for de novo ligand design, including LUDI, face a number of limitations. 
Most importantly, the programs consider only interactions with the target protein. Transport 
properties, metabolic stability, or toxicity are not taken into account. It should also be noted 
that the current programs do not yet address the problem of the synthetic accessibility of the 
suggested structures. Further, it is clear that current methods for the prediction of the bind- 
ing affinity need to be improved. 

Another important limitation is that the protein is at present treated as rigid. A number of 
pairs of 3D protein structures with and without bound ligand have been determined and give 
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some indication as to which conformational changes of the protein can happen during the 
binding of a ligand. Some proteins such as trypsin [65] or thrombin [98] have fairly rigid bind- 
ing sites and do not exhibit large conformational changes upon ligand binding. Sometimes, a 
part of the protein (e.g., a loop) moves as a consequence of the ligand binding [99-1011. How- 
ever, it has been shown that this movement is very similar for different ligands. Therefore, 
even for flexible proteins the 3D structure of a protein-ligand complex is a good starting 
point for de novo design programs. 

8.5 Summary 

The present review summarizes the current status in the development of new computer pro- 
grams for the de novo design of protein ligands. As an example, LUDI has been described in 
some detail. This program is fast with typical execution times ranging from 20-300 seconds 
(using the standard library with 1100 fragments) and can therefore be used interactively. It 
should also be noted that LUDI is not limited to the design of protein ligands. It accepts any 
organic molecule as target structure and should therefore be of interest also to the design of 
host-guest complexes. The current experience indicates that LUDI is a useful addition to the 
toolbox of the medicinal chemist. Current efforts focus on improving the ability to predict ac- 
curately the binding energies of putative ligands, to construct only structures that are synthet- 
ically feasible, and to cope with the flexibility of both the ligand and the protein. 
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9 The Future of Structure-Based Design: 
A Worthy Precept? 

H. J. Bohm and K.  Gubernator 

9.1 Introduction 

The present volume on structure-based ligand design could only highlight some of the many 
facets of this fascinating area of life science research. Nevertheless, the examples presented 
clearly demonstrate that the knowledge of the 3D structure of the target protein or close ho- 
mologs can be successfully exploited to contribute to the discovery of new drugs with super- 
ior properties. The work described by Lunney and Humblet on renin and HIV protease in- 
hibitors (Chapter 3), Borkakoti on zinc metalloproteases (Chapter 4), Gubernator et al. on 
beta-lactamase inhibitors (Chapter 5) and Taylor on sialidase-inhibitors (Chapter 6 )  has led 
to several interesting development candidates. Some of these are now under clinical investi- 
gation. Structure-based design clearly played a major role in the discovery of the carbonic an- 
hydrase inhibitor, dorzolamide (Chapter 2). This drug has already become the most widely 
prescribed antiglaucoma product in the US within its first year on the market. 

So far, structure-based ligand design has probably had its most significant impact on the 
development of HIV-protease inhibitors. The 3D structures of non-viral aspartic proteases 
had already paved the way towards the design of initial inhibitors which were further tailored 
for the viral enzyme using the information from the 3D structures of HIV-protease complex- 
es. The 3D structures of the HIV-protease-inhibitor complexes have been determined for all 
compounds on the market (Fig. 1) or in advanced clinical trials. All techniques of structure- 
based design have been successfully employed in the design of novel inhibitors - and the 
story continues. Currently, second-generation compounds are designed which will hopefully 
prove useful to combat resistant strains of the virus. Again, structure-based design plays a 
vital role [l, 2].The design of thrombin inhibitors is another area where the knowledge of the 
3D structure has been successfully used in the design of selective high-affinity inhibitors 
[3-51. Many more examples could be cited [6-131. 

In our experience, structure-based design is most valuable if it is used in the very early 
stages of a project. The knowledge of the 3D structure from the beginning of a drug discov- 
ery effort can lead to completely new leads via computational tools such as docking and de 
novo design. It also allows to understand the binding mode of ligands discovered by screen- 
ing and can thus guide the further lead optimization. 

9.2 Development in the Design Process 

Structure-based ligand design is a rapidly developing field. Significant methodological ad- 
vances both in experimental structure determination and in computational ligand design 

Structure-Based Ligand Design 
edited by Klaus Gubernator, Hans-Joachim Bohrn 

Copyright 0 WILEY-VCH Verlag GmbH.1998 



144 9 The Future of Structure-Based Design: A Worthy Precept? 

Saquinavir 

lndinavir 

Rtonavir 

Figure 1. Structures of marketed HIV-protease inhibitors. 

techniques can be expected in the next 5 years. For example, it was shown recently for the se- 
rine protease elastase that preferred binding sites of small organic molecules such as aceton- 
itrile can be determined experimentally [14,15]. If this technique can be further refined so 
that it can be applied on a regular basis to a broad range of proteins, it will have an enormous 
impact on the drug discovery process. In our opinion, the most important challenge in the fur- 
ther development of computational tools for ligand design is the improvement of existing 
methods for the prediction of binding affinities. If this can be combined with procedures that 
take into account the synthetic accessibility of the designed compound, then a true break- 
through will be achieved. At present, several groups are actively involved in the development 
of such second-generation tools for structure-based design. We believe, that this goal can be 
best achieved with an interdisciplinary effort, involving structural biologists, synthetic and 
computational chemists. Not surprisingly, a significant part of this basic research is presently 
done within the pharmaceutical industry. 

The pharmaceutical industry is working in a rapidly changing environment. The question 
then arises: What role will structure-based design play in the future? First, structure-based li- 
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gand design will continue to benefit from the progress in structural molecular biology. As 
more and more groups start to work on the structure determination of biopolymers, an even 
larger number of solved 3D structures will be added to the data pool, allowing the number of 
projects where structure-based ligand design can be applied to further increase. We expect 
that this will also hold for therapeutic areas such as the CNS where the use of structure-based 
ligand design is not so widespread at present due to lack of structural data on molecular tar- 
gets. Even if the structure determination of membrane-bound receptors may prove difficult 
in the near future, in some cases focussing just on the ligand-binding domain may prove to be 
fruitful. Second, there is the continuing challenge of understanding the mechanism of action 
of existing and future drug on a molecular basis. How does a compound bind to the target 
protein? What is the origin of its selectivity? These questions can only be answered unambi- 
gously if 3D structural information is available. 

Nevertheless, there is also a growing pressure on pharmaceutical industry to improve the 
efficiency and to reduce expenses. For example, the pharmaceutical company GlaxoWell- 
come has announced that their goal for the year 2000 is to bring three significant new drugs 
to the market per year. (Before the merger of Glaxo and Wellcome, the combined rate of 
both companies was roughly one new major drug per year.) Other major pharmaceutical 
companies have similar goals. This goal can only be achieved if the process of drug discovery 
is expedited dramatically. Structure-based design will only continue to play a key role in in- 
dustrial pharmaceutical research if it can contribute to this acceleration. We are confident 
that this will be indeed the case for a number of reasons. 

9.3 Screening Systems 

One of the recent developments in drug discovery is high throughput screening. Large phar- 
maceutical companies have compound collections consisting of 10000&1000 000 com- 
pounds. These substances are tested in biological assays and any compounds showing inter- 
esting activity are then investigated further. Significant efforts are underway at all major 
pharmaceutical companies to increase the size of their compound collections through sub- 
stance aquisition and by in-house syntheses. Indeed, high throughput screening has proven to 
be particularly useful in the discovery of new antagonists for G-protein-coupled receptors. 
However, success rates appear to be much smaller for other classes of therapeutic targets 
such as for example serine proteases.Therefore, even with very large substance collections at 
hand, pharmaceutical companies sometimes face the problem that no useful hits emerge 
from the screening. In this case structure-based design remains the viable alternative for lead 
discovery. The current volume examplifies several cases where structure-based design was 
the key to the success of the drug discovery project. 

Second, if we consider computational docking as a suitable option to complement experi- 
mental screening, the major advantage is the very large number of potential ligands that can 
be evaluated. For example, if we consider a simple chemical reaction such a the four-compo- 
nent Ugi-reaction [16], a reaction of an isonitrile R1-NC, an aldehyde, R,-CHO, an amine 
R3-NH2 and a carboxylic acid %-COOH, the use of 100 isonitriles, 1000 aldehydes, lo00 
amines and 1000 carboxylic acids allows for the formation of lo1' Ugi-Products - at least in 
theory. 



146 9 The Future of Structure-Eased Design: A Worthy Precept? 

This number is far beyond the testing capabilities of any existing biological assay. Howev- 
er, by using advanced computational techniques such as combinatorial docking, the handling 
of this large dataset appears feasible. In this approach, the building blocks are positioned in 
the binding site individually and linked according to the desired chemical reaction. At 
present, computational docking cannot replace experimental testing because the current 
methods for affinity prediction are not accurate enough. Nevertheless, by taking into account 
the uncertainties of the computational approach, sets of compounds can be generated which 
have a high probability to bind to the target protein. In this way computational techniques 
can be used to direct the synthesis of biased libraries which are specifically designed to bind 
to selected targets. 

In our opinion, one of the major benefits of computational structure-based design tech- 
niques such as docking and de novo design is their potential ability to discover ligands with 
low molecular weights. The knowledge of the 3D protein structure is optimally exploited if a 
designed molecule having perfect steric and electronic complementarity with the target 
binds to the protein in a low-energy conformation. The prudent use of all features of a pro- 
tein binding pocket can lead to molecules of low molecular weight with high affinity. A mole- 
cule with a molecular weight below 300 Da and a Ki-value below 10 pM is much more amen- 
able to optimization than a ‘baroque’ natural product with a high molecular weight, several 
stereo centers and nanomolar binding affinity. We expect that in the future the most signifi- 
cant impact of structure-based design will come from the design of such simple ‘Bauhaus- 
Style’ ligands. 

9.4 Future Prospects 

So far, most of the structure-based design has focused on the design of protease inhibitors, 
because structural information was predominantly available for this class of proteins. In the 
future, as more and more 3D structures of therapeutically relevant targets become available 
and their mechanim is understood, the range of applicability will broaden. For example, the 
recently published structure of the extracellular fragment of a T-cell receptor bound to a class 
I MHC-peptide complex [17] opens up a new route to the design of drugs that interact with 
this system. Furthermore, the stunning recent progress in the field of genomics is creating an 
enormous wealth of sequence data which will change the way that new targets are selected in 
the pharmaceutical industry. More and more information becomes available in several fields, 
for example on signal transduction. It is obvious, that kinases and phosphatases play an es- 
sential role in signal transduction, and one future challenge of structure-based ligand design 
will undoubtedly be to apply the arsenal of available tools to the design of selective kinase 
and phosphatase inhibitors, as well as to other emerging classes of therapeutically interesting 
targets. 
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In summary, structure-based ligand design will continue to play a central role in the drug 
discovery process. With significant methodological advances in sight, one can expect that the 
influence will be even more far reaching in the future. 
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