Qe Successful

i { Strategies in
" 4 Supply Chain
Management

Chi Kin Chan & H.W.J. Lee




Successful
Strategies in
Supply Chain
Management

Chi Kin Chan
The Hong Kong Polytechnic University, Hong Kong

HW.J.Lee
The Hong Kong Polytechnic University, Hong Kong

IDEA GROUP PUBLISHING
Hershey ¢ London ¢ Melbourne « Singapore



Acquisitions Editor: Mehdi Khosrow-Pour

Senior Managing Editor: Jan Travers

Managing Editor: Amanda Appicello
Development Editor: Michele Rossi

Copy Editor: Bernie Kieklak

Typesetter: Jennifer Wetzel

Cover Design: Lisa Tosheff

Printed at: Integrated Book Technology

Published in the United States of America by
Idea Group Publishing (an imprint of Idea Group Inc.)
701 E. Chocolate Avenue, Suite 200
Hershey PA 17033
Tel: 717-533-8845
Fax: 717-533-8661
E-mail: cust@idea-group.com
Web site: http://www.idea-group.com

and in the United Kingdom by
Idea Group Publishing (an imprint of Idea Group Inc.)
3 Henrietta Street
Covent Garden
London WC2E 8LU
Tel: 44 20 7240 0856
Fax: 44207379 3313
Web site: http://www.eurospan.co.uk

Copyright © 2005 by Idea Group Inc. All rights reserved. No part of this book may be repro-
duced in any form or by any means, electronic or mechanical, including photocopying, without
written permission from the publisher.

Library of Congress Cataloging-in-Publication Data

Successful strategies in supply chain management / Chi Kin Chan and H.W.J. Lee,
editors.
p. cm.

Includes bibliographical references and index.

ISBN 1-59140-303-0 (h/c) -- ISBN 1-59140-304-9 (s/c) -- ISBN 1-59140-305-7 (ebook)
1. Business logistics. 1. Chan, Chi-Kin, 1959- 1. Lee, H. W. J. (Heung Win J.)

HD38.5.583 2005

658.7'2--dc22

2004021988

British Cataloguing in Publication Data
A Cataloguing in Publication record for this book is available from the British Library.

All work contributed to this book is new, previously-unpublished material. The views expressed in
this book are those of the authors, but not necessarily of the publisher.



In Memoriam

Brian G. Kingsman 1939-2003

Professor Brian G. Kingsman passed away in Lancaster on August 30, 2003. He was
an excellent supervisor who guided his students, from various countries, with count-
less innovative ideas. He made an enormous contribution in research with remark-
able breakthroughs. He was a pioneer in production planning for make-to-order
manufacturing industries. Professor Kingsman was a British scholar with a great
sense of humour and kindness. He always displayed his gifted ability as a problem
solver all throughout his productive and influential career. His untimely death at the
age of 64 brought great shock to all of his students, colleagues and acquaintances.
We will miss Professor Kingsman for his enthusiasm, spirit of collegiality, and friend-
ship which motivated all those who had the pleasure of working with and learning
from him.

Chapter I of this book was co-authored by Professor Brian G. Kingsman and he played
a very important role in originating the idea and writing that chapter. At the early
stage of preparing this book, he also promised to contribute another chapter on his
own. Very sadly, this “another chapter” will never arrive.

Chi Kin Chan
H.W.J. Lee
May 2004
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Foreword

Supply Chain Management (SCM) is one of the fastest growing research ar-
eas and of interest to both academics and professionals. In recent years, due
to the demand driven by globalization and the introduction of electronic com-
merce, supply chain management has become more interdisciplinary as well
as more polarized. On one hand, numerical/quantitative techniques developed
in other research areas have been adopted to solve SCM problems and, on
the other hand, many qualitative arguments have been surfaced to discuss the
modeling of the problems. Readers will find that the book covers many re-
cently identified interdisciplinary research areas of SCM and presents many
prevailing qualitative discussions of SCM modeling. We very much hope that
in this way the book will be of interest to a much wider readership. Inevitably,
some of the chapters are more mathematically involved.

During the preparation of the manuscript, many colleagues have discussed
with us different topics for presentation in the book. We were not able to
include them all, but would like to express our special gratitude to them. All
chapters were refereed. We would like to extend our thanks to the authors
and the reviewers for their excellent contributions. Finally, we would like to
thank the Idea Group Publishing staff for their patience and their support for
this work.

Chi Kin Chan
H.W.J. Lee
May 2004
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Preface

In modern organisational/corporate management, the area of Supply Chain
Management (SCM) has been considered as a competitive strategy for inte-
grating suppliers and customers with the objective of improving responsive-
ness and flexibility of manufacturing/service organisations. The optimal design
of a supply chain is therefore a crucial issue of SCM researchers and practi-
tioners. An effective supply chain policy can reduce average holding inven-
tory level as well as expected cost. Significant advances have recently been
made in the theory and in applications under the drive of the inevitable prevail-
ing trend of globalisation and today’s competitive knowledge-based economy.
Undoubtedly, the introduction of e-commerce/e-business has sped up this
process simply because the flow of information is far too fast and geographi-
cal boundaries with respect to the information flow become less and less im-
portant. On the other hand, it is still essential to focus on the SCM as an
integrated system with physical flow of materials, manufacturing planning and
control, and physical distribution. The development of models and approaches
for SCM has become a challenging topic toward the optimisation of supply
chain priorities. There are numerous articles and reports published in the ar-
eas of SCM.

The objective of this book is to promote, exchange, and disseminate informa-
tion and research results on optimisation models and approaches of SCM.
This book will address problems of SCM from modeling, conceptual and
practical perspectives such that researchers and practitioners in SCM can
keep up with the development of this field and have a better understanding
and collaboration among them. Review articles, conceptual and analytical and
empirical analysis on SCM are also included.

Effective coordination plays an important role in the successful operation of
modern manufacturing and inventory systems. If no such coordination exists,



viii

then the vendor and the buyer will act independently to make decisions that
maximise their respective profits or minimise their costs. This may not be op-
timal if one considers the supply chain as a whole. How best to achieve
effective coordination between the suppliers and the buyers is both a current
managerial concern and an important research issue. Chapter | considers
coordination in a single-vendor multi-buyer supply chain by synchronising or-
dering and production cycles. The synchronisation is achieved by scheduling
the actual ordering days of the buyers and coordinating it with the vendor’s
production cycle while allowing the buyers to choose their own lot sizes and
order cycle.

A supply chain or network may be considered to be a set of linked processes
connecting downstream customers to upstream suppliers, factories, distribu-
tion centers and retailers.

It was reported in recent work that productive efficiencies between stages in
a serial linkage of processes were modeled so that linear programming could
be used to determine optimal throughput. Chapter Il proposes how these
theoretical results might be extended and applied to supply chain manage-
ment, especially to the monitoring of chains and supply networks for effi-
ciency, capacity and continuous improvement. Moreover, discussions on pos-
sible applications of this study to the upcoming and important area of e-busi-
ness are provided.

Significant advances have been made in the computational studies of optimi-
sation and optimal controls. A number of efficient computational techniques
are now available for solving various classes of optimisation and optimal con-
trol problems numerically. Despite the development of advanced information
technology and significant advances in the computational studies of optimisation
and optimal controls, there are still many issues which need to be addressed
with a view to enhance the application of SCM in real life environments and
further theoretical development. In Chapter 111, a single echelon supply chain
problem is posed as an optimal control problem of a system with time delays,
and thus solved by adopting techniques from the theory of computational op-
timal controls. An illustrative numerical example is also provided to demon-
strate the effectiveness of the novel technique.

Itis inevitable for SCM to be affected by the life cycle of products. In Chap-
ter 1V, a systematic and in-depth discussion of three main interrelated life
cycles affecting the dynamics of supply chain associated with products is pre-
sented, namely, innovation, the market, and the location. References to real-
world products are also given in the chapter for readers to relate the theory.



Literature on supply chain management has acknowledged the effects of fore-
casting techniques, lot sizing rules, centralising information systems, vendor
managed inventory, and various biases and noises on order variability or
bullwhip effect. In Chapter V, the order variability from a buyer is shown to be
affected by the payment terms offered by the supplier. A new mathematical
model is proposed and numerical simulation results are presented to demon-
strate the substantial effects of payment terms.

In Chapter VI, lengthy discussions on globalisation on SCM and the resulting
ideas of two different schools of thoughts, namely, standardisation and adap-
tation of products, are presented. This chapter has laid the theoretical ground-
work for a strategy that captures the advantages of both schools, and has
given the suggestion of a delayed adaptation strategies that may profitably
address the efficiencies required by competition and the product features de-
manded by increasingly discerning customers.

In Chapter V11, a detailed comparison between Genetic Algorithm (GA) and
other meta-heuristics are given for solving SCM problems which are poten-
tially very complex and very size-formidable, with thousands of variables. The
weakness of GA is also addressed in the chapter. Readers having a back-
ground of computational optimisation would find this chapter interesting.

One of the most interesting aspects of supply chains is their intrinsic dynamic
behaviour. Dynamic interactions can cause unexpected and undesirable re-
sults. There are both external and internal reasons for this. In Chapter VIII,
some of the principal dynamics features of supply chains are reviewed. A
study of the relationship between the competitiveness of the supply chain and
its intrinsic dynamics is provided, for both positive and negative aspects.

In order to achieve a successful implementation of electronic commerce (EC),
it is necessary to review and restructure the logistics activities of the enter-
prise. In Chapter 1X, such a review, defined as re-engineering, is provided.
Four stages of EC — and the links between — are presented: Brochureware,
e-commerce, e-Business, and e-Enterprise. A self-diagnosis tool is also pro-
vided, which is the first detailed checklist for a systematic analysis of a
company’s processes. It is the first step in the re-engineering of logistics ac-
tivities for EC since it allows a company to evaluate its situation within the EC
framework.

It is well known that traditional inventory models that assume the inventory
can all be used to fulfill the future demands are no longer applicable for per-
ishable products. Many authors have contributed to the area in the literature.
In Chapter X, a detailed literature review is presented for these works on the



X

interaction and coordination in supply chains with perishable products. Pro-
fessionals and researchers may find this chapter useful.

The topics are discussed with sufficient detail to enable the readers to follow
the procedure and calculations quite easily. The book is directed toward gradu-
ate students interested in the conceptual, analytical and empirical analysis on
SCM. To avoid the necessity of frequent and disruptive cross-referencing, the
chapters are designed to be as independent of each other as possible, and are
self-contained. The mathematical requirements for most of the chapters are at
the first-year graduate level.
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Chapterl

A Co-Ordinated
Single-Vendor
Multi-Buyer
Supply Chain Model:

Synchronisation of
Ordering and Production Cycles

Chi Kin Chan, The Hong Kong Polytechnic University, Hong Kong

Brian G. Kingsman, Lancaster University, UK

Abstract

This chapter considers the co-ordination in a single-vendor multi-buyer
supply chain by synchronising ordering and production cycles. The
synchronisation is achieved by scheduling the actual ordering days of the
buyers and co-ordinating it with the vendor’s production cycle whilst
allowing the buyers to choose their own lot sizes and order cycle. A
mathematical model for our proposed co-ordination is developed and
analysed. Our results show that the synchronised cycles policy works
better than independent optimisation or restricting buyers to adopt a

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



2 Chan and Kingsman
common order cycle. Some illustrative examples demonstrate that there

are circumstances where both the vendor and the buyers gain from such
synchronisation without the need for price and quantity discount incentives.

Introduction

Effective co-ordination plays animportantrole in the successful operation of
modern manufacturing and inventory systems. I1fno such co-ordination exists
thenthe vendor and the buyer will act independently to make decisions that
maximise their respective profits or minimise their costs. This may not be
optimal if one considers the supply chain as a whole. How best to achieve
effective co-ordination between the suppliers and the buyersisboth acurrent
managerial concernand animportantresearch issue. Thischapter considers
the problem of co-ordinating ordering and inventory holding inasupply chain
consisting of one vendor supplying many buyers.

Anumber of researchers, including Goyal (1976), Monahan (1984), Banerjee
(19864, 1986b), Goyal (1987, 1988, 1995), Lee and Rosenblatt (1986),
Joglekar (1988), Lu (1995), Hill (1997) and Pan and Yang (2002), have
shown that under the scenario of avendor supplyingaproducttoasingle buyer,
aco-ordinated inventory replenishment policy ismore desirable from a total
system perspective than each party operating its individual optimal policy.
These papers have generally compared joint lot sizing decision models with
independent ordering. Some research, for example Pujawan and Kingsman
(2002), has shown that synchronising the order times and agreeing on the
delivery lotsize, allowing the buyer to determine the order quantity and the
supplier the production lot size independently, is virtually as good as jointly
agreeingontherelevantlotsizes. The general result of the above research is that
integrated lotsizing models reduce the total system cost. However, while they
reduce the costs to the vendor, they increase the costs to the buyer. Attention
has been thus put on examining mechanisms for the vendor to share the savings
by offering price or quantity discounts to encourage the buyer to purchase
larger quantities.

Integrated inventory models for the one-vendor multi-buyer case have also
beendiscussed by anumber of other authors, such as Lal and Staelin (1984),
Joglekar (1988), Lal and Staelin (1984) and Dada and Srikanth (1987).

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 3

Joglekar and Tharthare (1990) proposed an individually responsible and
rational decision (IRRD) approach to economic lot sizes for one vendor and
many purchasers. They argued that the co-operation proposed by earlier
authors was antithetical to the free enterprise system and they strongly argued
infavour of allowing each party toadopt its own independently derived optimal
replenishment policy. They advocated making the purchasers pay for the order
processing cost they impose on the vendor every time they order. Because the
vendor isnotincurring certain costs he will have otherwise incurred, he can now
afford to lower his price per unit (nota quantity discount, butasimple price
revision). The purchaser now sees a lower price and consequently a lower
carrying cost per unit. The author showed that the system costs under IRRD
are lower than the system cost under the jointeconomic lot sizing approach.

Joglekar and Tharthare (1990) suggested that in the presence of multiple
buyerswith unequal order sizes, their timings might not be known determinis-
tically. Therefore, the vendor should seek to minimise its own costs by resorting
to the classical production lot size (PLS) model. Through a series of
deterministic simulation experiments, Banerjee and Burton (1994) showed
that, in such a case, the actual results for the vendor and the buyers were
different from the ones obtained from the standard lot size models. In
particular, stock outs might occur, even under deterministic conditions, inthe
absence of an adequate production reorder point policy. They therefore
pointed out that discrete and unequally spaced depletions from the vendor’s
inventories violated the assumption of uniform usage in the PLS seriously
enough to call into question the appropriateness of the use of the IRRD
approach under such conditions. As an alternative, Banerjee and Burton
(1994) developed an integrated production/inventory model for avendor and
multiple buyers under deterministic conditions, with the objective of minimizing
total system costincurred by all parties. Their model was based on the concept
ofadelivery cycletime,commontoall buyers, and asupplier’s manufacturing
cycletimethatis an integer multiple of it. If all the parties involved agree
to co-operate inimplementing such a system, they found that such co-
ordination was more desirable than independent optimisation.

Banerjee and Banerjee (1994) further developed an analytical model for co-
ordinated inventory control betweenavendor and multiple buyers dealing with
asingle productunder stochastic demands and lead times through acommon
cycle approach. They focused their attention on the use of electronic data
interchange (EDI). They argued that EDI makes it feasible for multiple buyers

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



4 Chan and Kingsman

andthe supplier to be linked together onareal-time basisand it is possible for
the supplier to monitor the consumption pattern of the buyers, if so desired. As
aresult, itisnot necessary for the buyersto place an order but the supplier can
send the needed material based on a prearranged decision system. Intheir
paper, they also assumed that the parties involved dealt with asingle product
and had agreed to shipments at fixed intervals common to all buyers and the
vendor shipped at regular intervals to each buyer a quantity that would make
the quantity on hand and on shipmentequal to a predetermined replenish-up-
to quantity. Amajorimplication of Banerjee and Banerjee (1994) was that the
vendor assumed full responsibility for all inventory-related decisions of the
buyers.

Lu (1995) made an interesting observation thatall the previous studies assumed
thatthe vendor must have the knowledge of buyer’sholding and ordering costs,
whichare very difficult to estimate unless the buyer iswilling to reveal the true
values. Therefore, Lu considered another circumstance inwhichthe objective
isto minimise the vendor’s total annual cost subject to the maximum cost that
the buyer may be prepared to incur.

Morerecently, Viswanathan and Piplani (2001) proposed amodel to study and
analyze the benefit of co-ordinating supply chain inventories through the use of
common replenishmentepochs (CRE) or time periods. A one-vendor multi-
buyer supply chain forasingle product was considered. Under their strategies,
the vendor specifies common replenishment periods and requires all buyersto
replenish only at those time periods. However, the authors did notinclude any
inventory costs of the vendor in the model. Wooetal. (2001) considered an
integrated inventory model where asingle vendor purchases and processes raw
materialsinorderto deliver finished itemsto multiple buyersatacommoncycle.
Thevendor andall buyersare willing to invest in reducing the ordering cost
(e.g.,establishing anelectronic-data-interchange-based inventory control sys-
tem) in order to decrease their joint total cost. Their work isan extension of
the model of Banerjee and Banerjee (1994) in which the vendor makes
replenishmentdecisionsfor all buyers to optimise the joint total cost.

This chapter takesadifferent approach that takes into account the comment of
Lu (1995) that neither the vendor nor the buyers may have knowledge of each
other’scost. We examine the situation where each partner inthe supply chain
determinestheir lotsizes independently, butthatthey synchronise their ordering
and production times. Each buyer indetermining the size for their order also
fixes the intervals between their orders. The buyersthenallow the vendor to
schedule exactly when their ordering days will occur, subject to the ordering
interval fixed by the buyer. All the parties accept some regularity in their

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 5

policies of making their ordering intervals an integer multiple of some basic
period, say days or weeks. We develop a model for the total system cost
assuming that each partner operates asarational decision maker seeking to
minimise its costs. However, if the vendor wished to co-ordinate its supply
chaininsuchaway in practice, itwould only need to know the buyers’ order
sizes and not their costs. Compared to the common cycle for all buyers’
approach of Bannerjee and Burton (1994), we permit each buyer to have its
own cycle whichmustbe an integer multiple of some basic time period and an
integer factor of the vendor’s cycle time.

Independent Policies for Buyers and
Vendor

We assume that each of the n buyers faces adeterministic demand at rate d, per
unittime, incurs an ordering cost 4 .each time it places an order on the vendor
andincursaninventory holding cost z per unitper unittime held. Ifthe buyers
andthe supplier operate independently, then each buyer will order a quantity
Q. attimeintervals of T units apart, which are determined only on the basis of
the costs and demands of the i buyer. The total costs per unit time for the i
buyer can thus be expressed as

Ai hidiTi
(1) =T+ =0 (1)

1

where Q. =d.T. Thisisthe simple standard EOQ model so that the costs per
unittime are minimised where

T= |— . )

The vendor is faced with orders from each of the n buyers based on demand
ratesofd, d,, ..., d perunittime. Thusthe vendor hasto satisfy ademand
thatoccurs atan average rate of D per unittime, where

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



6 Chan and Kingsman

The vendor produces new items atarate P per unittime. We assume that the
vendor incursaset-up costS foreach productionrunandincursaholding cost
of # perunitheld perunittime. If the vendor operates independently of the
buyersand aims to satisfy the average demand rate D per unit time, then we
have the simple EBQ model where the vendor startsa productionrunevery T,
units of time and produces atotal lotsize of O ,where O =DT . The costs per
unittime for the vendor are given by

K1) =2+ 200 (1—9)+i9. )

v

The lasttermin equation (3) covers the order processing and fixed shipment
costsinsupplying the order quantities O. = d T to each of the buyers. These
depend only onthe T, which are determined by the buyers and outside the
control of the vendor, so they do not affect the determination of the 7" and O,
for the vendor. Equation (3) becomes the simple EBQ model where the costs
of the vendor per unittime are minimised by

The above is standard inventory theory, but details can be found in Banerjee
and Burton (1994).

The above model for the vendor assumes that the buyers’ demand occurs
continuously atthe average rate D. However, the demands made on the vendor
actually occurasaggregated orders 9, O, ...... , 0. Sothe above model for
the vendor cannot guarantee that there will never be any stockouts, failure to
meet the buyers’ demands ontime. The maximum demand that can occuratany
timeiswhenall buyersrequire adelivery order atthe same time. Sotoensure
thatall demandsare satisfied ontime, then the vendor should not have less than
0,+0,+...... +Q instockatthe time the vendor starts a new production run.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 7

Thiswill be the case for instantaneous delivery. Thisquantity O, +0,+... ... +0.
becomesthe re-order level. Thusan extraterm

e
i=1

needs to be added to equation (3) to give the true costs per unit time for the
vendor if the vendor isto have zero stockouts. If the vendor startsa production
runwithastock level lessthanQ +Q +... ... +0Q thenstockoutsare certainto
occur.

Ifthe vendor provides products onadelivery time basis, rather than instanta-
neously, where part of the lead time allows for partial production after orders
arereceived, the situation ismore complicated. If L isthe partof the delivery
lead time used for production then approximately (P-D)L can be produced to
meet the maximum delivery atany time. So the re-order level will be

re-order level = >0, —(P-D)L @)
i=1

Note however if the whole of the delivery time is required for the transportation
of items between the vendor and the buyers then L = 0. This introduction of
are-order level to determine when to start each new production run does not
affect the determination of the minimum cost vendor production lotsize. It just
increases the costs for the vendor and hence the total system cost. Using the
optimal order intervals and order quantities for the vendor and the buyers, the
total system cost ensuring that no stockouts occur becomes

K(T, T\ Ty T,) =

n

/ D : : [hd,
zsth(l—;} h(zf O,—(P-D)L J+ ;[C,. ﬂ +J24.d.h, ]

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



8 Chan and Kingsman

Banerjee and Burton (1994) used adeterministic simulation approach, rather
thananalysis, to the problem of determining the re-order level for the vendor.
These simulation experiments showed that there will be significantamounts of
stockouts (late deliveriesintheir case) if the vendor uses are-order level tostart
anew productionrunatavalue belowthatgivenin (4).

Itisnotcompletely clear from their research whatis the true value for L, which
isaboutwhen stock levels are reduced by abuyer’sorder. Itis stated that the
delivery leadtimeis L =2, the production P =2D =116. The sum of the order
quantities (see Table 1 of the paper) is 955 units. Assuming L =2in (4), then

Y 0, —(P-D)L=955—-DL=955-116 =839
i=1

Thus the extra inventory holding cost will be 0.005x 839 =4.195. Ifthisis
added to the cost for their ZERO option, starting a new vendor production run
when the vendor stock is zero, then the new cost becomes 28.20 + 4.195 =
32.395. Thisis quite close to the value of 32.62 given by Banerjee and Burton
(1994) for are-order level equal to the sum of the order quantities.

Co-Ordinated Ordering and Production
Policies

Clearly inthe previous situation where the vendor and the buyers are operating
independently, the vendor needs to carry a large stock of items to satisfy all
demandsontime, or the buyerswill have to suffer stockoutsand late deliveries.
Co-ordinating the timing of orders of the buyers with the production policy of
the vendor may enable the stock needed in the system to avoid stockouts to be
reduced. Banerjee and Burton (1994) and others proposed that the buyersall
adoptacommon order cycle of placing order every T'periods of time apart. In
order to meet these scheduled demands the vendor will have to use a
production cycle thatis some integer multiple of 7', say NT.

However, forcing all buyersto use the same common cycle time Twill be costly
for both the small buyers, forced to carry higher stocks than they would wish,
and the large buyers, forced to place more orders than they would wish. It

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 9

would be more economic to have small cycle times for the low demand buyers
and large cycle times for the high demand buyers. This can be achieved by
having some basic cycle time, 7, and insisting that each buyer use an integer
multiple of that basic cycle time, say k.7 for the i buyer. Let the vendor
production cycle time be denoted by N7, where Nisalsoan integer. Theidea
isclosely akinto the Extended Basic Period approach for the Economic Lot
Scheduling Problem introduced by Haessler (1979), etc.

For simplicity we assume that delivery to the buyers is instantaneous, or more
exactly that buyers’ orders are received and deducted from the vendor’s
inventory atregular intervals Tapart. The result of the co-ordination will be a
set of demands D, D,, D, ......, D, over the NT periods of the vendor
production cycle, where each demand is some subset of the buyers’ order
quantities. To determine the vendor’s stock holding cost we first need to
consider how to meet these given demands and then secondly consider how to
allocate the individual buyer’s orders to the successive demands D, D,, D,,,
....... D,. If two buyers order every two periods, we can allocate both to
periods1, 3,5, etc.,ortoperiods 2, 4, 6, etc., or allocate one buyer to periods
1, 3,5, and the other buyer to periods 2,4, 6, ......

A Model for Optimization of the
Co-Ordinated System

Let usassume that the vendor cycle starts at time 0, immediately after having
satisfied the lastdemand inthe previouscycle. Letaproductionrunstartattime
-ST, atime ST before the start of the vendor cycle, where S may be positive
or negative. Production continues, building up stock at a constant rate P, and
meeting demand D, attime 7, D, attime 27, D, at time 37, etc. Production
stops attime FT, where F'is not necessarily an integer. Let b be the nearest
integer below F'. Stock remains constant from FTuntil (b+1)T,atwhichitis
decreased by demand D, ., at (b+1)T. Thereafter stock decreasesinaseries
of steps attimes (b+2)T, (b+3) T until the last demand in the vendor cycle,
whichis D, attime NTafter which the stock is zero. The stock development
overtimeisshowninFigure 1. There are four different types of areas under
the inventory curve to be considered, denoted by polygons (A), (B), (C) and
(D) inFigurel. Letusdefine
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10 Chan and Kingsman

Figure 1. Inventory level of vendor

Inventory Level
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;
BT=|F|-T and D,,=» D, where D, =initial demand

=]

D, = cumulative demands overtime 7, 27, ... ... JT= ZD,- :

Considering each ofthe polygonsinturn, the area, %, under the inventory curve
can be calculated (see Chan and Kingsman, 2003). The final resultisthat, since
the vendor’s production cycle is of length NT, the average stock held by the
vendoris

X 1 | & D12N
L= —-D)D.T+@0+S)D, T ——
TR 1221,(1 DT+ U+ S)D, T ~—2 )
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A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 11

where D,  isthetotal demand on all the buyers (and hence on the vendor, over
the full cycle NT).

Thefinal stage istoallocate individual buyer’s orders to each vendor demand
period. Assume buyeriordersevery k periods. Then letus define

1 buyers i order in period tT

0 otherwise

Since the buyer orders every k. T'units of time

0, =0

it+k; it
The buyer orders only once in each set of successive k. periods, so

k-1

Zamﬂ‘ =1,

Jj=0

NT N
Over the NT'vendor production cycle, the buyer orders Tk times. Thus

N

N
0, =—
S6,=2

=1 i

With this notation the demand, i.e., orders on the vendor attime ¢7, will be

D, =¥ kdT |
i=1

[Nahdhad

Hence
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12 Chan and Kingsman

3
3

N N N
Dy = ZDt = z 5[,tkidiT = {( 51,; )kidiT}
1

t=1 =1 i=1 i=1 t=

=3 N pdr=NTY d, = NDT

=1 Ny i=1

where D is the total outside demand on the system per unittime. Also

i(l‘ _l)Df = i(f _1)(i5i,tkidiTJ: ikidiT{i (t _1)5i,r } .

No shortages are allowed at the vendor, so the production over the time —-ST
to ’'mustbe at least sufficient to meet the firstdemand inthe full cycle, D, at
time T. Letusdefineyasthe surplusstock above the demand D, attime T, then

1+S)PT =Y +D,.

Substituting these into the expression (5) for the vendor’s average stock level
following some simplification gives

Vendor’s Average Stock

n N 222
:i T2y kd, 1Y (t-1)8, + X npr? 4 B ypre NPT
NT | & = ‘) Pr PT 2P

13 < YD DY ND?
=T{— k.d, t-1)0, —+— > 6. ,kd —
{Nz{l 1(2( ) ”IJ}-’-PT-’-PZ 1,17 2P }

i=1l t=1 i=1l

Hence, the Vendor’s Holding Cost is given by

1 S YD D3 ND?
=hT{— kd. t=16,, [f+—+—=)> 6,,kd —
{N {I 1(2( ) l,t)} PT Pz 117V 2P }

i=1 t=1 i=1
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A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 13

Inaddition to the Vendor’s Holding Cost, the other relevant costs of the co-
ordinated vendor-buyer systemto be included are:

v

NT

Vendor’s Setup Cost =
: : - G
Vendor’s Order Processing and Shipment Cost = Zﬁ
i=1 I
. “ 4
Buyers’ Ordering Cost = Zk—T
=1
. I
Buyers’ Holding Cost =§Zh,-d,-kiT.
=1

Summing upall the relevant costs, remembering thatd. is the demand per unit
time for buyer i and D the total demand on the system per unit time, this gives
the total relevant cost of the vendor-buyer system as

Total Relevant Cost

1 al YD DY ND?
=hT{— k.d. t-1)6. +—+—)> 6..kd —
{NZ{ i l(;( ) l,t)} PT Pz 117V 2P }

1
=3 (6)

Sincethe vendor must produce sufficientstock over the N-period cycle to meet
thedemandsD,, D, ......, D, , total production must equal total demand over
acycle. Hence

18 S &(C+4
+=> hdkT+{—~+ )y —~
S hanr el 3

1

N
(F+S8)PT =) D, =D,, = NDT
j=1
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14 Chan and Kingsman

where, as before, D isthe demand rate per unittime of all the buyers. Also,
since no stockouts or late deliveries are permitted

(S+1)PT=D,, =D,

(S+j)PT 2D, for all j=1,2,....., b.

Substituting the surplus stock W attime D, by replacing (1 +S)PTbyy+D,,
the constraints now become

A+S)PT=¥Y+D, 2D,
(j+S)PT=¥Y+D, +(j-)PT 2D, J=2,.... , b

Y =0

‘P+(j—1)PT2_i{k,~d,~T(Zf,5,~,, )} 2<j<bh. (1)

The objective is now to find the non-negative values for N, k, 6, and y that
minimise the cost expression (6) subject to satisfying the constraints (7).

A Synchronized Cycles Algorithm to
Solve the Model

Ifbuyeri, who orders every k. periods apart, and places its orders as early
as possible in each of its order cyclesthen 6,,=1and ¢, =1forr=1

to N/k -1. 1f this happens for every buyer then it can be shown that ¥ = 0 and
the total relevant cost can be written as
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A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 15

Total relevantcost=

2 n
S,  |FD_MD" N A ity ——(h )|k
NT | 2 2P =\ kT P&

Thisisafunctionof NTand k7. Thuswe canarbitrarily set 7=1. However,
the k are afunction of Nor vice versa, since k. have to be multiples of N. So
we can use this expressionto find the k£, foragiven N. We cannot use it to find
the optimal N. For fixed Nand T, it can be shown that when

Zd d——h h)d, >0
P; (h=n;)

the total relevant costabove is a convex function of ki’ and we need to search
for the minimum point. However, if

h X 1
—d. Yy d,—=(h—h )d <0
P 1; i 2( 1) i y

the total relevant cost isa monotone decreasing function of £, and the optimal
solution should be as large as possible, i.e., k.= N. Hence a simple sub-
algorithm can be used to search for optimal &, for fixed Nand T. Clearly we
have to ensure that the k, values found are multiples of the current V.

We canembed this procedure to determine the £, given Nwithin a systematic
search overall values of N'from 1 to 365. For eachvalue of N, asub-algorithm
determines the optimal values for k, for each buyer for that N on a cost
minimisation basis, butonly allowing values of k, thatare factors of N. The
completealgorithmisasfollows:

Synchronised Cycles Algorithm

Step 1: Set N=1and 7=1.
Step 2: Use Sub-Algorithm to find the optimal k" values for fixed Nand T.
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16 Chan and Kingsman

Step 3: If N < 365, thenset N = N + 1 and go back to Step 2.
Step 4: Take the Nwhich gives the least total relevant cost.

Sub-Algorithm to find Optimal k. for fixed N and T

Step 1: Find all factors of V.

h 1
Step 2: If ;d,-zd,- _E(h —h;)d; >0 then go to Step 3. Otherwise set k"=
i=1
N & exit.

B C; + 4,
Step 3: Calculate [hl?_;(h_hi)}xdjz

Step 4: Find &, (k, 1) <® <k, (k, +1)

Step 5: If N<k', then set k"= N and exit.

Step 6: If k" is a factor of N, then exit. Otherwise go to Step 7.

Step 7: Find two consecutive integers k“and k", which are factors of Nand

ki <k <k’

Step 8: If f{k*) <f(k"), thenset k" = k. Otherwise set k"= k"

C + A4 h 1
k)=——4+d|—>d ——(h—-h ) |xkT
where [f(k;) % ,(P; ; 2( [)] ;

We have applied the synchronised cyclesalgorithm assuming 7= 1. Itissimple
to extend itto search over other values of Thelow 1. These should all be of
the form 7= 1/integer.
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A Co-Ordinated Single-Vendor Multi-Buyer Supply Chain Model 17

Common Cycle Solution

Thisisaspecial case of the general synchronised cyclesalgorithm. Ifall buyers
adopta common order cycle placing orders every kT periods of time apart
(e.g., Banerjee & Burton, 1994), itisequivalenttosetting 6, =1, 7 =1and
k.= kforalliinour proposed model. The mainalgorithmisthe same. The sub-
algorithm isapplied in the same way to work out only one value, the common
cycle value for k. Step 3 needs to be modified to redefine ® as follows

3(C,+4)

ﬁ@Pf—;w—mﬂ

i

andf(k,) instep 8 modified similarly.

Results

Some numerical experiments have been carried out to illustrate the perfor-
mance of the synchronised cycles algorithm. These results have compared with
those obtained from the common cycle method as well as with that of buyers
and asupplier operate independently. Three examplesare used in our experi-
ments. The dataare shownin Appendix A. Example 1isthatused by Banerjee
and Burton (1994) (seetheir Table 1.). Since thisexample has only five buyers,
datawere randomly generated for 30 buyers and 50 buyers in example 2 and
example 3, respectively. Thisenablesusto see if the results for the many buyer
case differ from those with only afew buyers. Ascanbe seenfrom the objective
function, expression (6), of the problem, the vendor’s holding costas well as
total relevant cost depends directly on the ratio D/P, the ratio of the system
demand per period to the vendor’s production rate per period. Differentvalues
of D/P may have different effects on different models. We therefore also
include afull range of different values of D/Pfrom0.1,0.2, ....,upto 0.9 for
comparisons in our experiments.
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18 Chan and Kingsman

Theresultsenable usto see how allowing each buyer to have its own individual
cyclerather thanfollowacommoncycle performs. These results are shownin
Table 1,2 and 3 for Example 1, Example 2and Example 3, respectively. The
independent model has been adjusted as proposed in Section 2 to carry asafety
stock so as to ensure that the vendor never has a shortage, nor failure to meet
any buyer’sorder ontime. Thus all three models are compared on the same
basis of satisfying all demand ontime.

For Example 1, it can be seen from Table 1 that the performances of our
synchronised cyclesalgorithm and the common cycle model of Banerjee and
Burton (1994) are approximately the same and both of them outperform the
independent policy over the whole range of D/P. The improvement of the
synchronised cyclesalgorithm over the independent policy ranges from 20%to
37%. As D/Pincreases, the improvement decreases. For D/Pequal to 0.1 and
0.2,the synchronised cycles solution isas good as that of the common cycle
method and the planning horizon (i.e., NT) suggested by the two models are
virtually the same. For D/Pranging from 0.3t0 0.9, the synchronised cycles
solutionisslightly better by an average of about 1%. The NTof the synchronised
cycles solution is shorter when D/P = 0.4 and 0.5 but longer for other D/P
values. Itcanalso be observed that when D/P increases, the planning horizon
of both of the co-ordinated models tends to increase. In the independent
policy, the total relevant cost decreases as D/P increases. This is to be
expected as the vendor’s holding costsare proportional to 1 - D/P. However,
the total relevant cost of the synchronised cycles solutions only increases as D/
P increases from 0.1 to 0.5 (or 0.6), and then decreases as D/P increases
further. The change of the total relevant cost along with the change of D/Pis
dataandsolutiondependent (i.e., d, k, N), this can be verified from expression
(6).

For the results of Example 2, Table 2 shows that the performance of the
synchronised cyclesalgorithm is better than the common cycle method by an
average of about 9%. The synchronised cyclesalgorithmalso performs better
thanthe independent policy over the whole range of D/P by an average of about
4.5%. However, the common cycle method performs worse than the indepen-
dent policy by an average of about 5%. As the case in Example 1, the
improvement of the synchronised cycles algorithm over the independent
policy decreases as D/P increases. The decrease isfrom 6.1% down to 3%.
When D/P increases, the planning horizon of the two co-ordinated models
increases while the total relevant cost decreases. The total relevant cost of both
of the two co-ordinated models decreases by about 10% when D/P increases
from 0.1t00.9.
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Synchronised Cycles Common Cycle Method Independent Policy
Algorithm Banerjee and Burton (1994)
o= D/P N Total N T Total Total
Relevant Relevant Relevant

Cost Cost Cost

0.1 45 23.19 1 44.7645 23.19 36.58
0.2 44 23.83 1 43.5617 23.83 35.92
0.3 56 24.25 1 42.4510 24.45 35.23
0.4 56 24.43 2 31.8049 24.78 34.48
0.5 56 24.61 2 31.8049 24.78 33.67
0.6 78 24.60 2 31.8049 24.78 32.77
0.7 78 2431 3 28.5255 24.70 31.75
0.8 78 24.02 3 29.0154 24.29 30.54
0.9 144 23.16 5 27.1426 2351 28.96

Table 2. Results of Example 2

Synchronised Cycles Common Cycle Method Independent Policy
Algorithm Banerjee and Burton (1994)
a=D/P N Total N T Total Total
Relevant Relevant Relevant
Cost Cost Cost
0.1 24 99.02 5 5.24389 108.32 105.45
0.2 24 98.43 5 5.28060 107.56 104.27
0.3 30 97.53 5 5.31809 106.51 103.01
0.4 30 96.62 6 5.20255 105.97 101.65
0.5 36 95.62 6 5.25197 104.98 100.18
0.6 36 94.43 7 5.19496 103.84 98.55
0.7 48 93.11 8 5.17656 102.48 96.70
0.8 60 91.22 10 5.14003 100.78 94.50
0.9 60 88.88 14 5.11872 98.41 91.64
Table 3. Results of Example 3
Synchronised Cycles Common Cycle Method Independent Policy
Algorithm Banerjee and Burton (1994)
o=D/P N Total N T Total Total
Relevant Relevant Relevant
Cost Cost Cost
0.1 48 729.36 19 2.82723 814.15 767.43
0.2 60 723.68 20 2.82822 808.28 760.89
0.3 60 717.41 21 2.83257 802.00 753.94
0.4 60 711.06 23 2.82549 795.21 746.46
0.5 72 703.71 25 2.82571 787.77 738.34
0.6 84 695.88 28 2.82283 779.46 729.35
0.7 96 686.46 32 2.82294 769.94 719.15
0.8 120 674.75 40 2.81600 758.52 707.04
0.9 180 660.23 56 2.81553 743.43 691.27

The results for Example 3, presented in Table 3, also have the synchronised
cyclesalgorithm performing better than that of the common cycle method. On
average, the synchronised cyclesalgorithmisbetter by 10.7%. The synchronised
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20 Chan and Kingsman

cycles model is better than the independent policy over the whole range of D/
Pbyanaverage 0of4.7%. Asin Example 2, the common cycle model is always
worse than the independent policy, and the average is 6.7%. Contrary to the
results for Example 1 and 2, the improvement of the synchronised cycles
algorithm over the independent policy does not decrease as D/P increases.
Instead, the improvement stays rather stable over the range of 4.5% to 5%.

Solutionswere also derived for the three examples allowing T to take lower
valuesthan 1. Forexamples 1 and 2, the solutionsfor T=0.5and T =0.25
were exactly the same as for T = 1. For example 3, there were further
noticeable savings onthose given for T=1. The major change was to decrease
the number of orders placed by the buyers so saving on the vendor’s order
processing and shipment costs. So obviously in some circumstances it is
worthwhiletoincludeasearch over T inthe general algorithm. However, one
should point out that fractional values for T would only be applied in practice
if the periods were weeks or months. Fractional values for days cannot be
implemented, unless £ T'isan integer for all buyers.

Thesynchronised cyclesalgorithmisaheuristics based on particular properties
of the objective function and the constraints. An estimate of the “optimal”
solution and cost can be found by using some more general heuristics search
method, such as simulated annealing or genetic algorithms.

Conclusions

Fromtheresultsshownin Table 1,2and 3, it can be seen that the synchronised
cyclesalgorithm of allowing each buyer toadopt his own order cycle can work
better than restricting them to adoptacommon order cycle placing order every
kT periods of time apart. For a problem with asmall number of buyers (e.g.,
five), the minimum cost solution for the synchronised cycles algorithmis only
slightly better than the common cycle method of Banerjee and Burton (1994).
Butour synchronised cyclesalgorithmissignificantly better foraproblem ofa
moderately large size (e.g., 15and 30 buyers). Adoptingacommon order cycle
appears worse than the independent policy when the number of buyersisas
large as 15and 30, however, a large number of experiments would be needed
toconfirmifthisisgenerally true. The reasons for this can be seen if we examine
the way the system costs are made up in the different model solutions, in
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Table 4. Costs for the buyers and for the vendor - Example 1

Synchronised Cycles Algorithm Common Cycle Method Independent Policy
Banerjee and Burton (1994)
o=D/P | Buyers’ | Vendor's Total Buyers’ | Vendor’s Total Buyers’ | Vendor’s Total
Cost Cost Relevant Cost Cost Relevant Cost Cost Relevant
Cost Cost Cost
0.1 12.54 10.30 22.84 12.49 10.70 23.19 7.95 28.63 36.58
0.2 12.33 10.93 23.26 12.24 11.59 23.83 7.95 27.97 35.92
0.3 10.37 13.22 23.59 12.00 12.45 24.45 7.95 27.28 35.23
0.4 10.37 13.21 23.58 9.95 14.83 24.78 7.95 26.53 34.48
0.5 10.37 13.18 23.55 9.95 14.83 24.78 7.95 25.72 33.67

0.6 9.37 14.27 23.64 9.95 14.83 24.78 7.95 24.82 32.77
0.7 9.37 13.80 23.17 9.39 15.31 24.70 7.95 23.80 31.75
0.8 9.37 13.32 22.69 9.47 14.82 24.29 7.95 22.59 30.54
0.9 9.01 11.98 20.99 9.18 14.33 23.51 7.95 21.01 28.96

Table 5. Costs for the buyers and for the vendor - Example 2

Synchronised Cycles Algorithm Common Cycle Method Independent Policy
Banerjee and Burton (1994)
o=D/P | Buyers’ | Vendor’s Total Buyers’ | Vendor’s Total Buyers’ | Vendor’s Total
Cost Cost Relevant Cost Cost Relevant Cost Cost Relevant
Cost Cost Cost
0.1 77.70 21.32 99.02 86.67 21.65 108.32 76.60 28.85 105.45
0.2 77.70 20.73 98.43 86.69 20.87 107.56 76.60 27.67 104.27
0.3 77.21 20.32 97.53 86.72 20.09 106.51 76.60 26.41 103.01
0.4 77.21 19.41 96.62 86.64 19.33 105.97 76.60 25.05 101.65
0.5 77.20 18.42 95.62 86.67 18.31 104.98 76.60 23.58 100.18
0.6 77.10 17.33 94.43 86.64 17.20 103.84 76.60 21.95 98.55
0.7 77.01 16.10 93.11 86.63 15.85 102.48 76.60 20.10 96.70
0.8 76.84 14.38 91.22 86.62 14.16 100.78 76.60 17.90 94.50
0.9 76.84 12.04 88.88 86.62 11.79 98.41 76.60 15.04 91.64

Table 6. Costs for the buyers and for the vendor - Example 3

Synchronised Cycles Algorithm Common Cycle Method Independent Policy
Banerjee and Burton (1994)
a=D/P | Buyers’ | Vendor’s Total Buyers’ | Vendor’s Total Buyers’ | Vendor’s Total

Cost Cost Relevant Cost Cost Relevant Cost Cost Relevant
Cost Cost Cost

0.1 505.33 224.03 729.36 570.34 243.81 814.15 476.05 291.38 767.43
0.2 504.91 218.76 723.67 570.38 237.90 808.28 476.05 284.84 760.89
0.3 504.43 212.97 717.40 570.59 231.41 802.00 476.05 277.89 753.94
0.4 504.43 206.63 711.06 570.26 224.95 795.21 476.05 27041 746.46
0.5 505.48 198.23 703.71 570.27 217.50 787.77 476.05 262.29 738.34
0.6 504.88 191.00 695.88 570.13 209.33 779.46 476.05 253.30 729.35
0.7 505.33 181.13 686.46 570.14 199.80 769.94 476.05 243.10 719.15
0.8 502.74 172.01 674.75 569.82 188.70 758.52 476.05 230.99 707.04
0.9 503.18 157.05 660.23 569.80 173.63 743.43 476.05 215.22 691.27

particular the division of the system costs between the vendor and the buyers.
Thisisshown in Tables4,5and 6.

Comparing both the synchronised cycles and the common cycle policies with
the independent policy shows that both make a significant reduction in the
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vendor’s cost compared to the independent policy. However, the costto all
the buyersissignificantly increased. Thisappears to be ageneral result that
appliesin all analyses of co-ordinated ordering, inventory and production
planningmodels. The vendor is motivated to seek to co-ordinate decisionsin
the whole supply chain but the buyersare not. Hence, the interest in examining
what price and quantity discounts are needed from the vendor to motivate the
buyersto change their policies to allow the savings from co-ordination to be
achieved.

Onaverage the common cycle policy for all buyers increases their costs by
32.2%, 13.1%and 19.8% for examples 1, 2 and 3, respectively, compared to
the independent policy. It saves on average 45%, 22.7% and 17.4% on the
vendor’scosts. Inexample 1, the buyers’ costs for the independent policy are
under one third of the vendor’s costs. Since the vendor incurs around three
quarters of the system cost inexample 1, the large saving for the vendor more
than outweighs the increase in cost for the buyers so that there is overall a
moderate saving for the system compared to the independent policy. In
example 2, the buyers’ costs in total make up 77% of the system cost whilstin
example 3itis65%. Thusinboth these examplesthe increasesinthe buyers’
costsof13.1% and 19.8% are far greater than the savings of 22.7%and 17.4%
in the vendor’s costs, for examples 2 and 3, respectively. Thus a tentative
conclusion, which of course needs much more experimentation, is that the
common cycle method for co-ordination in a supply chain will only be
advantageous compared to the independent policy if the vendor’s costs make
up the greater proportion of the total supply chain ordering and inventory
holding costs. Thiswill apply if there are few buyers in the system.

In the many buyers examples 2 and 3, the buyers’ costs in the independent
policy made up 77% and 65% of the total system costs. Inaddition there was
awide range of buyer demands per period, from 2 to 39 unitsinexample 2 and
1to50unitsinexample 3. Inthese circumstances forcing the buyers to adopt
acommon ordering cycle will be a long way away from their independent
optimal intervals so increasing the costs for both the large and the small demand
buyers particularly. Hence inthese two examples the common cycle policy was
muchworse than the independent policy.

By contrast, the synchronised cycles policy had amuch smaller increase inthe
buyers’ costs, as itwas designed to do, than the common cycle policy butalso
gavealarger reductioninthe vendor’s costalso. Itisthe combination of these
two factors that gave the synchronised cycles policy over the common cycle
policy over all of the examples studied.
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The number of £, which can be varied in the synchronised cycles algorithmis
limited by the number of buyers in the problem. Obviously, when the number
of buyers is small, the improvement obtained by the synchronised cycles
algorithmisrather limited. However, when the number of buyers increases, the
synchronised cyclesalgorithm hasalarger freedom of varying the £ ’s such that
the total relevant cost can be decreased further and the performance can
therefore be much better thanrestricting all £ toacommon value.

These three examples show that the benefits of co-ordination through
synchronisation of ordering will depend on the specific situation pertaining to
asupply chain. Serendipitously, they cover arange of situations and actions
neededtoobtainthe savingsinpractice. Forexample 1, itcanbe seenfrom Table
4thatthe total system cost for the synchronised cyclesalgorithm solution s
sometimes less than the vendor’s costalone in the independent cycles policy.
Thus if the vendor in this case implemented a vendor managed inventory
system, of managing and replenishing the stock atthe buyers’ premises, itwould
reduce the costs to the vendor. Thisis provided that the vendor pays no extra
holding costs for storing items at the buyers’ premises compared to storage at
itsown factory. Inthe case of example 2, see Table 5, the buyers’ costs only
increased by anaverage ofabout 0.8%. The buyersare unlikely to notice such
asmallincrease and sowould probably acceptthe order day schedule imposed
by the vendor that the algorithm would suggest. Inthe case of example 3, see
Table 6, the buyers’ costsare increased on average by 6%. The vendor makes
a large saving. Thus the vendor would need to offer some incentive to the
buyersto adopt the order day schedule indicated by the algorithm. The vendor
would need to offer a price or quantity discount to the buyers, which has been
suggested inrecent literature asaworkable device. Thus an interesting by-
product of this research is that co-ordination in supply chains can achieve
savings for both the vendor and the buyers without having to work out
complicated schemes to share the benefits between the partners.

This analysis, albeit on a very limited range of examples, shows that the
synchronised cycles model can be used to plan the ordering intervalsinaone-
vendor many-buyer supply chainsoastosignificantly reduce the system costs
compared to each partner operating completely independently. The precise
impacton each partners’ costs and therefore what motivation the vendor will
need to offer the buyers to change will depend on the particular circumstances
of thatsupply chain. The costreductions achieved by co-ordination across the
supply chain by this model do not depend upon the vendor dictating what the
order quantities for each buyer should be. The buyers can freely choose these.
The use of thissynchronised cycles model would seemto be a fruitful way for
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the partnersinasupply chainto seek to co-ordinate their activities without any

one partner forcing the others to change their activities to suit that partner’s
interest.
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Appendix A

Example 1
Buyer i d; C; A; h;
1 8 40 20 0.008
2 15 40 15 0.009
3 10 40 6 0.010
4 5 40 10 0.010
5 20 40 18 0.007

Total demand rate of all the buyers: D = 58
Vendor’s setup cost: S = 250
Vendor’s holding cost: h = 0.005

Example 2
Buyer i d; C; A; h;
1 21 1 9 0.076
2 25 1 14 0.050
3 25 1 23 0.046
4 26 1 16 0.069
5 15 1 19 0.011
6 6 1 10 0.091
7 2 1 24 0.011
8 27 1 8 0.067
9 6 1 16 0.026
10 10 1 6 0.059
11 20 1 8 0.068
12 39 1 20 0.065
13 28 1 21 0.039
14 31 1 6 0.051
15 37 1 19 0.040

Total demand rate of all the buyers: D = 318
Vendor’s setup cost: S = 250
Vendor’s holding cost: h = 0.003
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Example 3
Buyer i d,' C,' A,' hi
1 33 2 2 0.120
2 25 12 10 0.273
3 10 1 38 0.424
4 4 3 31 0.298
5 35 9 28 0.064
6 31 4 16 0.715
7 41 27 29 0.183
8 4 7 1 0.214
9 46 8 7 0.284
10 33 12 31 0.245
11 28 27 16 0.028
12 18 5 5 0.332
13 42 29 14 0.200
14 40 11 11 0.376
15 43 13 34 0.461
Buyer i d; C; A; h;
16 47 3 29 0.186
17 26 6 16 0.763
18 29 19 32 0.007
19 11 1 23 0.126
20 22 15 34 0.184
21 11 14 18 0.474
22 3 17 26 0.421
23 45 12 30 0.433
24 34 17 32 0.171
25 50 28 24 0.197
26 42 5 18 0.577
27 5 14 6 0.037
28 45 27 6 0.315
29 50 7 35 0.161
30 10 19 17 0.594

Total demand rate of all the buyers: D = 863
Vendor’s setup cost: S, = 3000
Vendor’s holding cost: h = 0.0028
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ChapterlIl

Multi-Stage Efficiency
Tools for Goal Setting
and Monitoring in
Supply Chains
Marvin D. Troutt, Kent State University, USA
Paul J. Ambrose, University of Wisconsin - Milwaukee, USA

Chi Kin Chan, The Hong Kong Polytechnic University, Hong Kong

Abstract

This chapter discusses the extension and potential application of some
recent theoretical results on efficiency monitoring and throughput rate
optimization for serial processes. In particular, we consider the relevance
and adaptation of these results for use in monitoring and continuous
improvement uses in supply chains or networks, with particular emphasis
on the importance to e-business. Linear programming models based on
ideas from Data Envelopment Analysis have been developed for maximizing
the throughput of serial input-output processes in which one or more
outputs of an upstream process become inputs to a successor process. We
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consider their adaptation to supply chain monitoring. We also propose
some additional research needs in this area.

Introduction

Asupply chain or network may be considered to be a set of linked processes
connecting downstream customers to upstream suppliers, factories, distribu-
tion centers and retailers. Chopra and Meindl (2003) discuss a point of
relevanceto supply chain managementof efficiency frontiers. Inparticular, they
note that the supply chain should ideally operate on the cost-responsiveness
efficiency frontier. In this chapter, we explore several other efficiency
connectionsinsupply chain links.

Some basic theory inthis areahas been developed in Trouttetal. (2001a). In
that work, productive efficiencies between stages in a serial linkage of
processes were modeled so that linear programming could be used to deter-
mine optimal throughput. This chapter proposes how these theoretical results
might be extended and applied to supply chain management, especially to the
monitoring of chainsand supply networks for efficiency, capacity and continu-
ousimprovement.

This chapter is organized as follows. The second section discusses the
importance of efficiency in the context of supply chains for e-business. The
concepts of e-business and supply chains are reviewed. A particular form ofe-
business, the value netintegrator, which focuses on supply chain management,
is presented since the optimization model developed in this paper may have
directrelevance to the operations of this e-business. In the next section, we
review the previous theory results. In particular,anumber of efficiency related
issuesthatare relevantto optimal functioning of supply chainsare raised, and
salient LP models developed in previous research to address the issue of
optimal throughputinsupply chains are presented and extended. The chapter
then considers how these results may be modified and extended to supply
networks. Here, the application of the models developed is discussed with
particular reference to centralized supply chains. Appropriate strategies for
handling uncertainty when optimal value changes from period to period and
efficiency bottlenecks are discussed. The fifth section provides a discussion
with opportunitiesand needs for further research. Application of dataenvelop-
mentanalysis and stochastic programming to extend the research is discussed.
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Furtherresearch to addressissuessuch as variable returnsto scale, efficiency
bottlenecks, and multiple inputs/outputs across multiple processes is urged.
The chapter concludes where the relevance of the research to e-businesses
managing supply chainsisdiscussed.

Importance from e-Business Perspective

The commercialization of the Internetin the mid-1990s saw the advent of new
opportunities for organizations to market products and services to customers.
Organizations are now able to access hitherto untapped markets for existing
products and services. For example, Barnes and Noble, through its online
store, is now able to reach markets not serviced by its physical stores. The
Internet permits organizations to develop new technology enabled products or
services, and increases the extentto which customer needs are fulfilled through
personalization of the marketing message and customization of products and
services. Forexample, priceline.com hasimplemented a “name-your-price”
reverseauction systemtosell airline tickets. Dell.com lets customers configure
their computersto their needs. Amazon.comisable to provide instant recom-
mendations based on past purchase patterns.

The use of the Internet to support various business activities thata firm may
engage in is termed e-business. Weill and Vitale (2001) provide a formal
definition of e-business as, “Marketing, buying, selling, delivering, servicing,
and paying for products, services, and information across (nonproprietary)
networks linking an enterprise and its prospects, customers, agents, suppliers,
competitors, allies, and complementors.” This broad-based definition captures
the essence of e-business, which is doing business using open, non-proprietary
electronic networks such asthe Internet. The various types of e-businesses that
exist can be classified as B2B (businesses selling to businesses), B2C (busi-
nessesselling to individual consumers), C2C (individuals selling to individual
consumers),and C2B (individuals selling to businesses).

B2Csare the mostvisible forms of e-businesses. However, interms of value
transacted, B2Bsare much larger than B2Cs. In 2002 inthe U.S., $800 billion
was transacted in B2Bs as compared to $78 billion in B2Cs (eMarketer,
2003). The B2B is characterized by various business models. A business model
is a set of planned business activities designed to generate profits for an
organization (Laudon & Traver, 2003). B2B business models include direct-
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to-customer (selling directly to customers), intermediary (bringing buyersand
sellerstogether),and models thatelectronically manage the supply chain (Weill
& Vitale, 2001). Of particular importance are models that manage supply
chainsdiscussed next.

A supply chain consists of a set of business entities that are involved in the
design and development of new products and services, their manufacture
through procurement of raw materials and transformation to finished goods,
and the distribution of goods to end customers (Swaminathan & Tayur, 2003).
Supply chain management (SCM) refers to the efficient management of the
end-to-end process of designing, planning and forecasting, sourcing though
complexsupplier networks, manufacturing, and distributing products from raw
material to the end customer, and the final disposal of the product by the
customer (Smock, 2003; Swaminathan & Tayur, 2003). The goals of SCM
include reducing costs, standardizing, simplifying, and reducing inventories,
and maximizing profits from assets by responding efficiently to customer
requirements. Thisinvolves rapidand accurate response to customer needs
with no waste and with zero defects.

Supply chain management has its roots in the 1950s research on inventory
management (Graves, Kan, & Zipkin, 1993). However, the emergence of the
conceptof supply chain management can be traced to the 1980s when Chrysler
revolutionized the role of purchasing materials to reflect managed material flow
from raw materials to finished products (Smock, 2003). Over the years,
research on supply chains has evolved from inventory management from a
centralized perspective to acontemporary focus on analyzing supply chain
coordination problems, modeling the integration of information availability
across the supply chain, modeling supply contracts and demand forecasting,
and modeling the integration of product design with supply chain management
(Graves & de Kok, 2003).

While logisticsand product distributionare vital to supply chain management,
the actual benefits emerge through optimized demand forecasting, supplier
management, and product development (Smock, 2003). Thus, successful
SCM focuses on understanding and managing customer demand, the frontend
ofasupply chain, rather than onimproving logistics or the backend of the supply
chain. SCM purports to answer questions such as how much inventory of
differentsemi-finished and finished goods should be stored to realize expected
service levels, and should suppliers be required to deliver goods just-in-time.
Afailure to anticipate customer demand and appropriately manage inventory
leads to supply chain inefficiencies suchas poor inventory utilization, informa-
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tiondistortion (bullwhip effect), high stock-outs, non-responsive supply chains,
and poor customer service (Fisher, Hammond, Obermeyer, & Raman, 1994;
Lee & Tang, 1997; Lee & Billington, 1992; Swaminathan & Tayur, 1998;
Swaminathan & Tayur, 2003).

However, accurate end-customer demand forecasting is noteasy. Uncertainty
surrounds demand forecasting, asitis difficult to obtain and model all relevant
information that is required for accurate demand forecasting. In addition,
accurate demand forecasting requires adjusting demand based on real-time
data, which againisdifficultto obtain. Consequently, demand is often over- or
under-forecasted leading to inefficiencies inthe supply chain. Theadvent of the
Internet has greatly contributed to better demand forecasting. The use of the
Internetto collect, synthesize, and share information required for forecasting
has helped reduce uncertainty. While the Internet has helped reduce uncer-
tainty, ithas noteliminated it. However, the Internet has increased the ability
to capture and model real-time data, and share the forecasted demand in real-
time with the various supply chain entities. This has helped improve the overall
efficiency of supply chains.

Management of information flow across the supply chain is also known as
virtual supply chain managementin contrastto piysical supply chainmanage-
ment, which focuses on the flow of goods and services across the supply chain
(Rayport & Sviokla, 1995). Since the mid-1990s several firms such as Cisco
and Seven Eleven Japan have entered into the business of virtual supply chain
management, made possible largely by the commercial use of the Internet

Figure 1: Value Net Integrator

0

Value Net
Integrator

. . . . End
Firm 1 >—> Firm 2 >—> Firm 3 >—v Firm 4 =< Customer

Supply Chain

——— Flow of goods and services

_____ » Flow of information
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(Weill & Vitale, 2001). These e-businesses are typically the key entity ina
supply chain that has the best access to information required for the various
supply chainentities. The business model on which these e-businesses operate
isknownas “Value Net (or Supply Chain) Integrator” (Weill & Vitale, 2001),
and Figure 1 depicts this business model.

Figure 1 depictsthe value netintegrator as an extension of firm4. Typically the
firm closest to the end customer has the maximum information about the end
customer, and firms such as Seven Eleven and Cisco have capitalized on this
access to expand into managing the virtual supply chain. However, value net
integration can be done by any supply chain entity or even by an independent
firm. Figure 1 shows asimplified, linear representation of the supply chain,
whichinreality would be a network of entities.

The value net integrator helps coordinate the supply chain by gathering,
synthesizing, and distributing information to improve supply chain operations.
The success of these e-businesses would largely depend on the ability to rapidly
gather, synthesize, and distribute accurate static and real-time information to
enable bothstrategic and tactical decision-making by supply chainentities. The
ability tosynthesize information will be greatly enhanced by the availability of
analytical modelsthat can synthesize information toyield useful metrics thatcan
be used in procurement-, production-, and distribution-related decision-
making. In this paper we present one such analytical model that will help
coordinate the flow of goods and services across the supply chain. We develop
amodel thatwill help optimize the outputs of each entity in the supply chainso
that they match the inputs required by the entity that consumes the outputs as
inputs. The model developed helps determine the optimal throughputin a
supply chain and establish the minimal levels of inventory to be held in the
buffers between the successive producing and consuming entities.

Review of Basic Theory Results

Some basic theory results on optimal throughput were proposed in Trouttetal.
(2001a). These results considered an abstract, serially linked set of input-
output processes representative generally of the value chain or asupply chain
(Chopra & Meindl, 2003), as in Figures 2 and 3.

These results concentrated on what may be called optimal monetary throughput
planning. This approach determines the relative proportions and levels of
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outputsto target for production ateach stage or process during acycle inorder
tomaximize the output value at the end of the chain. Two programming models
were proposed, depending onwhether buffers were permitted between stages.
These models were for strictly serial chains in which exactly one process
follows or precedes each process in the sequence. However, most chains fall
into the general serial model depicted in Figure 2. Namely, the overall supply
chain may be considered as a sequence of processes and buffers in which the
outputs of one process become the inputs of the next process. In fact, more
abstractly, the value chain itself may be regarded asaconnected series of input-
output processesasin Figure 4.

Supply chains can usually be described similarly to the value chain, but with
more detail at each stage. That is, each stage of the value chain can be
subdivided into further detailed stages. New product developmentrequires
monetary inputs of capital and expenses and then yields outputs of materials and
labor, which in turn yield outputs of new products. These new products

Figure 2. Serial process model

Input b > > > Output
ﬁ» Process A R B:fSr | Process B P B;ffcer »| Process C &f
Figure 3. A link with scalar initial inputs and final outputs
X
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Figure 4. Value chain as based on Chopra and Meindl (2003, p. 28).

New Product Development

|
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|

Operations

|

Distribution

!
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become inputsto the suite of products available for marketing and sales. With
this setof products and other monetary inputs, marketing and sales produces
astream of orders. The generated orders, along with additional capital and
expenses, forecasts and warehouse usages, become inputs to operations,
which in turn produce outputs of completed orders, scrap and rework,
warrantee repair, and inventory changes. Capital and expenses, orders, and
completed sales become inputs to service operations which yield completed
sales transactions, and finally profits. Other examples of multiple inputand
outputlinksare giveninTable 1 of Trouttetal. (2001a).

Each of the processes may have differing productive efficiencies. Inview of
this,anumber of questions arise. For example:

*  Aretheoutputsand inputs being produced inacongruentmanner? That
is, are there imbalances between the stages and sub-stages that lead to
inefficiencies or bottlenecks?

*  Howdothedifferencesinproductivity impactthe buffers? Arethe buffers
balanced and stable and, ideally, decreasing in sizes?

*  Howdoesthe overall productive efficiency of the whole chain depend on
that of the individual sub-process?

*  Arethereexploitable opportunities created by estimating the productivity
differences? Forexample, inefficient sub-processes may signal needs for
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outsourcing, capacity expansion, or process re-engineering, while highly
efficient ones may be targets for separate services, marketing or shifting
of resources.

*  Given available monetary inputs, what inputs and outputs should be
targeted or planned-for at successive processes in order to maximize
throughputvalue?

Modeling Results

The basic ideas of the optimal throughput model can best be introduced with
asimpledirectlink of two processes: Aand B. Letthere be ascalar input to
Process Aandascalar output to Process B. Further, suppose that Process A
has two outputs, which inturn are the two inputs to Process B. Next, define:

X, =inputtoProcess A

v, =outputlforProcess A
v, =output2forProcess A
=input 1 for Process B

Figure 5. Normalized scatter diagram and efficient frontier for process A
outputs

Yo/ X

y1/X e
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Figure 6. Normalized scatter diagram and efficient frontier for process B
inputs

XY

x,, =input2forProcess B

Y =outputforProcess B
In the case that no buffer is permitted between the processes, we have:

y,=x,andy, =x,

.

We assume that data on these inputs and outputs have been collected over
periodsz=1,...,T. Consider the scatter diagram of the data pairs (v, /X, y,/
X). These datarepresentthe outputrates of y, andy, per unit of X. The scatter
diagram will be of the form suggested in Figure 5 and may be called the

normalized output of Process A.

The line connecting the extreme points represents the Pareto boundary, also
called the efficient frontier. In the case of multiple inputs and outputs, the
frontieristhe Pareto-Koopmans boundary. For the scalar input case, all points
onthis frontierare assumed to be possible production pairs foraunitlevel of
X. Theefficient frontier points might be determined using Data Envelopment
Analysis (DEA) (Charnesetal., 1994). However, due to the special structure
ofthe problem, itwill not be necessary to determine these efficient frontiersin
advance. Similarly, the data for Process B can be represented by Figure 6.
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Figure 7. Correspondence of input-output efficiency frontiers (The inputs
of a downstream process (B) are the outputs of an immediately upstream

process (4).)

Process A Output Frontier
o
»”

Y, 0r X, —»

Process B Input Fro

y;0rxy —

Figure 8. Optimal tangency of efficiency frontiers in the single input
upstream and single output downstream process link

Y2 OF' X,

Y, Or Xy —

Intuitively, itappears that the output vectors of the upstream process should
match the input vectors of the downstream process at the technically efficient
boundaries (Figure 7 and Figure 8).

With these basic ideas, we may now state the general model. Let H*, k=1,
...., K be the set of observed input-output vectors available at the time of
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Table 1. Hypothetical process data

Observed Data
H' H’ H®
Input Outputs Inputs Outputs Inputs Output
X1 Y1 Y2 Xy X2 Y1 Y2 Y3 X1 X> X3 Y1
110 25 36 20 24 4 4 9 5 3 8 351
108 18 35 19 25 5 3 7 5 4 5 294
121 27 34 31 40 6 7 10 6 5 11 315
141 30 41 20 35 6 10 8 7 6 12 407
114 26 37 27 30 7 5 10 8 8 10 396
119 29 32 24 37 6 7 11
113 21 36 18 34 5 4 8
115 25 38

planning for the next cycle. Table 1 illustrates hypothetical data of the kind
required. Thus, H*is the set of vector pairs of the form (x**, y"*), wherei=1,
...,n_kisthe number of observed vectors for process k; with x**e 9t*, and
y*e J*2 Letj=1, ..., k, index the coordinates of the x**, and similarly /=1,

., k,index the coordinates of the**. Inaddition, we assume the components
of these vectors are non-negative.

The set H*defines the observed feasible technology for Process-k. We next
utilize the conceptof intensities. Theseare nonnegative multipliers of the input-
output pairs

(x™, »*¥). They may be used to describe points on or inside the production
possibilities sets in terms of linear combinations of the observed pairs (see, for
example, Fare etal., 1985; Charnesetal., 1994). If A*>0,k=1, ..., K are
the intensities, then:

n_k

n_k . .
(LA LAY (1)

i=1

represents potentially feasible inputand output vectors for Process-k thatare

K
formed as linear combinations of the existing data. Here, Z/V‘ isunrestricted,

k=1
which reflects constant returnsto scale assumption. Since the output vector for
Process-k becomes the input vector for Process-(k+1), then the assumption of
no buffersrequires that
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n n_k+1

/’kal,k — Z/’Lk+lxl,k+l for k — l, " K—l (2)
=1 i=1

i

Itshould be noted that (2) isa vector equation, which holds for each coordinate.
By requiring:

n_1 )
2L, @

we may propose a linear programming model to maximize throughput per unit
of inputatthe first process. The resulting model, SLP is given as follows:

n_K )
SLP: max Zl,/lfy"K 4)

n_k n_k+1

s.t. DAY= YA foreach coordinate and
i=1

i=1
fork=1, ..., K-1 )

n_1

; Zixt =1 (6)

A*=0forall i and for all .

In order to expand this model to the more realistic nonzero-buffer case, we
consider maximal throughput planning for the series of processes at the
beginning ofacycle. Here we also suppose that buffer vectors s* exist between
Processes-(k-1) and k, with s’ being the initial vector of inputs available at
Process-1. Vector s*is of the same dimension as the input vector for Process-
k,k=1, ..., K. Thisvector, or a portion p*, with p* < s* in each coordinate,
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can be used as input to Process-k. Thus, model SLP becomes model NSLP
givenby:

n_K )
NSLP: max Zlflf y- (7
n_k ) n_k+1l )
s.t. DAY+ P =Y 2™ for each coordinate and
i=1 i=1

fork=1,...,K-1 8)

0 < pht gt for each coordinate and
fork=1,...,K-1 9)

Z/I%x[l =gt (10)

A}=0and p*** =0 forall components, forall i, and fork=1, ..., K.

In Trouttetal. (2001a), anillustration of model NSLP was developed using
Table 1 data for the case in which the buffer vectors were: s =130, s> = (1,
2),and s*=(2, 4, 3). Forthatscenario, the model solution indicated that an
optimal output level of 718.9817 at Process-3 could be obtained using the
following intensitiesand portion vectors:

A =(0, 0, 1.171171, 0, 0, 0, 0, 0)

A7 =(0, 0, 0, 0.100271, 0.929537, 0, 0.306595)
A% = (1.636312, 0.491959, 0, 0, 0)

pY =130

p? = (1.000000, 2.000000)

p¥ = (2.000000, 0, 3.000000).
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Our interpretation of this model solution is as follows. First, we note that that
the data are rates per period, namely, rates of input usages and output rates.
Thus, the solution above would require, with respect to Process-1, that the
third observed data rate in /*, be used by itself at an intensity of 1,'* =
1.171171.From Table 1, that observation isassociated with input of 121 and
outputs of 27 and 34, respectively. Namely, the ideal solution would strive to
achieve outputsintheratio of 27 and 34, and attempt to scale the pace of the
operationor process up by afactor of about 17%, so that all the available input
(here, st =130) is consumed. Thus, this plan would call for an increase in
productive intensity or capacity, oracombination of both of these. Thatis, in
additiontotargeting outputs in the stated ratio, the pace of this process would
need increased by 17% to utilize fully the available input of 130. Similarly, it
will be noted that the sum of components in the optimal intensity vectors A2*and
A¥"also exceed unity, with similar interpretations. Such short-run intensity or
capacity increases may or may not be possible.

A more conservative goal-setting plan could be developed by assuming that
capacities must not exceed those that have been observed in the data repre-
sentedin Table 1. For thisapproach the NSLP model would need modified
by inclusion of constraints on the sum of the intensity vectors at each stage. In
particular, for the most conservative plan formulation, the following constraints
would need to be added:

n_1 n_2 n_3

SA=1, YA=1, and 1A =1. (11)
i=1 i=l

i=1

More generally, the right-hand sides in (11) might be adjustedto 1 + ¢*, k=1,
..., K,where c*indicates the planner’s belief about the maximal scale increase
thatis possible for Process-k.

We may also note that constraint (10) can be relaxed to an inequality. Namely,
inview of the maximization objective, all of the available input is expected to
be consumed without need for directly forcing equality, asin the solution shown
above, for which p**=s* = 130.
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Applications to Supply Chains and
Networks

We concentrate on centralized supply chains in this chapter, as this case
facilitates the collection of the kind of dataand monitoring of processes relevant
to the presenttopic, and which may be more problematic in the decentralized
case. Also, supply chainsassociated with very short product life-cycles, as for
example, discussed in Higuchi and Troutt (2004), may not be able to generate
sufficientdatain time to utilize the present type of model.

We assume that observations have been collected over periods of intervals
convenienttothe supply chain. Thus, datasuch asthatexhibited in Table 1 may
be obtained atdaily, weekly or other suitable intervals. For planning of optimal
throughput, acomplete cycle from materials and supplier receipts to completed
salesappears to be a natural choice for a planning horizon. The situationis
similar to aggregate production planning (APP) (see for instance, Chopra &
Meindl, 2003; Silveretal., 1998; Vollmanetal., 1997; Nam & Logendran,
1992; Dubois & Oliff, 1991; Hax & Candea, 1984). However, the choice of
number of periods in the planning horizonisinfluenced differently in the present
efficiency-based modeling approach. In APP, the number of periodsinthe
horizon is usually governed by the number of periods for which reliable
forecastsareavailable. Uncertainty in APP models arises because of unknown
demand forecasterrors. As first period demands become known, the planning
model can be solved againinwhatis called rolling horizon planning. By analogy
to the APP problem, we regard the rolling horizon assumption as also
appropriate for the present planning model. That is, the model can be updated
after each period with new output targets based on the buffers that result from
implementing the planinthe first period of the last plan.

Inthe present model, uncertainty might be said to occur inthat fully efficient
outputs atthe various stages tend to vary from trial to trial in away that can be
modeled probabilistically, leading to differing effects on the buffers. Thiskind
of productivity variation has been discussed and modeled in Trouttetal. (2000,
2001c, 20034, 2003b, 2003c). In particular, such efficiency variations can
often be modeled based on transformations of probability density function
models like the gamma or Weibull (see, forexample, Law & Kelton, 1982).
These two distributions have shape and scale parameters. The smaller isthe
shape parameter, the more heavily concentrated is the distribution on its mode,
which corresponds to the ideal efficiency score of unity. Similarly, the scale
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parameter is related to variance of the distribution, with smaller being better.
Process improvement can therefore be signaled by continual decrease of one
or both of these parameters in such a way that the mean, correspondingtoa
mean deviation from full (unity) efficiency score, isalso decreasing.

We note further that while technical efficiency of the various stages appears to
be associated with optimal throughput, allocative efficiency also appears to
playarole. AscanbeseeninFigure 8, the frontiers of adjacent stages may need
to meet at a particular point. This may be called congruency between the
stages. Efficiency bottlenecks may be said to occur in cases such as
represented in Figure 7. Here, there is an overlap of frontiers, indicating a
situation in which one or both of the adjacent stages have not operated at full
efficiency.

The NSLP model may be used inavariety of different views. For example, the
model mightbe applied ata micro-level suchastoasingle factory or facility,
oraprocesssuchasshipping fromadistribution center. More generally, the
network may be cut (Ford & Fulkerson, 1962) in such a way as to combine
stages or sub-processes into two or more input-output stages. Also, separate
operational or financial views might be developed depending on whether the
flows feature materials or monetary sums. Inaddition,acombined financial and
operational view might be developed based on Figure 9.

Figure 9. Combined financial and operational view (Financial cost flows
to the sub-processes may have further divisions such as material, labor,
systems, etc., which are not shown.)

Financial Resources
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Discussion and Areas for Further Study

Data Envelopment Analysis (DEA) (Charnesetal., 1994) might be used to
identify efficient frontiers. As seen here, the special structure of the present
formulation permits computation of maximal throughput without prior identifi-
cation of the efficient frontier. The DEA reduction may be useful in the case of
larger data sets and may help reduce computation times, an issue for further
study.

By permitting /4, k=1, ..., K, tobe unrestricted in sum, the scale or intensity of
the k" process is allowed to vary. This is subject to the requirement that the
outputs plus any bufferamounts are to be used as the inputs for the succeeding
process. A tacit assumption was that returns to scale are constant for each
process. The case of variable returns to scale should be useful for further
research. Ingeneral, we may expect continual improvementin process perfor-
mances, so that efficient frontiers will tend to expand outward in the output
sense or be reduced toward lower values in the input sense. This raises the
possibility thattargets onthe right-hand sidesin (11) mightbe setinanticipation
of suchimprovements. Thatis, the ¢*-valuesin (11) might be optimized, if
information onthe rate of process improvements and scale returns for the stages
and processed can be gathered. By simulation, or simulation-optimization
(Trouttetal.,2001c), optimal values of the ¢* might be proposed. Also, values
of ¢ greater than zero may be useful for motivational goals or incentives with
theaim of forcing such efficiency improvements. However, another viewpoint
mightbe considered. Ifthe efficiency variations are modeled by probability
distributions, then throughput becomes stochastic and a stochastic program-
ming (see, forexample, Birge & Louveaux, 1997) analog of the NSLP model
mightbe possible and worthy of further study.

A linear programming model has been proposed in Trouttetal. (2001b) for
bottleneck analysis in networks. Thatapproach concentrated on material flows
and did notrecognize the possibility of efficiency variations. Also, it focused
onflows innetwork processes in which little flexibility existed in input mixes or
outputtargets. Forexample, chemical mixing processes do not permitvery
much variation from aset proportion of ingredients or materials. Atthe same
time, that work considered the possibility of nonzero constant yield losses.
Similar considerations may apply invarious supply chains so thatacombination
of that modeling approach with the present one may be useful for further
research.
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Asinsimple LP models for production planning, there may exist technological
coefficient matrices 4*such that 4y < xisarequired relationship between the
inputs.x, and outputs y, of Process-k. Model NSLP could be readily modified
by inclusion of the appropriate constraints. Evidently, the inclusion of any such
constraints must tend to lower the overall throughput rate of the network. Such
constraints might already be expected to be known from either the design or
operational experience with a particular process. However, recent work in
Trouttetal. (2003a) has proposed an approach for estimating such constraints
inthe linear case.

As noted above, maximal throughput is expected to be associated with
technical efficiency ateach process, as suggested in particular by Figure 7 for
the special case of just two processes and zero buffer amounts. It should be
noted thattangency of the frontiers can be easily illustrated in that case because
the upstream process has asingle input and the downstream one hasasingle
output. The case in which both processes have multiple inputs and outputs
cannoteasily beillustrated. Thus, itremains for further research to characterize
general optimal throughput rate solutions.

Conclusions

This chapter has shown how certain linear programming models may be applied
toimprove the output rate of asupply chain or network when the outputs of an
upstream stage or process become inputs to an adjacent downstream stage or
process. The model may be used to establish output targets or goals for each
process inorder to achieve amaximum throughput rate for the whole chain or
network. Updating based on the evolving data permits continuous adjustment
of these goals inthe manner of rolling horizon plan usage. Along with reductions
of process variability and efficiency deviations from their maximal value,
improvements of the stage-to-stage output targets provide a further dimension
for continuous productivity improvement of the supply chain.

At present, e-businesses that manage supply chains, such as the value net
integrator, provide aggregated information that is relevant to supply chain
entities. However, the value net integrator can add value by providing focused
information as to how much quantity each entity should produce to optimally
meet customer demand. The dot-com bust of 2000 has forced e-businesses to
rethink their online business strategies. E-businesses are no longer technology-
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and revenue-focused. Instead, they are now emphasizing profit maximization
by streamlining operations. For example, Amazon.com in 2000 hired ateam of
mathematicians to figure how to cut costs by developing models for inventory
management, order consolidation, and fulfillmenterrors reduction (Laudon &
Traver, 2003). Appropriate extensions of the linear programming models
developed inthis paper can thus help better manage e-business supply chains.
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Chapter I11

Optimal Feedback
Production for a
Supply Chain
K. H. Wong, University of the Witwatersrand, South Africa

H.W.J. Lee, The Hong Kong Polytechnic University, Hong Kong

Chi Kin Chan, The Hong Kong Polytechnic University, Hong Kong

Abstract

In this chapter, we modeled the dynamics of a supply chain considered by
several authors. Aninfinite-horizon, time-delayed, optimal control problem
was thus obtained. By approximating the time interval [0, o] by [0, 7}],
we obtained an approximated problem (P(T,)) which could be easily
solved by the control parameterization method. Moreover, we could show
that the objective function of the approximated problem converged to
that of the original problem as T — oo Several examples have been solved
to illustrate the efficiency of our method. In these examples, some
important results relating the production rate to demand rate have been
developed.
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Introduction

Several authors have modeled the dynamics of a supply chain (Bellman &
Cooke, 1963; Forrester, 1961, 1973; Hafrez etal., 1996; Macdonald, 1978;
Sterman, 1987; Sterman, 1989; Towill, 1991, 1992; Towill & Del Velcchio,
1994). Forrester (1961, 1973) modeled and simulated supply chains using
differential equations. Ahighly nonlinear model of asupply chainwas derived
using repeated coupling of first-order differential equations. Riddals and
Bennet (2000, 2002) obtained conditions for the stability of time-delay
differential equations for supply chainmodels. Wikneretal. (1991) considered
smoothing of supply chain models.

Inthis chapter, we used the model considered by Riddals and Bennet (2002)
to developan optimal control problem. We considered asingle echelon supply
chain, such asa furniture manufacturer and assumed that orders for furniture
were placed continuously. We also assumed that the state variables were the
rate of productionand the inventory level, which followed the same dynamics
asthatgiven by Riddals and Bennet (2002). We further identified the control
variables asthe management’s magic numbers, ¢/(¢) and o”*(¢), which were
the measures of the importance attached to the inventory level and the amount
of work in process. The objective function to be minimized was simply an
integral consisting of the sumof all costs (production cost plus storage cost plus
shortage cost), possible incorporating future or present value calculations. By
minimizing the objective function with respectto ¢/(f) and o7 (¢), given some
past production parameter and of course the pastand future demand, we could
compute an optimal open-loop production schedule.

Due to the delay differential equations, it could not be transformed to any
canonical form soluble by the package MISER described by Jennings et al.
(1990). However, Kaji and Wong (1994), Teo et al. (1984), Wong et al.
(1984) and Wong etal. (2001) have established the theoretical framework for
solving thistime-delayed control problem.

Problem Statement

Leti(z) bethe inventory level attime ¢, p(¢) be the production rate, D(z) be the
demand rate, o/(¢) be the inventory adjustment parameter and o””"(¢) be the

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



52 Wong, Lee and Chan

work in process adjustment factor. The production rate at any time ¢ can be
expressed as

p(t)=

~

% | D(s)ds +o' (O —i(0) + ™" (z)[%j:TD(s)ds | :hp(s)ds]. te[0,%).

(1)

The firstterm of (1) is the expected demand rate over the period [¢—T, £]; the
second termisthe inventory discrepancy term, where i isthe ideal inventory

level; the lastterm is the work in progress term, where / and 4 are respectively
the lead time in the demand supply and the production respectively.

Also, the rate of change of the inventory satisfies the following equation

di(r) _
dr

p(t=h)=D(1), te[0,), ()

By assuming that both o/(7) and o”(¢) are step functions with
0<a'()<L, te[0,) 3)

0<a" (1) <1, te[0,), “4)

we can easily obtain from equations (1) and (2) that

dap(t) _

" ~o"" (6 p(t) = (o' ()) — ™" (1)) p(e )

1 ~ :

= wip h+1 ! T)D
+ (0" @h+1+a/ (OT) D) | -
_%((XW[P(I)};+1)D(ZL—T) a.e. on[0,o0)
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Moreover, we also need to impose the following constraint
p(1) =0, te[0,0). (6)

The pair of step-functions (¢ (¢), " (¢)) satisfying (3), (4) and (6) is called
afeasible control.

Now, we define the objective function to be minimized as

J(@'(1),a"" (t)) = j : e "{e, p(t) +c, max[i(t) ~ 7 ,0] +c,, max[—i(), O }dt .
(7

Here, theterm c, p(?)isthe production costattime z; the term ¢, max[i(¢) — i (¢), 0]
isthe storage cost at time #, the term ¢, max[-i(z), 0] is the shortage cost at time
t,assuming thatall the demand not satisfied at time z can be backlogged and
satisfied at a later time; the term ¢"#(> 0) is due to capital depreciation
attimez.

Feedback Production Law

At any time =7, we wish to find o/ (7) and & () so that p(¢) can be
calculated from (1). Without loss of generality, we canalways choose ¢ = 0. By
using 7 =0 in (1), we have

p(0) = D(0) - ' (0)i(0) + " (O)[2D(0) ~ hp(0)], ®)

where

B(0) = % [* D(yar ©)
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and

_ 1o

pO) =", par (10)
Since D(0) and p(0) are functions of {D(¢),7e [-T,01} and {p(¢);? € [-h,0]}
together with i(0), equation (1) provides a feedback law for p(0) in terms of

{D(t):te[-T,001}.{p(¢) : te [-h,0]} and i(0). The optimal control problem,
denoted by (P), can be stated as follows:

Subject to the system

P o )~ (@' ()= (0) e =)
+%(an1’ (Oh+1+ ' ()T) D) a1
- %(aW’P (Oh+1)D(~T), ae. on[0,e)
0 p-n-p0, e (12)
p()=w(), te[-h0) (13)
D()=y(t), te[-T,0] (14)
i(0) =i, as)
p(0) = D(0) — ' (0) xi, + " (0)[AD(0) — hp(0)] (16)
DO =" vy a7)
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_ 1o
pO) =] o0, (18)

(a(£)=0,te [-h,0]andy(r) =0, te [-T, 0] are given functions) find feasible
control (of (¢), & (¢)) such that the following objective function J=(c¢ (¢),
o"? (£)) isminimized over the set of feasible controls, where

J7 (e (0).e"" (1) =

j : e P{e, p(t)+c, max[i(r), 0]+ c,, max[~i(t), 0 }dt . (19)

Since A1), o(t), i, with (#) =0and w(7) =0 are given, the above problem (P)
belongs to a special type of time-delayed optimal control problem with an
infinite time horizon, where the initial condition of the state variable p(z) isa
function of the control variables at time zero (i.e., &2 (0) and o7 (0)).

Finite Time Approximation

Letus solve the problem (P) by using finite time approximation. Let bee a
positive number. The approximated problem (P(Tf)) can be described as
follow: '

Subject to the system

ap) _
dt

—o"" (6) p(6) - (e’ (1) """ (¢)) p(t - ) +%(aW’P(r)mlm"(r)T)D(t)
2@ @h+)DG-T), ae on[0T))

(20)
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D pe-n-pe), 1<) @1
PO =0@),  te-h0) (22)
D(t) = y(2), te[-T,0] (23)
i(0) =1, (24)
p(0) = D(0) - e (0)i, + " (O)[AD(0) ~ p(0)] (25)
DO =] v (26)
5(0) = % [ o, @7)

find feasible controls (¢f (¢), o7 (£)) such that the following objective function
JH i (£), " (¢)) is minimized over the set of feasible controls, where

T (@ (1), 0" (1)) =

[ e "4e, ple) + ¢, max(i(), 0] +c, max[~i(), 0 }dt (28)

Now, we wish to establish some convergence result of the problem (P(Tf)) as
T, approachesinfinity. '

Lemma 1. Suppose that the input demand D(¢) > 0 is a non-decreasing
function forall z€ [0, o). Then there exist feasible controls (""" (¢), cf (¢))
such that the states p(o"™, o) () and i(o""*, o/)(¢) corresponding to the
above controls satisfy
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p(a",a’)(1) 20, te]0,00) (29)
p@"" ') < %J.(:D(S)ds +D(0), te[0,) (30)
i (™%, o) (1) < D(0) = ¢ + lio+
(31

% ./;t /tl D(s)dsdt, + /:)h w(s)ds + [;t D{s)ds, t€][0,00)

40

Proof. By choosing o (¢) = """ (t) =0 forall ¢ > 0, we get from (11) and (16)

that
dp(t) _ D(t)—D(t—h)
dr T (32)
p(0) = D(0). (33)

Thus, p(¢) >0 follows easily from the fact that D(¢) is non-decreasing function
and the fact that »(0) = D(0) > 0. Now from (32), we get

dp(1) _ D(t)
i ST 34
Thus, from (34) and (33), we get
(35)

() < %I;D(s)ds +D(0).

From (12) and (15), we get
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L < o~ ml+100) (36)

and

i) =iy - 37)
From (36), (37), (34), (13) and (15), we can easily obtain (31).

Remark 1. Suppose D(r) >0 is any piecewise continuous function, then

_ t D(s) = D(s —
Lemma 3.1 remains valid provided that D(0)+ID(S)T(Sh)dS is

alwaysnon-negative.

Remark 2. Theassumption imposed by Remark 1 isreally nottoo restrictive
inreal-life problems. Infact, if the manager knows that the future demand
always decreases, then probably he will consider closing up shop!

Lemma 2. Suppose that the input demand D(z) > 0 is a non-decreasing
function forall te [0, =) or the assumption imposed on Remark 1 holds.
Suppose further that D(¢) < Kt for all te [0, =), where K is a positive
constant. Then there exists feasible controls (o""*(z), ¢i(¢)) such that
J=(a"* (1), of (¢)) is finite.

Proof. Inview of Lemma 1, by choosing o/ () =0and ¢ (£) = 0, te [0, =)
we have

J <<x‘/np(f). a"i(t)) < /00c e {(:p {% " 5“))}

(38)

Kt"‘Q ]{T"H
s+ e s)d D 0) dt
e +(D){(n+1)(n+2) n+1 \70\+/ o }}
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Thus, there exists a positive constant K such that

K, (n+3)!

JH@" @) e ()< [ Ke P dr = g

(39)

Itisclear from (39) that J= (" (¢), o (1)) is finite.

Theorem 1. Suppose that the assumptions imposed on D(¢) of Lemma 2
holds.

Letu’ () = (""" 1(¢), o 7(¢)) be optimal control of the problem (P(Tf)). Let
u= (1) = (""" (1), o¢ = (¢)) be optimal control of the problem (P). Then we have

fim 7" @) =7 ") (40)

Proof. Let{7(j),j=1,2,...,} be asequence of monotonically increasing
real numbers. Thenwe have

JT/(f+1)(uT/(f+1))_JT/(f)(uT/(f))
:JT/(j) (uT/(j+1))_JTf(j)(uT/(j))
TG+ 7, (j+1)
L B VT O) 1)

+¢, maxi(u""™ (1)), 0]+ ¢, max[—i(u"""™ (1)), 0]},

where p(u70*V(£)) and i(u7*V (¢)) are the states correspond to the optimal
control x70*b,

Now, since u”/?is the optimal control for the problem (P(7())), we have

JT./ (@] (MT/ (j+1)) _ JT_/ () (uT./ (j)) >0. (42)
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Since u'ris feasible, p(u70*Y)(f) > 0 forall £ € [0, ).

Thus, the integral term of (41) isalso non-negative. Thus, from (41) and (42),
we get

JT/ (j+1) (uT/ (f+1)) >JT/(J) (uT/(f)) . (43)

Thus, {77 ")}, j =1,2,...} isasequence of monotonically non-decreas-

K, (n+3)!
g
givenin (39). Hence, thissequence is convergentand the proof iscomplete.
Inview of Theorem 1, we can easily obtain the optimal feedback law for the

productionattime ¢ = 0 by solving the problem (P(7))) instead of (P) if we
choose asufficientlarge number 7.

Note that this problem (P(Tf)) belongs to a special class of time-delayed
control problems, where the initial condition of the state p(¢) isa function of the
controls attime zero (i.e., o/ (0) and &"*” (0)). This problem can be solved
by the control parameterization method. (Refer to Kaji & Wong, 1994; Teo et
al.,1991; Teoetal.,1984; Wongetal., 1985; Wongetal., 2001; Wongetal.,
2001, for details.)

ing real numbers, which hasan upper bound where K isthe constant

Smoothing the Objective Function

Thetermsc,max [i(z), 0] and ¢, max [-i(#), O] inside the integral of the objective
functionJ (o (£), &' (£)) are non-smooth. Thus, in order to obtain asmooth
objective function, these terms should be replaced by ciSp(i(t)) andc DSp(-i(t))
respectively, where p>0isavery small numberand

¥ x p

Sp(x):E+§+z. 44)

Thus, the new objective function of the approximated problem becomes
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T @ (0.0 @) = [ e e, p)+¢S, () +, S, (i)}, (45)

The problem obtained by replacing J” (o' (¢),&"" (1)) by J, (&' (£),e"" (2)) in
P(Tf) will be denoted by (Pp(Tf)).

Gradient Calculation

Inorderto solve the problem (P (7)) by the control parameterization method,
we need to calculate the gradient of the objective function J,' (e’ (1), & (1))
with respect to the controls o (¢) and o' (¢).

First, we define the adjoint system for the problem (Pp(Tf)) asfollow:

dA.(t)
dt

= "N () - " () A (2 + h) + o (1) Ay (£ + ),
Ap(t+h)—e P

(46)

i te[0,7]

M(T;)=0 (48)
2, (T;)=0 (49)
W)=0,  te(Ty Ty +h] (50)
L()=0, e (T, T, +hl. (51)
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Thenthe gradient of the objective functionis given by

% =" [_p(zm(mp(t—h)&(t)+§d(t)—§D<t—T )} D(1)

+[7x D(0) —hx p" (0)] x A, (0)
(52)

aJ

ey " Jo TPu=i+ DO (de =iy x2,(0), (53)

Remark 3. Theoretically speaking, in order to solve the problem (Pp(Tf)) by
the control parameterization method, we also need to convert the con-
straint (6) into canonical form and then calculate the gradient of this
constraintwith respect to the controls ¢/ (¢) and o (). However, if the
assumptionimposed on D(z) by Lemma2holds, then the problem (P (7))
becomes simply an unconstrained, time-delayed problem, where the
constraint (6) isautomatically satisfied.

Numerical Results

The problem (Pp(Tf)) has been solved by using T,=100 months, T=h=p=1
month, i, = 100, w, = 100.0, re [-4,0), A#) = 300.0, te [-4,0), ¢, = 100, ¢,
=200, c,=40, B =2.7x 10 *together with two different functions for D(z).
Thetwo different functions for D(z) are:

() D(t)=300-t
(i) D(t) = 300 + 1.

From the graphs ofthe optimal trajectory p*(¢) and i"(¢) givenin Figure 1 (for Case
(1)) and Figure 2 (for Case (ii)), we observe the following important result:
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Supposec, < c,andc, < c,. Letp’(¢), i'(¢) be the optimal trajectories of the
problem (P (T')). When T issufficiently large, there exists 7 <T, suchthat

p (t—-h)=D() and i"(r)=0 forall re[f,T,].

The optimal objective function value for Case (i) and Case (ii) are 10685.81
and 21161.76 respectively.

Conclusions

We have successfully modeled the dynamics of a supply chain considered by
several authors. A method has been developed to solve this supply chain
problem. Numerical results clearly demonstrated the efficiency of our method.

Figure 1. Optimal trajectories p*(t) and i'(t) for Case (i)
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Figure 2. Optimal trajectories p*(t) and i*(t) for Case (ii)
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Chapter 1V

Life Cycle
Considerations for
Supply Chain Strategy

Toru Higuchi, Sakushin Gakuin University, Japan
Marvin D. Troutt, Kent State University, USA

Brian A. Polin, Jerusalem College of Technology, Israel

Abstract

The goal of this chapter is to propose a framework for the dynamics of
supply chains from a life cycles point of view. It is inevitable for supply
chains to be affected by the life cycles of the product. There are three
important interrelated life cycles that have effects on the dynamics of
supply chains and are associated with the product. These are: (i) the
innovation (Abernathy & Clark, 1983), (ii) the market (Kotler, 1999), and
(iii) the location (Vernon, 1966). The first life cycle related to the
innovation illustrates how the product and production process progress.
It gives us a hint to consider the feasibility of the location dependent on
the degree of innovativeness of the product. The second one related to the
market clarifies the marketing objectives in each stage. It suggests the
reasonable location strategy. The last one related to the location proposes
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the relation between the product and the reasonable location of the
manufacturing facilities. It is operational because it considers the timing
and the reason to shift the manufacturing facilities. In this chapter, we
discuss the mission and structure of the supply chain in the different stages
of these life cycles. We illustrate the proposed framework using the case
of the VCR.

Innovation and Productivity Dilemma

From the viewpoint of innovation, Abernathy (1978) and Abernathy et al.
(1983) introduced the concepts of maturity and de-maturity. They explained
the development ofaproductintermsof radical and incremental innovations.
Anew category of products usually begins with aradical innovation. Atthe
beginning, companies compete with each other based on their own unique
approaches and take the very substantial risk that their technology and design
mightbe out of use in the event that another company succeeds in establishing
the dominantdesign, whichthenbecomesthe de facto standard. The dominant
design sets the specifications for the product and causes competition to cool
down. Once the dominantdesign has been established, the focus of innovation
shifts from product category to the product izself. The manufacturers start
automating factories to make products efficiently. At the same time, the
opportunities forimprovements and innovations of the product diminish gradu-
ally. Abernathy called this phenomenon the productivity dilemma. To be
successful inthissituation, the companies need abrand-newtechnology, usage,
material, or design. After that, the status of competition becomes fluid again.
Thisiscalled the de-maturity stage or phase. Once de-maturity starts, existing
technologies and products rapidly become obsolete, and competition broad-
ensto include alternate designs competing for dominance inanentire product
category. Hence, de-maturity is destructive.

InFigure 1, the vertical axisrequires additional explanation. Abernathy (1978)
used the terms, Innovation and Stage of Development (Rate of Major Innova-
tions). He counted technical changes related to the product and classified them
asmajor (radical) or minor (incremental) changes. However, unambiguous
criteriafor deciding these classifications were notadvanced. To reflect this
caution, we have labeled the vertical axis as “Total Impact of the Innovation.”
Innovations are divided into product innovations and process innovations.
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Figure 1. Normal direction of development transition
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Based on Abernathy (1978, p.72)

Although innovations may be countable, the impact of each one differs. Sowe
use Total Impact of the Innovation. Product innovations have a large effect on
the product’s performance (development) while process innovations tend to
affect costand quality. Atthe beginning (upon the emergence of adominant
design), product innovation playsavery importantrole in product develop-
ment. Later, process innovations have bigger effects on product development
than product innovations because the number of product innovations tends to
decrease. Finally, inthe last stage, the opportunities decline for both product
and process innovations.

Nowadays, supply chains seek to actively manage innovations. Inthe modern
business environment, itis increasingly difficult or inefficient for asingle
companyto coverand lead all links in the supply chain because of technical and
market factors. Most products, especially high-tech ones, have become too
complexand risky forasingle company to create complete products from the
materials by themselves. Auto and electric industries are good examples. In
both industries, acompany called the integrator, or set maker, existsand is
surrounded by the sub-integrators, or key suppliers. The customer needs are
so advanced that the distribution channel becomes complex, ranging from
various types of retailers to mail-order selling through the Internet. Supply
chains have to deal with developing new products and spreading themto the
marketsimultaneously.
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Figure 1 shows the shiftin type of innovation depending on the degree of the
maturity of the product. At the beginning, when the product innovations
become initially popular, supply chains face two kinds of competition. The first
one is how fast a product can be developed. It is the collaboration in R&D
among the supply chain that affects the feasibility and the speed of developing
a brand-new product. As time goes by, the brand-new products become
complicated, highly specialized and combine differenttechnologies. Itbecomes
more difficult to make a new product based on a simple idea or a new
technology than before. Hence, first, supply chains should find seeds of future
success inthe market, which include new technologies, materials, and usages.
Then, they identify the related technologies and construct appropriate partner-
ships, and coordinate operations to commercialize it quickly.

The second kind of competition is how best to bring the popular, de-facto
standard, to the market. This depends on the excellence of the design and the
strength of the distribution channel. Latent customer needs mustbe articulated
appropriately for success with abrand-new market. Even if anew productis
technically excellent, itcannot be popular unless harmony with customer needs
isachieved. To be a de-facto standard, the supply chain sells a brand-new
productworldwide though various distribution channels. Recently, different de
Jjure standards compete with each otheras in the present cell phoneand DVD
environments. Hence, supply chains make strategic alliances for global promo-
tion of the de-facto standard.

The dominantdesign isthe first to satisfy latent customer needs and thenis
adopted widely, if notin fact, globally. The Model T was an early example of
adominantdesign inthe auto industry. Itwas introduced by Ford in 1908 ata
price lessthan $1,000, and was a great success. It established the production
framework of the automobile as a high level of component aggregation.
Although Ford added only afew innovations to the Model T throughout the
lifetime of the car, it synthesized the existing technologies and became a
dominant design (Abernathy, 1978, p. 13). In the fluid, early stage of the
product, supply chains must struggle for the dominantdesign.

Inthe nextstage, supply chains and individual companies advance the product
based on the dominant design. After this design evolves, standardization and
modularization processes begin to advance. These play avery importantrole
inthisstage. Abernathy (1978) points out two significant effects of standard-
izationand modularization. Oneisthe localization of the impact of changesand
the other isthe guarantee of compatibility with other suppliersin the chain. The
former means that when some parts change, supply chains can absorb them
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Figure 2. De-maturity
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Source: Shintaku (1994, p.16)

without change or cope with them by only minor changes. The product can be
developed incrementally and process innovations become routine or more
mainstream. Modularity also has great significance to the supply chain by
increasing the compatibility among suppliers, enabling awider range of prod-
ucts, and keeping the level of inventories low. Compatibility makes it easy for
companies to collaborate together beyond the borders of supply chains,
company groups, nationsand regions. This intensifies the competition within the
supply chain and accelerates the development of what might be called the
performance/costorientationasinFigure 2.

The productivity dilemma becomes evident after the advance of each stage.
The quality of the product becomes higher and the price goesdown. Thus, the
performance/costratio risesrapidly, butthen plateaus. Thisis because enough
units have been produced so that manufacturers have the benefit of the learning
curveandwill have largely recovered investments. The supply chains, however,
have fewer opportunities for innovations and improvements day by day.
Customers will have become satiated with the products and want a novel
design. Some supply chains might initiate the de-maturity stage by introducing
new technologies and usages for a brand-new market. Figure 2 makes a
comparisonwith the performance/cost on existing and anew technology. Inthe
transition period, the performance/cost of the new one is usually less than that
of the existing one. But possibly it may have a big potential that might be far
beyondthe limit of the existing one. There isamajor risk thatanother supply
chainmight breakthrough the productivity dilemma earlier. This could make
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Table 1. Mission and activities of the supply chain based on the innovation

Stage Mission Activities

- Search for “Seeds”

- Articulation of Customer Needs

Before Establishment of the - Matching Seeds and Needs (Simulation of the Product)
Dominant Dominant Design - Formation of the Supply Chain

Design - Sharing Information within the Supply Chain

- Flexible Manufacturing System

- Diffusion of the Product

- Maximization of Product Performance

- Improvement of Product Quality

- Addition of New Functions

- Localization of the Impact of Changes by the Modular System
- Automation of the Manufacturing Process

- Providing with the Variety of the Product

- Finding and Removing Bottlenecks

- Diffusion of the Product

- Development of the Efficient Manufacturing System

- Advancement of the Automation of the Manufacturing
- Global Allocation of the Manufacturing Facility

- Outsourcing the Standard Parts

- Improvement of the Forecasting Techniques

Mature Reduction of the Cost - Rationalization of Distribution System

- Sharing the Information on Time

- Shortening the Cycle Time

- Reduction of the Inventory

- Use of Original Equipment Manufacturing (OEM)

- Decision Making Whether Withdraw from the Product or Not
- Search for the New Materials and Usage

Creation of the Next - Radical Change of the Dominant Design

Generation Product - Destruction of the Existing Supply Chain

- Reorganization of the Supply Chain

Immature Development of the Product

De-Mature

the existing manufacturing facilities and technologies obsolete. Forexample, in
the auto industry, new struggles for the dominant design of hybrid vehiclesand
Intelligent Transportation Systems (ITS) are presently becoming more and
more fervent.

Table 1 summarizes the mission and activities of the supply chain from the
viewpointof productinnovation. Before the dominant design occurs, the supply
chain’smission is to compete for establishment of that dominant design. Inthis
stage, the leader (or integrator) plays an important role as a director and
coordinator to incubate the product. After the dominant design emerges, then
maturity proceeds. Inthe immature stage, each supply chain member contrib-
utesto develop the product. Achievement of the dominant design then enables
modular manufacturing. Asaresult, the impacts of changes become isolated or
localized and components that each supply chain member provides can be
incorporated into the product easily. Inthe mature stage, the specificationsand
manufacturing process become stable. On the other hand, supply chains then
become under increased pressure to cut costs. Supply chains must review their
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logistics costs and manufacturing system to provide the product more effi-
ciently. When the maturity advances to some extent, technological advantage
would disappear. Supply chains should make a decision whether to withdraw
ortosurvive inthe market. Survivors can be divided into two types, the last one
orinnovator. The latter overcomes the productivity dilemmaand induces the
nextnewcycle.

Therestofthe chapterisorganized as follows. Inthe second section, we review
the classical product life cycleand its implications for the supply chain. The next
section covers Vernon’s Product Cycle theory, which provides insightand
guidance on physical/geographic production facilities” location decisions. This
is followed with asection inwhich we develop a case study of the VCR in light
of these life cycles issues. While the VCR case illustrates many of the general
principles, italso deviates from VVernon’stheory in some respects. The chapter
then concludes.

Product Life Cycle

The second life cycle of interest is the well-known Product Life Cycle (PLC).
PLC is composed of the introduction, growth, maturity and decline stages
(Kotler, 1999). As noted in Chopra and Meindl (2003), the PLC is another
considerationinachieving strategic fit of the supply chain. They observe thatas
product maturity occurs, supply and demand become more predictable, and
the competitive pressures usually increase, which inturn leads to lower margins.
Alsothe price becomesamore significant factor in customer choices. Strategic
fit, then, requiresthat the supply chain move from responsivenessto efficiency.
These issues can be especially critical indynamic or high-tech industries such
asconsumer electronics and pharmaceuticals. Beyond these particular indus-
tries, there isageneral trend toward shorter product life cycles. Ina1981 study
measuring the duration of the growth stages of various household appliances
over three time periods (1922-1942, 1945-1964 and 1965-1979), Qualls et
al. observed a five-fold decrease from 33.8 yearsin period | to 19.5 yearsin
period Il and 6.8 yearsin period I11. Additionally, environments of multiple
products and consumer segments can exacerbate supply chain complications
resulting from product life cycle issues. Also, as noted in Higuchi and Troutt
(2004), avery shortlife cycle canalso interact disastrously with the Bullwhip
effect, boom and bust, and phantom demands.
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PLCand SCM are greatly influenced by each other inthe samewayasare PLC
and Business Logistics (Bowersox & Closs 1996). PLC directs the supply
chaintothe appropriate market strategy, such as pricing, promotions, model
changes, distribution channels, service level, etc. Onthe other hand, SCM has
impacts on the durations of each stage in the PLC and deforms or shifts the
pattern of profits proposed by PLC. For example, advertisement through the
mass media and sales promotions through huge distribution channels have
speeded up the diffusion of new products and may shorten and/or lengthen the
duration of the stage. The Bullwhip effect, from multi-echelon decisions, and
phantom demand, from boom effects, are well-known phenomena, which
enlarge the variance of demand and rob the supply chain of profits and stability.
Inthissection, we consider the PLC in more detail fromthe viewpointof SCM.
Table 2 below summarizes the discussion in this chapter.

Thefirstor introduction stage starts upon release of the brand-new product to
the market. Inthis period, sales growth is slow because of the mixed effect of
the expensiveness of the product, low awareness in the market, customers’
reluctance to change their behaviors, under-formation of the distribution
channel, and so on. A large costis incurred to promote the new product and
toattractdistributors, so that the profit may be low or even negative. The typical
launch strategy is acombination of pricing and sales-promotion approaches.
The price strategy can be divided into the skimming and penetration strategies
(Kotler,1999)%. Inthisintroduction stage, the price strategy is mainly adopted
to skimthe margin of the product or to penetrate widely in the market. Inthe
skimmingstrategy, the priceand margin isset atahigh level to capitalize onthe
firstmover advantage. Inthe penetration strategy, the number of potential
customersisemphasized much more than the margin for attaining commercial
success and benefits of the learning curve effect. The resultsare then observed
and permit determination of the profit per unit and the range of potential
customers. The sales promotion functions as a catalyst that controls the
diffusion speed. A large expenditure on advertising makes the product popular
quicklyandasmaller one delaysthe diffusion. Thus, the launchstrategy isvery
important because it can affect the whole life of the product.

This first stage has a significant meaning for the supply chain as a time for
circumstantial judgmentand preparation for future success. Atthistime, itwill
be uncertain whether the new product succeeds and to what degree and how
fastitdiffuses. The supply chain should make a launch strategy and plan the
timing to expand the manufacturing ability. Usually, downstream players
(retailersand wholesalers) can respond more quickly to customer needs than
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upstream players (set-maker and suppliers) because of the characteristics of
the processes and the degree of flexibility of equipment. Upstream players need
alonger time to expand their capacity and take much more risk than down-
stream players. Upstream players have strong constraints in the use and
duration of equipmentand the rearrangement of the resources (labor, equip-
ment, capital) related to existing products. Inaddition, the supply chain hasa
path dependency inthataprocess starts after all the previous processes finish
asthe Theory of Constraints (TOC) illustrates (Goldratt, 1990). For example,
the lack of a part may become an obstacle to produce and sell the product.
Hence, italso important to estimate and identify the future bottlenecks.

The second stage isthe growth stage inwhich the sales volume increases rapidly
because the majority of consumers start buying the product. This contributes
to reducing the production costs and increasing profits due to large-scale
production and the experience curve effect. Atthe same time, the expansion of
the market attracts new competitors into the market. Companies must adopt
the various market-expansion strategies by improving the product quality and
style, adding new models with new functions, creating new market segments
and distribution channels, lowering the price, and so on.

Inthisstage, the competition, supply chainvs. supply chain, intensifiesas the
number of competitors increases. The supply chain also takes on market-
expansion strategies. Sometimes, the supply chain faces bottlenecks in the
production process and incurs opportunity loss because upstream players
(manufacturers) take amuch longer time to respond to the market expansion
than downstream players (wholesalersand retailers). Atthe worst, this creates
internal problems, such as the Bullwhip effectand phantom demand, and gives
competitors the chance to enter the market. Itis essential for the supply chain
to minimize the gap between the demand and supply by improving the
production and information system and controlling the diffusion speed. The
improvementof the production system includes the expansion of the flexibility
with respect to variety and quantity of products, the use of outsourcing, and the
appropriate policy and timing to expand the production facility. The information
system helps the supply chain to shorten the cycle time to the market and to
forecast future demand. Inthe shortterm, there isan upper limit for the supply
chainto produce. Onthe other hand, in the long term, there isan appropriate
level of production facility in consideration of the shrinkage after the peak
demand. Hence, itisacritical factor for supply chains to estimate the trend of
the demand correctly and to adjust the manufacturing capability to areasonable
level.
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Thethird stage is the maturity stage inwhich the sales growth slows down. This
stage is divided into three phases: growth maturity (the growth rate starts
declining), stable maturity (the sales volume flattens), and decaying maturity
(the sales volume starts declining). The slowdown of growth makes overcapac-
ity tangible and induces severe competition. Competitors can be classified into
twotypes: the volume leader (afew giant firms) and the “nichers” (others). The
volume leaders pursue maximum profitthrough economy of scale, while nichers
pursue high margins in small target markets. Companies tend to concentrate
their resources on profitable and new products and abandon others.

In this stage, supply chains are eager to defend their market shares and to
maximize their profits. There are few possibilities left for the supply chainsto
increase their sales (except the foreign market) because the market has
segmented and becomes surrounded by strong barriers and because severe
competitiontendsto induce price competition. So the best way to maximize the
supply chain profitisto reduce the cost by the rearrangement of the manufac-
turing facility and the pursuit of efficient operations. The major rearrangement
methods are the standardization of the parts and global outsourcing. These
contribute to further cost reduction by enhancing open transactions. Efficient
operations can be achieved relatively quickly and easily by strategic alliances
for the sales promotion in the foreign market and for the economy of scale by
Original Equipment Manufacturing (OEM).

In the last or declining stage, sales decline because of technological and
commercial obsolescence. These lead to overcapacity, price competition and
profiterosion. Some competitors withdraw from the market. Even the remain-
derstend toabandon some weak or small segments and harvest their invest-
ments quickly.

In this stage, supply chains are forced to make a decision whether to be a
survivor or to withdraw form the market. Either way, they must identify weak
products and segments and then abandon them. If they decide to be asurvivor,
however, SCM plays a very important role because SCM contributes to
reducing the risk by enhancing the JIT system and outsourcing, and because
SCM enables various strategic options. These can be divided into flexible
transactionsand borderless locations. The flexible transaction includes the use
of outsourcing and OEM. The borderless location is suitable for the global
sourcing and the economy of scale.

Itmay be one of the critical factors for supply chains to estimate future demand,
taking into account Product Life Cycle considerations. The following case,
Tamagotchi, illustrates the difficulty and importance of this. Tamagotchi,an
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Table 2. Product life cycle and SCM

Stage Marketing Objectives SCM Implication
-Anticipation and Ascertain of the Trend
-Linkage of Launch Strategy and Facility Planning
-ldentifying the Future Bottlenecks
-Adoption of Market-expansion Strategy
-Minimization of the Gap Between the Demand and Supply
Growth Maximization of Market Share -lmprovement of Production and Information System
-Control of the Diffusion Speed
-Reasonable Forecast of the Future (Peak and After-peak) Demand
-Rearrangement of Manufacturing System
-Standardization of Most Parts

Creation of Product Awareness

Introduction and Trial

Maturity Maximization of Profit While -Use _of Outsourcin_g (Fo_rmation of Global Supply Qhain)
Defending Market Share -Formation of Strategic Alliances for the Sales Promotion
-Sales Promotion in the Foreign Markets
-OEM
-Decision Making on Whether Survival or Evacuation
Decline Reductioq of Expenditure and If Sur\_/ival,
Milk the Brand -Withdrawal from the Weak Products and Segments

-Thoroughgoing Rationalization of the Manufacturing Facility

egg-shaped computer game and the first virtual pet game, was launched into the
market by Bandai Co., aJapanese toy manufacturer, at the end of November,
1996. It was so brand-new that nothing was comparable. Bandai Co. setthe
initial target sales volume at 300,000 by the end of 1996 without using mass
media advertisement. However, the effect of word of mouth advanced the
popularity of the product at such atremendous speed that they actually sold
4,000,000 units by the end of March 1997. In this case, the introduction stage
was over almostimmediately and the growth stage started very early. A very
severe gap between the demand and supply had occurred. When they enlarged
the manufacturing facility in July 1997, the stage of the product had already
entered into the decline stage. Asaresult, although they sold over 2,400,000
units worldwide by the end of October 1997, they announced 16 billion yen
(US$136 millionat US$1=118yen) in after-tax losses in fiscal 1998 ending
March 1999, mainly because of huge numbers of unsold Tamagotchi (Higuchi
& Troutt, 2004).

Vernon’s Product Cycle Theory

Vernon’s (1966) productcycle theory, also called the product-cycle model by
Dunning (1988), differs from the classical PLC model. The productcycle is
oriented toward the production process. By contrast, the PLC focuses on the
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marketand consumer behavior. Vernon concentrated on explaining the rela-
tionship between the state of product innovation and the geographical location
of manufacturing facilities, from the viewpoint of international trade and
economies of scale. While this relationship should certainly be taken into
accountintheallocation of manufacturing facilities, the economic environment
has changed dramatically for several reasons:

(1) Thesupply chainhasbecome the basic unit for competition in the market.

(2) Accessibility and telecommunications have now advanced to the degree
that “tele-collaboration” can be executed smoothly.

(3) The gaps inthe standard of living between countries narrows and the
differencesinlabor costsand skill levels diminishes.

(4) Modularity of product design has progressed so that a single part can
improve the product specifications and standardized parts or components
caneasily be outsourced.

(6) Developing countriesaccumulate manufacturing know-howand increase
their ability to respond to the innovations quickly.

(7) Capital marketsadvance sothatdifficulties for the international investment
diminish.

(8) Uniqueness of the market becomes very important in creating new
products.

National borders are becoming a smaller problem and the uniqueness of
countries and regions become more important. In this section, we review the
productcycle fromthe individual process and product innovation stages inthe
terms of the global supply chain.

In the time period before the decision on where the new productis bornand
manufacturing facilities are to be located, Vernon assumed thatenterprises in
any one of the advanced countries are notappreciably different from those in
any other advanced countries. However, he mentioned thatequal access to the
latest technology does not mean equal probability of the application of themin
the generation of new products. Thisis because of possible large gaps between
the knowledge of such technologies and their application to the product.

Attheearly innovation stage, the supply chain should emphasize effective and
efficientcommunication among the customers, R&D departments, and manu-
factures (including suppliers). R&D departments will locate in the most
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advanced country available because of the existence of more innovative or
sophisticated customers and the merits of aggregation of technologies. For
most effective use of communication, notonly R&D departments, butalso the
manufacturing facilities tend to locate in the most advanced country. Inthis
stage, the supply chain concentrates on the linkage within the supply chain and
rapid response to the customer demands.

The propensity of multinational enterprises to use their home markets to
develop and introduce new products stems from a series of powerful
forces. It has been confirmed again and again in empirical studies of
various sorts that successful innovations tend to be those that respond to
the market conditions surrounding the innovation. The original idea may
be developed almost anywhere, but successful innovation depends strongly
on the compelling character of the demand. (Vernon, 1977, p.40)

The second stage is the maturity of the product in which the manufacturing
process progresses significantly. Demand for the product expands because of
global sales growth and the price declines. In order to achieve economies of
scale through mass production, the manufacturer wants to use capital-intensive
facilitiesforaslongatimeas possible. Onthe other hand, the variety of products
will be proliferated by competitors, in partto avoid full price competition. As
the product becomes popular in other advanced countries, the barriers to
maintaining manufacturing facilities in the mostadvanced country abate and the
pressure to reduce costs beginsto predominate.

Atthisstage, the supply chain seeksto improve the effectiveness of its structure
inorder to respond to foreign markets. The degrees of maturity of the partsand
processes may differ widely, so that it becomes feasible and efficient to shift
some processesto foreign countries. For example, itis often easier and less
costly to source standardized parts from other countries than to use domestic
parts. The setup process also tends to shift to other countries, often immediately
accompanied by a large number of new customers. In addition, the local
government’sregulations often encourage the shift to other countries. Some
supply chains shift their new manufacturing facilities to other countries and
others make strategic alliances with foreign partners.

Inthe final stage, the product and processes become so standardized that few
processes can create competitive advantages by purely technical improve-
ments. Most processes will have been standardized to the extent that little room
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is leftfor differentiation in quality and manufacturing cost, with the exceptions
of laborand rent costs. Finally, the country that originated the product becomes
an importer from a foreign exporter.

Globalization of the supply chain makes its managementstill more difficult. Due
to economy of scale effects, it is often efficient for some processes to
concentrate in a single country. The division of labor in the supply chain
becomes global and complex. After that, the pressure increases to reduce
logistics costs. The supply chain must then try to achieve efficientand effective
flow and storage of the parts and products from the point of origin to the
consumer.

Multinationals that have developed a global network commonly see the
world as a chessboard on which they are conducting a wide-range of
campaigns. The chessboard’s squares are nation-states, and an enterprise
can consider entering any one of them by a number of different means —
by trading with dependent firms in the country, by developing alliances
with enterprises already operating in the country, or establishing a
subsidiary of its own in the country. (Vernon, 1998, p.22)

Table 3summarizes the productiontheory interms of location. Each stage has
itsown mission and sources of competitive advantages. Inthe first stage when
the product is new, the supply chainshould build a strong linkage between the
latent customers in order to incubate the new market. Before information
technology (IT) and managementtechnologies advanced, location near to the
customerswas essential. Now, supply chains canuse I T effectively to commu-
nicate with customers and to collaborate beyond national borders and without
regard to distance. In the second stage, when the product is maturing, supply
chainsshould respond to the expansion of the market and the intensification of
competition. Overseas investmentand international strategic alliances become
inevitable. Inthe third stage, when the product is more standardized, supply
chains needto pursue efficiency inglobal logistics. Toachieve this, itbecomes
critical toallocate supply chain functions globally andto improve coordination
amongthem.

The developmentofthe home VCRillustrates Vernon’s Product Cycle Theory.
To commercialize the home VCR, there were some requirements from the
customers: the size, price, quality and specifications (for example, recording
time). Japanese consumer electronics companies had advantages in that they
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Table 3. Stages of the product development and production location

Stage Mission Source of Advantage Location Implication
-Flexibility in Location at the Beginning
-Differentiation of Production

Interaction with a Linkage Between the
New

(Innovative) Later,l} Market Supply C hain and the -The Need for Efficient and Effective
eed Innovative Customers S
Communication among Concerns
Building an Overseas Investment and -Standardizing the Production Process
Maturing Effective Supply Strategic Alliances -Access to the Foreign Markets
Chain -Economy of Scale (Cost Reduction)
Achievement of an Global Supply Chain Expansion of the Markets to less- developed countries
Standardized Efficient Supply Coordination -Global Division of Labor
Chain -Reduction of Global Logistics Costs

already had TV and cassette tape recorder departments that could respond to
the consumer feedback quickly. The technologies used in these departments
were critical to the commercialization of the home VCR. Between 1976 and
1985, Japanese companies monopolized the production of VCRs. After 1985,
Japanese companies started offshore production for sales promotions in the
otheradvanced countries and costs were cut to win the price competition. Up
tonow, Japanese companiesare losing room for further differentiation and new
competitors from Asian countriesare increasing their shares all over the world
inthe industry (see further details in the next section).

VCR Case Study

Todemonstrate the three life cycles, we examine the development of the home
VCR industry. JAPAN VICTORO(JVC) developed VHS technology and
succeeded in creating the market in 1976. After that, other companies, for
example, MATSUSHITA, HITACHI, MITSHUBISHI Electric, SANYO,
SHARP, AKAI Electric, AIWA, and FUNAI, started selling VHS products.
VHS products became popular in Japan and the United States first, and later
became the global standard. In the first decade (1976-1985), most of these
products were produced in Japan and exported to other countries. In the next
decade (1985-1994), some manufacturing facilities and/or processes started
shifting to other countries. Finally, in the latest decade, Japan imported many
more than they exported in terms of quantity. Now at the beginning of this
century, asimilar transition period appears to be underway from the video
cassette to the DVD formats of home video entertainment.
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The VCR industry started after AMPEX VRX-1000 (Mark V) was intro-
duced for industry use in 1956. It was inevitable that this industry-use VCR
technology would be miniaturized and made less expensive for home use.
SONY was the leader in the development of the home-use VCR market?. In
1974, SONY developed the prominent home use VCR, “Betamax,” and
started selling it at 229,800 Yen (about US$771 at US$1= 298 Yen) in
August 1975. However, itwasstill rather large and expensive to be ideally
suited to the home-use market. In 1969, SONY introduced the “Color
Videoplayer.” In1970, SONY developed the “U Format” and requested other
competitorsto adoptit. Several did in factadopt itand developed the product
based onit. Thus, itwas believed that Betamax would become the dominant
designinthe home-use VCR.

JVC had meanwhile been outdone by SONY in popularity and technically.
However, in 1975, JVC developed VHS and introduced the HR-3300 model
with VHS format at 256,000 Yen (about US$892 at US$1 = 287 Yen) in
September 1976. VHS and Betamax units are similar, but they require
cassettes of different sizes. Hence, these formats are incompatible. It is
debatable whether VHS or Betamax was technically superior. VHS empha-
sized lower weightand alonger recording time capacity. The HR-3300 model
was lighter than Betamax by 5 kg and HR-3300 could record for two hours
while Betamax could record for only one hour at that time?. These features
appealed to the customers in the United States, Europe and Japan. Then the
struggle for the de-facto standard became heated.

Inthemid 1970’s, JVC effectively made strategic alliances with competitors.
InresponsetoJVC’scall, MATSUSHITA,HITACHI, MITSUBISHI, SHARP
and AKAI all accepted the VHS format. This alliance was quite effective for
recovering from the technical confusion and inefficiency, and also promoted
recognition of the product in the market. SHARP contributed the front-loading
technique, MITSUBISHI the fast forward technique, HITACHI the IC tech-
niques,and MATSUSHITA HiFitechniques. Atthattime, MATSUSHITA
had the largest distribution channel in Japan. Inaddition, VHS expanded to the
United States and Europe by OEM (Original Equipment Manufacturing).
Finally, VHS overtook the Betamax and became the global standard, the
dominantdesign, in the home use VCR (NHK, 2000).

Figure 3shows the shiftin the numbers of output and the average production
costofhome use VCRsinJapan. The average costdeclined rapidly inthe late
1970sand more stably inthe 1980s and 1990s. The diffusion rate reached 5%
in1981. Fifteen yearsafter SONY introduced the firsthome use VCR, the CV-
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Figure 3. Number of output and production cost
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2000, its market grew rapidly to 63% in 1980s. In the 1990s, the speed of
diffusion slowed down and the level rose to 78%. The reduction of costs
enlarged the market, and at the same time, the expansion of the market induced
further cost reduction by economy of scale effects, the learning curve, and
competition.

Product innovations also contributed to the diffusion of the VCR. VHS
continued to develop with new functions, such astripled recording time (1979),
HiFi sound (1983), Super-VHS (1987), W-VHS (1993) and the dynamic
drumsystem (1995). As Abernathy (1978) pointed out, new features tend to
have less impact at the later end of the cycle than at the beginning. However,
these are critical factors for the location of supply chain functions. JVC has been
the leader and introduced new products with new functions. Their manufactur-
ing facilitiestended to locate in the advanced countries, while less innovative
manufacturers tended to locate in developing countries.

Almostall VCRs have been produced in Japan. Figures 4 and 5 show the shifts
in the import and export numbers in Japan and the shifts of domestic and
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Figure 4. Shift of export and import
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Figure 6. Lowest prices in each category by companies
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Figure 7. Price zone in 1993-1994
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offshore production by Japanese companies. Inthe early 1990s, some Japa-
nese companies started producing VCRs in foreign countries. In 1994, the
offshore production surpassed the domestic production. Finally, overseas
productiontripled, and by 1999, imports to Japan exceeded exports.

Atthe present time, the de-maturity process is likely underway. The DVD is
rapidly catchingup with VHS. Although the DVD recorder is more expensive
thanthe VCR, the DVD appearsto have agreater potential. The DVD ismuch
smallerand more durable than the VHS cassette and can record much longer
atahigher quality thanthe VHS. DVD also has attractive interactive features.
InJapan, the sales volume of DV D software exceeded that of the VHS in 2003.

It is important to note that by way of this case study, we obtained a result
inconsistentwith VVernon’sProduct Cycle Theory. Althoughthe VCR industry
must have reached the third stage when the product became highly standard-
ized, Japanstill exports more than itimports in monetary terms. This isbecause
some Japanese supply chains have delayed the onset of the maturity stage by
adding new functions. Figure 6 illustrates the lowest fixed prices in each
category, monaural and HiFi sound, by the companies JVC and FUNAI. While
JVCisaleadinginnovator, FUNAI isaspecialistin cost cutting. JVCtried to
avoid the price competition by adding new functions. From Figure 7, itis clear
that JVC had a wider range of products than FUNAI. Thus, the differing
strategies had profound effects on the structure of the supply chain, the degree
of maturity of the product, and so on. Hence, we need further research on the
relationship between supply chain strategy and dynamics.

Conclusions

Thethree life cycles of the product innovation, market and facilities location
provide useful landmarks for supply chain plannersand managers. Table 4
describes the stages of these three life cycles. In Table 4, “location” refers to
geographiclocation of factories. InVVernon’s product cycle theory, the location
of factories has a close relationship to the degree of maturity of the product.
When the product is new (the innovative stage), companies tend to locate
factoriesinthe mostadvanced countries. After maturing of the product, they
tend to spread production facilities to other advanced countries. Once the
product becomes standardized, it becomes efficient to locate production in
developing countries.
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Table 4. Stages of the three life cycles

Innovation Customer Location

Before Dominant Design
Introduction
New (Innovative)

Immature

Growth
Maturing

Mature
Maturity

Standardized

m T - o

Decline

De-mature

By focusing onwhere the chainisinterms of these cycles, guidance is provided
aboutglobalization and location decisions, activities to emphasize, and R&D
priorities. A case study of the VCR supply chain illustrated many of the general
principles. However, italso illustrated how some stages could be manipulated
by emphasis ondeveloping new features and functionalities. This pointalso
illustratesanimportant pointin evaluating new seed innovative products. Other
things being equal, those innovations that promise a larger variety of potential
variations and feature innovations should be of special interest.
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Endnotes

' Todevelopthe home use VCR market, Japanese consumer electronics
companies had advantages. First, they incorporated the tape recorder
industry and TV departmentwithinacompany. VCRs use “mechatronics,”
whichisthe combination of mechanics and electronics. To develop the
VCR, themechanics (suchasinatape recorder) and the electronics (such
asin TVs)were necessary. Atthattime, collaboration with other compa-
nieswasan unexplored area. Hence, Japanese companies, which pos-
sessed both technologies, managed to develop the home use VCR inthe
commercial market. Secondly, they had excellent competitors and suppli-
ersindispensable for the home use VCR. Finally, they had established
expertise inminiaturization, whichwasacritical factor for succeedingin
the design of the home use VCR.

2 Customersmainly record moviesfrom TV. Thisrequiresarecording time
capacity of at least two hours in general.

¥ Kotler(1999) originally combined the price and promotionstrategies, and
thereby proposed four strategies: fastand slow skimming and fastand
slow penetration.
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ChapterV

The Effect of Different
PaymentTerms
on Order Variability
in a Supply Chain

I Nyoman Pujawan, The University of Manchester, UK

Abstract

Literature on supply chain management has acknowledged the effects of
forecasting techniques, lot sizing rules, centralising information system,
vendor managed inventory, and various biases and noises on order
variability or bullwhip effect. We will show in this chapter that order
variability from a buyer is also affected by the payment terms offered by
the supplier. We develop mathematical models to accommodate different
payment terms into the lot sizing techniques. The models are then
simulated under uncertain demand situations over a range of parameter
values. The results suggest that payment terms have substantial impacts
on order variability passed by a supply chain channel onto its upstream
channel.
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Introduction

Thedifficulty in managing supply chain operations is much attributable to the
degree of variability of orders or demands flowing from a downstream to the
upstream channels inthe supply chain. Itis believed that order variability could
be disruptive toachieving efficient supply chain operations: itresultsin higher
inventories, lower service levels, and more difficulties in managing capacities.
Authorson supply chain management have discovered that order variability
could be aresultofvarious processes inasupply chain such as forecasting,
rationing and gaming, order batching, quantity discount policy, etc. (see, for
example, Lee etal., 1997; Fransoo and Wouter, 2000; Disney and Towill,
2003). Several of those processes are rational responses for dealing with
uncertainty while others, such as order batching and quantity discount, are
processesto exploiteconomies of scale inasupply chain. Mason-Jones and
Towill (2000) asserted thatat each supply chain channel, order information s
subject to delay, bias, and noise before it is transferred to the immediate
supplier. In other words, the demand information from a downstream channel
isdistorted, and asaresult, the further away a channel is fromthe end customer,
the larger is the distortion of the demand of the end customer he or she receives.
Such a phenomenon creates difficulty in managing a supply chain and is
disruptive toachieving effective and efficient supply chain operations.

Amplification of order variability inasupply chain has been asubject of interest
for academics. Forrester (1960) is probably the first scholar to present the
amplification of demand from adownstream to an upstream channel inasupply
chain. Morerecent literature has termed this phenomenon asa Bullwhip Effect
(Leeetal., 1997; Dejonckheere et al., 2002; Pujawan, 2004; Disney and
Towill, 2003; Zhang, 2004). VVarious issues have been addressed in relation to
the bullwhip effectinthe recent literature. Metters (1997) presented experi-
mental results that show the impact of the bullwhip effect on supply chain
profitability. Chenetal. (1998) provided quantitative models that measure the
impact of forecasting techniques and information centralisation policy on the
bullwhip effect. With respect to the forecasting techniques, for example, the
authors showed that the exponential smoothing technique led to a higher
bullwhip effect compared to the moving average. Disney and Towill (2003)
evaluated the effect of using a Vendor Managed Inventory system on the
bullwhip effect. They showed that VMI could reduce demand amplification up
the supply chain and, hence, provides better supply chain stability. Zhang
(2004) modeled and evaluated the impact of forecasting methods on the
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bullwhip effectand suggested that different forecasting methods could have a
differentimpact on the bullwhip effect, but their impact is affected by other
factors, i.e., the lead time and the demand autocorrelation. Kelle and Milne
(1999) studied the effect of (s,S) ordering policy onthe order variability. They
revealed that the variance of orders produced relative to the variance of
demand received is proportional to the periods between the successive orders.
Inarecent paper, Pujawan (2004) presented amodel on the effect of lot sizing
rulesonorder variability created by abuyer. The author suggested that different
lotsizing rules could have an effect on the order variability passed by a supply
chainchanneltoitssupplier.

Inthis chapter, we will show that paymentterms could also have animpacton
order variability. We will observe order variability from the pattern of an order
thatabuyer sends to the supplier. Different paymentterms agreed on by the
buyer and the supplier might finally create different ordering patterns from the
buyer. Previous publicationsaddressing the bullwhip effect have neglected the
potential impact of different payment terms offered by a supplier on the
variability of orders passed on by its buyer. Inapractical environment, itis
logical that the buyer would adjustits ordering policy if different payment terms
were offered by the supplier in anattempt to maximise the financial benefits of
the payment terms. Pujawan and Kingsman (2003) asserted that payment
terms could have an impact on the ordering patterns fromthe buyer, i.e., one
paymentterm could resultin more lumpiness in the buyer’s order than the
other. This hasraised a suspicion that different payment terms could have a
significantimpact on the variability of orders received by an upstream supply
chainchannel.

Inthe literature, paymentterms have been analysed under a constant demand
setting. When demand isassumed constant, the optimal order quantity would
certainly be the same from time to time. In this chapter, uncertain time varying
demand will be analysed. Two traditional dynamic lot sizing methods will be
modified toaccommodate different paymentterms, i.e., the Silver Meal (SM)
rule and the least unitcost (LUC) rule.

Literature on Payment Terms

In practice, immediate payment on the receipt of the goods ordered by the
buying company rarely happens. The suppliers usually provide certain credit
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termsto the buyer. Thus, the buyer is allowed to delay payments for acertain
period. Most inventory control models presented in the literature have ne-
glected this phenomenon and assumed that payments took place immediately
onthereceiptofthe items by the buyer. However, there have been efforts spent
by researchers to investigate the effect of payment terms on the inventory
control models. Kingsman (1983) and Carlson and Rousseau (1989) pointed
outthatthere are two payment terms commonly applied in practice. The first
isaso called day-terms contract where payments are due a fixed period after
the receipt of the items. The second is a date-terms payment contract, where
the buyer is allowed to delay payment of all items received in month sto a
specified date inmonth #+1. In contrast to the day-terms case, the length of the
creditperiods in date-terms vary according to the date the items are received
by the buyer.

Several variations of these credit payment systems have been studied by
researchers. Chapmanetal. (1984), for example, presented four situations of
creditterms. They showed that the economic order quantity is determined by
the relative length of credit periods to the order cycle and whether or not the
creditperiods are based on the units remaining in stock. Later, Chung (1989)
also considered the same four situations and derived expressions for the
economic order quantity based onadiscounted cost approach applying a
continuously compounded interest rate. The paper by Wilson (1991)
presents a payment system that can be considered as one case of those
studied by Chapman etal. (1984), that is, when the credit periodisless
than the order cycle.

Anotherassumption can also be made in conjunction with the cash inflow from
sales. Insome cases, the delayed payment enablesthe firm to earn interest from
the revenue obtained before the paymentisdue. Thisis particularly true if the
firmsells the items for immediate payment, such as in the case for retailers.
Halley and Higgins (1973), Goyal (1985), and Chung (1998) consider this
situation and differentiate between the borrowing and lending interestratesin
their models. Teng (2002) amended Goyal’s models by considering the
difference between the unit price and the unit cost. Huang (2003) extended the
previous models, taking into consideration that the retailer who receives a
payment delay fromthe supplier also offersasimilar trade credit policy to its
customers.

The date-terms payment contract has received very little attention in recent
studies. There are very few papers dealing with modeling economic order
quantity under date-terms payment contract, for example, Kingsman (1983,
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1991), Carlson and Rousseau (1989), Carlson et al. (1996), and Luo and
Huang (2002). The papers by Carlsonetal. (1989) and Carlsonetal. (1996)
suggest that the optimal order quantity can only be obtained by using asearch
procedure. Itscomplexity may explain why little attention has been devoted to
this paymentterm.

Modeling Lot Sizing Decisions with
Different Payment Terms

Assumptions and Notations

The underlying principle inmodeling the lot sizing problems under different
paymentterms isthe separation of inventory holding costs into two parts. The
firstpart, whichwill be referred to as the physical holding costs, includes those
holding costs which are associated with the flow of items such as storage cost,
tax, insurance, and obsolescence. We use the usual assumption that the
physical holding costis charged based on inventory values at the end of each
period. The second part covers the holding cost which depends on the flow of
funds, i.e., the cost of capital. According to Bowersox and Closs (1996), the
average annual cost of capital for various enterprises is about 15%, while the
physical holding cost forms only about 4.5%.

Three payment terms will be considered in this section, namely, immediate
payment, day-terms, and date-terms. For modeling purposes, time isdivided
into discrete periods of uniform length. Ordering decisions can only be made
atthe startofaperiod. It will be assumed that the permitted paymentdelay is
alwaysan integer number of time periods. In modeling date-terms payment
system, the payment cycle isdefined as the period between successive payment
dates. Forexample, ifitisassumed that one month is equal to four periods and
paymentis due at the start of the second period of the following month, then there
isafour-period paymentcycle andaone period permitted payment delay after the
cycleends.

Inthe modelsthat follow, 4 is defined as the ordering cost, c is unit price of the
item, A is physical holding cost per period as a fraction of unitprice, »is cost
of capital whichisassumed equal to the interest rate, and ¢, _is demand in period
k. The following are further notations that will be used in the models:
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) =allowed paymentdelay in day-terms, stated in periods.
=paymentcycle in date-terms.

0% =allowed payment delay in date-terms after the corresponding
paymentcycle ends.

[0) = integer numbers, started from zero, indicating the order of
paymentcycle in date-terms.

i(k) = the increase of inventory holding costs if order quantity is
increased from covering demand for £-1 periods to 4 periods.

(k) =the sumofinventory holding cost for an order covering k periods
of demand.

PWC(k) =presentworthofcostforanordercovering k periods of demand.

ARC(k) = average cost per period for an order covering k periods of
demand.

AUC(k) =average unitcostforanordercovering k periods of demand.

Heuristic Rules to Determine Order Quantity

The optimal policy in deterministic lot sizing problems is to place an order
covering demand for an integer number of periods. Based on this property, the
principle of lotsizing heuristic isto increase incrementally the number of periods
tocoverinone order until acertain condition is met. Inthe Silver Meal rule, the
condition is based on the incurred average cost per period. The number of
periods covered inone order isthe one which firstgives the local minimum cost
perperiod. Inthe LUC rule, onthe other hand, the number of periods covered
inone order is that which gives the minimum cost per unit.

When comparing policies that have cash inflows and outflows at different times,
itisgenerally considered that discounting the costs and comparing policieson
their net present worth at the start of time one is more accurate than the use of
the average costs approach, although it might lead to a more complicated
mathematical analysis. Insomessituations, including delayed paymentterms, the
cost functions are more easily represented using discounted cash flow analysis.
Ifasum invested earns interest continuously atarate » per period, then after
tperiods, £1 hasincreasedto £¢”. Thus £1 paid outat time 7 isequivalent to
£e"atthe start of time one. If the demand d, is bought at a cost c per unit at
the start of period ¢, then the discounted cost would be cd e”*”, since it is
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discounted back over the #-1 periods to the start of period 1. If this demand
were boughtas partofalotat time one thenitwould cost cd . Thus the extra
financing due to making d part of the lot bought at time one is the difference
between these two values, thatis, cd (/-e”*”). Assumingthatthe period an
orderto be placed is always referred to as period one, present worth of cost
foranorder covering k periods of demand under the assumption of immediate
paymentisgiven by:

-1k k
PWC(k) = A+h02{ zdj]eﬂ +eY dif-e D) )
t=2

=1\ j=t+1

Where the last two terms represent respectively the physical holding costand
cost of capital. Similarly, when the number of periods covered is k-1, the
presentworth of costis:

t=1\ j=t+1

k=2 k-1 k-1
PWCk-D)=A+hey| di | +edli-e D) 5
=2

Subtracting PWC(k-1) from PWC(k) givesthe increase in the present worth
of cost when the number of periodsto cover isincreased from k-1to k. This
costwill be referred to as incremental cost of period k£ whichis given by:

k-1
i(k) = PWC(k) = PWC(k—1)  =hedey e™ + cdift—e 0 ) 3)
t=1

If payments follow a day-terms contract, then the financing cost of the capital
invested in stock will be lower thanthat in the immediate payment case because
the supplier allows the paymentto be delayed for & periods. The financing cost
will be the difference between paying for the demand 4, in period one and
payinginperiod ¢+, butthe physical holding cost will remains the same since
itisnotaffected by the paymentterms. Following the logic for the immediate
payment, the incremental cost of increasing the order to cover & periods rather
than £-1 periods’ demand for the day terms case is given by:
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k-1
i(k) = hcdkz e +cdie™? (1— e "D ) )
=1

A more complicated expression isrequired to model the lotsizing decisionsin
date-terms payment contract. When an order is placed at the beginning of a
paymentcycle and the order quantity covers less than or equal to one payment
cycle (m), thereisno cost of capital incurred. For inthis case the payment for
the whole order takes place at exactly the same time as would be the case for
the payments if individual orders were placed for each successive period. For
example, if the paymentcycle is four periods and the permitted payment delay
isyperiodinthe nextpaymentcycle, then orders placed at the start of period
1,2, 3 or4 will all be paid for at the same time. Thus an order in period one
will notincurany financing cost if the order quantity covers four periods or less.
However, once an order covers periods belonging to two or more payment
cycles, aconsiderably larger cost of capital will be encountered. The present
worth of the costs incurred if an order at the beginning of a payment cycle
coversthe demand for k£ periods in the date-terms contract can be expressed
asfollows:

=k x
PWC(k) = A + th[ zdee—rl + ce—r('y_l) Zdt(e_rm _ e—rm((p+]_) ) (5)

=1\ j=t+1 1=2

Payment of the purchase cost for the demand d is made in period m + yif it
isincluded inthe lotboughtatthe start of period 1. If it were bought at the start
of period ¢, then payment would be made at time m(¢@+1)+y, where ¢ is the
largest integer less than or equal to (z-1)/m. The period zoccurs in the (@+1)™"
payment cycle, so the payment would take place vy periods into the next
payment cycle. Consider a payment cycle of four periods, so m =4, and a
permitted payment delay after the payment cycle terminated of one period, so
v=1. Hence, the payment for an order placed in any time between period 1
to period 4 is due in period 5 and the payment for an order placed any time
between period 5 and period 8 isdue in period 9. If the order in period 1 is
to cover demand up to period 4, there is no cost of capital incurred. (In this
case, the value of ¢ in equation (5) is zero.) When demand in period 5 is
included inthe order placed in period 1, there is a cost of capital. Instead of
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paying inperiod 9 for placing the order in period 5, the buyer has to pay for the
demand of period 5 in period 5, since itwas ordered in period 1. The value of
@ inthiscaseisone.

Asimilarexpression can be derived for PWC(k-1). The incremental costis
then given by the following formulation:

k-1
i(k) = hcdkz e +ce D dk(e_”" — Mo ) (6)
)

The number of steps in determining the order quantity can be substantially
reduced since the present worth can be expressed in term of a recursive
functionasfollows:

PWC(k)=PWC(k-1)+i(k) @)

Where PWC(1) = 4 and i(k) is as defined in (3), (4), or (6) for immediate
payment, day-terms, and date-terms respectively. Since f{(k) is the total
inventory holding cost for an order covering demand for & periods, the present
worth canalso be written as:

PWC(k) = A+ f (k) ®)

In the Silver Meal rule, the cost per period is then obtained from dividing
PWC(k) by k, the number of periods to cover. In other words, ARC(k) =
PWC(k)/k. Similarly, when PWC(k) isdivided by D, the total demand for k
periods coveredinanorder, the cost per unit, A UC(k), isobtained. Thisisdone
whenthe LUC ruleisapplied. More analyses onthe above models can be found
in Pujawan (2000) and Pujawan and Kingsman (1999).
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Effect on Order Variability

System Description and Experimental Design

To evaluate the impact of different payment terms on the order variability
passed by abuyer to its upstream channel under uncertain demand situations,
asimulation study has been conducted. The variability of order ismeasured in
terms of quantity variability aswell as interval variability. Quantity variability,
which represents fluctuation in the quantities ordered by the buying firmto its
supplier, is measured based on the coefficient of variation of the positive order
quantities, notated as CV(Q). The variability of order interval, CV(J), is
measured based on the coefficient of variation of the interval between orders.
Demand coming fromthe end customersto the buying firmisassumed to follow
anormal distribution with mean pand standard deviation o. Figure Lillustrates
the system where demand from the end customer, the lot sizing rules, and the
paymenttermsare inputs to the system. Orders to the supplier are the output
under which the two types of variability will be measured.

The systemworks in the situation where demands from the end customers are
uncertain, but the buying firm is assumed to obtain exact information of the
demand for the current period at the beginning of each period. Demand
information for the succeeding periods is available in the form of forecasts
which are subjectto errors. Forecasts are made at the beginning of a period
after the information on the exact demand for the current period is obtained.
Thefollowing exponential smoothing technique is used to generate the forecast:

Figure 1. Illustration of the system

Lot sizing rules

Orders to supplier
v Demand ~N(u, o)
Supplier | Buying |,
) firm )
crva, CvQ) Y
Payment Terms
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Fi,j=0+od Vie{t+1,t+2,.t+R-1} 9)

and the actual demand inaperiod is generated by using arandom process as
follows:

d=F-1:+e (10)
where

F, . =forecastmadeatthe beginning of period s for period inthe planning
- horizonafter demand of the current period (7) is known.

=the constant level of the forecast

=the weight of the current demand to the forecast
=demand inperiod ¢

=the length of the planning horizon

=forecasterrorin period ¢, assumed to follow a normal distribution with
mean 0 and standard deviation o.

L R Qe

Demand uncertainty is reflected by the ratio of the standard deviation of
forecasterror to the meandemand, i.e., o/u. Inthe experiments, two different
degrees of demand uncertainty have beenused, i.e., 10% and 40%. Inaddition,
four coststructures leading to time between order (TBO) of 2to 5 periods have
also beenincluded inthe experiments, where TBO is defined as the number of
periodsto coverin one order under a constant demand situation. The payment
terms have been simplified into two, immediate payment (IP) and date-terms
(DT). The day-terms payment has been excluded because it has almost the
same ordering decisions as the immediate payment for virtually all reasonable
parameters tested. In the case of date-terms payment, it is assumed that the
payment forall ordersreceived inmonth zis due at the end of the first week of
month #+1. Itisassumed that one month is consisted of four weeks. Further-
more, the physical holding cost rate is assumed to be one forth of the cost of
capital. Two lotsizing rules, SM and LUC, have been used to determine the lot
sizing decisions. The two lotsizing rules have been modified toaccommodate
different paymenttermsas presented previously.
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Table 1. Experimental factors

Experimental factor Levels Number of levels
Payment terms IP, DT 2
CV demand 10%, 40% 2
TBO 2,345 4
Lot sizing rule SM, LUC 2
Experimental cells 32
Total experiments 32x5=160

The simulation program was coded using Pacal © programming language. The
code was previously verified by comparing the results of the simulation for
several periods with manually calculated examples. The experimentswere run
after the simulation program had been verified. Table 1 summarises that there
are four experimental factors and each factor has either two or four levels. The
total number of experimental cells is 32 and each cell is replicated five times
leading to atotal of 160 experiments. Each experimentis run for 300 periods
and to mitigate the impact of the initial period, the statistics for the first 27
periods have beendiscarded. The results of five replications in each experimen-
tal cell were then averaged.

The Results

The results of the experiments are summarised in Tables 2 and 3. The most
evident finding from the experimental results is that different payment terms
couldresultinsignificantly different order variability. More specifically, the
date-terms payment system results in more fluctuated order quantity as well as
more fluctuated order interval inalmostall situations evaluated in the experi-
ments, irrespective of the lotsizing rules, the cost structure, and the degree of
demand uncertainty. The resultsare sensible. With the supplier offering a date-
terms payment system, where the payment of orders only takes place once in
amonth, the buyer would have more incentive for ordering as far from the
payment due date as possible. However, this is not always possible when
demand from the end customer is uncertain. Under demand uncertainty, it
would often be the case that a shortage happens just a few days before the
payment date. If this is the case, the optimal order quantity would be much
smaller than if the order were to be made just a few days after the payment date
for the orders of the previous month. This explains why the date-terms payment
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results in higher fluctuation in both the quantity of and the interval between
orders created by the buyer.

Theresults confirm our initial thought that payment terms could havearolein
amplifying demand variability from adownstream to an upstream channel.
Clearly, as orders from a downstream channel are more fluctuated, the
upstream channel will face more difficulties in satisfying those ordersinan
efficientway. Variability in both order interval and order quantity fromabuyer
willinevitably increase inventory level to be kept by the supplier while at the
same time also lower service level to the buyer. Thissuggests that in order to
have an effective supply chainrelationship, there should be a careful designon
how the buyer should pay for the orders. Immediate payment or day-terms
paymentwould certainly be more desirable interms of achieving better order
stability fromthe buyer.

Theresults also show that demand uncertainty has substantial impacton the
variability of orders fromthe buyer, thatis, higher demand uncertainty leads to
higher order variability. The result is obviously logical. Since the demand
forecast is made based on the exponential smoothing technique, larger forecast
error translates into more fluctuated forecasts. The lot sizing rules, which
determine the order sizes based on the forecasts, will then produce more
fluctuated orders both in terms of quantity aswell asin terms of order interval.
Moreover, as demand becomes less predictable, it is often the case that the
same amount of inventory could last for much longer or much shorter timeinthe
planning horizon, resulting ina more fluctuated time between orders.

The lotsizing techniques also have impacts on order variability. Under the
immediate payment system, SM produces higher variability in order quantity
but lower variability in order interval, compared to the LUC rule. Pujawan
(2004) developed mathematical models to investigate the impacts of these two
lotsizing rules on order variability under an implicitassumption of immediate
payment. The models explain why the above behaviour happens. However, as
the date-terms payment systemisin place, the differences in the variability of
orders produced by the two rulesdiminish significantly. Figures 2 (a) and (b)
present, respectively, the graphs of the effect of payment termsand lot sizing
rulesonthe variability of order quantity and order interval.

Theresults presented in Tables 2 and 3also clearly show that the cost structure,
which governs the time between orders (TBO), has a significantimpact on
order variability. Longer time between orders, which isaresultof larger order
costrelativetothe inventory holding costs, leads to lower order variability. This
isduetoapoolingeffect. Longer TBO means that demands from more periods
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Table 2. Order quantity variability

CVD =10% CVD =40%
TBO 1P DT 1P DT
SM LUC SM LUC SM LUC SM LUC
0.276 0.086 0.426 0.425 0.264 0.146 0.381 0.386
0.157 0.074 0.408 0.265 0.183 0.104 0.376 0.331
0.104 0.063 0211 0.223 0.148 0.077 0.239 0.235
5 0.079 0.051 0.070 0.128 0.142 0.069 0.194 0.188
Average 0.154 0.069 0.279 0.260 0.185 0.09 0.298 0.285

A WN

Table 3. Order interval variability

CVD =10% CVD =40%
TBO 1P DT IP DT
SM LUC SM LUC SM LUC SM LUC
2 0.330 0.348 0.387 0.381 0.39%5 0.395 0434 0.440
3 0.195 0.249 0.369 0.302 0.267 0.308 0.428 0414
4 0.142 0174 0.185 0.178 0.241 0.247 0.345 0.338
5 0.110 0.138 0.179 0.207 0.228 0.227 0.284 0.271

Average [ 0194 0.227 0.280 0.267 0.283 0.294 0.373 0.366

are pooled into an order. The central limittheorem, which suggests that the
sums of numbers coming from the same distribution will have less variability
than the individual numbers, appliesin this case. Such an effect, as shown by
theabove tables, ismore evident when demand from the end customer ismore
predictable. It is interesting to note here that from the perspective of the
supplier, whichreceivesthe orders, having the buyer ordering less frequently
isdesirable foritresultsin more predictable ordering behaviour. On the other
hand, the buyer would not be always beneficial from ordering less frequently as
he or she will keep more inventories. A buyer would normally prefer small
quantity deliveries fromthe supplier. Fortunately, as the delivery frequency is
notnecessarily the same as the order frequency, acompromising solutionwhich
bridgesthe above conflicting objectivesis possible, i.e., the buyer orders less
frequently and hence more predictable, but the supplier is requested to deliver
insmaller lotsand hence, the buyer does not need to keep large inventories.
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Figure 2. Effect of payment terms and lot sizing rules on coefficient of
variation of order quantity (a) and order interval (b)
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Concluding Remarks

The effect of different payment terms on order variability has been presented
inthis chapter. Mathematical models have been developed to accommodate
differentpaymenttermsinto dynamic lotsizing rulesand simulation experiments
have been conducted to evaluate the models over a range of parameters’
values. The study reveals that the payment terms agreed by the buyer and the
supplier have much impactonthe variability of orders passed by the buyer onto
the supplier. More specifically, the date-terms payment where the payment of
all ordersinamonthisdue onagiven date of the following month resultsinmore
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fluctuated orders than the immediate payment or the day-terms where the
payment for each order takes place in a fixed time interval from the date an
order is received. This result contributes to the current literature on order
variability or the bullwhip effect where the role of payment terms has never been
previously investigated.

The results suggest that it is important for supply chain members to set an
appropriate payment system for the benefit of both the buyer and the supplier.
Certainly, receiving more fluctuated or irregular orders from the buyer is
detrimental to creating effective and efficient supply chain operations. How-
ever, itisimportantto note that order instability is not the only performance
measure asupply chainshould look at in this regards. Other measures, such as
paymentsimplicity, mightalso be considered asan important criterion. The
date-terms payment might be preferred due to less administrative burden
related to payments, but care should be taken as offering it could entice the
buyerto order more irregularly interms of quantity aswell asin terms of order
interval.

While the study sheds light on the impact of payment terms on supply chain
instability, further future developments are necessary. Future studies should
attempt to evaluate payment terms from more comprehensive performance
measures. Animportantextension that should be taken into account is the effect
of differentordering patterns the buyer sends to the supplier on the inventory
and financial performances of the supplier. The recent performance measure-
ment systems applied for a supply chain, such as the SCOR (supply chain
operation reference) model promoted by the Supply Chain Council
(www.supply-chain.org), included financial performances such as cash-to-
cash cycletime, average days of receivables, and average days of payables
which are directly affected by the paymentterms (Ceccarello, 2002). Certainly
itis interesting to observe how different payment terms and the lot sizing
decisions affect those performance measures inasupply chain.
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Chapter VI

Supply Chain
Globalization and
the Complexities of
Cost-Minimization
Strategies

Brian A. Polin, Jerusalem College of Technology, Israel
Marvin D. Troutt, Kent State University, USA

William Acar, Kent State University, USA

Abstract

We review the evolving literature on globalization with three aims in
mind. First, we introduce the concept of globalization within the context
of supply chain management. Second, with an eye toward information
that may be useful for supply chain planners, we detail the motivation for
global integration of the supply chain. Our third aim is to address global
supply-chain issues that may be at odds with cost-minimizing strategies.
Specifically, in this time of political debate regarding trade legislation,
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these issues involve the consideration of country of origin when sourcing,
and the disparate demands of customers when marketing. A country
offering inexpensive components may be associated with poor quality.
Thus, despite inexpensive inputs, the overall profitability of the supply
chain may suffer as perceived quality deteriorates. Similarly, a largely
standardized product across multiple markets may present the lowest cost
alternative from a production standpoint, but a high degree of
standardization may reduce the attractiveness of the product in the eyes
of the end consumer, and reduce overall profitability.

What Does Global Actually Mean?

The concept of globalization isundergoing ashift from simply referring to the
generic concept of aproduct to being related to the whole supply chain. To
delve into these notions, one has to hark back to the sociological roots of
globalizationtheory. Much of the research on the sociological aspects of global
business can be traced back to Howard Perlmutter’s (1969) article on the
evolution of the multinational corporation. Although hisarticle preceded the
wide-scale usage of the term “global” in the field of management, his definition
of geocentrism closely parallels the modern use of the term. In his words,
geocentrism iS:

... a worldwide approach in both headquarters and subsidiaries. The
firm’s subsidiaries are neither satellites nor independent city states, but
part of a whole whose focus is on worldwide objectives as well as local
objectives, each part making its unique contribution with its unique
competence. Geocentrism is expressed by function, product and
geography. The question asked in headquarters and the subsidiaries is:
“Where in the world shall we raise money, build our plant, conduct R&D
[research and development], get and launch new ideas to serve our
present and future customers?”

In other words, geocentrism, and by corollary, globalization, goes well beyond
amere presence inacountry outside of the firm’shome. Butthisisasubtle
difference. Indeed, inthe popular press internationalization and globalization
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are often used interchangeably. Dicken (1998) distinguished between the
internationalization, whichisa (quantitative) geographic extension of existing
economicactivities, and globalization, which isafunctional integration (quali-
tative) of economicactivities. He providesthe spice trade asan example of the
former, where the transport of spices from their country of origin to their
country of consumption constitutes an international, rather than a global
process.

In light of the overuse and misuse of the term “global” in popular business
publications, Lussier, Baeder and Corman (1994) offer executives a self-
diagnostictest for determining if their firmisindeed global. They utilize six
criteria(managementteams, strategy, operationsand products, technology and
R&D, financing and marketing), each of which consists of multiple dimensions.
Also, Bartlettand Ghoshal (1989) define multiple dimensions to identify a
firm’s position on the “multinational to complex global” continuum.

Similarly, Kanter and Dretlet (1998) attempt to define what global really
means. Theirapproachisto identify six pervasive myths and dispel them. Their
suggestionswere:

Global issynonymous with international.

Global strategy means doing the same thing everywhere.

Globalizing means becoming stateless, with no ties to ahome country.
Globalizing requiresabandoning images and values of ahome country.
Globalizing involvesacquisitions without integration.

A firm must engage in sales or operations in a foreign country to be
considered global.

I e o

After enumerating what globalization is not, Kanter and Dretler conclude that
“Integrated,” and notthe more popularly perceived “international” is the word
that best defines globalization.

Ramarapu and Lado (1995) state that globalization is most often explained in
terms of three factors: the nature of the headquarters-subsidiary relationship,
product/market breadth, and geographic scope of business. Justas quality can
be used to mean both the epithet “good” and also “the degree of goodness,”
Ramarapu and Lado argue that global doesn’t only mean global, in the
colloquial sense, but the degree of globalnessas well. Perlmutter (1969) had
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identified three positions onthe globalness spectrum. Geocentrism, asdefined
earlier, represents the highest degree of integration and the highest degree of
globalization. Polycentrism is associated with a worldwide presence, but
operations inthe multiple locations are largely independent of one another.
Ethnocentrismisalso associated with aworldwide presence, butinthis profile
the focus of the organization isthe home country. Afourth profile, regiocentric
(Wind, Douglas and Perlmutter, 1974), was later added to the original three.
Regiocentric involves regional operationsthat serve multiple countries. Thisis
acompromise position that offers some central control, while also offering
regional autonomy. More than two decades after the introduction of the original
E-P-G profiles, Yip (1989, 1992) identified five strategy levers to place a
strategy “toward the multilocal end of the continuum or the global end”:

1. Market participation — the choice of countries in which to conduct
business and the market share in those countries.

2. Products/services —the degree of sameness of products and services
across multiple countries.

3. Location of value-adding activities —the choice of locating activities
from R&D to post-sales service.

4. Marketing — degree of sameness of marketing activities in different
countries.

5. Competitive moves — the extent to which a firm makes competitive
moves inindividual countries as part of aglobal competitive strategy.

And Zou and Cavusgil (1995) identify six major dimensions, which include the
five leversof Yip, plusthe concentration of value-adding activities.

Until now, this section has dealt largely with the issue of globalization in the
abstract, and itsapplications to supply-chain management (SCM) have been
indirect. Dornieretal. (1998) identify fourareas inwhich globalization presents
difficultiesnot found in “ordinary” supply-chain management. They are:

Substantial geographicdistances.

Added forecasting difficulties.

Exchange rates and other matters of national economic policies.
Infrastructure inadequacies.

Ll
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Table 1. Role of SCM in globalization

Author(s) SCM as identified in elements of globalization

Perlmutter (1969) Each part making its unique contribution with its unique
competence

Lusier et al. (1998) Myth: Globalizing involves acquisitions without integration

Ramarapu & Lado (1995) The nature of the headquarters-subsidiary relationship involves a
degree of globalness in logistics and supply chain management
Yip (1989) Location of value-adding activities

Zou & Cavusgil (1995) Concentration of value-adding activities

While all of these factors already present challenges in the management of
supply chains contained entirely within one country (perhaps with the exception
of exchange rates, duties and other policy issues), they become either greater
ormore highly variable as the supply chain expands beyond national bound-
aries.

Thissection has largely concerned itself with the definition of global strategy,
ormore generally, globalization. Nevertheless, it bears direct relevance to
SCM, as SCM is but one manifestation of the larger process of globalization
asshowninTable 1. Itwill be demonstrated in the chapter that the motivation
forglobalizationstemsin large part from the need to manage one’s supply chain.

What Are the Drivers of the
Globalization of the Supply Chain?

Inthe previous section we introduced globalization and evoked its intimate
associationwith SCM. While investigating the relationship between globaliza-
tionand SCM, we did not address the motivations for the globalization of the
supply chain. The currentsection addresses the rationale for this phenomenon.
Some of these explanations include improving the firm’sachievement, econo-
mies of efficiency, comparative advantage, competitive advantage, cost reduc-
tion, quality improvementand customer satisfaction. The various motivations
for globalization may best be understood in the context of the supply chain, as
the motivation to globalize one aspect of the supply chain may be substantially
differentfrom the motivationto globalize another.
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Based on his own literature review, Delfmann (2000) has proposed a list of
globalization drivers for supply chains. He cites three sources for these
(Bhattacharya, Coleman and Brace, 1996; Cooper and Ellram, 1993; Ellram,
1991). Thedrivers he citesare: reduction of inventory investment in the chain,
general reduction in costs, improved customer service, higher customer satis-
faction, and building acompetitive advantage. Additionally, hecitestendrivers
which enable a firmto gain cost or differentiation advantages. Theseareall
takenfrom Porter (1985). They are: linkages [among various value-adding
activities], economies of scale, learning [from past experience and amassing
knowledge], the pattern of capacity utilization, interrelationships [among
business unitsthatinvolve shared logistical systems, shared sales force, etc.],
integration [of priorand subsequent value-adding activities], timing, discretion-
ary policies, location and institutional factors.

Oneneed not look only at recent literature to investigate the motivation for
supply-chainglobalization. International commerce has existed for millennia
and the motivations for trade among the ancients may be instructive tous. When
we consider familiar products that traverse the globe before they reach us,
coffee may be among the firstto come to mind. Although the coffee supply
chainmay provide an example of asupply chain literally spanning the globe, it
fails to provide a true example of a deliberately globalized supply chain,
because the “foreign” involvement inthe process is strictly asa supplier of the
raw ingredient, rather than an integral partner in the value-adding process.
Furthermore, the decision of where to source is merely a function of the
availability of the raw productintropical climates and its unavailability in much
oftheindustrialized world. The Britisheconomist David Ricardo studied trade
patternsamong nations in the early part of the 19" century. He questioned why
Britainwould importwine when the locals were perfectly capable of making it
ontheirown. Further observing the importation of goods in other countries
where domestic substitutes were readily available, he developed the concept
of comparative advantage. Comparative advantage states that, while acountry
may be able to domestically produce all of the products it consumes, itis better
offallocating its production capabilitiesto those it produces more efficiently,
while importing those expensive to produce. InRicardo’stime, astoday, the
cool climate in Great Britain made grape cultivation difficult, so farmers were
better off importing grapes (or wine) and producing oats, or other similar goods
thatthrive under local conditions.
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Ramarapu and Lado (1995) cite “the logic of economic efficiencies” as the
primary driver inthe pursuitof global strategies. Similarly, inacommentary on
Perlmutter’sgeocentrism, Simmonds (1985) states the aim of aglobal strategy
isto “improve the firm’sultimate achievement through a reasoned, competi-
tively oriented adjustment of its efforts in supply, and marketing, across all
possible locations.” While this only topically states the goals of a global
strategy, it brings further detail to the economic-efficiencies argument of
Ramarapu and Lado, asitsucceeds inaddressing the question of why firms
globalize from both the input side and output side of the supply chain. That s,
globalization creates economic efficiencies through both cheaper inputs and
larger pools of potential customers.

Kogut (1985a) identifies comparative advantage and competitive advantage as
the two principles motivating global strategy. Comparative advantage, also
referredto as location-specific advantage, guides the decisions of “where to
source and market.” As discussed earlier, thisisamodern interpretation of the
Ricardian explanation for the existence of international trade. Competitive
advantage, also called firm-specific advantage, closely parallels the concentra-
tion of value-adding activities, as identified by Zou and Cavusgil (1995). Ina
subsequentarticle, Kogut (1985b) distinguishes comparative advantage from
competitive advantage as the former being driven by the cost of inputs and the
latter by differences in the ability of firmsto convert the inputs into goods and
services. Yip (1989) identifies four possible benefits to be achieved through
the use of aglobal strategy. These include cost reduction, improved quality of
products and programs, enhanced customer preference, and increased com-
petitive leverage.

Three benefits of global strategy considered by Chng and Pangarkar (2000),
and notaddressed in the aforementioned literature include: (1) extra-national
scale-economies in manufacturing, whenthe needs of asingle national market
are surpassed; (2) coordination of technology transfer between markets; and
(3) leveraging reputation by providing areliable level of service across multiple
geographic markets. These explanations for globalization all resonate with
familiarity, as some of the oft-quoted explanations for the institution of supply
chainsinclude cost reduction and competitive advantage. Similarly, inventory
reduction, improved customer service and higher customer satisfaction closely
parallel some of the explanations offered for globalization.
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Role of Country of Origin in the Global
Supply Chain

The previous section addressed the motivation for globalization in readily
quantifiable terms. Inthisveinthe decisionto source abroad or seek customers
outside of afirm’straditional marketare straightforward decisions if they offer
lower costs and economies of scale. This section addresses factors in the
globalization of the supply chain that, although economic, are far more indirect,
andasaresult, far more difficultto quantify. The notion of “country of origin”
(COO)wasonce fairly clear. Modern supply chains have done much to muddle
thisconcept. Italian leather products were widely considered of high quality,
as were Japanese economy cars. What now might be said of leather good
designed in Italy, but crafted in Mexico? Does this differ from Toyota cars
manufactured inthe U.S.? Isthere a perceived difference between a Toyota
assembledinthe U.S. out of Japanese components and a Toyota assembled in
the U.S. outof U.S. components? As the debate on tariffsand trade restrictions
rages on between the international protectionists and their attendant politicians
and economists, could the concept of COO be tightened for the purpose of
analysis?

In 1965, Robert Schooler hypothesized that consumers in Guatemalaevaluate
nearly identical products differently merely because of the national origin of the
products. Several subsequentempirical studies, conducted indifferent loca-
tionsindicated COO does indeed influence buyer perceptions (Bilkey and Nes,
1982). Although products of mixed origin have beenaround for decades, much
oftheearly COO literature addressed the birthplace of the product as singular
and unambiguous. With the introduction of the World Trade Organization
(WTO), North American Free Trade Agreement (NAFTA) and various other
trade agreements to ease the flow of raw ingredients, as well as partially and
fully manufactured goods, this phenomenon has become more widespread.
Forexample, much of the U.S. textile industry has moved abroad to benefit
from lower labor costs. In many instances, though, U.S. made clothing
components may be shipped to Mexico for final assembly only. Chao (2001)
reviews much of the relevant literature regarding the labeling of these products.

While the “made in USA” designation required no further explanation justa few
decades ago, the American Automobile Labeling Act (AALA) andthe U.S.
Federal Trade Commission (FTC) have rigidly defined these terms. Despite
these strictures, and the label that appears on the finished product, brand names
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may conjure up associations with countries thatare more reflective of their
traditional COO than theiractual COO. Chao cites Zenith televisionsand Sony
electronic goods thatare “associated” with the U.S. and Japan, respectively,
even though they may be sourced and assembled in Mexico and lesser-
developed Asian countries. Inan effort to define the essence of the “made in”
designation, Clarke, Owens and Ford (2000) examine numerous court prece-
dentsthatdefine four legal tests (the name, character-and-use test; the essence
test; the value-added test; and the article-of-commerce test). Infact, defining
COO goes well beyond actual country of manufacture or the “traditional”
national home ofaparticular brand. Jaffe and Nebenzahl (2001) developed a
synoptic taxonomy reflecting all six aspects of aproduct’s origin(s):

*  HC-Home Country. Consumer’s country of residence.

*  DC-Designed-in Country, as in Italian-designed furniture, or Japa-
nese-designed electronics.

*  MC — Made-in Country, usually the location of the final stages of
production.

*  PC—Parts Countrysignifiesthe origin of the components, regardless of
where assembly actually takes place.

*  AC—Assembly Country. Asopposedto PC, thisdesignates the location
of productassembly and not source location of components.

*  OC-Origin Country. Asymbolicor traditional country of origin, asin
the cases of the USA for Zenith and Japan for Sony.

Inthe contextof SCM and globalization, atraditionally North American firm
mightoptto assemble its athletic shoes in Asia due to the lower labor costs.
While this may generate a substantial costsavings, it may not resultinenhanced
profitability. Inthisage of overseas standardization, label-conscious U.S.
consumers might prefer the “made in USA” label, even at the cost of a major
priceincrease. Whether this preference is based on patriotic sentiments or on
real or perceived qualitative differences, firms might best consider the impact
of globalization on the “bottom line,” rather than pursuing maximal cost
minimization.
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COO and Buyer Perceptions

Much of the COO literature has dealt with perceptions in the abstract, but has
leftthe actual impact of COO on sales largely unaddressed. While identifying
the need to quantify the degree to which COO influences buyer perceptions,
Bilkey and Nes (1982) neglected to directly identify an indicator by which to
measure this effect. Although it may notdirectly measure buyer perceptions,
actual product sales may provide areasonable surrogate for thiseffect. Inother
words, do products from “desirable” COOs sell better than comparable
products from “less desirable” COOs? Studies of car buyers in Germany
indicate that COO alone isaleading factor in the choice of car make among
27% of the respondents (Loeffler, 2001). While this finding might appear
overwhelming, the weight of COO alone may be less significant in other
countriesand/or product categories (Cordell, 1992). Verlegh and Steenkamp
(1999) would disagree with Cordell’s use of sales as a surrogate for buyer
perceptions, as they distinguish between cognitive and normative aspects of
COOeffects. They define cognitive inthis contextas perceptions of product
quality, while they define normative to mean an actual purchase decision.
Althoughthey do notactually quantify the COO effect, their meta-analysis of
41 studies revealed the “impact of COQO is stronger for perceived quality than
forattitudes and purchase likelihood.” In other words, COO may very well
influence buyer perceptions, butitdoes not significantly alter purchase likeli-
hood.

Anotherapproach to addressing this issue may be an indirectone. We might
assume that, in the absence of other moderating effects, COO is the sole
determinant of perception. Under thisassumption, we may ask not to what
degree COO influences perceptions, but rather what factors mitigate this effect.
Zhang (1996) found the role of COO in product perception to be inversely
related to need for cognition (NFC). Consumerswith ahigh NFC, or those
who have the need to research the product under consideration, will evaluate
itonitsown merits. Thosewho are lessinclined to take the initiative to evaluate
the product will rely on surrogate information cues. Inthis form of heuristic
decision making or stereotyping among individuals with low NFC, “Swiss
made” may indeed be the sole determinant in the evaluation of, or the
decisionto purchase, awatch.
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Compensating for a Negative COO Effect

As consumers we may be presented with the choice of brand A from country
Aorbrand B fromcountry B. If country B is generally perceived to produce
products that are “less desirable” than those from country A, brand B
producers may counter this perception by offering products ata lower price.
Lampertand Jaffe (1997) identify adirect relationship between the degree of
differentiationinaproduct class and the market price ratio of goods in that
category. Inother words, there may be only very narrow price differences
among differentbrands of commodity-like, homogeneous goods such as sugar
and salt, while highly differentiated product classes, such as automobilesand
watches, may present much larger prices differences on the basis of COO
alone. Thisrelationship of degree of product differentiation and range of prices
foraproduct class may be instructive for overcoming a negative COQO effect.
Between homogenous goods and differentiated goods, Lampertand Jaffe also
classify goods as of low differentiation (gasoline, tires, toothpaste, etc.) and
medium differentiation (vacuum cleaners, color televisions, etc.)

Automobiles, forexample, may indeed be highly differentiated. A broad range
of modelsare available, with an even broader range of prices. Within each of
the four classifications of product differentiation identified by Lampertand
Jaffe, and indeed within each specific product class, there also existsarange
of degrees of differentiation. Thus, automobile pricesasawhole may vary
widely, but price differences among competing models of economy cars are
much smallerthan price differencesamong competing luxury models. Far from
implying that developing countries may exportonly commodity-like products?,
thisimplies that developing countries may export products in any category,
providedthey are relatively undifferentiated within their product class. While
the export of Yugoslavian-made carsto the U.S. wasanunquestionable failure,
the relationship observed by Lampertand Jaffe suggests that the likelihood of
a'Yugoslavian car succeeding inthe U.S. market was far greater in the sub-
compact category thanin the sportor luxury categories.

Inthe same vein, Lampertand Jaffe observed longitudinal changesin COO
effect. Withreferenceto Japan, they comment:

During the 1950s a “made in Japan” label signified a cheap imitation of
products made in industrialized countries... Today, the “made in Japan™
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label stands for high quality, excellent workmanship and innovative
products (p. 62).

In keeping with this changing perception, the Japanese auto manufacturers
achievedtheirinitial successes inthe U.S. with undifferentiated fuel-efficient,
sub-compactcars. Inrecentyears they have achieved success with high-priced
and highly differentiated luxury cars. Although not stated explicitly, itmay be
gleaned from Lampertand Jaffe that a negative COO may indeed be overcome,
and quite successfully at that. Justas a desirable COO may enable a manufac-
turer to command higher margins oneach unitsold, anon-desirable COO may
serve asan impetus foramanufacturer to adopt a low-cost/low-price strategy
and capitalize on greater volumes, despite the smaller per-unit margin.

Determinants of COO Biases

Cattin, Jolibertand Lohnes (1982) partially resolve the issue of the determi-
nantsof COO. They evaluate perceptions of goods originating in five countries
and conclude that COO perceptions vary with country of purchase, or
alternatively, according to the Jaffe and Nebenzahl taxonomy, they conclude
that COO (or CO in the Jaffe-Nebenzahl nomenclature) perceptions are
biased by home country (HC).

Beyond identifying HC as a source of bias in evaluating the COO effect,
Mohamad, Ahmed, Honeycutt and Tyebkhan (2000) define four constructs as
factors impacting consumer attitudes toward country image. A study of
Malaysian consumers found that products from developed countries like the
U.S.,Japanand Italy were preferred for the perceived innovativeness, design
prestige and workmanship. Thissuggests thata country hoping to upgrade the
perception of its products among potential consumers needs to concentrate on
issues beyond directly measurable determinants such astangible quality, price,
etc. Althoughthisstudy may provide valuable insight to countries seeking to
export, it fails to offer acausal explanation. Are developed countries “success-
ful”” because people elsewhere value their products, or are the products of these
countries desired because they originate in developed countries withan image
of success, wealth and style? Althoughafull discussion is beyond the scope of
thischapter, itishighly significant, as itaddresses the degree towhich a country
may utilize a policy of “economic developmentthrough export.”
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Kleppe, Iversen and Stensaker (2001) partially address this issue in an
empirical study on the creation of COO effect. They conclude thata COO
effect may be created when an “image-creating moment” occurs. Such a
momentoccurs when marketing mix, product-country image and target market
characteristicsareall inalignment. Contrary to the perception that productsare
desired because they are associated with the wealth or success of a country,
these researchers conclude thata COO effect may be created by a perceived
“indigenousness” of a product. Specifically discussed in the context of
Norwegian fish exports, this principle may apply as well to products with a
reputation for durability from “rugged” countries or “warm-weather” products
from tropical countries, even though these exporting countries may not be
globally perceived as developed or successful.

COO Inter-Correlations

Samiee (1994) classified more than 60 empirical studies addressing the effects
of COO fromthe perspective of asingle factor. Notsurprisingly, the findings
were inconclusive. Forexample, different studies arrived at diametrically
opposite results regarding the relationship between patriotic sentimentsamong
consumers and their choice of a brand. Similarly, studies differed on the
preference for domestic products. These contradictory findings may have
more to do with the interaction of multiple factors rather than the indeterminate
effectofasingle factor. The inter-correlations between COO and other traits
seems to have attracted the least research interest. Itappears that this lack of
attention stems not fromthe lack of relevance or lack of interest, but rather from
the sheer complexity of the problem.

Asmentioned above, Samiee found contradictory studies regarding the pref-
erence for domestically produced products. Is this to say that no general
conclusions may be drawn about a preference for (or against) domestic
products? Gurhan-Canli and Maheswaran (2000) addressed the issue of
preference for domestic products. Rather than viewingthis preference (or lack
thereof) as monolithicand universal, they addressed it from the perspective of
consumers inmultiple countries. Indeed, consumers may or may not prefer
products from a COO the same as their own nationality, but might thisbe a
function of the nation in question? Gurhan-Canliand Maheswaran found there
to be significant differences between Americans and Japanese in their prefer-
ences for products from their own countries, with Americans preferring
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foreign-made “quality” productsto U.S.-made products of inferior quality and
Japanese placing the made-in-Japan label higher than “quality”” on their list of
preferences. While not laying the contradictions found by Samiee to rest
entirely, Gurhan-Canliand Maheswaran highlight the need for COQ research
thatgoesbeyondthe univariate approach. Infact, Gurhan-Canliand Maheswaran
consider three variables (country of evaluation, COO and superior/inferior
quality) intheir 2x2x2 research design. This seemingly robustexperimentmay
be lessthan conclusive, even when qualifying the differing effects of COO for
Japanese and Americans. Canwe draw unequivocal conclusions about one
COOeffectforthe Japanese and an altogether different one for Americans? It
may be that their findings hold for the (mountainbike) industry they investigated,
butdiffer for other industries. Itmay also be that this conclusion appliestosome
Japanese, while other Japanese behave inaway more similar to Americans.
Thereisevidence to suggest that, even withinacountry, the COO effect varies
with age, experience with the product under review, level of education and
political conservatism (Beverland and Lindgreen, 2002).

Fortunately, there seems to be an increasing trend toward a multivariate
approachto COO research. Parameswaran and Pisharodi (2002) investigate
therole of COO inthe evaluation of products. Rather than asingle product
fromasingle country, they study two very different products (cameras and
blenders) from two very different countries (Germany and South Korea). Also,
rather than viewing the subjects as monolithic, they classify themas well. In this
instance, however, all subjects are residents of the U.S., but they are seg-
mented by degree of acculturation (immigrant, first generation or subsequent
generation), or at leastasurrogate for it. Despite thissegmentation, the authors
acknowledge that one of the weaknesses of the study is the greatly varying
degreesofacculturation evenwithinasingle group of subjects. Aforeign-born
participantinthe study who has beeninthe U.S. for 25 years may be far more
acculturated than one who stepped of the boat only recently — yet thiswould
not be captured by their classification scheme.

The inclusion of multiple factorsin the analysis of the degree (or existence) of
impactof COO on productevaluationisa positive development. It may serve
to validate and substantiate earlier findings and may have important managerial
implicationsfor SCM. Onthe other hand, the recognition of the need for further
classification and sub-classification of dependent variables only serves to
complicate analready difficult process. Fortunately though, research suggests
that the need for sub-classification of variables may not be monotonically
increasing. Arecentstudy (Piron, 2000) suggests that product categories may
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be classified. Inaworld inwhich each product category has to be investigated
independently, no amount of modeling would provide an indication asto the
magnitude of the COO effect for aproduct not yet studied. Piron suggests that
products as diverse as sports cars, home theaters, sunglasses and toothpaste
may be grouped on the basis of location of consumption (public versus private)
and product type (luxury versus necessity). He found the COOQ effect to be
stronger in luxury goods than in necessities, and stronger in conspicuously
consumed goods than inthose consumed in the privacy of the home.

Catering to Diverse Markets at the
Consumer End of the Global Supply
Chain

Globalization at the consumer end of the supply chain introduces multiple
managerial complexities. The literature has dealt at length with the issues of
“customization” and “standardization” of products as they are introduced into
new markets with differing customer preferences. Global firms such as Coca-
Colaand Mercedes Benz provide interesting examples of supply-chain global-
ization and the differing stages of the chain in which their respective products
are adapted to local tastes. McDonalds isanother example. Local menus are
adapted. For example, the American breakfast biscuit cannot be easily
explained in Hong Kong, because the original French word “biscuit” suggests
what most consumers worldwide would consider to be acookie. Also, steamed
riceisgenerally preferredto friesin Hong Kong.

The debate amongacademicians onthe issue of product standardization versus
productadaptation in multi-national business is notanew one. Most research-
ers cite the works of PerImutter (1969) and Buzzell (1968) as the genesis
(Shoham, 1995; Diamantopoulos, Schlegemilch & Du Preez, 1995; Leonidas,
1996). Otherauthors credit Erik Elinder as the progenitor of the standardize/
adaptargument (Medina & Duffy, 1998; Solberg, 2001). By the estimation of
these authors, the full-fledged discussion on the matter did not begin with
Elinder’s 1961 piece, as his prescription for success dealt exclusively with the
advertising, and notthe totality of the product. Inan article reviewing the “40-
year debate,” Agrawal (1995) cites sources fromas far back as 1923 extolling
the virtues of standardization. Although the preferred strategy of Honda Motor
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Company may have changed since the article was written, the firm’s former
chairman strongly promoted localization of products, profits, production and
management (Sugiura, 1990).

Whileitisnotour purpose to provide acomprehensive review of the literature,
adisservice would be done by neglecting the contextinwhichitis presented.?
Asfirmsincrease activities beyond their home country, they become cognizant
of the disparate needs and wants of the residents in each of the new regions they
enter. One often hearsthe advice of, “Think globally, act locally.” As cited
earlier, Permutter (1969) classified firms according to their ethnocentric,
polycentricand geocentric (E-P-G) profiles. They have beendiscussed inthe
context of global presence and integration of global activity, but these profiles
have implications for product adaptation and standardization as well. A
polycentric firm would adapt its products to the requirements of multiple
locales, while the geocentric firm would assume a one-size-fits-all approach,
regardless of local preferences. The ethnocentric is similar to the geocentric
profileinthatitinvolvesastandardized format. But, rather than representingan
approximate conglomeration of the needs of all, it reflects the requirements of
the home country exclusively. From the adaptation/standardization perspec-
tive, theregiocentric profile (Windetal., 1973) promotes product reformula-
tiononaregional basis. Despite these early compromises, it became fashion-
able among academics in subsequent years to promote either a strategy of
standardization or astrategy of adaptation, with the two being highly discrete
and mutually exclusive.

»  Standardization. The primary advantage of standardization stems from
economies of scale (Botschen & Hemetsberger, 1998; Levitt, 1983;
Porter, 1980, 1985; Shoham, 1995). While much of this literature deals
with advertising and promotion, economies of scale extend to production,
logistics, distribution and research and development (Hout, Porter &
Rudden, 1982; Porter, 1980, 1985; Shoham, 1995). It may be an
undeniable truth thata firm producing standard widgets for all consumers
worldwide will incur alower per-unitcost, butthis strategy addresses only
the costside of the commerce equation. Thiscaveatissimilartothe point
raised in the previous section of this chapter—namely, strategies that
succeed in reducing costs are not necessarily associated with greater
profitability.

*  Adaptation. Douglasand Wind (1987) identify three primary flaws with
the universal standardization approach. They argue that:
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1. Customer needsworldwide are not becoming more homogeneous,
asevidence suggests increasing diversity of behavior within countries.

Many customers do not want to sacrifice features for low price.
Economies of scale may notbe relevantinall industries.

While the relevance of the third argument is based largely on the nature of the
industry in question, arguments one and two are necessarily a function of
consumer priorities. To fail to address customer preferences would deny a firm
the opportunity to exploit a positioning strategy. Samiee and Roth (1992)
suggest that adapted products enable price discrimination that resultin greater
returns than standardized products, despite their higher costs. Asamirror
reflection of standardization, full-adaptation may be an ideal strategy when
viewed exclusively through the lens of the demand side of the equation.

* A compromise. Although they address the issue from the marketing
perspective only, Botschen and Hemetsberg (1998) succinctly identify
the determinants of the ideal balance between standardization and adap-
tation:

If a company can manage to apply the same marketing-mix activities
in several countries, with only a few adaptations (e.g., translation of
advertising copy), the average costs of marketing per unit will
decline. For organizations that adopt a global perspective, the
critical point is not whether the buyers are the same everywhere, but
to what extent shared customer needs and expectations exists across
different nations. The degree of similarity among a company’s
market largely determines the degree to which the marketing-mix
activities can be standardized.

Fromthe above discussion, itappears that firms sihould standardize; butat the
same time, they must adapt. Those considerations not withstanding, some
researchersstill cling to the “standardized” school of thought (Cowan, 1998;
O’Donnell and Jeong, 2000; Papavassiliou and Stathakopoulos, 1997;
Szymanski, Bharadwaj and VVaradajan, 1993).

An obvious compromise between these two extremes involves a degree of
customization, while at the same time maintaining adegree of standardization.
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As in other instances of mixed strategies, this is called a “contingency ap-
proach.” The scholars, however, disagree upon what approach is actually
contingent. Van Mesdag (1999) states that the overwhelming reality is a
“glocal’” one, in which both global and local considerations are addressed.
However, due to the enormous differences in globalizability between product
or service categories, itis of little use to generalize about what aspects should be
adapted and to what degree. In the context of an empirical study, Morrison,
Ricksand Roth (1991) promote regionalization asthe ideal compromise between
standardization and adaptation. This appears to be popularamong international
business practitioners who suggest, “think globally and act locally.”

*  Critiquingthe debate. Inresponse toareview of the empirical literature
onthe standardization/adaptation debate, Leonidou (1996) claims that
“most multinational companies offer products to overseas markets that
are fairly standardized, and that in those cases where adaptations are
made, these were of an obligatory nature inthe sense that the management
was unable to avoid them, while discretionary adaptations, that is those
the company chooses to make itself, were generally minimal.” Non-
discretionary changes mightinclude linguistic and regulatory issues spe-
cifictoeach country. Commenting on the entire body of literature onthe
standardize/customize debate, Leonidou finds four fundamental flaws:

1. Moststudies have been conceptual instead of empirical.

2. Studies focus narrowly on advertising and neglect many of the
broader aspects associated with introducing products into foreign
countries.

3. Debate has focused on western MNCs at the expense of non-
western MNCs.

4. Debate hasbeenconfined to degree of customization in developed
markets, and not developing markets.

Strategic Considerations

Eventhose scholars calling foracompromise between adaptation and stan-
dardizationdisplay inflexibility. Justasthe “purists” call for asingle optimal
degree of adaptation or standardization, the compromisers, too, recognize an
optimal degree of compromise between the two. This hallowed position onthe
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standardize/adapt spectrumis thoughtto be purely a function of product or
service category (Van Mesdag, 1999), or regional competitive factors (Morrison,
Ricks & Roth, 1991).

Although notdeveloped to provide a framework for entry into new foreign
markets per se, Porter’s generic strategies cast the standardize/adapt debate
inadifferentlight. Asoriginally stated, Porter (1980) identifies three generic
strategies to outperform competitors inan industry: overall cost leadership,
differentiation, and focus. Applyingthisrange of strategic alternatives globally,
the “optimal” degree of adaptation may be viewed asafunction ofaconsciously
crafted strategy rather than a function of exogenous market or product
considerations. A firm promoting its product as a low-cost alternative may
electto standardize and capitalize on high volumes and economies of scale,
while anupscale competitor in the same product category and the same global
markets may elect to adaptin favor of higher margins on each unitsold. Porter
specifically warns of the dangers ofa“stuck in the middle” strategy that affords
neither the benefits of high-margins, nor the benefits of low-cost. Occasionally
some scholars have argued that “stuck in the middle” is indeed tenable.® But,
Porter’sadmonition is emphatically supported by Acar and Wilson (1993).
They cite several studies that empirically confirm this conclusion (Dess &
Davis, 1984; Miller & Friesen, 1986a; Reed, 1991). More importantly, they
delve into the theoretical roots of Porter’s generic strategies in a world of
shiftingtechnology and attendant R&D.

Thisargumentis partly asemantic one revolving around the inclusiveness of
“stuck inthe middle.” Conceivinga product murkily as neither low-cost nor
differentiated makes it difficult to design agood research strategy for it, and
promoting a product as both low-cost and differentiated may send mixed
messages to potential consumers and harm profitability [a view supported by
Acar and Wilson]. On the other hand, pursuing one primary strategy that
incorporates elements of adifferent secondary one may improve profitability
[aview supported by Proff]. Infact, eventhose interpreting Porter’s “stuck in
themiddle” inits broadest sense need not present the globalizing firmwith an
either/or set of choices. As emphasized by Acar and Wilson (1993), the
potential dangers of being “stuck inthe middle” refer only to the simultaneous
adoption of [elements of] more than one generic strategy. A migrationfroma
low-cost strategy to a differentiated one may provide the firm with the full
benefits of both of these conflicting strategies.

Although highly unusual in the body of standardization/adaptation literature,
two previously published articles consider both a migration of a product from
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standardized (or low-cost) to an adapted (or differentiated) and the time at
which thismigration occurs vis-a-vis entry into foreign markets, albeit from very
different perspectives.

*  Delayed adaptation vs. immediate adaptation. Cavusgil, Zou and
Naidu (1993) distinguish between product adaptation that occurs before-
entry and after-entry into new markets. A firm promoting astandardized
product upon its entry into new markets and only subsequently adapting
it would be wittingly, or unwittingly, following a delayed adaptation
strategy. Although not absolute in tone, Cavusgil etal. identify “upon-
entry” adaptationas mandated by legal and technical requirements, while
“after-entry” adaptation “is likely to be discretionary.” The goal of their
study was not to determine whether delayed adaptation might be associ-
ated with higher profitability, but whether adaptation upon-entry and
after-entry might correlate with various attributes of the industry, firmand
productunder investigation.

While thisstudy may assist inaddressing the questions who adapts when, and
underwhat circumstances, itdoes little in the way of addressing profitability
asafunction of time of adaptation. Inotherwords, holding all other variables
equal®, would a product adapted in a stage-wise manner generate greater
profitability than a product adapted to the same degree, but achievingits full
degree of adaptation immediately upon entering the market?

* A quantitative approach. Through “extensive computational experi-
ments,” Mallick and Mukhopadhyay (2001) attempt to quantitatively
determine the degree to which products should be adapted to multiple
different environments to maximize profitability. Inthe absence of a
universally ideal degree of customization, these authors distinguish be-
tween premium and standard brands. The analytical results they derive
stem fromassumptions regarding customer preferences for locally adapted
products and their sensitivity to price changes as the products become
more adapted. Premium brands, they conclude, experience greater
profitability withahigher degree of customization, while standard brands
are more profitable when their products are largely generalized. Without
specifically citing Porter, the distinction made by Mallick and
Mukhopadhyay dovetails with his generic strategies, as discussed earlier.
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Unlike Cavusgil etal., who view time of adaptation as an exogenous variable,
Mallick and Mukhopadhyay (2001) pursue the issue of standardization and
adaptationor “local design vs. global design” from the perspective of strategic
business choice. Intheir view, degree of adaptationisaresult of aconscious
and deliberate strategy. Though they develop the theoretical underpinnings,
they do notempirically testtheir Proposition 2:

In a mature market, it is initially advantageous to switch from a global
strategy to a local strategy if the composite quality level of the local
strategy is higher than the global design quality level.

Thisimplies greater profitability for global or standardized products at lower
quality levelsand greater profitability for local or adapted products at higher
quality levels. From the perspective of the manufacturer, locally adapted
products become more profitable than globally standardized ones as quality
rises. Interms of the central thesis of this section, Proposition 2 of Mallick and
Mukhopadhyay supports the hypothesis that superior profitability occurswhen
the productisadapted subsequentto the introduction of astandardized product
inglobal markets.

An Alternative Approach

Up to this point we have reviewed the works of numerous scholars on the
adapt/standardize debate in global markets. One school of thought maintains
that optimal profitability occurs when adaptation is kept to a reasonable
minimum (that meets local legal, cultural and language requirements). Another
school promotes adaptation asa mechanism to increase profitability. A third
view compromises between the two. Among the scholars who promote this
view, opinions differ onthe degree of adaptation and the circumstancesthatare
the determinants of the degree. These determinants may include industry- or
product-specific competitive strategy. Although this approach isbounded by
the two absolutistapproaches, the degree of adaptation with increased global
market presence may tend toward either direction.

The orthodoxy of the absolutist views suggests an “either/or” dichotomy.
Profitsare maximized through the vehicle of low costs driven by economies of
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scale, or through large margins that result from catering to specific customer
preferences. Even the compromise view suggests that once an optimal position
onthe adapt/standardize spectrum has been determined, maximum profitability
will be achieved by maintaining that rate of adaptation with respect to
geographic presence. Despite the diversity of opinions on the matter, they are
all similarly flawed, inthat they are static. Mathematically stated, the optimal
degree of adaptation, as espoused by the vast majority of academics, is
represented by a continuous function with a constant slope. While the [seg-
ment-wise] constancy of slope should also be subjectto closer scrutiny, itis
beyond the scope of this section. We propose that, regardless of the rate of
adaptation, anadjustment (or multiple adjustments) to the degree of adaptation
may yield improved profitability. Thisform of delayed adaptation need notbe
associated with an initial low-cost or adaptation-minimizing strategy. Concep-
tually, once strict adherence to standardization has enabled a product to
penetrate markets and obtain the benefits of economies of scale, amodicum of
adaptation may differentiate the product and presentan up-scale alternative to
the former low-cost model. Indeed, this chapter is not the first to identify a
segmented, or stage-wise adaptation that varies in degree with respect to
market presence; but by our estimation, this chapter contains the firstattempt
to coherently propose such a strategy as its central theme.

Mallick and Mukhopadhyay advance a similar proposal, but they retain the
distinctness of two products, a standardized one and a differentiated one.
Although the degree of adaptation of both of these products may change, they
are essentially constrained by a predetermined strategy. By contrast, rather
than offering both globally and locally oriented products, as in the case of their
Proposition 2, we propose that profitability can be maximized by entering
markets with aglobal, or standardized product, and later adapting that very
product

An Example: Although unsupported by empirical findings, Schlieand Yip
(2000) develop the rationale and recommend the “counter-intuitive
strategy of regional follows global.” They suggest that firms tend to adapt
products upon their introduction into new markets, but as time and
familiarity with the productincrease, the firms tend to blend these various
adaptationsinto one standardized product. The counter-intuitive strategy
they propose involves the opposite: enter new markets with standardized
products and adapt them later on. This unequivocal prescription is
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perhaps unique inthe entire body of strategy, marketing and management
literatures. Anecdotally, they cite the case of two Japanese cars that have
been largely hassle-free to their owners and huge financial successes to
their manufacturers over the last two decades. Both the Toyota Corolla
and the Honda Accord were introduced as highly generic, global concept
carsaimed at the “lowest common denominator”. Flexible-width plat-
forms have enabled these manufacturersto cater later models of these cars
to the differing automotive needs of “triad” customers in North America,
Europe and Asia. In the opinions of Schlie and Yip, ex ante regional
strategies do notafford the firm the economies of scale associated with
leverage againstsuppliersand global developmentand sourcing. Onthe
other hand, awholly global strategy may fail to satisfy the diverse needs
of customerswho are widely distributed both geographically and cultur-
ally.

Practical Implications for Supply-Chain
Strategic Planning

Chopraand Meindl (2003) have discussed the importance of achieving fit of
competitive strategy with supply-chain strategy. Thus, we generally assume
here that globalization in the integrated geocentric sense is consistent with
competitive strategy. Atthe sametime, use of the supply chainasanenabler
of globalization should not be ruled out. For example, foreign sourcing or
manufacturing can acquaint regional consumers with a product and reveal
potential demand or product variations that would have higher regional appeal
while still being consistent with competitive strategy. Indeed, an initial position-
ing as ethnocentric and multi-local may yield opportunities for evolution by
reexamining the globalization possibilities for rearticulating the competitive
strategy and using opportunities opened up by efficiencies in the supply chain.

Economiesofscaleare clearly importantdrivers of globalization, butshould not
be thought of necessarily applicable to orembracing all aspects of the supply
chain. Forexample, fast food firms suchas McDonalds usually need to procure
perishable supplies locally but can still realize economies of scale from
packaging materials, fixtures, equipment and operating procedures. More
generally, costminimization or “the logic of economic efficiencies” may not
necessarily be consistent with profit maximization.
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The COO and related effects offer several opportunities and potential liabili-
ties. Many of these have to do with marketing-related image and impression
management. Sourcing or manufacturing inaregion or country with marketing
appeal may be more profitable than choices with lower costs. Assembly of
clothinginathird-world country will likely be both cost-efficientand appealing
to customers of discount stores. However, for stylish high-priced items, this
image would not be attractive and, in fact, could be less than attractive if
negative associationsto socially undesirable practices (child labor, say) are a
possibility. Foreachactivity in the supply chain and for each customer country
orregion, there isa potential interaction that may be favorable or unfavorable
to profitability, or may offer opportunity for exploitation. Again, aconscientious
focus on profitmaximization should help preventshortsighted choices based on
mere cost minimization.

We have introduced the concept of delayed adaptation. Thiswas supported by
the research of Schlieand Yip (2000), and observations of successful instances
in the automobile and fast foods industries. The point is essentially that
adaptation should be delayed to allow for economy of scale benefits and only
then should the product to be adapted. This would allow the firm to exert
leverage over suppliersand produce an adapted product at the cost, but not
necessarily atthe price, ofastandardized one.

Figure 1. Quality and profitability under two different adaptation strategies
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Figure 2. Quality and profitability under a combined local-global, or
delayed adaptation strategy
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Figure 1 shows that under certain conditions, localized products can be more
profitable, while under other conditions, globalized products are more
profitable. Inlightofdiffering degrees of profitability, afirm may be better off
producingasingle product, or productline, and varying it, depending on market
demands and customer willingness to pay. A firm may create aglobal product
inthe low quality range, where itwould be more profitable and then transition
toalocally adapted productinthe higher quality range. Inthisway, profitability
canfollow the path of the global line inthe < 7.0 range and the local line in the
>7.0 range. This type of migration or upgrading is depicted in Figure 2.
Whether by design or by accident, this is the type of trajectory that products
like the Honda Civic have followed, namely, bland and inexpensive when
introduced and fancy and differentiated several years later.

Future Research Needs

Prerequisites for Empirical Testing

Should a binary or a graduated metric be used to quantify the geographic
diffusion of the product? Indeed, much has been written on the “degree of
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internationalization of the firm” (Cavusgil, 1984; Sullivan, 1994), buta measure
of the firmitself may not necessarily correlate to the internationalization of the
product. Inasimilar vein, tackling the “degree-of-adaptation” issue may also
be aprerequisite for further empirical research. A large and growing body of
literature addresses the area of mass customization, but no measure of
customization has emerged as dominant. Although they do not fully develop an
index of customization, Jiao and Tseng (2000) may well lay the groundwork
by classifying degree of customization in terms of both part and process
commonality.

Toobservers of the automotive industry, the successes of the Corollaand the
Accordinthe 1990s and early 2000s may seem evidence enough of the success
of delayed adaptation (i.e., an ex post regional strategy), but thisisa less than
robust conclusion. A more quantitative analysis may shed light on the true
competitive implications of thistype of strategy. Ideally, thisanalysis would
include indices for identifying the position of a product on both the productand
market continua as depicted in Figure 3. The horizontal axis in the figure
represents the geographic availability of the product, while the vertical axis
represents an as-yet-undefined degree of adaptation. The points indicated with
a ‘t’ illustrate atime progression and the response of the product to market and
environmental conditions.

Figure 3. Alternative standardization/adaptation strategies
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Brand Management

The special influence of brand name in connection with COO appearsto have
been neglected so far. An example is the Louis Vuitton brand of ladies’
handbags and purses, which command prices in excess of $1,000. This brand
issoldinhigh-end shopsand advertised in sophisticated magazines by the most
popular celebrities. The French-sounding name may bring associations with
Parisand its long-standing reputation for fashion leadership, at least in the
United States. However, itis doubtful that many customers actually know
what, infact, isthe COO associated with thisbrand. Inshort, brand name alone
may convey whatever COO effects that might be attributed toaproductor firm.
Moreover, brand name may not bring the same associations in other regions.
For example, would this same brand sound very appealing in Montreal?
Assuming the company defines its competitive strategy as supplying the most
prestigious handbags, different brand names for different regions may prove to
beapreferable strategy.

Other Directions

There are several importantdirections yet to be pursued. Itwill be useful to
explore the nature of the interactions and tradeoffs between covering greater
distances versus crossing additional country boundaries. Also, towhatdegree
isglobalization pushed by the dictates of supply-chain management and/or
pulled by the benefits of large-scale, global marketing? Are there subtle but
tangible differences between the management of asupply chainand that of the
entire chain of activities of amanufacturing concern?® Inthe complex activity
chains of today, does the notion of COO pertain to where most of the dollars
are invested, or where most of the creative activities occur?

Conclusions

Although the standardize/adapt debate that raged for decades is now moving
to the forefront of international news, neither the scholars nor the practitioners
have reached consensus. Without strictly advocating either one of these
positions, this chapter has identified the merits of both, and laid the theoretical
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groundwork for astrategy that captures the advantages of both. Asthe world
becomesanincreasingly smaller global-village, delayed adaptation strategies
may profitably address the efficiencies required by competition and the product
features demanded by increasingly discerning customers.
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Endnotes

1 Formanyyearsdeveloping and newly independent countries have tried to
achieve economic advancement through the export of commodity-like
primary agricultural products. Although this policy was successful in
promoting export, ithas been highly unsuccessful, with precious rare
exceptions, infostering economic growth and development.

2 Medina and Duffy (1998), Shoham (1995), Lemark and Arunthanes
(1997) all provide thorough reviews of the past literature on the adapt/
standardize issue. Duffy and Medina further provide a chronological
listing of articles and categorize them according to the position taken by
the authors. Soldberg (2001) provides a literature review thatis more
inclusive chronologically than the others, although it issomewhat less
comprehensive inscope.

3 Proff(2002) citesstudies claiming that a strategy combining low-cost and
differentiationis possible (Miller & Dess, 1993; Miller & Friesen, 19864,
1986b) and can be profitable (Buzzell & Gale, 1987; Phillips, Chang &
Buzzell,1983). Healso cites studiesempirically illustrating the profitabil-
ity ofajoint-strategy (Proff, 2000). Inthe global context, Proff interprets
“stuck inthe middle” to mean regionalization that combines both low-cost
and a degree of customization as an optimal strategy in so me cases.
Tailoring productsto the specific needs of individual markets may not be
cost effective, while catering to blocks of countries, or regions, may
adequately meet minimum customization requirements, while still afford-
ing the pursuitof alow-cost strategy. Automotive heating and cooling
systems, for example, may require adaptation to differing climates, but
regional adjustments should obviate the needs for more specific modifica-
tions onacountry-by-country basis.

4 Thisisthewell-known concept of economic theory generally known by
the Latin expression ceteris paribus.

> Thelatter conceptiswhat Porter (1985) calls the “value chain.”
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Chapter VII

Genetic Algorithm and
Other Meta-Heuristics:

Essential Tools for Solving
Modern Supply Chain
Management Problems

Bernard K.-S. Cheung,
GERAD & Ecole Polytechnique of Montreal, Canada

Abstract

Genetic algorithms have been applied in solving various types of large-
scale, NP-hard optimization problems. Many researchers have been
investigating its global convergence properties using Schema Theory,
Markov Chain, etc. A more realistic approach, however, is to estimate the
probability of success in finding the global optimal solution within a
prescribed number of generations under some function landscapes. Further
investigation reveals that its inherent weaknesses that affect its
performance can be remedied, while its efficiency can be significantly
enhanced through the design of an adaptive scheme that integrates the
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crossover, mutation and selection operations. The advance of Information
Technology and the extensive corporate globalization create great
challenges for the solution of modern supply chain models that become
more and more complex and size formidable. Meta-heuristic methods
have to be employed to obtain near optimal solutions. Recently, a genetic
algorithm has been reported to solve these problems satisfactorily and
there are reasons for this.

Introduction

Duringtheearly eighties, when Supply Chain Models just began to take shape,
many important problems in logistics suchas the Facility Planning and Vehicle
Routing Problems were found to be NP-hard. The conventional mathematical
programming methods fail to solve these complex problems satisfactorily,
especially when they are under time constraints. Researchers began to use
meta-heuristic methods suchas geneticalgorithm, simulated annealing and the
Tabu searchto handle these problems, since they are often able to find a near
global optimal solution inareasonable time.

Recently, dueto the intensive efforts in globalization undertaken by the big
corporations, the modern supply chain models at both the strategic and
operational level are becoming more complex and size-formidable with thou-
sands of variables. The computation complexity of most of the analytic
algorithmsare at least of the order n(logn) so that the computation time isreally
enormous.

Theadventof the age of advanced information technology and e-commerce call
for distribution models to be more dynamic and readily responsive to all
changesin marketsituations. Because of thisimmense increase in complexity,
onewouldencounter greatdifficulty in formulating these models so that they can
be solved by well known analytic methods. Furthermore, the requirement of
closetoreal-time solution of supply chain models imposes further restrictions
to the application of these methods. This leads to the development of powerful
meta-heuristic algorithms that are more appropriate to be applied in this
circumstance.

Theorganization of this chapter isas follows. The firstsection describes the real
case scenarios where meta-heuristics have to be employed in solving present-
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day supply chain management problems. The next section discusses the
controversies insolution methods and the emergence of some powerful meta-
heuristics, suchasthe Tabu Search. The problem dependency of some of these
methods leads to the genetic algorithms that are population-based and random-
ization intheirapproaches being chosen as the appropriate tool. An in-depth
analysis of the entire genetic search scheme is given. How the restructurings of
GA can be performed so that its inherent weakness of being time consuming due
to ineffectiveness and redundancy of its basic operations can be overcomeis
alsodescribed inthis section. Next, the chapter attempts to explain with simple
examples that GA can best be employed as a solver for modern supply chain
management problems. Thisis followed with an outlines how our proposed
modified genetic algorithm can be enhanced to a more efficient tool for solving
complexoptimization problems through combining (or hybridizing) other well-
knownalgorithms.

Because of the large amount of complex mathematical expressions in the
context, the reader is advised to refer to the table of important notational
conventions in Appendix 2 for easy following of all the arguments in the next
section.

Controversy in Solution Methods for
Solving Supply Chain Management
Problems

There have always been controversies in solving complex optimization prob-
lems of large scale. The use of exactsolution methods or meta-heuristics, the
integrated solution for the entire model or decomposition into simpler and
smaller sub-problems that can be solved readily, and in the case of using a
meta-heuristic method, the choice between an intensified search scheme ora
reliable scheme which ensures high probability of convergence tothe true global
optimal solution, are all hotly debated. These controversies become more
apparent for modern Supply Chain Models that are normally very large and
complex. The time constraints and the requirement for their responsiveness to
the changes in market situation favor the application of simple and quick
methods. There are powerful deterministic methods like column-generation

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Genetic Algorithm and Other Meta-Heuristics 147

and branch-and-bound, etc., but their applications, however, are restricted to
certain specific types of problems (say, for example, linear problems). Tradi-
tional heuristic methods, despite of their inherent weakness, do have their
advantagesingetting sometimes good, approximate solutions and the simplicity
of their structures easily lends themselves for computer implementation.

Fortunately, modern meta-heuristics, like the Tabu Search by Glover (1997)
have been found capable of obtaining near optimal solutions for anumber of
important problems in logistics within areasonably shorttime. In fact, there
have beenreports of successful applications of Tabu Search insolving some
logistic problems such as the Hub Location problems (see Skorin-Kapov &
Skorin-Kapov, 1994). The problem with Tabu Search liesin its difficulty in
determiningthe “Tabutenure” and the length of “Tabu list” correctly, sothat its
performance isoptimized. Itisquite problem dependent. On the other hand, the
Genetic Algorithm and the Simulated Annealing being in randomization ap-
proachtendsto be less problem-dependent, and more reliable in their general
applications inspite of their being relatively slow in comparison with the Tabu
Search. Genetic (or evolutionary) Algorithm differs from Simulated Annealing
by being population-based possessesinaricher structure where individualsare
allowed to interact with each other for improvement. The disadvantage of
Genetic Algorithm s that ithas no memory. However, this can be in some way
compensated with enhancing procedures.

Geneticalgorithm, with its interesting algorithmic structure, searches for an
optimal solution throughthe evolution of apopulation of candidate solutions via
crossover, mutation and selection operations. The weaknesses of genetic
algorithms are the redundancy and the disruptive nature of its crossover and
mutation operations. There have been alarge number of articles on the study
of their convergence properties (see Rudolph, 1999, for areview), but there
areonly afew papers devoted to the restructuring of the genetic algorithm for
performance improvement. Cheungetal. (2001) introduced some effective
treatments for enhancing the performance of the traditional genetic algorithm.
Anintensive study on the probability of success in converging to the global
optimum by Yuen and Cheung (2003) reveals some characteristic behaviors of
the genetics search scheme that pave some possible avenues for further
performance enhancement. We shall give amore elaborate and comprehensive
development of those ideas in the following section.
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Development of a New GA for
Performance Enhancement

The performance of GA interms of probability of success withinagiven number
of generations can be improved significantly in the following ways: (i) the re-
design of crossover for more effective operations; (ii) the introduction of an
adaptive mutation rate; (iii) a well designed search scheme that optimally
integrates the crossover, mutation and selection process; and (iv) asimple but
effective procedure which dynamically enlarges our domain of search. To see
how this can happen, we shall make a full analysis of each of the key operations
and how they interact with each other.

Issues Affecting the Effectiveness of a Crossover
Operation

Itwas discussed in the papers by Cheungetal. (2001) and Yuen and Cheung
(2003) that for any pair of chromosomes of lengthy, where the elements (or
genes) of each chromosome may take up agivenrange of integral values, they
may contain some genesthatare identical to the optimal chromosome, assuming
that this optimal chromosome isunique. Let Z, be the subset of genes in the first
chromosome which are identical to the optimal chromosome and let Z, be the
subset of genes in the second chromosome that are identical to that of the
optimal chromosome. A crossover of any design (1-point, 2-pointor uniform,
etc.) normally exchanges two corresponding subsets of the same cardinality,
each belongingto one of the given chromosomes. This crossover operation can
only be effective in producing an offspring closer inresemblance to the optimal
chromosome, if this exchange involves in swapping of genes in Y, = Z,\
(Z,nZ,) with genes inthe complement of Z, inthe firstchromosome or vice
versa. This operation fails if the subset S, of genes selected for crossover inthe
firstchromosome does not containgenesin Z, or the subset S, in the second
string does not contain genes in Z,. Even if the previous case is true, this
operation may be entirely redundantifthose genesinS, andthatin S, all belong
toZ NZ,. (See diagrammatic illustration below and refer to the case of 2-point
crossover towards the end of this section for a better understanding of the idea.)
Furthermore, leti=|Z |andj=|Z,|, ifacrossover operationgivestwo children
with k attributes and | attributes identical with that of the optimal chromosome,
we musthavei+j=Kk+1. Thus, ifthe number of attributes of one of the offspring
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(say k) is higher than both of that of its parents, then we musthave k>i>j>1
(assumingi>jfor convenience).

Toanalyze the effect of crossover operation onapair of binary chromosomes,
one canreduce alotof complication by confining consideration to the following
standard case as illustrated below. Since for fixed i, jand overlap m, this case
isunique up to apermutation of their relative positions.

A
v

Y ZNZ (00000..000000 | 00000..000000 | chromosome a

(00000..000000 (00000..000000 | chromosome b

'
v

Following fromthis, one obtains:

(1) Iftwodistinctchromosomes both have approximately halfthe number of
attributes of the optimal chromosome, then the probability of reproducing
an offspring closer in resemblance to the optimal chromosome is high.

(2) Ontheotherhand, ifthe overlapping (i.e., thesize of Z nZ,) islarge, then
the chance of producing an offspring closer to the optimum s low. Hence,
one should consider crossing-over pairs of chromosomes that are very
distinct (as measured by theirhamming distance). Hence, any procedure
which helpsavoid selecting very similar pair of chromosomes for cross-
overisbeneficial in both ways.

(3) From(1)and(2),itcanbeseenthat, if mostof the chromosomesinagiven
population contain about one half of the attributes of the optimal string,
then the crossover between any pair of them tends to produce one
offspring significantly closer to the optimal chromosome. This istrue for
apopulationwith binary strings where over 80% of the initial population
lieswithinthe hamming distance of ¥4 to ¥, of the total length of the string
to the optimal string. Notice that, in general, forachromosome of length
v, where each of its genes assumes minteger values 1,2, 3, ..., m. The
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probability distribution E of the number of optimal solution attributes in the
initial populationisgivenby

X:(yIiT“-iv-x_

(See Appendix 1 for the detail.) It can be seen that the maximum of X'lies
between 1/m and ¥z of the length of the chromosome from the left end.
Hence, the crossover operation tends to be very effective at the early
stages of reproduction. The highest number of attributes obtained, how-
ever, cannot exceed i + j. More precisely, if chromosomes a and b
produce offspring ¢ € R, and d € R, under this crossover, where R,
denotesthe setofall chromosomes with k attributes of the optimal solution
and tisthe total number corresponding gene-positions being swapped,
thenk=i+t -t andl=j+t —t,wheret andt are the respective
numbers of attributes of the optimal chromosome selected fromY and Y,
for swapping. Notice thatifk>i>j,thenl<jandifi>k>j, then|>]j.
Also, observe that this probability of obtaining an offspring in R,
through crossover is zero, if k> i +j.

Letm = |Z,nZ,| and we have, the number of ways for t, bits to be
i—m

t

a

contained inthe portionisdetermined by Y = ( } the number of ways

: - : : J—m
fort, bitstobe contained in the portion determined by Y, = ( ; ) and
b

the number of ways fort-t -t bitsto be contained inthe remaining portions

. y—i—jt+m .

isgivenby| ,_, _, | Hence,thetotal numberof ways for obtaining
b

a

(i—mYj-mYy—i—j+m
ceR, Is ‘ ‘, it -1, |

Itis clear fromthe last statement in the second paragraph of this section
that for fixed overlap m, there exist the above number of pairs of
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elementsagR.andbe R, (ornone), suchthatany ce R, can be obtained
by crossover between aand b. This probability isgiven by

i—m j+m
ST e

where v =min{i, j},

¢<m>=(:aIT-__ )
('T)

isthe probability of having m overlaps and the firstsummation is taken over
t,and t, satisfyingt +t <tandk=i-t +t,.

One can see clearly that this probability depends oni, j, mand tonly and
isindependentof the positions of those attributes in patternaand b. This
indicates that the appearance of each chromosome cin R, produced inthis
manner innextgeneration isequally likely.

Simplifying, we have,

) = (y =)'y = )W)t
20 =G mr G = mYCy = i+ md

Substitutingt, =k +t_—i, we have, the probability p(i, j,k,r) of obtaining
achromosome ¢ € R, by a uniform crossover which swaps t elements
between chromosomesaeR. andbe R, is given by

plijiki1) = mz(‘),z( I —i+t, It+l kj—+27 }(m) =
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\4

>y

m=0t,=0

(y =)'y -t
Pl —m—t Wi+ j—k—m—t Wy —2i—j—t+k+2 )i+t —k—2t )Wk—i+1)]

where m =min{t, i-m} and » =min{i,j}.

(4) Underrepeated crossover operations onagiven population, the sumtotal
number of attributes of the optimal chromosome is constant. (i.e., |Y |+
IY,|+....+]Y | =K, forsome real constant K, where Y is the subset of
Z.of chromosome i that are distinct from 4 forallj=i). IfKislessthan
the chromosome length, the search will never converge to the optimal
solution. Thisexplains why appropriate mutation operations have to be
employed to make this happen. When the reproduction process reaches
its late stages, a large proportion of chromosomes in the population are
very close to the true optimal chromosome, any crossover action may
become very ineffective, asthe overlaps (i.e., the size of Z NZ,) between
these two corresponding sets of attributes are large. One could perhaps
reduce the crossover rate relative to the mutation rate so asto enhance the
speed of convergence.

We shall describe asimple and effective but less time consuming method
introduced by Cheungetal. (2001) for a conventional 2-point crossover
inthe following paragraph.

Normally, a 2-point crossover operation on a pair of chromosomes is to
be defined as follows. Giventwo chromosomes of length n:

apairof positive integersi, jwith 1<i<j<nisrandomly generated, and
the resulting offspring are obtained by exchanging the middle part of the
chromosomes lying betweeniandj:

a, Ay e a by bay, a,
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Notice thatasingle point crossover results, wheni=1orj=n.

Observe that for this 2-point crossover, the redundancy occurs: (i) when all the
corresponding elements (or genes) in both chromosomes lying between these
crossover pointsare identical, or (ii) when all the corresponding elements lying
on the end sections outside the section bounded by the two cut-points are
identical. If the two strings selected for crossover are distinct, the occurrence
of case 2 isonly one eighth of all the possible occurrences. Thus, most of the
redundancy cases can be avoided, if the sections of both strings between the
two crossover points are checked to ensure that they are different. In those
cases where the chromosomes are relatively short, one should perhaps check
forthe occurrence of case 2 aswell. Moreover, if the genes of chromosome a
lying betweeniand jcontainsalarge number of attributes of the optimal solution
that do notbelong to chromosome b (or vice versa), then one of the offspring
produced will contain more attributes than either of its parents. Thus one can
make the crossover even more efficient, if we only crossover those sections of
the pair of chromosome having at least a prescribed number of pairs (say three
or four) of corresponding elements different.

Anotherwell-known crossover isthe uniformcrossover. Itis defined as: select
each position along the string from the beginning till the end with a fixed
probability (say, x). Thusarandom selected subset of genes in chromosome
Aisto be swapped with genes at corresponding positions in chromosome B.
The average number of genes being swapped isyy, where yisthe length of the
chromosomes. One can consider the 2-point crossover asaspecial case of the
uniform crossover. The latter, however, ismore general and more random. It
has been shown with testexamples that the uniform crossover is more effective
than the 2-point crossover at the beginning of the reproduction process
(Cheungetal., 2001).

Effect of Mutation Rate on Convergence Rate

Like the crossover operation, the mutation operation tends to be disruptive as
well as constructive. Suppose the 1-bit flip mutation where one gene-position
ischosenatrandom for flipping isapplied, the probability of changing any
specific positiononabinary string k/n, where nisthe length of the string and
k the number of position that need a flip of bit value from 0 to 1 or vice versa.
However, thisflipwill be disruptive, if itis positioned on the genes corresponding
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tothe attributes of the optimal string, the probability of thisdisruptionis given by
(n-k)/n. Thisdisruption, however, is very small, and it may not be large enough
to shake off the search point from the local optimal position. Nevertheless, it
helps to improve the fitness of certain chromosomes, especially when it is
applied atthe end of the reproduction stages.

Suppose the uniform mutation where each gene-positionis selected in turn for
flipping with probability papplied, the probability of changing any specific/
positions on a binary string is given by u/(1-u)**. By differentiating the
expression with respect to u, it is easy to see that this probability will be
maximizedif u= (/7). Thatis, /=uy bitswill be most likely to be mutated in
this case. We shall see that appropriate rate of mutation will allow those
chromosomes to be mutated to have a higher probability of improving their
fitness value. For instance, when the search isatits earlier stages, the number
of attributes of most of the chromosomes in common with the optimal solutions
isnotso large (probably, about¥2to Y2 of the total length the chromosome), a
higher mutation rate is favorable in producing offspring with high resemblance
to the optimal chromosome. Moreover, such amutation rate will cause more
disruptive effects to prevent premature termination at a local optimum. When
the search is close to the optimal point, most of the chromosomes in the
population will be very similar to the optimal chromosome. Only a few bits of
changesare necessary to transform themto the optimal one. Hence, one should
adaptively reduce the uniform mutation rate when this scenario occurs. How-
ever, ifthe selection rule discards the weaker chromosome after mutation, the
single mutation operation often fails to bring aboutany change infitness value
and repeated mutation operations on this chromosome may then be needed.
Thusthe frequency of application of mutation operation must be higher relative
tothose of crossover at these late stages. More precisely, letus consider the
case where the chromosomes are binary. Forany chromosomeaeR,, let/ and
1, be the respective numbers of positions on the set of “0”s and “1”’s on the
chromosome a selected by the uniform mutation operator of /bits. Thatis, /=/_
+/,. Ifthe resulting chromosome cisinR,,we musthavek=i+/ -/,. Now,
the number of ways such that thiswill happen is given by
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Since the uniform mutation operator mutates “/’ bits of any chromosome
randomly, the probability of having any specific mutation pattern is equal and
isgiven by p/(1-u)**, it follows that the probability of obtaining any chromo-
some cinR, isequalandisgiven by

2 i yresr

where the summationistakenoverall/ and/ suchthat/ +/ =/whichdepends
onlyoniand/andisindependent of the positions of those attributes.

Summing over all possible mutating bit values, we have the probability of
obtainingany ceR, isgivenby

m, (i,k)=72_1 1 (yl_lll_il Jul (-

=1 ,=0\ t4

where [ satisfiesk =i-17+2/ (or/=i-k+2[). Hence, if k> i, the above
expressionreducesto

- (-1 i i—k+21, y—i+k=2],
= a 1— “
l[,;i[ Za )(i_k+la }u ( 'u)

where m =min{y—i, 2i—k}. Similarexpression form (i,k) can be deduced
for the case i > k.

Fromthe lastexpression, one seesthatifiis large, then p mustbe sufficiently
small so that the probability of improvement (i.e., the probability of obtaining
achromosome closer to the optimum) isnon-negligible. In particular, ifk=n,
thenl =0, thisimpliesthatl =1, and hence, | =n-i. The probability of this
occurrenceisgivenby y*/(1-u)". Itfollowsthat this probability is maximized
when u = (n-i)/n. Inany case, umust be small inthe final stage of reproduction.
However, at the earlier stages, u must be sufficiently large in order to avoid
beingtrapped inalocal optimum point. Thus an adaptive mutation rate that can
be changed dynamically as the search progresses isrecommended.
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Controversy between Intensification and Avoidance of
Being Trapped in a Local Optimum Point

If we examine more closely about how a population of chromosomes may
change under the action of crossover, mutation and subsequent selection as
described inthe previous sections, we may observe that there isa controversy
between speeding up the process of convergence and the increasing risk of
terminationatalocal optimum. If we discard the weaker chromosomes by an
aggressive selection after crossover and mutation, then itbecomes more likely
that the search terminates prematurely. Of cause, it may terminate at the true
optimum, ifwe are lucky enough. It might be agood idea, if we replace both
the parent chromosomes by the children after a successful crossover, as the
total good solutionattributes are preserved (see remark (4) under section 2.3),
eventhoughthe searching process may be somewhat slower. The reductionin
mutation rate at the late stages may be more helpful in bringing about more rapid
convergence. Buttoo small amutation rate may not be sufficiently disruptive to
shake off the search from the local optimum. A similar situation occursin Tabu
Search and other heuristic searches as well. We propose that the newly
mutated chromosome that is evaluated to be inferior should be allowed to stay
in the population for a short period of time (say after two to three more
generations) before being replaced. Thisarrangementis very similar to the
“Tabutenure” inthe Tabu Search heuristics. Thus, agood adaptive scheme can
be developed so that the genetic search can be intensified while sufficiently
diversified to have an optimal enhancement in performance.

Unfavorable function landscapes practically render all known meta-heuristic
search techniques useless. Forexample, the function f(x) defined onadomain
inR" by f(x,) = 1ata certain point x, and zero elsewhere, cannot be solved
more efficiently using any meta-heuristics than the simple random search. Also,
Wolpertand Macready (1997), intheir paper on “No Free Lunch Theorems
for Optimization,” mentioned a genetic algorithm that gives a trajectory
traversing the problem domainsuch that each solution pointis never revisited.
However, how such analgorithm can be designed has not been discussed. In
any case, based on what we have described in the previous sub-sections under
Section 2, one can always design a good genetic scheme that reduces the
redundancy and that can avoid some unnecessary or repetitive moves so that
that it can still perform under the worse case scenarios.
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The population size affects the degree of diversification as well as the speed (or
rate) of convergence (not to be confused with the probability of converging to
the true optimal solution within a prescribed number of generations). Itis not
difficultto see that inasingle reproduction stage, the number of crossover
operationsisdirectly proportional to

where nisthe population size. Hence, the time required for fitness evaluation
interms of crossover operations increases in the order of square of n. On the
other hand, the degree of enlargement of our search space increases linearly
with n. Thus, we have to work with a small population but large enough to
maintain high probability of success. Other than diversifying the search by
mutation operations, which have to be controlled as described in the previous
section, there is a relatively economic way of enlarging the search space
virtually. Thisisto be described indetail in the following section.

Partial Reshuffling Procedure

The partial reshuffling procedure as described in Cheung et al. (2001) is
implemented for allowing the good mature chromosomes to crossover with
some newly generated ones so that the genetic search can be diversified
considerably. This procedure allows us to perform a genetic search operation
effectively usingamuch smaller populationsize. The conventional way of doing
thisisto repeat the genetic scheme over anew randomly generated population
when there is no detectable improvement in the original population after a
certain number of generations. This reshuffling procedure enlarges the search
space, butitisvery time consuming.

Our procedure takes advantage of the fact that a considerable number of
attributes of the optimal chromosome might have beenacquired previously by
some chromosomes throughout the process of reproduction. These chromo-
somes having good candidacy potential should be allowed to recombine with
some new chromosomes for further improvements. Clearly, there isa consid-
erable time saving when compared with the usual reshuffling procedure which
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requires an actual restart over from the very beginning. The detail of this
procedure is described as follows.

Foragiven population of size 3n, the following steps are performed.

1. Generate nnewchromosomes{a,,a,, .......... ,a }, whichare different
fromall the chromosomes inthe original population, and arrange themin
descending order of fitness, i.e., the best fitted first.

2. Forj=1,2,3,....,n, ifthefitness value of a is better than the worst
chromosome inthe original population, then replace the worst string with
thisa,. Otherwise, crossover a,with all the chromosomes inthe original
populationandthenwithall othera,’s notequal to j. Update the population
by replacing the worst chromosomes with the best obtained each time.

3. Ifnomorethan50% of the total replacement has been made possible, then
generate more new chromosomes and repeat Step 2 until some more (say
about 80%) of the less fitted original chromosomes are replaced.

Assuming that the generation process is random, and that the probability of
obtaining improved new offspring when a mature chromosome crossovers with
anew chromosome should be approximately the same as that when two new
chromosomes crossover with each other, it can be seen that the total number
of crossovers in a partial replacement procedure at each generation for a
populationofsizen=3mism-(5m-1)/2. While inthe total reshuffle operation,
the total number of crossoversis 0.6-(3m)(3m-1)/2 for areproduction rate of
0.6. These two numbersare not very differentevenfor large n, since the ratio
[m(5m-1)/2]/[3m(3m-1)] =(5m-1)/[3(3m-1)] tendsslowly toalimit5/9asn
increases. Thusthe degree of improvementin fitness value ateach generation
inboth cases should be comparable. However, the total reshuffle requires the
process to start over from the very beginning. This means that our partial
replacement procedure actually requires much less time to reach the same
improved fitness value.

Further Performance Enhancement by Parallel
Computation Implementation

The population-based genetic search scheme lends itself easily for partial
parallel computationimplementation inamodern multi-processor computer for
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speed enhancement. The fitness evaluations after crossover operationsineach
reproduction stage can be performed in parallel. Similarly, the fitness evalua-
tions after amutation operation canalso be computed in parallel. Using multi-
thread coding ona Sun Workstation with eight processors, the computer time
for some problems was shown to be reduced to almost 1/6 of the original
(Cheung et al., 2001). This technique can also be applied, when a large
complex optimization problem is capable of being decomposed into simple
sub-problems (or independent sub-routines) that can be handled simulta-
neously at some stage of the solution routine.

Some Illustrative Examples for
Application of GA in Logistics and
Supply Chain Management

Importantexamples inlogistics, like locationand sizing of logistic terminals,
solution of some distribution models, etc., are to be discussed with various new
methods in problem formulation introduced by Cheungetal. (1997, 2001),
Chanetal. (2003), and some recent publications by other authors. Starting with
some simple examples, we would further extend this approach to models with
larger size and higher complexity. We shall see that the suitability of Genetic
Algorithms, and other meta-heuristics that have been explained with theoretical
arguments in the second section, for solving more complex problemsin logistics
and supply chainmanagementwill be verified by itsmodified forminthe solution
of some simple illustrative examples. These lead to an extended strategic
approachto apply our modified Genetic Algorithm insolving different versions
ofamodern Supply Chain Management Problemwhich will be elaborated later
inthischapter.

Sizing and Location of Facilities

Thisproblemisalso called the location and allocation problem. The firstattack
on this problem was described in Devine and Lesso (1972) as the case of
location of oil platforms in the offshore oil field. The wellsto bedrilled are to
be allocated to one of these platforms so that the sum of the linking distances
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between the platform and each of the wells allocated to it and the total cost of
platform building is minimized. The cost of the platform isa function of the
number of the wellsallocated to it, but this function may notbe linear. Inalarge
distribution network, the intermediate warehouses have to be built close to the
retailers (or customers) so that the goods from the supplier are delivered to the
retailers (or customers) viathe intermediate warehouses. One hasto find the
optimal size of each warehouse and the optimal allocation of customersto one
of these platforms so that the total delivery costand the platform building cost
are minimized. In its simplest form, this can be considered as a p-median
problem, whichwas solved by Hansenand Mladenovic (1997), using Variable
Neighbourhood Search where the search neighbourhood is systematically
modified through acquisition of information at local minimaso that its conver-
gencetothe global optimal solutionis efficiently achieved. (See also Hansen
and Mladenovic, 2001.) However, in practice, the length of each delivery route
from the warehouse to its dedicated customer may not be Euclidean, and the
total costthatincludesthe facility building cost may not be convex, the method
proposed by Cheung etal. (2001), to which uses GA has to be applied.

Inthislocation-allocation problem, the objective is to locate the platformsand
allocate wells to the platforms so that the total cost for drilling and platform
building isminimized. Itisto be formulated as follows.

Let m be the number of wells and n be the number of platforms. The decision
variablesz; takesthe value 1 if well iisallocated to platformj, and 0 otherwise.
LetS, denote the number of wells allocated to platformjand let (a, b,) be the
(known) coordinate of well i and (xj, yj) denote the (unknown) coordinates of
the platform . Forall value ofiandj, let

dij = \/[(Xj - ai)2 + (yJ - bi)Z]

be the Euclidean distance between well i and platform j. The drilling cost
function g(dij) dependson (xj, yj) the location of the platform jand the platform
cost P, (Sj) isafunction of its size S;-

This problem can be stated as follows:

miniizyg(dy)Jrgpj (Sj)

i=1 j=1
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n

subjectto Dz, =1Vi

j=1
ZZ” =1Vi
j=1

where, z,= Oorl.

The objective function is the sum of the total drilling cost and platform costs.
The firstset of constraints requires that each well i isassigned to exactly one
platform. The second set gives the number of wells allocated to each platform
j. Inthe practical application considered herein, ntakesavalue fromthree to
five, and m takes a value between 25 and 300. Our decomposition method
allowsthe value of the z to be determined by the genetic algorithm, that is, to
determine the allocation and then for each allocation solve the following
simplified problem:

minizzyg(dy)Jngj(S,-)

Jj=1 ied

where

4, ={i|z, =1

In the tests, we take d, = V[(x,—a,)? + (y,—b)? and Pj(S) = h + kVS forall
j=1,2.Thevaluesofhandkwere respectively setat 50 and 25 inall our tests.
Thisoffshore oil field problem with concave costand 200 wells was solved by
Cheungetal. in 1997 by coupling GA witha Grid Search method. It was again
tried with most of the enhancement procedures described above implemented,
and animproved solution was obtained with only afraction (say about 40%)
of the previous computer time. When the parallel computation by multi-
threading technique was used, the total computer time was further reduced
dramatically (Cheungetal., 2001).
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Observe that the above formulation also fits in the design of intermediate
warehouses for a large distribution network where the locations of customers
(orretailing outlets) are just like that of the wells. However, in real cases, there
areonly afinite (but fixed) number of possible locations to be chosen for the
construction of those warehouses and the actual delivery distance d; from
warehouse i to customer jare non-Euclidean, but determined by aGIS. Thus
the problem becomes an integer-programming problem with an objective
functionsimilar to above, which ingeneral, is neither linear nor convex. The
geneticalgorithmwith its modified structure will handle them readily.

Amore complexbutvery similar problem of location and sizing of logistics
terminals taking into account of the traffic condition on the road networks was
considered by Taniguchietal. in 1999. Goods movementis divided into two
parts: line hauls for long distance delivery on expressway and local pick-up/
delivery by small trucks. The logistics terminals are the connection between line
haulsand local tucks. Thiselaborate model was reportedly solved successfully
by geneticalgorithm.

Multi-Buyer Joint Replenishment Problems

The Joint Replenishment Problem (JRP) is the multi-item inventory problem of
coordinating the replenishment of agroup of items that may be jointly ordered
fromasingle supplier. Eachtime an orderis placed, amajor ordering costis
incurred, independent of the number of items ordered. Furthermore, aminor
ordering costisincurred foreachitemincluded inareplenishmentorder. Inthe
application described hereafter, an item corresponds to one category of forms
to be ordered regardless of the quantity. Jointreplenishmentofagroup of items
reduces the number of times that the major ordering cost is charged, and
therefore saves costs. Inthe deterministic jointreplenishmentproblemitis
assumed that the major ordering cost is charged ata basic cycle time and that
the ordering cycle of each itemissome integer multiple of thisbasic cycle. The
single-buyer JRP has been studied extensively during the last two decades.
Goyal (1974) proposed an enumerative procedure, which requires substantial
computational efforts to produce an optimal solution. The running time of this
procedure grows exponentially with the number of items. Since then, there have
beenalarge number of heuristic procedures developed for generating a near-
optimal replenishment policy withareduced amount of computation. However,
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itiscommon practice foramulti-branch firmto have all of its branches ordering
the same group of items fromasingle supplier. Clearly there are opportunities
to reduce costs by coordinating the jointreplenishments among the buyers. If,
asisusually the case, the branches have quite different levels of demand, then
the JRP becomes a multi-buyer, multi-item problem. It is an area that has
received little attention in the literature.

We shall formulate this problem as the following (the formulation corresponds
to the multi-buyer JRP for aroute):

let i be the item number, 1=1,2, ..., |, and | be the branch number, |=
1,2, ...,3J. L andJ are respectively, the number of items and the number
of branches.

Assumptions

1. The demand per unit time of each item is assumed to be known and
constant. When thisassumption isinappropriate, the decision rules can
still be used as guidelines for sizes or time duration of replenishments, in
much the same way that the EOQ isstill useful, incombination with asafety
stock, when demand is probabilistic.

The lead time is constant.
No shortages are permitted.

Notations
d,—the demand per unittime of item/in branch ;.

S —the major set-up cost, in $

s,—the minor set-up costwhen itemis included inagroup replenishmentin
branch/,

in$
v —the unitvariable costofitems, in$
r—the inventory carrying charge, in % per unit time.

Thevariablesare:
t—the basic cycle time interval between orders, in unittime
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kij—the number of integer multiples of ¢ thatareplenishmentofiisincluded
inagroup replenishmentin branch;. Thus, the replenishmentcycle time
of item i in branch; is equal to k. Moreover, k >1.

Qij—the order quantity of item i in branch ;. Thus Q,=d k1.

vy

Thetotal carrying cost per unittime, C , isgiven by

and the total set-up cost per unittime, C , is given by

_S Sij
Cs == +Z‘;k,-j~t

Thus, the total relevant cost per unittime, C,isC_+ C =

d. S S
r Lk, v, t+—+ —
zzj“ 27 t Z;kﬂ

Our objective is to determine the ks and ¢ so that the total relevant cost is
minimised. Itshould be noted that the cost function is non-convex. However,
for each fixed set of ks, the costisconvexint¢,and the optimal value of zis

givenwith the corresponding objective value equal to 24/ 4B , where

d.k.v.

A:rzz—”éf ’
i

and
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Sij
B=S+Y> -1
i J k,'j

One can now search over all possible choices of k,’sso thatthe objective s
minimized.

Chanetal. (2003) solved this multi-buyer, joint replenishment problem. Their
approach is based onamodified genetic algorithm with some of the modifica-
tions suggested in our previous sections. For the multi-buyer JRP, each route
istreated separately. The solution ofagivenroute isencoded as a/*/matrix
of integers, each integer representing the value of the corresponding k, the
number of integer multiples of tthatareplenishmentofitemiis includedina
group replenishmentinbranchj.

Theabove problem was solved successfully showing significant reduction of
cost by coordinating the replenishments from various buyers ordering a variety
of items. A comparison testonasetof single jointreplenishment problems with
alarge number of items was made by applying the modified GA and Goyal’s
enumerative method, The results obtained by using GA were extremely close
to that obtained by using Goyal’s. However, for the number of items larger than
100, the computer time of the modified GA isonly one tenth of that of Goyal’s
algorithm. (See Chanetal., 2003, for detail.)

This solution method extends to the more complex cases of multi-buyer
problems, where the overall costs of production, order set-up and inventory for
both the buyers and vendor are minimized. One can derive amodel where the
total cost for minimization includesthe trucking and delivery costsas well. This
model consists of anumber of 0-1 decision variables inadditionto the &, s,
which take integer values. As seen from the arguments in (3) of section 2,
geneticalgorithms should work most efficiently with 0-1 variables or variables
that take a small number of integer values. Hence, agood solution should be
found by usingamodified GA asan optimizer.

Solution of Modern Supply Chain Management
Problems

Like the proposed model described in the last paragraph of the previous
section, ageneral Supply Chain Model normally contains a large number of
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decision variables, which are essentially {0, 1} or mixed with other integer
variables taking a narrow range of values. Hence, the proposed modified
geneticalgorithm should work well with this type of problems.

Aswe have mentioned earlier, planning to set up facilities to serve anumber of
customers (or retailers) scattered around a given region involves locating the
optimal number of facilities of appropriate sizes and allocating customersto be
served by these facilities so that the sum of distances from each facility to its
dedicated customers plus the total building cost are minimized. This cost
functionisusually non-convex. A geneticalgorithmwill certainly be efficientin
finding anear optimal solutionto this problem like what has been shown in the
solution of offshore oil field problem described earlier. In real cases, the
distances between each facility and its dedicated customer is often non-
Euclidean, while the location of facilities are restricted toanumber of possible
sites. The use of good meta-heuristics like the proposed modified GA is
inevitable in solution of this complex integer programming problem.

Atthestrategic level where production planning isinvolved as part of the supply
chain, there will be decisions in outsourcing part of the operation, decisions in
allocation of resources and the decisions that define customer services. Thus,
onewould constructan integrated model of considerable scale and the genetic
algorithm can be used to find the best strategy that maximizes the utilization of
available resources and customer service.

For large distribution networks with intermediate warehouses, advances in
information technology enable distribution to be coordinated that allows for
deliveriesdirect fromsupplier to the customers (retailers), from non-dedicated
warehouses to any customer (retailer). Goods in transit can be exchanged
through cross docking to cope with all the changes in demands. Moreover, in
some regions or sub-regions there are choices of transportation modes or
alternative carriers. (Anexample of thisregion isthe Pearl River Delta that
consists of amodern city like Hong Kong with multi-modal transportation
facilitiesand some less developed cities where railways and barges are the most
economical and efficient means of transportation.) A large-scale complex
virtual distribution model was proposed recently by Ngai and Cheung (2004),
which imposes a great challenge to a solution by present-day optimization
methods. We expect thata properly designed, modified genetic algorithm will
be able to meetthischallenge.
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Extensions and Further Investigation on
Genetic Search Techniques

A not-so-closely-related application of genetic algorithm is in an Object
Location Problem in Computer Vision. This isan essential aid for the robots
workingalong the assembly line to recognize the noisy image of an object (atool
oracomponent part) subject to an affine transformation. Yuenetal. (2001)
proposed a location method that can locate an object with a high success rate
using repeated GA. However, the number of repeated runs has to be large for
successful locationwithahigh confidence level, if the probability of success for
asinglerunGAislowforsomedifficultobjects. Recently, Cheungetal. (2004)
experimented using agenetic algorithm with all the proposed modifications
describedearlier. Adramatic increase in the probability of success fromamere
5.7%1043.4% forasingle runwas observed using adifficult noisy image. As
aconsequence, only a few repeated runs are required to locate this type of
objectwithahigh probability of success.

There have been publications about possible hybridization of GA with other
meta-heuristic methods. GA with some strategic searches has been tried with
some success in Multi-stage Flow-shop Scheduling Problems (Oguz & Cheung,
2000), asthe random rearrangement of any job sequence emerges after the first
stage may cause considerable waiting time. We have to develop some strategic
moves on these so that any job rescheduling that causes a large amount for
waiting time isavoided.

Geneticalgorithms seemto work well with Simulated Annealing. The cooling
effect can easily be introduced through the transformation of the original
objective function, while the usual random heuristic moves can be replaced by
awell designed population-based Genetic Search Scheme. For the posi-
tive objective function f(x), the usual replacement by the new object
function ¢(x) =e™" wheretis the temperature parameter, may serve asagood
starting point for our exploration in this hybridization process.

Ideas similar to that used in Constraint Programming can be applied to reduce
our search space. Proper transformation and the special encoding method like
thatdescribed briefly isable to simplify ouralgorithmstructure toagreatextent.
The highly constrained problemis reduced to an almost unconstrained one
defined overasmaller domainwhichisreadily encoded into achromosome of
length n, and each of its genes takes integer values 1, 2,...,5. Further
investigation into this methodology will lead to some standard techniques of
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turning complex problems into simple problems that can readily be encoded
and solved by the genetic search method.

There have been reports on development of multi-population genetic algo-
rithms. The idea of competition and exchanging information among population
groupssimilar to that used in Ant Colony Heuristics may help in buildingup
higher fitness solutions within each population groups. One should perhaps
devote some effort in understanding more about this, which could be an
interesting and promising area of research.

Conclusions

We have presented a full analysis of how the Genetic Algorithm performsas
well as its comparison with other meta-heuristics. Possible restructurings of
Genetic Search Scheme for enhanced performance have been introduced with
detailed discussions on how itwill work. These restructurings, however, are not
ultimate, but rather open up more avenues for further research on performance
improvements. For example, possible hybridization of GA with other meta-
heuristics or other optimization algorithms that were described briefly in
previous sections have been and will be studied by most of the researchersin
thisarea.

The merits of using meta-heuristics (GA in particular) insolving Supply Chain
Models have been thoroughly discussed with illustrative examples. However,
we would like to stress that the meta-heuristics are not the only solution to
complex Supply Chain Management problems. Good analytical methods that
cangive an exactsolution withinaconfined time are still preferred. There may
even be lucrative methods thatemploy the combination of both approaches
taking full advantage of all the good performance characteristics coming from
both of the methods. Inthe “Scheduling for the Multi-Buyer Joint Replenish-
mentProblems,” the genetic algorithm is used to find the basic optimal cycle and
their multiples, while the scheduling of the deliveries ismodeled as the network
flow model that can be reduced and solved readily asan integer programming
problemusing Cplex (Chanetal., 2004).

When a Supply Chain Model becomes extremely large to be solved as a full
model, itwould not be too bad an idea to have it decomposed into anumber
of sub-models where each can be handled most efficiently by an appropriate
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optimizationalgorithm (notnecessarily a GA or other meta-heuristics). Solution
improvement can be obtained by successive iterations between these sub-
models. Sometimes, the genetic algorithm may also be used to coordinate the
inputsto various sub-models for optimizing the overall objective. Anexample
ofthisisto coordinate the distributions at various facilities of a large distribution
network so thatthe total distribution cost, including cost of deliveries at various
facilitiesand the incurred inventory costs, etc., isminimized.
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Appendix 1

Lete=(e,¢€,, ..............., 8 ) be the optimal chromosome for an objective
function f(x) on the entire setof strings x = (X, X,, ..............., X with X,
e{0,1}andlet R,={x:|x-e¢[=i}, i=12, .......... , N.
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Now, any neighbourhood U, ={x:|x—e|<k } canbewrittenasU, = R U
R UR,.

We have, forany randomly generated string x, the probability for x to be lying
inR, isgivenby "C /2". One sees that this probability is very low whenk <n/
4. More precisely, we have

4mCm/ 24m =
{[L/4(4-LIm)][L/4(A=2/m)]...............[LIA(4-(m-1)/m)]}/22

which tendsto 0 as m — oo,

Furthermore, one can show m[*"C_/2*"] = (m/2™)[*"C /2°"] — 0 as m —
Hence, one infersthat the probability p for any randomly generated chromo-
someto be lying withinaneighborhood of e of the radius equal to s of the length
ofthe string isin fact very low. For example: if m=3, then, p=(**C, + **C,+
2C))/ 2'2=0.07075 and if

m=4, p=(*C, + *C, + **C,+ 1°C )/ 2*° = 0.0384.
Also, from above, we have, p — 0 as m — oo,

By symmetry, one canalso infer that the probability forarandomly generated
string lying outside the neighborhood of e with radius equal to % of the length
ofthestring isequally very low.

Hence, most of the population composed of randomly generated chromo-
somes is lying within the region at a distance between ¥4 to %, of the length of
stringfrome.

(Forexample, forapopulation of string of length 16, the probability for any of
these strings to lie within thisregionis 1-2x0.0384=0.9232. l.e., over 90%
of the population lieswithinthisregion.)
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Note: Forachromosome of lengthy, where each of its genes assumes m integer
values1,2,3,........ ,m. The probability distribution of the number x of optimal
solutionattributesinthe initial populationisgiven by

1Y(, 1Y
CHEO
X m m
Here, the maximum of x should lie between 1/m and % of the length of the

chromosome.

Appendix 2

A Table of Notational Conventions

Z —the subset of genes in chromosome i which are identical to the optimal
chromosome

Y,—the subset of Z whose elements are distinct from Z forall j =1.
u—the uniform mutation rate
¥, —the crossover rate for uniform crossover

a=aa,.. .ag—the representation of achromosome of length g, itcan also be

regarded as a'y-dimensional vector with a taken integer or binary values

t—the number of gene positions to be swapped for a given pair of chromo-
somes a and b, thus one can denote _to be the number of positions so
selected where the gene-value inchromosome a is identical to that of the
optimal chromosome. Similarly, one denotes #, the corresponding number
with respect to chromosome b. Itis clear that 1>¢ +1,.

R, —the setofall chromosomes with k attributes of the optimal solution. If the

chromosomesare binary, and x, is the global optimal chromosome, then
R.={a:|a-x|=vy-k}forallk=1,2,...... Y-
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a
[b ) —Combination: the number of ways of taking » objects from a distinct

objects
p(i,j.k,t) — the probability of obtaining a chromosome ¢ € R, by a uniform
crossover which swaps t elements between chromosomes a ¢ R, and

beR

]
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Chapter VIII

Understanding and
Managing the
Intrinsic Dynamics of
Supply Chains
Toru Higuchi, Sakushin Gakuin University, Japan

Marvin D. Troutt, Kent State University, USA

Abstract

Both academically and practically, one of the most interesting aspects of
supply chains is their intrinsic dynamic behavior. Dynamic interactions
can cause unexpected and undesirable results. There are both external
and internal reasons for this. Externally, severely competitive
environments, consumer behavior and technological innovations are
major concerns for supply-chain management. These affect both the
structure and behavior of the supply chain and force it to be more flexible
and agile. Internally, the supply chain is a multi-echelon system composed
of a scratched-together and shifting set of players whose preferences and
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intentions often differ. This may create and amplify the information
distortions, lags, and tricks of business within the supply chain. The
combined effects of these external and internal factors make Supply
Chain Dynamics (SCD) active and complex. In this chapter, we discuss the
influences, mechanisms, and effects of SCD.

Supply Chain Dynamics

“A supply chain is dynamic and involves the constant flow of information,

products and funds between different stages. Each stage of the supply
chain performs different processes and interacts with other stages of the
supply chain.” (Chopra & Meindl, 2001, pp. 4-6)

This statement points out the essence of SCD. Itisan interaction of processes
among participants fromdifferentcompaniesand levels. The purpose of supply
chain management is to maximize supply chain profitability, which istotal profit
tobe shared acrossall supply chain stages. It can be concluded that the essence
of the supply chainisits dynamics and that how to manage it is one of the most
important tasks to maximize supply chain profitability.

SCD features arise from external and internal factors. External factors are
driversfor the supply chain to change its structure and therefore have aclose
relationship withthe planning and designing process. Major external factorsare
the intensity of competition, consumer behavior and technological innovations.
Severe competition in the market puts pressure on manufacturers, distributors
and retailersto cut costs while maintaining the same quality or service level (or
increase the quality or service level under the same costs). The supply chain
becomes the major arena for competition in modern business because itis often
inefficient forany single company to produce awhole product and maintain the
entire, often global, distribution channel (Bradley et al., 1999). As supply
chains become worldwide, they must cross the boundaries between company
groups. Hence, severe competition in the market makes the supply chain very
importantand forces itto change continuously.

We find the following analogy helpful in connection with these concepts.
Consider the firstorder vector linear differential equation system given by
x'(t) = Ax(t) + u(t). Here, u(t) isan exogenous vector input series that may be
regarded as analogous to the external influences on the system. While the
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autonomous term Ax(t) may be regarded as representing the internal dynamics
of the system. Although the supply chain is more complex, nonlinear, and
involves stochastic as well as deterministic aspects, this model may help to
clarify the distinction between internal and external influences.

Customers tend to become more and more demanding and capricious in their
wants and needs as the variety and availabilities of goods increase. Supply
chains must deal with thisroutinely. It takes time and a lot of transactions to
produce and deliver goods from the raw materials because of the nature of the
productionanddistribution process. Often, this process involves long distances
between the retailers and the manufacturer and a multi-echelon system. This
may amplify the effects of customer behavior and can cause the well-known
problems called the bullwhip effect (Lee et al., 1997a) and boom and bust
(Paich & Sterman, 1993). On the other hand, increasing customer needs
requires the performance of the supply chain to continuously improve. Suc-
cessful supply chains must be ever more responsive to customersaccording to
their needs and requirements (Ballou, 1992). To keep up with growing
customer needs, the supply chain should enhance its collaborations or change
its structure by the making the most of strategic alliances.

Technological innovations, especially radical innovations, are very disruptive
and change the nature and balance of the market. They can make obsolete the
existingtechnologies and product categories (Abernathy etal., 1983). In order
toaverttherisk thatanother company succeeds inaradical innovation, itis
better notto cover all the related area. The auto industry isagood example. A
vast number of materials and parts are required to produce a car. Ford, GM,
Toyotaand other automakers are called the set makers or integrators because
they have key suppliers or sub-integrators. Itisimpossible for themto be inthe
forefront of the all materials and parts. In addition, they are competing with
othersto commercialize the hybrid car and Intelligent Transportation System.
These advanced technologies costtoo much and are too risky for most of them
todo R&D by themselves. Therefore, technological innovations enforce the
strategicalliancesamongthe differentindustries and former rivals and make the
players of the supply chainfluid. Thus, due to external factors, the first essence
ofthe supply chain isits dynamic nature and the concomitant requirement of
flexibility.

Internally, the supply chain isamulti-echelon system composed of scratched-
together players whose intentions may and often do differ. To fulfillacustomer’s
needs, a lot of stages and people, retailers, wholesalers, warehouses, trans-

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Understanding and Managing the Intrinsic Dynamics of Supply Chains 177

porters, manufacturers, and suppliersare needed. Itis natural for everyonein
asupply chain to attempt to maximize their own profits by deciding combina-
tions of the sellingand buying prices, the production, inventory, and transpor-
tation costs, and so on. Theaccumulation of these individual behaviors makes
supply-chain managementvery difficult. The geographical and mental distances
andthe differences of the viewpoints and individual self-interests worsen the
situation because the supply chainisaloosely coupled organization. Thisisin
sharp contrast to Keiretsu, a traditional Japanese company group, whose
membersare related companiesand long-term partners, and in which members
are strictly controlled by aheadquarters firm.

In addition, the supply chain can also globalize easily and dramatically.
Globalization enhances the production at the right place for the right costand
sales promotion, tax avoidance, and so on. On the other hand, globalization
lengthens the geographical and mental distance among the players. This
amplifiesinformationdistortions (Leeetal., 1997b), lags, and tricks of business
within the supply chain, and makes its management much more difficult than
before. From the internal factors, the second main influence on SCD is the
autonomous decision making of the players in the system.

SCD therefore results from the combined effects of these external and internal
factorsas Figure 1illustrates. External factors, such as competition, consumer
behavior andtechnological advances, have two aspects, stimulating the supply
chainto change its structure and creating the internal supply chain dynamics.
Some parts of the former are strategic matters. The purpose of this chapter is
how to manage SCD, nothow to design or classify it. Hence, in the rest of the
chapter, we limit the discussion to the management of internal supply chain
dynamics set by the external and internal factors and continue the explanation
of SCD from the interactions within the supply chain.

Inthe following sections, we discuss anumber of related issues, including the
role of collaboration within supply chains, negative phenomenain SCD, the
Theory of Constraints (TOC), and dynamic computer simulation. In the next
section, we examine problems that confront supply chains which cannot be
handled adequately without collaboration within supply chains. On the other
hand, supply chainmanagementissodifficultthatitmay lead to unpredictable
and undesirable results. TOC givesagood framework and dynamic computer
simulationisan effective aid inthe management of SCD.
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Figure 1. Outline of supply chain dynamics

External Factors Internal Factors
- Competition => | - Multi-echelon Decision System
- Consumer Behavior - Scratched-together Players
- Technical Innovation
4 0
| Supply Chain Dynamics (Interaction within the Supply Chain) |
{
Results
(Positive) (Negative)

- Competitiveness - Information Distortion
- Flexibility - Bullwhip Effect
- Agility, etc... - Boom and Bust

- Business Tricks, etc...

Collaboration within Supply Chains

The supply chain can be an effective and efficient network for satisfying
customer needs at appropriate prices with avariety of goods and services at
agivenlevel of cost, agility, and risk. Itis the modularity and the commitment
toenhance collaborations that can guarantee such effectiveness and efficiency.
Collaborative commerce isagood milestone, which makes product develop-
mentand the daily operations more effective and efficient by using a Web site
(Bechek & Brea, 2001). It integrates the company’s core business processes
within the supply chain, including its customers (Gossain, 2002). It is the
accumulation of effective and flexible collaborations with appropriate partners
that leads to higher competitivenessinthe market. This processis called Supply
Chain Synthesis (Tompkins, 2000). Itisaholistic, continuous improvement
process of ensuring customer satisfaction through the commitment to the supply
chain.

The supply chain faces contradictory requirements, such as providing awide
variety of goods versus lean management, high quality versus low cost, and so
on, asinFigure 2. Toachieve these tasks simultaneously, modularity (standard-
ization) playsavery importantrole. Amodular system makes sure that the total
amountof inventory decreases, that the manufacturer offersawide variety of
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Figure 2. Examples of contradictory requirements for supply chain

Wide Variety of Goods VS. Lean Management
High Quality Products VS. Low Cost
Quick Response VS. Global Manufacturing
Global Compatibility VS. Customization

goodswithrelatively few parts by combinations of modules, and that it localizes
the impact of model changes (Abernathy, 1978). Technically, modularity
guarantees the feasibility of collaborations within the supply chain.

Aplayer’scommitmentisa precondition for inducing positive interactions
withinthe supply chain. Sharing the goals, strategy and profits is necessary to
enhance such acommitment. The goal isto maximize profitability notonly for
the supply chainasawhole, butalso for the individual players, because the
vehicle for competition isthe entire supply chain in modern business, as noted
earlier. Strategy isan indispensable component of any supply chaininorder to
achieve higher competitiveness in the market. Italso functionsasaguide for
each player to understand and carry outitsrole. The policy and rules for profit
sharing have agreateffect on the incentive and behavior of each player. Sharing
these appropriately and fairly will strengthen the unity of the supply chain.

From the point of view of operations, synchronization isthe key word in the
supply chain. Inadditionto the above contradictory requirements, and although
the supply chain can become geographically complexand global, itis neverthe-
lessrequired to become increasingly agile. There are two ways to synchronize
the supply chain. First, bottlenecks must be identified and eliminated (or
reduced) for maximizing throughput (Goldratt & Cox, 1992). Throughputisan
important measure of synchronization of the supply chain. The bottleneck, the
weakest pointinthe chain, limits the level of throughput for the entire supply
chain. For example, even though a supply chain has a strong distribution
channel, itmay notachieve optimal performance if its manufacturingand R&D
departmentare notagile enough. Onthe other hand, a supply chainthathasa
strong manufacturing and R&D department may not be able to make the most
ofthemwithoutastrong distribution channel. Inthissense, itisuseful to find the
bottleneck and rectify it as quickly as possible. Keeping the network well
balanced contributes to higher throughput and increases the ability to synchro-
nizetheentire system.

The second way to synchronize is to be a lean supply chain by information
sharing onthe latest market demands and inventoriesamong the players. The
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Figure 3. Collaboration within supply chain
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levels of inventories and backlogs are also good measures for the degree to
whichsynchronizationisbeingachieved inthe supply chain. JIT isawell-known
approachtoachievingaleansupply chain. Itwas originally called the “kanban”
system. “Kanban” meansasignboard in Japanese. To share information on the
latest market demands and the production scheduling with suppliers, Toyota
used and sent to suppliers an iron signboard on which the required parts,
numbers and times were indicated. Toyota and their suppliers reduced the
amounts of inventories dramatically by sharing information through this sys-
tem?!. Sharing the information saves costs and time, and makes it possible to
synchronize operations withinthe supply chain.

The stages in Figure 3 mightappear to be very different at first, but they are
similar. They may be regarded as a pair of dual problems. The firstoneisto
maximize throughput by eliminating the bottleneck and keeping the supply chain
well balanced. Onthe other hand, the second one isto minimize inventories by
information sharing. Their goal is to maximize the supply chain’s profitability.
Both of them incorporate continuous improvement processes, supply chain
synthesis Or kaizen, and pursue synchronization throughout the supply chain,
whose basis is the customers’ wants and needs.

Negative Phenomena in Supply Chain
Dynamics

By the term negative phenomena, we mean those obstacles, characteristicsand
features that work against the goals of shared information, bottleneck reduc-
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tions, and synchronicity. Most of these come from the independent decision-
making at the different stages of the chain because of its multi-echelon nature
and the scratched-together players. A keiretsu organization or chain is
composed of affiliated companiesand long-term, established partnerships, and
hasexclusionary business practices. In contrast, asupply chain isamuch more
open and flexible network. Ironically, this may aggravate information distor-
tions, various lags, forecasting errors, and tricks of business within the supply
chain.

Therearealot of trade-offs in the supply chain (Gopal & Cahill, 1992). For
instance, the salesand marketing departments desire a high degree of produc-
tion flexibility and rapid turnaround to catch up with recent trends and to
maximize their sales. Fromthe logistical way of thinking, their behavior is based
onthe short-term. They would try to dramatically increase the stock of goods
that are rising in popularity, but reduce the stock of goods decreasing in
popularity. On the other hand, to reduce unit costs or recover sunk costs,
manufacturers favor longer production runs, fewer set-ups, smooth schedules
andabalanced line. These types of trade-offs have agreat influence on supply
chain profitability. If each player behaves selfishly to maximize its own
performance, overall supply chain profitability would decrease rapidly because
the inventories and backlogs increase and cash flows shrink.

Various lags come from the geographical factors, the actual process times,
inventory and order policies, decision timing, and so on. The causes of these
lags can be divided into an essentially unavoidable one and amanagerial one.
The delivery times between stages and the manufacturing times at factories are
unavoidable. Asthe supply chain becomes longer and the pressure stronger,
the reduction of these times and more efficient management are required.
Independent decision-making of players mightenlarge the unavoidable lags
and, inthe worst case, create other lags. The order systemisagood example.
Both batch and periodic order systems create lags ateach echelon. Ifasupply
chain consisted of four stages (retailers, wholesalers, manufacturers and
suppliers) and they order weekly, suppliers receive the market demand that
actually occurred three weeks before. This leads not only to the mismatch of
supply and demand, butalso to misguided capacity plans and decisions.

Without sharing the most current market demands, information distortion can
be generated and enlarged at each stage in the supply chain. The lack of such
information causes tremendous inefficiencies, such as the bullwhip effect,
excessive or inadequate estimates of the inventory investment, poor customer
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service, lostrevenues, misguided capacity plansand missed production sched-
ules. From the viewpoint of information distortion, Gavirnenietal. (1999)
simulated an overall supply chainmodel emphasizing the value of information
and extended existing inventory theory to the supply chain level. The level of
inventory isafurther measure reflecting the efficiency of supply chainmanage-
ment.

The following quotes have been offered by various experts to explain the
bullwhip effect, which isthe exaggerated order swings caused by the informa-
tion distortion inthe supply chain.

“The information transferred in the form of orders tends to be distorted
and can misguide upstream members in their inventory and production
decisions. In particular, the variance of orders may be larger than that of
sales, and the distortion tends to increase as one moves upstream.” (Lee
etal., 1997b)

“Variations in production are far more severe than variations in demand,
and the more levels and stages of production there are, the more violent
production level changes become.” (Magee et al., 1985, p.42)

The phenomenon called the “shortage game” or “shortage gaming” may be
regarded as starting the phantom demand and the boom and bust effects and
these can also be escalated or amplified by it (Lee et al., 1997a). Figure 4
summarizes the movement of the supply chain from the view of the flow of
ordersand products. The shortage game starts when product demand greatly
exceeds supply and some customers begin to make duplicate orders with
multipleretailers. Retailersand wholesalers misjudge the circumstances, seeing
asurge indemand and ashortage of the supply. They may then place excessive
orderstothe manufacturer. This process is often not very risky for the customer
who can accept the first order filled and cancel any outstanding duplicates.
Later, whenthe supply catches up with the real demand, backlogs will suddenly
disappear and large excess inventories emerge. Both the retailer and the
manufacturer can be victims of the shortage game. Retailers may be stuck with
hard-to-sell, excess inventories. While the same isalso true of manufacturers,
theirrisk canbe even greater if capacity changes are made without a real basis.
Based onan inflated picture of real demand, exacerbated by the natural lag in
filling orders, the manufacturer might disastrously place larger amounts of
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capital into capacity expansion. Thus, these overstated demands called “phan-
tom” demands result from the shortage game (Nehmias, 1997). The boom-
and-bust phenomenon (Paich & Sterman, 1993) can be the result of the
shortage game exaggerated by the bullwhip effect fromthe viewpointof the life
cycle of the product. These difficulties are well illustrated by the case of the
BANDAI Co., Ltd. and the Tamagotchi toy (Higuchi & Troutt, 2003). A
seamlessinformation system possessing timeliness, unity and traceability isvery
useful to estimate phantom demands quickly. Processing orders at several
stages and misconnection in the supply chain masks phantom demands and
worsenthe situation. Without sharing the latest information inan on-time basis,
phantom demands are masked so long that they do self-reproduction to a
certain level. Hence, sharing the raw information (orders from the customers)
throughout the supply chain promptly isakey. If possible, itis very helpful to
identify the customers who placed multiple orders at different retailersand
grasp their purchase records.

We believe apossible aid to early identification of phantom demand might be
based on the sharing of information about cancelled orders. Itis known that
sharing information about real demand at the customer- or point-of-sale level
can be useful inreducing the bullwhip effect (Chopra & Meindl, 2001). Large
increases in orders coupled with increases in cancelled orders could be
indicative of phantom demand. Ifdemands are inflated, thenas these are filled,
even partially in the case of rationing, then we can expect a higher level of
activity incancelled ordersas well.

Figure 4. Model of the supply chain process (three-echelon)

| Customer | =>| Retail | =>| Factory | =>| Retail | =>| Customer |
New - N Manufacturing o N
Demand Capability Purchase
Real (It takes a long (The Smaller
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Another possibility for further research would be to compare ratios of returns
toordersand look for outlier patternsin the series of ratios. Also, regression
models may be similarly useful. Simulation models, as used in Higuchi and
Troutt (2004), may be helpful in this regard by expanding such models to
include returns assumptions, perhaps some benchmark ratios can be associ-
ated with periods of higher or lower over-ordering and returns activity.

Theory of Constraints

Giventhe potential importance of bottleneck managementin supply chains, we
discussinthissection some approachesto their management. The Theory of
Constraints (TOC) isasystemimprovement philosophy that focuses heavily on
bottleneck management. While TOC is generally well known in the operations
management literature, it does not appear to be discussed frequently in the
supply chain literature. Also in this section, we discuss a more recent math-
ematical programming tool of use in bottleneck identification and management.

TOC was developed by Goldratt and others. Some key contributions were
also made by: Cox and Spencer (1998), Dettmer (1997), Goldratt (1990a,
1990b, 1990c), Goldrattand Cox (1992), Goldrattand Fox (1986), Kendall
(1998), Mabinand Balderstone (2000), McMullen (1998), and Schragenheim
(1999). TOC has produced anumber of principles and methods for improving
the flow of constrained systems. TOC isa kind of common-sense management
philosophy. It has continuous improvement as a major feature. It also uses
various diagrams for thinking through business problems. Identificationand
management of bottlenecks isamajor feature of TOC. Some general tenets of
TOCare:

1. Managersshouldverbalize their intuitions about business problems and
solutions. They probably know the true problems and good solutions. If
they don’t, then they may do the opposite of what they believe in.

2. Improvementsare changesand changesare always perceived as threats.

3. Surface the hidden assumptions. TOC Logic Trees, Compromise or
“Evaporating Cloud” diagrams and other diagrams are used in TOC for
thispurpose. The dice game isagood exercise for this. It goes as follows:
Setupaseries of “stations” where the output of each station is based on
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theroll ofadie. Output from one stationis input to the next. Everyone
assumes that the system output will be 3.5 per period (average of values
onadie), butit’sactually much less because each station can only output
as much as it received from its predecessor. This exercise produces
interesting discussion about having equal capacity atall processes, and
about making assumptions, more generally.

4. Itisimportantto understand relationships (correlations) and especially the
“why” of relationships (effect-cause-effect).

5. Concentrating on optimizing the present system may be a dead end.
Improvement of the system should be the goal. For example, using EOQ
may preventthe search for improvementin setup times.

The major process stepsin TOC are:

1. Identify the major constraint(s) to the system. These are called bottle-
necksand limitthe systemin one way or another. Bottlenecks might be
limiting production, information, sales, etc.

Decide how to exploit the constraint.
Subordinate all other activities to the bottleneck.

4, “Elevate” the constraint,i.e., removeit, reduceit, etc., until itis broken
and something else becomes the constraint.

Iterate this process continually.

o

Inaddition, TOC suggests scheduling according to the “Drum, Buffer, and
Rope.” The “Drum” is the bottleneck process. It sets the pace for the whole
system. The “Buffer” isatime element for establishing realistic commitment
dates for shipments. We want to continually reduce the buffer. The “Rope” is
atime element for starting new jobs, like asetup time. The rope pulls new jobs
into the process. We want to shorten itas much as possible. TOC addresses
othertime elementsas well.

TOC applicationsare numerous and are considered inmore detail inthe above-
cited references. Here we mention a few examples of how TOC thinking can
be insightful and beneficial. What one may think isa bottleneck, often isnot. For
example, aprocess may have sufficient capacity for average demand, but be
unable to handle peak load demand. That process is not necessarily a
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bottleneck, but may be a resource that does not have enough “protective
capacity.” There may be other ways to solve the problemthan by treating it as
a bottleneck. Policies and procedures often create situations in which the
bottleneck is not fully exploited. Before examining ways to increase the
capacity of the bottleneck, it is important to examine these policies and
procedures to see whether they should be changed to fully exploit the
bottleneck. Forexample, transferring work to the bottleneck in smaller lot sizes
couldimprove the flowto the bottleneck, thus insuring that the bottleneck does
not lose time waiting for work. Also, changing set-up procedures could reduce
losttime due to set-ups at the bottleneck (Goldratt, 1990c; Goldratt & Cox,
1992; Goldratt & Fox, 1986). Subordinating other processes to the bottleneck
can often increase system flow. This may mean changing the scheduling
proceduresto ensure thatthe bottleneck is neveridle (Goldratt & Fox, 1986).

Asnoted above, use of optimization models comes with cautions. In fact, early
work by Zeleny (1981, 1986) noted the difference between optimizing apoorly
designed systemand designing an optimal system. Nevertheless, several useful
connections between Linear Programming (LP) and TOC are potentially
importanttools for the management of bottlenecks in supply chains (Luebbe &
Finch,1992; Mabin & Gibson, 1998). Luebbe and Finch (1992) compare the
steps of LP to those of TOC. Mabin and Gibson (1998) stress how LP and
TOC were used together effectively in asystem with product mix features.
Trouttetal. (2001) show how LP-based maximal flow network modeling can
help both with bottleneck identification and with capacity expansion decisions
forimproving systemthroughput.

Dynamic Computer Simulation

Thesupply chain, especially inthe multi-echelon inventory system case, is too
complexto control effectively asawhole without the aid of computer simulation
(Ballou, 1992). Computer simulation is very useful, if notessential, foranalyzing
SCD. Computer simulations can be divided into two types: static and dynamic.
Queuingand inventory theories are the bases of both. Static simulations provide
the foundation for the dynamic ones. Dynamic simulations incorporate feed-
back mechanismsthat change the structure or behavior of the supply chain. The
following statement highlights adifference between them:
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“The primary difference between them is the manner in which time-
related events are treated. Whereas dynamic simulation evaluates system
performance across time, in static simulation no attempt is made to
structure time-period interplay. Dynamic simulation is performed across
time so that operating dynamics may impact the planning solution.”
(Bowersox et al., 1986)

Static simulations setthe framework for dynamic simulations. They helpidentify
and model the key issues, elements and relations among them in the supply
chain. Under specific conditions, they also propose the optimal solutions, such
asEOQ, the timing of orders, the level of inventory, the number of warehouses
andsoon, and the effect of the key factors, such as the lead-time and the cost
structure (Vendemiaetal., 1995; Takeda & Kuroda, 1999; Schwarz & Weng,
1999; Pidd, 1984).

Dynamic simulations are necessary to analyze the supply chain because itis
interactive and contains hierarchical feedback loops. The merits of dynamic
simulations are that they can combine these feedback loops with static
simulations. There are two major approachesto simulating SCD. One way is
to simulate movement of a supply chain by focusing on the dynamic features
from the system perspective. The other approach is to demonstrate the
mechanismsrelated to the information distortion.

Systems dynamics isatypical method to analyze dynamic systems from the
viewpoint of the whole system. It was called Industrial Dynamics at the
beginning because it focused on the shifting nature and behavior of the
companies over the passage of time. Forrester (1961) builta system dynamics
model of the three-echelon production distribution system and demonstrated
how market demands are amplified through the transactions in the supply chain.
Afterthat, ithas been applied to wide ranging areas from the social to the natural
sciences. In fact, many supply chain models have been built by using System
Dynamics. Some System Dynamics models are integrated models that simulate
the effects of interactions within the supply chain. Paich and Sterman (1993)
provide atypical one. They analyzed the “boom-and-bust” process by simu-
lating the diffusion process of anew product. This is caused by the fact that the
product life cycles become very short, diffusion and obsolescence occur, and
these forcesareamplified by SCD. There are time lags everywhere for catching
the latest market demands, expanding or reducing the manufacturing facilities
according to revealed demands, and so on. Due to the lack of stability of
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diffusion speed and obsolescence, the players, retailers, wholesalers and
manufacturers tend to overestimate the demand when the demand is growing
rapidly, and underestimate itwhen itis decreasing. However, their levels of
agility are quite different. Retailers are most agile and, on the other hand,
manufacturersare leastagile inthe supply chain. System Dynamicsisapowerful
tool to simulate SCD, particularly the combined effects of these lags and
differences.

Conclusions

Inthis chapter, we reviewed some of the principal dynamics features of supply
chains. Often, supply chains require alarge number of membersto provide a
wide variety of products at desired costand service levels. The competitiveness
of the supply chain hasaclose relation with its intrinsic dynamics, with both
positive and negative aspects. These dynamics make the supply chain notonly
flexibleand agile, butalso complicated and unpredictable. Management of
supply chains should therefore generally attempt to capitalize on the positive
aspects, while minimizing the effects of the negative aspects.

Profitability is considered to be the primary goal. From the logistical perspec-
tive, total system stocks (Winker etal., 1991) and throughput (Goldratt & Cox,
1992) are the keys for improving the performance of the entire supply chain.
Both in practice and in theory, various phenomena, such as information
distortion, the bullwhip effect, and the shortage game are observed. To increase
the supply chain profitability, synchronization of the playersand minimization of
information distortion within the supply chainis essential. Toachieve these,
commitment, coordination and information sharing play importantroles.

Commitment to the Supply Chain

Commitmentto the supply chainencouragesthe playersto recognize the overall
strategy and to see the importance of their assigned roles in the context of the
whole system. Without recognition of these, each player may behave inconsis-
tently with each other and the results may be far from the plan. Itis natural for
each player to be tempted to sub-strategies. For example, even though asupply
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chain (integrator) has a strategy to sell aproduct at high price using a brand,
someretailersmay decide tosellitasaloss leader. Such behavior increases the
chance of negative effects, such as business tricks, the bullwhip effect and
phantom demands. As aresult, a supply chain fails to execute its strategy.
Hence, enhancing the commitmentto the supply chainisan important firststep
toincreasing profitability.

Coordination within the Supply Chain

Coordination is fundamental to the effective operation of asuccessful supply
chain. Its functionis to embody commitment and to smooth the collaboration
within the supply chain. To make sure that each player takes a consistent
direction, sharing of the strategy, profitsand risks is very useful. In addition to
the direction, adjusting the speed (agility) is also essential to collaboration
withinthe supply chain. Eventhough some playersare very agile, the throughput
isdecided by the slowest part (stage) in the chain. Inthis case, asupply chain
might suffer from excessive inventories or backlogs. So coordination of both
directionand speed isthe next step. We note next that coordination also plays
animportantrole ininformation sharing.

Information Sharing Among Supply Chain Players

Information distortion in the supply chain can start from and be amplified by
independent decision-making. Multi-echelon systemstend to create time lags
inknowing about the latest market demand and unnecessary phantom-demand
order swings inthe supply chain. For minimizing information distortion, the
coordination process becomes very important in the sharing of information
effectively and efficiently and by use of an appropriate information system.
Bowersox and Closs have noted that:

“Coordination is the backbone of overall information system architecture
among value chain participants.” (Bowersox & Closs, 1996, p.37)
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Endnote

1 In1989,anelectronic information system replaced the “kanban.”
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Abstract

In order to achieve a successful implementation of electronic commerce
(EC), it is necessary to ‘“re-engineer” the logistics activities of the
enterprise. This chapter first presents and analyses the features of EC,
i.e., the typical content of Web sites and technological and operational
requirements, for the implementation of each of the four stages of EC
(Brochureware, e-commerce, e-business, and e-enterprise). Then the
concepts, techniques, and tools that may contribute to the successful
implementation of EC are surveyed. Finally, a self-diagnosis tool is
presented to initiate the re-engineering process. The self-diagnosis tool
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details the company’s profile in view of an EC implementation and

identifies the operational activities that need to be reviewed, upgraded,
integrated or outsourced.

Introduction

The Internetand the World Wide Web (Web) have allowed the advent of new
forms of marketing and new possibilities of collaboration and exchange
betweenacompany andall its actors. Electronic commerce (EC) is certainly
the most prominentapplication of the Internet. Hoque (2000) presents four
stages of EC:

*  Brochureware (also called brochures-online Web sites, Rosen, 2000),
whichisthe static posting of information (e.g., description of the company,
product catalogue, employment opportunities);

*  E-Commerce (associated to B2C - Business-to-Consumer, Delfmann,
Albers & Gehring, 2002), which includesall the commercial transactions
and their supporting activities for a consumer to obtain a product or a
service (e.g., online advertisement, billing, customer service);

*  E-Business (associated to B2B - Business-to-Business, Delfmannetal.,
2002), whichincludesall the intra- and inter-enterprises transactions with
any types of commercial partners (e.g., suppliers, subcontractors, dis-
tributors);

*  E-Enterprise (associated to the Virtual Enterprise, Lefebvre &
Lefebvre, 2000), which integrates the previous stages with all the
intraorganisational activities.

A number of authors (e.g., Baker, 2000; Chambers, 2000; Dilger, 2000;
Norton, 2000; Tinham, 2000b; and Chabli, Chapelet, Deglaine & Dimitriadis,
1999) have pointed outthat, in order toachieve a successful implementation of
EC, itisnecessarytoreviewthe logisticsactivities of the enterprise. Thisreview
is defined herein as the re-engineering of the logistics activities of the
traditional processes for anintegration of EC.

Rosen (2000) enumerates a number of questions raised by most businesses
when considering the implementation of EC: How should we integrate EC with
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our business? Where do we start? What resources do we need? What skills do
we need? How do we make EC a success for our company? Also, Norris,
West, and Gaughan (2000) propose issues to be addressed when automating
asupply chain: Whatare the steps inagiven transaction? Who is concerned?
Whatis the activity? However, no details are given to complete the analysis.

Overthe last few years, numerousarticles have been published whichare linked
with the recenttechnological evolution and addressing issues as diversified as:

* thecomputerisation of information systems;

*  thedevelopmentofthe communicationtechnologies and databases;
» theimplementation of production management systems;

*  thewidespread use of simulation and optimisation;

» theintegration ofagility and adaptability concepts;

* thetransformation fromamass marketto a customised market;

»  thebusinessvelocity;

»  theconsumers’ interest for the numerous opportunities offered over the
Web.

Inthat context, this chapter first presents and analyses the Features of EC, i.e.,
the typical content of Web sites and technological and operational require-
ments, for the implementation of each of the four stages of EC (next section).
Thethird section, named Inventorying the means for implementing EC, follows
withasurvey of the concepts, techniques, and tools that could contribute to the
successful implementation of the various stages of EC. The implementation of
EC isdefinitely afavourable moment for the re-engineering of the logistics
activities of afirmas mentioned by Auramo, Aminoff, and Punakivi (2002).
Furthermore, they pointout the need to establish how EC impactsacompany’s
logistics operationsand supply chainefficiency.

In the fourth section, a self-diagnosis tool is presented to initiate the re-
engineering process. The self-diagnosis tool details the company’s profile in
view of an EC implementation and identifies the operational activities that need
tobereviewed, upgraded, integrated or outsourced. Thistool, in the form of
aquestionnaire, containstwo levels (strategic and operational) of analysis. The
aimofthis self-diagnosistool isto position the firm and to provide anaction plan
forimplementing one or several stages of EC.
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Features of Electronic Commerce

Based on the definitions of Hoque (2000), we have listed in Table 1 the most
frequent features of the four stages of EC. Those features include the typical
content of Web sites and the technological and operational requirements for

Table 1. Features of electronic commerce

Brochureware

Basic features

Product catalogue with specifications Yen (2002), Hall (2000)
Search engines Yen (2002), Feldman (2000)
"about" (list of stores, branches, etc.) May (2000)

"contact" (customer service phone number or e-mail) May (2000)
Information reliability Gaw (2000)

Optional features

Sales prices

Delivery information: schedule, costs

Technical reports Davidson (1997)
Graphic portrayal of products Feldman (2000)
Up-to-date inventory, per store

Sales promotions, clearance sales, discount coupons Kleindl (2001)

Competitors' products comparative table
Customised visits (acknowledgement of previous access to the | Feldman (2000)
web site)

E-Commerce

Basic features

Sales prices

Delivery information: schedule, costs
Technical reports Davidson (1997)
Graphic portrayal of products Feldman (2000)
Geographic limits of service area
Delivery options: regular or fast service

Information validation Kimball and Merz (2000)
Order Confirmation Kimball and Merz (2000)
Secured payment - data security Gunasekaran, Marri, McGaughey, and

Nebhwani (2002), Bitouzet (1999)

Cancellation, exchange, and reimbursement policies

Procedures for product return Hall (2000)

On-Line and phone after-sales service May (2000)

Optional features

Customer purchase history Kimball and Merz (2000), Jutla, Bodorik,
and Wang (1999)

Request for proposal Yen (2002)

Auction Keskinocak and Tayur (2001)

Product sample by mail Yen (2002)

Tracking Gunasekaran et al. (2002), Kimball and

Merz (2000)

Traceability
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Table 1. Features of electronic commerce (continued)

E-Business

Basic features

Customised transactions Feldman (2000)

Real-Time information sharing Auramo et al. (2002), Democker (2000),
Dilger (2000), Fulcher (2000), Schultz
(2000)

Seamless interface (inter-computer communications) Feldman (2000), Lientz and Rea (2001)

Information integrity Gaw (2000)

Order Confirmation Kimball and Merz (2000)

Secured payment - data security Gunasekaran et al. (2002), Bitouzet (1999)

Optional features

order scenarios (available-to-promise, capable-to-promise, and | Dilger (2000), Fulcher (2000)

make-to-order), delivery dates

Transaction cancellation or modification Pancucci (2000)

e |
E-Enterprise

Basic features

Visibility of the global supply chain Baker (2000), Dilger (2000), Fulcher
(2000), Michel (2000); Ward (2000)

Hardware and software standardisation Lefebvre and Lefebvre (2000)

Working process elaboration

Optional features

Access to simulation software | Sheridan (1996)

EC. Theyaredivided intwo categories: basic and optional. We have classified
as basic the features that are usually mentioned by most of the authors.

By consulting the Web, it is easy to witness that the first two stages are well
implemented inthe retail sale industry, but much less in the manufacturing sector
where usually only the first stage (Brochureware) isimplemented.

The analysis of the features of the four stages of EC reveals that e-commerce
can be seenasan evolution of Brochureware and e-enterprise an evolution of
e-business. However, e-enterprise is linked to e-commerce. Figure 1 illustrates
the links between the stages of EC.

Itshould be noted, as stated by several authors (e.g., Bean, 2003; Vallamsetty,
Kant, & Mohapatra, 2003; and Kuglin & Rosenbaum, 2001), that e-com-
merce and e-business should be considered as distinct stages of EC. For
example, firmsin high added-value sectors or inan areawith a high level of
customisation (e.g., aeronautics) have a lot of incentives to implement e-
business, but much less for e-commerce. Some comments on the features
needed to implement each stage of EC and listed in Table 1 follow.
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Figure 1. Relationships between the EC stages

B —

Brochureware

E-Enterprise

E-Business

Brochureware

The product catalogue may correspond to the entire range of products offered
intraditional commerce, or asubset of those products, or new products specific
to EC. Sophisticated search engines allow finding products by names, by
reference numbers, or by characteristics. The catalogue may include invento-
ries of eachretail point. May (2000) presents the typical elements for a basic
commercial Web site, which include products/servicesljoblaboutlcontact.
The product characteristics and directions for use may be displayed as
graphics, as mentioned by Feldman (2000), butalso as pictures, videos, etc.
Finally, inorder to adequately inform potential customers, information reliabil-
ityiscrucial.

E-Commerce

Datasecurity isan essential element of any financial transaction on the Web.
Thisencompasses four aspects: integrity (including reliability), authentication,
non-repudiation (using archive system), and confidentiality. Inorder to prevent
ahighlevel of productreturns, itisimportant that the information on the Web
is as accurate and up-to-date as possible. Pictures and videos of products
allow the consumers to properly select goods and/or services. Cancellation,
exchange, and reimbursement policies should be clearly posted. The customer
history may listthe purchases of the consumer for agiven time period. Amore
sophisticated tool, the “clickstream” defined by Kimball and Merz (2000),
allows abusiness to analyse in detail the links of the consumer’s habits when
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consulting the site and purchasing products. Yen (2002) also discusses the use

of tools to monitor usage patterns. Such analyses may lead to offers of
complementary products.

E-Business

Three important characteristics are the real-time visibility, the information
sharing, and, as stated by Lientz and Rea (2001), the seamless interface
permitting transactions to flow freely across distributed computer systems. The
real-time visibility allows a partner to validate the availability of resources such
as finished goods, work-in-progress, raw material, machine capacity, tooling,
approvals, workforce, services, and so on. Shared documents may be as
complexand detailed as drawings, standards, and quality control procedures.
Thisinformation sharing leadsto the problem of semantic reconciliation (King,
2000; Danetal., 1998; Pancucci, 2000). Semantic reconciliation relatesto the
standardisation of terminology and product nomenclature. The real-time ac-
cessto the managementsystem by the partners should be limited. Transactions
by the partners could concern fulfilment, acquisitions—material and service—
payment, inventory levels, shipments in transit, labour costs and time spent,
production schedule, and so on. As mentioned by Auramoetal. (2002), real-
time access to information should prevent the bullwhip effect. And here again,
the issues of information integrity and data security have to be addressed.

E-Enterprise

The e-enterprise stage includes the three other stages and impliesan active
involvement of the commercial partners. This stage requires an automation of
many business processes. Inthe e-enterprise, all the logistics activities of the
supply chainare integrated. This encompasses both the internal and external
logistics activities. Baker (2000) includes the financial, sales, distribution,
material management, production planning, and humanresources. The partner-
ship may lead to the insourcing of some logistics activities of the partners or,
conversely, to the outsourcing of some of the logistics activities of the
enterprise. Examples of such partnership activities are: assembly, order pick-
ing, distribution, inventory management, or product returns.
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Golicic, Davis, McCarthy, and Mentzer (2002) report that interviews with
businesses highlight emergent themes specific to the nature of conducting
businesselectronically. Among others are speed (rate of change and pace of
decision-making), connectivity (information sharing and marketaccess), infor-
mation visibility, dynamic marketstructure, and uncertainty. The very nature of
EC requiresthe systemsto have specific features, whichare listed in Table 1.

Inventorying the Means for
Implementing EC

Thissection reviews the managementand engineering conceptsand techniques,
and the computer tools that have been proposed for implementing EC. Those
meansare presented in four groups: industrial engineering concepts, quality
managementtechniques, managementtechniques, and computer tools. Those
concepts, techniques and toolsare not specific to EC, but they may contribute
atcreating winning conditions for implementing EC, as mentioned by several
authors listed in Table 2. Forexample, ahighly computerised firm could expect
asmoother and quicker implementation of EC. Table 2 summarises the means
and liststhe references related to each group of concepts, techniques or tools.

Industrial Engineering Concepts

The re-engineering concept includes streamlining, downsizing,
standardisation, Or restructuring of business processes. The objectives are
tobe more agile, to offer better quality, better pricesand more customisation.
The potential savings are shortening purchasing cycle, decreasing inventories,
increasing response time, and so on. The concepts of reliability and agility are
related to the quickness and constancy of response despite fluctuation of
demand. The concepts of adaptability and scalability are related to the
facility to adapt to mutations of the company (in the part mix, processes,
technologies, organisation, etc.) due to internal or external variations. The
concepts of modularity and interoperability are linked with the growth of the
company and the integration of new elements (products, technologies, etc.). To
be added to those is portability, a new concept related to the mobility of
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Table 2. Means for implementing EC

Industrial engineering concepts

Re-engineering: streamlining, downsizing,
standardisation, restructuring

Chambers (2000), Lefebvre and Lefebvre (2000),
McGuffog (1999)

Reliability Krasner (2000)

Agility Krasner (2000), Tinham (2000a)

Adaptability Gunasekaran et al. (2002), Kleindl (2001), Hoque (2000),
Booty (2000), Fallows (1999)

Scalability Hoque (2000), Burnson (2000)

Modularity Krasner (2000)

Interoperability Hoque (2000), Krasner (2000)

Portability Bean (2003)

Quality management techniques

Total quality McGuffog (1999)

Performance measurement

Collins (2000), Kuglin and Rosenbaum (2001),
McGuffog (1999)

Quality Function Deployment (QFD)

Gunasekaran et al. (2002)

Kaizen

Yami (2000)

Management techniques

Just-In-Time (JIT)

Gunasekaran et al. (2002)

Lean manufacturing

Yami (2000), McGuffog (1999)

forecasting and replenishment)

Collaborative functions (e.g., engineering, planning,

Gunasekaran et al. (2002), Kuglin and Rosenbaum (2001)

Concurrent engineering

Gunasekaran et al. (2002), Hsu and Pant (2000)

Product Data Management (PDM)

Auramo et al. (2002)

Vendor Managed Inventories (VMI)

Bauer, Poirier, Lapide, and Bermudez (2001)

Partnership (including outsourcing)

Gunasekaran et al. (2002), Chow and Gritta (2001),
Kalpakjian (2001), Lewis (1999), Dan et al. (1998)

Computer tools

Material Requirement Planning (MRP) and
Distribution Requirement Planning (DRP)

Enterprise Resource Planning (ERP)

Gunasekaran et al. (2002), Huin, Luong, and Abhary
(2002), Krasner (2000)

Advanced Planning and Scheduling (APS)

Bauer et al. (2001)

Warehouse Management System (WMS)

Mason, Ribera, Farris, and Kirk (2003)

Transportation Management System (TMS)

Mason et al. (2003)

Computer-Integrated System (CIS)

Kalpakjian (2001), Hsu and Pant (2000)

Computer Aided Design (CAD)

Gunasekaran et al. (2002), Rhodes and Carter (1998)

Data warehousing

Data mining

Global Positioning System (GPS)

Bauer et al. (2001)

differentactors. Portable computers and cell phones connected to the Web are
new technologies from which the company can benefit.

Quality Management Techniques

Productquality iseven more important in the EC market, which is characterised
by the change from a mass market to a customised market and by the
consumer’sopportunities to take advantage of deals offered over the Web. As
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discussed by McGuffog (1999), quality management techniques such as fotal
quality and performance indicators may be used to fulfil best performances
requirements. Other quality managementtechniquessuch as QFD and Kaizen
may also have a positive impact on the quality of a product, including the
functional, the delay, and the cost aspects of a product and on the efficiency of
the activities performed to complete the production cycle.

Management Techniques

A number of authors in the literature suggest using several management
techniques for asuccessful implementation of EC. Techniques such asJITand
lean manufacturing may be used for the re-engineering of production activi-
ties. Collaborative functions and concurrent engineering are techniques
used for other activities. PDM, VMI, and partnership are management
techniques which could be applied to all types of activities.

Computer Tools

Three main characteristics could define the computer tools presented in Table
2:resource management, information management, and real-time communica-
tion. MRP, DRP, ERP, APS, WMS, TMS, and CIS are related to resource
(material, equipment, and personnel) management. CAD, data warehousing
and data mining are specific to the management of information. Finally, GPS
isused for the real-time communication of information. Computer tools main
goal istoincrease flexibility and responsiveness to market demand and change
by automating and integrating the majority of business processes, by sharing
common dataand practices across the enterprise. They favour the real-time
visibility of the global supply chain. It should be noted that although some
authors (e.g., Krasner, 2000) promote an extensive usage of an ERP system
for EC, others (e.g., Pancucci, 2000; Tinham, 2000b) do not agree.

Besides the means in Table 2, a few specific models — conceptual or
operational, “embryonic” or detailed — are proposed and aimed at the
automation or the integration of various logistics activities in the EC context.
Some examples of such models are: an auction model (e.g., Keskinocak &
Tayur, 2001), aconceptual simulation model for the integration of WMS and
TMS (e.g., Mason et al., 2003), an equation for the integration and the
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consolidation of logisticsactivities (e.g., Leung, Cheung, & VVan Hui, 2000), an
algorithm for the fulfilmentactivity based on the salestrend (e.g., Stevens &
Sharma, 2001), a model for a mix drop shipping distribution system (e.g.,
Khouja, 2001).

Complementary to Table 2, three notions deserve to be elaborated: the
“virtuality” of acompany’sactivities, the distribution system, and the partner-
ship option. All three are analysed nextin the EC context. They all have adirect
impact on the means selected to perform logistics activities.

Vergnion and Montreuil (2001) depict, for EC in the retail business, five
network levelswhichwe summarise in Table 3. These levelsare related to the
“virtuality” of acompany’s activities. Atthe first level, the virtual network
conveysonly the information flow from the supplier to the consumers. Atthe
last level, the virtual network links all the activities related to the production of
finished goods and their distribution. Those various levels necessitate different
logisticsimplementations.

EC hasasignificantimpact on the distribution of products to the consumers. A
synthesis of various distribution systems is presented in Figure 2 where six
elementsofadistribution systemare identified: production, storage at facility,
distribution center (D.C.), local D.C., retailer, and customer. Those systems
have been defined by various authors, such as Bowersox, Closs, and Cooper
(2002), Holmqvist, Hultkrantz, Stefansson, and Winggvist (2001), and Khouja
(2001). InFigure 2, the responsibility of the material handling for the distribu-
tionactivities between two facilities is depicted by a full arrow when assumed
by the enterprise, and adoted arrow when assumed by its business partners or
by the consumers. For some systems, facilities are bypassed for amore direct
distributionsystemto the final customer. As presented by Khouja (2001), inthe

Table 3. Levels of a company’s activities virtuality

Transport Finished goods inventory

Level | Catalogue Order | Producer-to- Producer- Production
I Management Purchase
Customer to-D.C.
1 v
2 v v v
3 v v v v
4 v v v v v
5 v v v v v v
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Figure 2. Various distribution systems

Production aft‘grc?ﬁ‘tey D.C. Local D.C.  Retailer Customer
Conventional ® & & >@ >® >®
In-house inventory & >& >& & S >6
ngsT%(ijfel-%e-?ome) o >e >e e >e
Mail-order shipping @ S >S »&
Order-to-customer & S 58 >&
Personalised product @ 38
Drop shipping system @ > >@®

drop shipping system, the retailer takes the order and the payment, and the
manufacturer fillsthe order and ships it to the customer.

The type of distribution system has a direct impact on the response time. A
company may selectone of those distribution systems or acombination of them
in order to offer more flexibility for delivery. For example, Khouja (2001)
proposes a model foramixed drop shipping distribution system. His model
combinesadrop shipping option with an in-house inventory option (with the
possibility of switching fromin-house inventory to drop-shipping in case of
shortage). Parameters of the model include the demand, the cost of each
option, the shortage penalty cost of in-house inventory, and the salvage value
of unsoldin-house inventory. Another impact of the selection of adistribution
system is on the packaging. An analysis may lead to its standardisation,
rationalisation, orevenelimination.

Various partnerships may be used as a leverage of acompany’s limited skills
and resources for increased competitiveness. Within the e-enterprise frame-
work, we identify four types of partnerships:

*  Theoutsourcing partnership is the use of athird party for carrying out
oneor several production or logistics activities. Based onasurvey, Chow
and Gritta (2001) present the typical third party logistics services and
capabilities, including: warehousing, JIT, inventory management, product
audit processing, and product life-cycle management.
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*  Thesymbiotic partnership allows certain companies, which may be
competitors, to share common activities. One aspect of this partnership is
the “shared manufacturing” conceptdetailed in Kalpakjian (2001), which
aimsat production costreduction. Forexample, several companies could
have access to the service of acommon paint shop.

*  The cross-marketing partnership, which includes the multi-party
relationship proposed by Dan et al. (1998), allows the joint sales of
products or services of commercial partners. For example, the purchase
ofanairplane ticket which gives arebate onahotel room reservation or
onarental car location.

»  Thestickiness partnership, based onthe “network stickiness” concept
formalised by Lewis (1999), includes any commercial action aimed at
maintaining the loyalty of a customer towards a product, aservice, ora
trademark. An example of this isthe popular AirMiles program.

The successful growth of acompany within EC and the success of e-enterprise
requiresthe integration ofall its logistics activities. A preliminary step isthe re-
engineering of the logistics activities for EC. In the literature, authors such as
Taylor (2000), Gorbach (2000), Hoque (2000), and May (2000) propose a
fewrules, steps, concepts, or questions that need to be answered. But none of
them present a complete tool for an enterprise diagnosis in regard to the
implementation of EC. No checklist has yet been established for a successful
implementation of EC. The next section presents a self-diagnosis tool to
scrutinise the company’s profile in order to analyse its logistics activities.

Self-Diagnosis Tool

The need for an enterprise to be rapidly online to ensure the visibility of its
productsorservicesisfulfilled by implementing thefirststage of EC - Brochureware.
However, the mutation of the enterprise toward another stage of EC impliesa
competitive repositioning of its business activities, fromboth the strategicand the
operational point of view. Also, as stated by Auramoetal. (2002), Delfmann
etal. (2002), and Hall (2000), an enterprise should determine the level of
integration of itselectronic commerce activities into its traditional business
activities.
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The self-diagnosis tool presented herein should be used to evaluate the current
state of the enterprise and to establish its objectives for implementing EC. It
couldalso be used as an improvement tool within any stage of EC. As stated
in “Getting active” (1999), one should keep in mind that the monitoring of
processes should notexceed the capacity of the firm to react.

The self-diagnosis tool has the form of a questionnaire, with two levels of
analysis:

»  Strategic diagnosis: ananalysis of the company’s mission and asearch
of new business opportunities offered by EC; and

*  Operational diagnosis: ananalysis of the impacts of EC onthe company’s
operational logistics activities, suchas: procurement, receiving, manufac-
turing, assembly, fulfilment, warehousing, material handling, quality con-
trol, maintenance, packaging, shipping, distribution, and reverse logistics.

For each level of analysis of the self-diagnosis tool, the classical process
analysis questions are used: What? Where? When? Who? How? and Why?
The Why? is used as a sub-question for the other questions and allows a
revision of every activity. Each question isapplied to both the material and the
information flows. For each element of the diagnosis, a global analysis can
evaluate the logistics activities integration. The answers may indicate that the
company integrationisnotyetsuitable forasuccessful implementation of EC.
Inthat case, a process of standardisation should be initiated before implement-
ing EC.

Strategic Diagnosis

The evolution of acompany towards e-enterprise requires an analysis of the
company’s foundation: itsmissionand its business opportunities. Based on the
classical process analysis, the strategic diagnosis enumerates various issues to
be addressed for the implementation of EC. Table 4 summarises the elements
ofanalysis.
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What?

Thefirstelementtoreview isthe company’s mission. Thisincludes defining the
range of products or services being offered free of charge or against payment
and being exclusive or not to the company’sEC.

The second element corresponds to the numerous opportunities that are
offered over the Web, the first one being the transfer of information between
the company and various parties (suppliers, consumers, distributors and
others), which can increase a clientele’s satisfaction and promote loyalty-
making relationships. There are many other business opportunities, such as
customer solicitation, elaboration of amarketing plan including spot discounts
foronline customers, clearance of manufacturing products and by-products
(e.g., obsolete products, stock surplus or remanufactured products), use of
electronictools such as search engines, electronic bulletin boards (internal or
external) for the posting of information, and electronic money. Another
opportunity isusing other companies’ innovations, e.g., amulti-supplier type of
service. Michel (2000) presents different applications of e-business such as
self-service applications, trading exchange, B2B storefronts, indirect procure-
ment, hosted services, collaborative planning, Web-enabled order manage-
ment, product life-cycle management, Web-based service and support,and a
virtual fulfilmentnetwork.

Athirdelementis cannibalisation, aterm used by authors like Kleindl (2001),
Kimball and Merz (2000), Seminerio (2000), and Jordan (1998).
Cannibalisation, as self-competition, is defined as the transfer of acompany’s
market share to anew transactional mode. The impact of EC on the traditional
businessactivities should be estimated according to this self-competition, and
also according to the relationship with the business’s partners such as the
resellers. Trebilcock (2001) proposes away to eliminate cannibalisationin
regard to distributors by using a Web site to direct users to the distributor
nearestto them.

Kleindl (2001) presents the results of asurvey about the online incentives for
the loyalty of the customers to their Web site. All the elements cited, such as
the ease of use and quick download, are related to the access to the Web site.
Butother elements linked to the logistics activities should also be considered.

Another element is reverse logistics, discussed by Guide, Jayaraman, and
Linton (2003), Dowlatshahi (2000), Johnson, Wood, Wardlow, and Murphy
(1999), Minahan (1998), and Giuntini and Andel (1995a, 1995b), and the
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related issues. Reverse logistics has asignificantimpact on several operations
such as supplying, production, warehousing, and distribution. One has to
clearly determine whataspects of reverse logistics have to be implemented and
specifieswhich products are concerned.

Finally, considering the passage to the electronic era, the lastelementis the
identification of the stage of EC the company aims for, i.e., Brochureware, e-
commerce, e-business, or e-enterprise.

Where?

The company should determine the level of integration of its EC activities into
itstraditional businessactivities, which meansananalysis of where the activities
should be performed. Both the material flow and the information flow have to
bereviewed. Forexample, the activities related to the completion ofanonline
purchase can be integrated into the logistics activities of the company’s
traditional business or handled separately (e.g., viaanother distribution centre).
Partnerships, as for example the outsourcing of logistics or production activi-
ties, also have implications on where the activities should be conducted.

When?

The company have to determine when to implement EC. According to its
competitors’ actions, aproactive or areactive strategy could be adopted. The
proactive strategy, associated to a short-term implementation of EC, requires
major investments (financial, material and human) but allows the company to
define the rules of the game and to become a leader. The reactive strategy,
associated to the postponed implementation of EC, allows the company to
benefit from the experience gained by other companies. A step-by-step
implementation, which spreads out over time the stages of EC, could be
appropriate.

Who?

Thedecisionof insourcing or outsourcing is included in the partnership concept.
A partner may be amanufacturer, adistributor, a partner-server or partner-
master, the head office, asubsidiary company or a customer. As previously
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presented, there are four types of partnership: outsourcing, symbiotic, cross-
marketing, and stickiness. Inacompetitive environment, the company should
consider developing one or more partnerships to reduce its operating costs, to
increase its clientele’s satisfaction (based on costs, delays, quality and other
criteria), or simply to provide a better market exposure.

How?

Itisessential, for every business opportunity, to establish aplan of action. For
example, information sharing opportunities using the Web may include:

»  characteristics of products or services offered by the company or its
business partners,

* limitationsonthe use of products,

e demonstrations,

e comparisonwithsimilar products,

e answerstocustomers’ inquiries,

* informationrelatedtoitsbusinessfield.

Customer solicitation can be customised or mass-targeted, using a cross-
marketing or a stickiness partnership. Solicitation can be done at random,
based on the proposed products, or done using a personalised historical
analysis. Clearance of manufacturing products and by-products can be man-
aged by the company or by ablock-and-mortar or a virtual company specialised
instock clearance. Clearance can be conducted inthe company’s sale centre
orusing the Interneton the company’s official Web site or onaspecialised Web
site likeanauctionsite.

Thelevel of integration of its EC activities intoits traditional business activities
being established, the control and management policies of the direct and
reverse logisticsactivities should be reviewed. For example, the control of input
(raw material and products related to reverse logistics), work-in-process, and
outputshould be reviewed, integrated, or distributed. Centralisation of some
activities such as inventory management and warehousing should be consid-
ered. The potential financial profits being an important incentive for the
implementation of reverse logistics, the means laid out should be fast and
effective.
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Table 4. Strategic diagnosis

Flow of
Material Information
WHAT?
- What is the company's mission? X X
- Which business opportunities are conceivable for the growth of the X X
company?
- What could be the level of cannibalisation (as self-competition) of the X
EC over your traditional business?
- Which aspects of reverse logistics the company wants to implement? X X
- Which stage of EC is the company aiming for? X X
WHERE?
W | - Where will each activity related to EC be performed? X X
H | WHEN?
Y |- When each stage of EC will be implemented? X X
? WHO?
- Who could be a business’ partner, and considering what type of X X
partnership?
HOW?
- Which action strategy is considered for each business opportunity? X X
- How can be managed and controlled the direct and the reverse X X
logistics activities?
- How is defined your partners’ core business and domains of X X
activities?
- How does EC impact your business, both financially and legally? X X

The company should review its participation to different partnerships, looking
ateach party’s specialitiesand domains of activities as well as at the physical,
virtual and financial relationships. Finally, financial and legal implications
associated to EC should be evaluated.

Operational Diagnosis

The objective of the operational diagnosis is to evaluate the impacts of EC on
the company’sactivities. Thisoperational diagnosis is based on the analysis of
issues related to the concepts and techniques used, as well as to the technology
implemented. The essence of EC involves knowledge and control of the
company’s operating parameters and of information on material flow (ideally
inreal-time).

The success of the company’s EC implementation requiresan analysis of every
element of the operational diagnosistool. As with the strategic diagnosis, the
operational diagnosis is defined for both the material and the information flows.
Furthermore, the logistics activities are divided into three classes: the Supplier-
to-Company activities (S-to-C), also named pre-production activities, the
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production activities (P), and the Company-to-Customer activities (C-to-C),
also named post-productionactivities.

Thethree classes of logistics activities may include respectively:

*  S-to-C: productspecifications, request for proposal, proposal evalua-
tion, purchasing, monitoring, receiving, quality control, and payment;

»  P:design, prototyping, manufacturing, assembly, packaging, monitoring,
remanufacturing, repair, and production support (e.g., quality control,
material handling, maintenance); and

*  C-to-C: answer to inquiry and to request for proposal, order entry,
confirmation, modification, cancellation, monitoring and fulfilment, deliv-
ery, billing, reverse logistics, and customer service (e.g., use restrictions,
products comparison).

Itshould be noted that in the literature, the activities of the supply chain are
usually divided into two parts: the order-entry activities from the customer’s
point-of-view (front-end applications) and the shipping activities, including
order fulfilment, delivery and billing (back-end applications). Both concernthe
Company-to-Customer activities.

Considering the variability of all the activities performed from one company to
the other, an exhaustive list of elements to be analysed, based on all the logistics
activities, isnotsuitable for this operational diagnosis. Therefore, unlike the
strategic diagnosis for which each element is described, the operational
diagnosisisanoverall analysistool, which can be applied to every logistics
activity.

For the operational diagnosis, the classical process analysis questions (What?
Where? When? Who? How? and Why?) are still applicable. The possible
actions foran activity are: eliminate, combine, change (of the sequence, the
place, or the person), improve, or maintain status quo. Tables5and 6 present
the operational diagnosis. The analysis uses an iterative methodology where,
foreach activity, acomplete operational diagnosis is performed.

Using the self-diagnosis tool allows an enterprise to brush up a portrait of its
logistics activities in view of the implementation of EC. Weaknesses are
highlighted and an action plan can be established for the enterprise “mutation”
(organisational change) toward another stage of EC. Some authors present
stepsto realise this mutation. For example, Rigginsand Mukhopadhyay (1994)
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Table 5. Operational diagnosis - Information flow

Classes of activities
S-to-C| P |C-to-C

WHAT?

- What are the activity objectives?

- What is the level of the terminology standardisation needed?

- What are the new databases characteristics? (e.g., dynamic)

- What is the appropriate supply chain visibility of the company?
- What is the appropriate supply chain visibility of the business
partners?

- What is the traceability need for all raw material used for a given X
product?
WHERE?
- Where is the appropriate place to perform the activity?| x X X
(integrated with the traditional activity or not)
WHEN?

- When should one have access to the company's information? X X X
(e.g., real-time or postponed, during business hours or on a
continuous operating hour basis)

X X X X X
X X X X
X X X X X

x

- When should one have access to the business partners' X X X

information?

WHO?

- Who should have access to the information? X X X
W| - Who should be authorised to update information? X X X
H | - Who should control the databases access? (internal or external X X X
Y | access)
? | - Who should be responsible of the authorisation for an efficient X X X

carrying out of the activity?
- Who should be responsible for the activity? (dedicated or shared X X X
responsibility)

- What is the appropriate resource allocation? (e.g., by functions, X X X
by products, by data transmission channels)

- Can the activity be automated? X X X
- Is the personnel able to execute the new tasks related to EC? X X X
- Is an expert needed for the EC implementation? X X X
HOW?

- Are the computer platforms standardised for internal and external | x X X
communications?

- How secure is the electronic communication protocol? X X X
- How should be integrated the different data transmission X X X
channels (Internet, fax, telephone, or mail)?

- How should the activity react to its environment? (passive or X X X

dynamic, proactive or reactive)?

- Are the new tasks related to EC properly integrated?

- How should the information be passed on to the personnel?
- How should the information be controlled?

- Can the actual technology support EC activities?

X X X X
X X X X
X X X X

present five levels of business transformations: 1 - Localised exploitation, 2 -
Internal integration, 3 - Business process redesign, 4 - Business, network
redesign (intra- and inter-networks, scope and tasks), and 5 - Business scope
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Table 6. Operational diagnosis - Material flow

Classes of activities
S-to-C | P | C-to-C

W|WHAT?
H | - What are the activity objectives? X X X
Y | - Which range of products or services offered is standardised? X X X
? | - Which production processes are standardised? X
- What is the appropriate technology to use for the product X X X
identification? (e.g., bar codes, manually)
- What is the appropriate unit load to use for the new material X X X
flow?

- What are the appropriate links between the product received and X
the order form?
- What is the appropriate allocation type to use for the product X
received? (e.g., by end user, by warehouse allocation)
- What is the level of knowledge of the product characteristics and X X X
its physical conditions needed prior to the receiving?

- What information on the product characteristics and its physical X X X
conditions needs to be stored?

- What are the appropriate criteria to use for the identification of X X X
the level of completion of an activity?

- What is the estimated volume increase (or decrease) of products X X X
to be processed related to EC?

- What are the new services offered by the company? (e.g., request X X
for proposal from a customer)

- Which aspects of reverse logistics may be implemented? X X
- What is the appropriate product allocation to use? (e.g., by X

customer's address, by warehouse allocation, FIFO)
- Does the product or its packaging need to be reviewed in order to X X X
satisfy EC constraints?

- What is the appropriate technology to use for the product X X X
monitoring?

- What are the new parameters to include in the performance X X X
measurement program?

- What are the impacts on the improvement program? (e.g., X X X
feedback, implementation of changes)

- What is the appropriate facility layout for the implementation of X

EC?

WHERE?

- Where is the appropriate place to perform the activity? X X X
(integrated with the traditional activity or not)

- Where should the consolidation be performed? X X X
- Can the activity be outsourced? (completely or partly) X X X
WHEN?

- When should the activity be performed? (e.g., in real-time or X X X

postponed, during the company's business hours or on a continuous
operating hours basis)

- When should the activity status be updated? (in real-time or per X X X
fixed interval)
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Table 6. Operational diagnosis - Material flow (continued)

Classes of activities
S-to-C| P | C-to-C

WHO?
- Who should be responsible for the activity? (dedicated or shared X X X
responsibility)

- What should be the resource allocation? (e.g., by product, by X X X
function)

- Can the activity be automated? (completely or partly) X X X
- Can the activity be outsourced? (completely or partly) X X X
- Who should be responsible of the authorisation for an efficient X X X
carrying out of the activity?

- Is the personnel able to execute the new tasks related to EC? X X X
- Is an expert needed for the EC implementation? X X X
HOW?

- How should the activity react to its environment (proactive or X X X
reactive)

- How can the company integrate new tasks related to EC? X X X
- How should be managed the waiting queue? (e.g., FIFO, time- X X X
window by product)

- Can the actual technology support EC activities? X X X

redefinition. Another example is Tinham (2000b) who focuses on four steps: 1
- e-business strategy, 2 - e-procurement, 3 - e-delivery, logistics and supply,
and 4 - Web-enabling to link e-buying, e-selling and e-collaboration.

Itshould be noted that some issues could slowdown the implementation of EC,
such asthe managementand the personnel commitment, data matters (security,
limited access, and incompatibility), interoperability problems, performance
measurement questions, specialised workforce for the EC development of
applications, and training of acompany’s actual workforce.

Conclusions

The opportunities due to EC, which can increase the company’s benefits and
the clientele’s satisfaction, are countless. The successful growth of acompany
within EC requiresthe integration of all its logistics activities. Four stages of EC
— and the links between — are presented: Brochureware, e-commerce, e-
business, and e-enterprise. For each stage, the most frequent features for EC
are inventoried and categorized as various technological and operational
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requirements for the implementation of EC. Then, means forimplementing EC
were inventoried. Those means include traditional concepts, techniques or
computer tools, and more recent ones, such as portability, lean manufacturing,
datawarehousing, or GPS. Another important contribution of this chapter is the
self-diagnosistool, which isthe firstdetailed checklist for asystematic analysis
ofacompany’sprocesses. Itisthe first step in the re-engineering of logistics
activities for ECsince itallowsacompany to evaluate its situation withinthe EC
framework. The self-diagnosistool highlights logistics activities thatneed to be
reviewed, upgraded, integrated, or even outsourced. Based on the results of
the detailed analysis, an action plan can be established for implementing the first
stage of EC or for the enterprise “mutation” toward another stage of EC. Using
the proposed self-diagnosis tool, an action plan specific to each logistics
activity may be developed.

For directions of research concerning all aspects of EC, the reader is refer to
Auramoetal. (2002) which presentaresearch agenda for e-business logistics.
Also, decision supportsystems are needed to evaluate the required level of
integrationand consolidation of traditional activities with activities related to
EC. Mathematical models could evaluate different choices foracompany’s
part mix. Results for different scenarios of demand (quantity, location) should
be generated to analyse the impact of EC onall the logistics activities, including
productionactivities.
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Abstract

We review the recent literature on supply chain management of perishable
products. Our emphasis is placed on the interaction and coordination

between inventory and marketing, financing, distribution, and production.

We survey the recent research progress in this area, by discussing the
motivations, features and extensions of various models.
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Introduction

Perishable products are common inthe contemporary world. Fresh fish decays
in a few days. The value of novel electronic products quickly decreases
because of technological development. Photographic film can be used only
before the expiry date, subsequently becoming valueless. For these kinds of
products, traditional inventory models thatassume the inventory canall be used
to fulfill the future demands are no longer applicable. Hence, many researchers
have developed specific models on the inventory of perishable products. Some
articles study the situation where all items in an inventory become obsolete
simultaneously atthe end of aperiod. Many such studies are reported in the field
ofyield management, such asairline management, whichwill notbe included in
our review here. Inthis chapter we focus on models in the manufacturingarea,
where we must handle material flow problems.

Anearlywork on aperishable inventory problem was described by Whitiniin
1957, where fashion goods deteriorating at the end of certain storage periods
were considered. Since then, considerable attention has been attracted to this
line of research. Nahmias (1982) provides a comprehensive survey of the
research works published before the 1980s, where perishable products were
divided into two categories; products with a fixed lifetime and those with a
random lifetime. For products with a fixed lifetime there isa fixed expiry date.
Before this date, they are assumed to be fresh and can be used without any
decrease intheir quality or quantity. After that, the products will have expired
and become valueless. For products with arandom lifetime, their quality or
quantity decreases with time. More recentstudies onthe deteriorating inven-
tory models can be found in Raafat (1991) and Goyal et al.’s (2001)
reviews, where relevant literature published in 1980s and 1990s was
reviewed respectively.

While inventory isanimportantelementin supply chainmanagement (SCM),
focusing on inventory models without considering its interactions with other
elementsisnotsufficient. Itisclear thatthe relationship of the manufacturer,
the supplier, the retailer, and the consumers may directly affect efficiency and
effectiveness of the whole supply chain system. For example, the pricing
mechanism and promotion strategy will affect the demand, which is the main
parameter that affects the order quantity. The order quantity will affect the
optimal production strategy, and inall these processes the financial element is
always an important factor to be considered. The specific properties of
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deteriorating products make their supply chain managementvery different from
the traditional one. For instance, because the product deteriorates, the quantity
produced may be significantly different from the quantity that can be sold.
These issues may affect financial strategy, especially intimes of high inflation or
when highinterestratesare incurred. Itisimportant, but complicated, to find
atradeoffamong the different partsinthe supply chainandto build an efficient
SCM system for products that deteriorate.

Inthis chapter we will survey mainly those studies published since the 1980s.
Unlike other reviews that focus largely on deteriorating inventory, we empha-
size the interfaces of different supply chain parts, in particular the interaction
and coordination between inventory and marketing, inventory and financial
planning, inventory and distribution, and inventory and production.

Joint Inventory-Marketing Decisions

Finding an optimal pricing strategy to maximize profit is always the core
objective of the marketing function of any manufacturing firm. A marketing
department may adopt different promotional strategiesto attract more consum-
ers, which may make the demand less constant than mostinventory models
assume. There has been some research on joint strategies for marketing-
inventory systems with deteriorating products. Inwhat follows, we classify
these studies into two categories, based on the demand types: (1) the demands
are deterministic, whichare assumed to be predictable inadvance; and (2) the
demandsare random, which may fluctuate stochastically over time.

Deterministic Demands

The work of Eilon and Mallaya (1966) was among the earliest studies that
integrates pricing into the deterministic inventory model. They extend Ghare et
al.’swork (1963), by considering a price-dependent demand. Cohen (1977)
investigatesamodel with a constant deteriorating rate and a constant price. He
examines cases without shortage and with acomplete back-ordering shortage,
respectively. Inthisresearch, ithad been assumed generally that the demand
was affected only by price and only asingle period model was considered. As
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iswell known, for aperishable product, the demand is not only determined by
price, butalso related to time, because customers may prefer to purchase anew
product because the quality (or the functionality) of the old one has deterio-
rated. This motivates studies with different demand functions, which are
discussed inthe following subsections.

Models with Special Demand Functions

Wee (1995) considers a problem where the initial demand rate is a linear
functionof price. Let A(s) be the demand rate attime 0 and s be the price. Wee’s
model assumes A4(s) = a — bs. The demand rate at any given time ¢z is then
modeled by d(z,s) = A(s) . The deteriorating rate isassumed to be constant.
The system operates only for a prescribed period of H years. Wee (1999)
extends this model by introducing a discount for quantity, where he assumes
that the distribution of the time thatan item takes to deteriorate isa Weibull. The
solution method in these two articles issimilar. Supposing the life cycles are
equal, firsthe optimizesthe price and inventory cycle for agiven number of life
cycles. Then, with marginal analysis, he arrives at the optimal number of life
cyclesinthe planning period A. Since there exists adiscount for quantity in Wee
(1999), by comparing the profit for different price breaks, Wee reaches the
optimal strategy with adiscount for quantity. Papachristosetal. (2003) extend
Wee’s model (1999) by assuming the demand rate isany convex decreasing
function of the price and that the partial backlogging rate is variable. With an
iterative method, they obtain the optimal time period and price, and the time
point when the inventory equals zero. They also point out that Wee (1999)
omitsthe sales lost in the revenue function.

Models with General Demand Functions

Rajanetal. (1992) study the situation where amonopolistic retailer mustdecide
both the order quantity and the price. Their model dealswith arandom lifetime
with deterministic demand and continuous decay. The demand decreases in
price and time, which impliesthat the older the product, the lower its value. In
their model the optimal dynamic price is independent of the choice of cycle
length, which suggests that the solution of this problem can be decomposed into
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two stages. Inthe first stage, the optimal price can be computed with agiven
cyclelength. Inthe second stage, the best cycle length canthen be derived using
the optimal price. Shortage is notallowed. When the inventory reaches zero,
fresh productswill arrive.

For products with a high deteriorating rate, it is expensive to maintain the
inventory. Some researcherssuggestthat, if the consumersare willing to wait
awhile for fresh products, backlogging demand should be auseful way to avoid
deteriorating cost. Abad (1996) extends Rajan etal.’s model by allowing a
back-order. Inthismodel, part of the demand is back-ordered. Because most
consumersare reluctant to wait for too long, he assumes that the back-order
rate isadecreasing function inthe waiting time. Withaprocedure similar to that
of Rajanetal., he decomposes the problem into two parts. By solving a two-
variable nonlinear programming problem, he derives the optimal back-ordering
period. Then he reconsiders the example of Rajanetal. and finds that, with the
back-order the price will be lower and the profit will be higher. Abad (2003)
extends this model again by supposing that the production rate is finite and
larger than the demand rate. Inthis model, the optimal price isdependent on the
best cycle length, which means that the problem cannot be decomposed as
Rajanetal. have tried to do. Abad first studies the inventory problem with a
fixed price, then uses an iterative method to tackle the case with the price p as
adecisionvariable.

Models Considering Suppliers’ Promotion Strategy

Inpractice, asupplier may provide a special offer to promote his products, e.g.,
adiscount for quantity, or aspecial credit term. These promotions affect the
costto the retailers, making them adopt different strategies to sell the goods.
The differentstrategies adopted by the retailers will also affect the consumers,
so that the demand function may become more complicated (Figure 1).

Figure 1. Relationship among different stages in the supply chain

Promotion Selling strategy
Supplier > Retailers > Customers
S — e ——
Order quantity Demand
Payment
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Hwangetal. (1997) study the problemto determine the retailer’s pricingand
lotsizing policy for exponentially deteriorating products, under the condition of
apermissible delay in payments. They assume that the demand function is
known as D=KP-%, where Pisthe price, Kand B are positive constants, and
the deterioration rate is constant. The supplier allows a certain fixed credit
period. Since the profit function is complicated, they simplify the problem by
using atruncated Taylor series expansion for the exponential term.

Arcelusetal. (2002) consider amodel tojointly determine the retailer’s pricing,
credit period, and inventory policies for deteriorating items in response to
temporary price/credit incentives. They assume that the supplier may use
different price and creditincentivesto promote his products. Their model deals
with a constant rate of deterioration, and a deterministic demand function
D(p,t) = ap’t’, where p is the price, ¢ is the credit time, and a, b and r are
constants. Itisassumed thata > 0; b <0, which implies that the demand is
decreasing in price. In addition, it is assumed that » > 0, and therefore the
demand is increased with extra credit time. Optimal solutions are not obtained
inthisarticle. Some useful managerial insights are, however, provided with
numerical studies.

Stochastic Demands

Researchonjointinventory-marketing decisions isstill quite rare for problems
involving stochastic demands for perishable products. There are, nevertheless,
some interesting modelswhich handle this kind of problems elegantly. Stochas-
tic models on marketing-inventory systems can be divided into two categories:
(1) the demand is random, but the distribution is known; (2) the demand is
random and the distribution is unknown.

Stochastic Models with Known Distributions

These models assume that the demand follows a known distribution. The
distribution may be derived from pastexperience or may be estimated following
opinions of experts. Unlike deterministic models, even when all the decision
parameters are given, the demand is not known exactly. This variability in
demand will directly affect the pricing and inventory strategy indifferent periods
oftime.
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In most models for deteriorating products, it is assumed that deterioration
beginswhenthereisa positive inventory if the product has arandom lifetime,
or deterioration occurs at a fixed period if the product has a fixed lifetime.
However, Rahim et al. (2000) study a single-period perishable inventory
model, where they assume the deterioration beginsatarandom pointin time.
The customersarrive according toa Poisson process atarate dependenton the
item’sselling price. Itisnatural to divide the life cycle into two phases: the phase
without deterioration and the phase with deterioration. Inthe first phase, since
the productsare fresh, the authors assume the price is constant, and the demand
rate is constant, too. However, in the second phase, the price will vary with time
and the demand rate will change accordingly. They apply dynamic stochastic
programming to analyze the dynamic property of this system. They firstuse the
Fibonacci search technique to determine the optimal price when the time left
and the quantity leftare known. Then, by comparing the expected profits for
differentorder quantities, they obtain the optimal one.

Some researchers analyse the demand from another point of view. They first
investigate the value consumers attach to a product. By adding the demand of
consumers whose values are higher than the price, they get the demand
quantity. Chun (2003) studies an optimal pricing and ordering policy for
perishable commodities. In his model, no shortage, no inventory cost, and no
back-orders are considered. He supposes that the value every buyer attaches
tothe productisdrawn fromaspecial distribution. Each consumer’s demand
is 1. Hence, the demand quantity is the number of buyers whose values attached
to the item are not lower than the post price. Thisassumptionis very similar to
thatused instudies of auctions. He proves that dividing the selling period into
several sub-periods, inwhich the seller can setaspecific price, will bring the
seller more profit.

Integrating the demand of every buyer to get the demand function isa useful way
to study a pricing mechanism. Since indifferent pricing mechanisms, the buyer
may actusing different strategies, assuming a fixed demand function may be
invalidatsome pointintime. Especially indynamic pricing suchasinanauction,
the buyers’ strategy will apparently affect the demand. Chun’s paper (2003) is
agood beginning for introducing buyers’ strategies to the marketing-inventory
system.
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Stochastic Models with Unknown Distributions

Inthe real world, the demand distribution may not be known to the retailer.
Hence, retailers tend to estimate the demand distribution from their former
sales’ history. For new products, the demand distribution is more uncertain,
which becomes clearer gradually after some rounds of sales. Finding an optimal
strategy when the demand is still not very clear is important, but difficult.
Burnetasetal. (2000) study a problem with an unknown demand distribution.
The seller does not know the demand distribution. However, using the
information of previous sales’ history, he updates his knowledge on the demand
distribution gradually. No inventory is carried over fromone period to the next.
Hence the model ismore like anewsboy problemwith a price parameter. They
firstuse apricingalgorithm based onthe policy developed for the multi-armed
bandit problem, with an average expected reward. Then, with an adaptive
ordering policy, they derive the order quantity. They prove the convergence of
their policy and extend itto situations where the parameters of the demand’s
distribution are unknown. Thisarticle offers some ideas for pricing and ordering
methods inan uncertain market.

Summary

Table 1isabrief summary of the main features of the studies on joint marketing—
inventory models for deteriorating products.

Generally, studies of marketing-inventory models for deteriorating products
arestill quite limited. The majority of the relevant literature has focused on one-
period models with deterministic demands. Inmulti-stage cases, mostarticles
suppose that the deterioration will occur only at the end of the inventory period.
Moreover, it appears that strategies of the buyers have not been taken into
account. In practice, since the values and prices of deteriorating products
change rapidly, itmay be more rational to consider the possibility that buyers
will determine whether and when to purchase a product, based on the different
strategies of the retailer. In thisway, dynamic pricing becomes agame model
with the buyersand the sellers as players, instead of a decision model where
only the sellers can make decisions.
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Table 1. Summary of marketing-inventory models for deteriorating

products

Articles Demand Replenishment Backordering Deterioration

Rajan et al. (1992) Determ!nlst_lc a_md Infinite No Deterministic ) and
decreasing in time dependent on time

Abad (1996) Determ!mst_m e_xnd Infinite Partial and variable Deterministic . and
decreasing in time dependent on time

Abad (2003) Determ!nlst_lc e_md Finite Partial and variable Deterministic a}nd
decreasing in time dependent on time

Wee (1995) Determ!mst_lc e_md Infinite Partial Constant
decreasing in time

Wee (1999) Determ!mst_lc zfmd Infinite Partial Random
decreasing in time

Hwang et al. (1997) | Deterministic Infinite No shortage Constant

(Pzaggg)hnstos etal. Deterministic Infinite Partial and variable | Random

Avrcelus et al. - .

(2002) Deterministic Infinite No Constant

. Nonstationary . Beginning ata
Rahim et al. (2000) POISSON DIOCESS Infinite No random point in
P time

Chun (2003) Random Infinite No g‘etrtizz end of the

Burnetas et al. Random with - At the end of each

(2000) uqkngwn_ Infinite NO period
Distribution

Joint Inventory-Financial Decisions

Itiswell known that the value of money changes over time. On the other hand,
the value interms of quantity or quality of a perishable product is also atime-
varying function. Thus, for deteriorating products, how to combine the financial
instrumentwith the inventory policy so asto generate the maximal profitisavery
interesting problem. A representative work inthisareais Jaggietal. (1994),
who study an economic ordering quantity (EOQ) model with deteriorating
items inthe presence of trade credit. They use a cash-flow (DCF) approachto
introduce the time value of money to a perishable inventory model. Other
research is discussed next.

Models with Permissible Payment Delays

In many situations a supplier may allow a delay for payment by the retailer
without charging interest. Thisdelay gives some flexibility to the retailer for

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Studies on Interaction and Coordination 231

arranging his own cash flow. Thisresults in the problem of how cash flow
should be managed to coordinate with the material flow so that the overall cost
isminimized. Ingeneral, the permissible paymentdelay may be longer or shorter
than the inventory cycle. Figure 2 shows two such scenarios, where Misthe
permissible delay and T'isthe inventory cycle.

If the payment delay is longer than the inventory cycle, no interest will be
payable for the inventory and the retailer can earn interest in the time gap
between paymentand the inventory cycle. However, if the payment delay is
shorter than the inventory cycle, the retailer will have to pay interest for the
inventory left after the permissible paymentdelay runs out. Aggarwal etal.
(1995) study the ordering policies of deteriorating items under permissible
delaysinpayment, where they consider constantdemand rate and deterioration
rate, and afixed permissible period for paymentdelay. They assume the cost
function is convex, based on which they derive the optimal strategy. Witha
sensitivity analysis, they point out that:

1. Theunitcosts of the products are important for setting the credit period;

2. Theincrease of the deterioration rate will incur asignificantdecrease inthe
cycle length and order quantity and asharp increase in total cost.

Figure 2. Payment time and inventory cycle

A

Inventory

A 4

Inventory

v
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Aggarwal’s work (1995) on integration of suppliers’ financial credit with
retailers’ inventory strategy has become the basis for many studies focusing on
permitted delay of payment. Chuetal. (1998) generalize Aggarwal etal.’s
model. They study the convexity of the variable cost function for deteriorating
products and prove that the overall cost function is piecewise-convex in
general. With this conclusion, Chuetal. improve Aggarwal etal.’s solution
procedure.

Jamal etal. (1997) extend Aggarwal etal.”’s model by allowing for shortages
with back-orders. Considering the ordering cost, holding cost, deterioration
cost, interestand the back-order cost, they develop a function for the variable
cost per unittime. Since this costinvolvesahigher order exponential function,
they determine the convexity of the function in the feasible ranges indirectly.
They thenuse an iterative search approach to determine the optimal payment
timeand cycle period. Sarkeretal. (2000) extend Jamal etal.’s (1997) model
by introducing the factor of inflation. They consider the time value of money with
continual investment, and study scenarios with inflation and shortages respec-
tively. Liaoetal. (2002) consider the problem where the consumptionrate is
related tothe initial stock. Interestcostisalso considered. Similarto Aggarwal
etal. (1995), they propose an algorithm to compute the optimal order quantity
for cases where the inventory cycle is shorter or longer than the permissible
paymentdelay, respectively.

Jamal et al. (2000) consider a model where there is an interest-free period
allowed by the wholesaler to the retailer. The retailer’sobjectiveistodecide
an optimal time (which may be longer than the interest-free period) to complete
the paymentto the wholesaler, by considering various costs and interest rates
involved. Theirideaof determining an optimal paymenttime is quite novel.
Unfortunately, as indicated by Song and Cai (2003), there are a number of
flaws contained in their development, on the convexity of the total unit cost
function, the negativity of the interest cost, and the interest that should be paid
forthe deteriorated item.

Models considering permission of delay in payment capture acommon feature
inwholesaler-retailer supply chains. Because any cash canalso be reinvested,
the timing for payments plays animportantrole. In particular, since the value of
aperishable product istime-varying, how to make use of the permissible delay
may have an importantimpact on the retailers’ order strategy when products
tobe sold are deteriorating.

Theresultsdeveloped inthearticles reviewed above may also help the supplier
to determine the optimal paymentdelay. Since suppliers have the rightto setthe
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creditperiod and amount, models on how to determine optimal credit periods
are certainly also useful for them. However, itappears that little attention has
been paidtothe strategy onthe suppliers’ part. Thisisaninterestingdirection
for future study.

Models Considering Inflations

Bose et al. (1995) consider a model with demand rate f{¢)=a+bt, where
(a,b)>0, whichimpliesthe demand rate increases intime ¢. Moreover, inflation
rate, holding cost and shortage cost for the internal (company) and external
(general economy) systems are taken into account. They firstdevelop the first-
order optimality condition, and then derive the optimal order quantity for a
giveninventory cycle. By comparing the costs of differentinventory cyclesin
the planning horizon, they obtain the optimal solution.

Chung et al. (1997b) study a model considering continuous time value of
money. The demand is time-dependentand all shortages are back-ordered.
They analyze the present value of all the costs, and use a bisection algorithmto
search for the optimal inventory period. Chungetal. (2001) extend their model
(1997a) to an inventory system which beginsand ends with ashortage. They
divide the plan horizon into m equal life cycles. First they study the model
withoutashortage, and find that the cost function is convex. They then study
the scenario with complete backlogging. They assume the no-shortage time in
the life cycleis KT, where Tis the length of the life cycle and 0<K<1. With the
Newton-Raphson method, they find the optimal K for the given m. Then by
comparing the NPV indifferent life cycles, they obtain optimal m.

In practice the deterioration rate may also change randomly. Chen (1998)
supposesthatthe deterioration rate isatwo-parameter Weibull distributionand
the demand isalinear function of time. By applying adynamic programming
method, he finds the optimal replenishment schedule.

Summary

Table 2isabrief summary of joint inventory-financial studies for deteriorating
products.

Intraditional studies, the inventory cycles can always be assumed to be equal
because of the symmetry of the parameters. However, with the time value of
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Table 2. Summary of inventory-financial models for deteriorating products

Interest rates for
Articles borrowing and Inflation Backordering Deterioration rate

lending
,(A:ng%%g\Nal etal Different No No shortage Constant
Chu et al. (1998) Different No No shortage Constant
Jamal et al. (1997) Different No Yes Constant
Sarker et al. (2000) Different Yes Yes Constant
Liao et al. (2000) Different No No shortage Constant
Jamma et al. (2000) | Different No No shortage Constant
Bose et al. (1995) Equal Yes Yes Constant
Chung et al. (1997b) | Equal No Yes Constant
Chung et al. (2001) Equal No Yes Constant
Chen (1998) Equal Yes Yes Random

money, and in particular the time-varying nature of perishable products, the
symmetry intimeisbroken. Consequently, for perishable products, the optimal
inventory cycles during the planning horizon may be unequal. Nevertheless,
because of the complexity of the problems with unequal inventory cycles, it
appears that most studies so far still carry the common assumption of equal
inventory cycles. Thisisatopicthatneeds further investigation.

Joint Inventory-Distribution Decisions

The process of distribution of perishable products may resultin substantial loss
if not managed properly. The problem has received considerable attentionin
the literature. Two mainissues are involved: one on transportation, and the
otheronallocation. First, we have to find the right route and timing to transmit
the products in order to minimize their deterioration during the process of
transportation. Second, we mustallocate the right productsto the right places,
and therefore the age of the products to be allocated and the inventory in the
sales outlets should all be taken into consideration. To achieve better coordi-
nation of the supply chain, ajointdecision with transportation and allocation
being considered in one integrated model is desirable. All these make the
problem very challenging.
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Transportation of Perishable Products

Thetransportation problem with deteriorating products isnotan easy one. This
iscomplicated by the needs to determine the optimal decisions based on:

1. Thequantity ofaproductto be transported (due to deterioration during
the process of transportation, the initial amount to be delivered must be
higher thanthe demand at the destination).

2. Therouteandtiming of transmission (differentamounts of time and cost
may be required over different seasons/periods).

Diaby (1991) studies ageneralized fixed-charge transportation problem with
perishable products. He supposes that the loss of the perishable products is
differentif the transportation route is differentand the loss is deterministic and
known for each route. Evansand Norback (1985) describe the implementa-
tionofaheuristic-based decision-support system for vehicle routing of food
service delivery at Kraft, Inc. Rowe etal. (1996) describe adeport-bookings
system to automate the vehicle planning and scheduling process to deliver
perishable commodities. lijima, Komatsu and Katoh (1996) reporta Just-In-
Time logistics system for the distribution of food products. Tarantilis and
Kiranoudis (2001) consider adistribution problem of fresh milk, and develop
ameta-heuristic solution method.

Allocation of Perishable Products

Because of the possibility of deterioration, the age of perishable productsisan
important factor that must be considered inallocation. Howto allocate the right
quantity of products with appropriate ages is a key problem.

Some researchers classify the products into two categories: the old one, which
will decay after one cycle; and the fresh one, which can also be used in the next
cycle. Thisassumption implies that the products have afixed life cycle, after
whichthey will decay. Butbefore their life cycle expires, the products can be
used as fresh ones.

Prastacos (1981) studies the allocation of a perishable productinventory. He
assumesthatthere isadistribution center to allocate the perishable products to
nlocations. Each product hasafixed lifetime and the demand at each location
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Figure 3. Allocation of deteriorating products

Unsold products
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Distribution Center

Retainers

Deterioration

isi.i.d. Any unsold amountof the product will be returned to the center. Figure
3illustratesthissystem.

He constructs an optimal myopic policy, which minimizes the one-period
expected cost, butis notoptimal in general for the long run. He also provides
the bounds for the performance of an optimal long-run policy. Linetal. (2003)
study the dynamicallocation of an uncertain supply for a perishable commodity
supply chain. They suppose that there are m suppliersand » retailers, and the
problemistodistribute the products of the suppliersto the nretailers. First, they
establishamodel to formulate the problem, and then they apply atwo-stage
extended-Genetic Algorithm (EGA) to control the orders and allocation
quantities. They also give a numerical study which shows that the EGA
outperformsthe traditional approach.

Integrated Models

Katagirietal. (2002) consider an integrated delivery and inventory problem for
perishable products with fuzzy shortage costs. The products have a fixed
lifetime. The demands in differentregions are treated as a set of independent
random variables. Based onan LIFO (Last In, First Out) issuing policy, the
centeraimsto allocate the products to different regions, with transportation
coststaken intoaccount. They give the optimal solution for this problem, with
aconceptof least “ambiguity.”

Federgruen et al. (1986) study an allocation and distribution model for
perishable products. They also suppose that each product hasafixed life cycle.
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The system consists of three costs: a shortage cost, an out-of-date costand a
transportation cost. First, they divide the products into old items that will
deteriorate in one time unit, and fresh ones. Thenthey integrate the routing and
inventory allocation into one model, and obtain the optimal allocation strategy.
They consider two delivery patterns, individual deliveries and combined
deliveries. They provide an algorithm for the problems of both patterns.
Computational results are also reported, based on which they point out that the
travel costs of the combined deliveries are much lower.

Moralesetal. (1999) study amore general mode, which involves production,
inventory, and distribution of perishable products. They assume that there are
g facilities, m warehouses, and » customers. The products are assumed to have
afixed lifetime. They propose to splitthe planning horizon into smaller periods.
During each of the periods, the dynamic demand is approximately constant.
This problem can easily be formulated as an integer programming one.
However, evento determine whetheragiven problem hasafeasible solution is
an NP-complete problem. Hence in this article a heuristic approach is sug-
gested to solve the problem.

Partially because of their complexity, studies on jointinventory-distribution
decisions for products that deteriorate ata random rate are still quite rare. In
the majority of the literature, itisassumed that each product has a fixed life
cycle. Thisassumption also makes the routing problem much easier. For
perishable products, the rates of deterioration in different routes may be
different. This property should be taken into account when determining
distribution and inventory decisions. However, it does not seem that it has been
emphasized and addressed in the existing literature.

Joint Inventory-Production Decisions

Production planning isakey componentinsupply chain management. To make
agood production plan, we mustalso consider the inventory, the demand, and
the possible decay of perishable products. From the point of view of supply
chain management, the productionand the inventory are linked so closely that
itisnatural to consider them together. Inaddition to deterioration in inventory,
decay may also occur when perishable products are being produced. These
make joint production-inventory decision models for perishable products quite
differentfromtraditional ones.
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Single-Period Problem

The life cycles of certain perishable products are so short that the producer will
only need to make aone-cycle production plan. Onthe other hand, studies of
the single-period problem may capture the basic essences of the inventory-
production system, and therefore provide useful insights for studies of more
general multi-period problems.

Yanand Cheng (1998) study a production-inventory model for deteriorating
products, where they assume that the production, demand and deterioration
rate are all time-dependent. The objective is to find the optimal producing
strategy, so as to minimize the cost per unittime. Intheir model, the inventory
life cycle beginsand endsat shortage. During the shortage period, the demand
ispartially backlogged ata constant rate. They give the conditions for a feasible
stationary pointto be optimal. Since thismodel is quite general in production
rate, demand rate, deterioration rate and the backlogging rate, the result can be
used in other cases, such as problems with a constant production rate and full
backlogging.

Balkhi (2000) and Balkhietal. (2001) indicate that Yan etal.’s model can be
improved by including the setup cost and the backlogging cost when the
inventory is negative. Skouri and Papachristos (2003) extend Yan et al.’s
model, by assuming that the backlogging rate isalso atime-dependent function.
The planning cycle isdivided into four stages as shown in Figure 4:

1. Theinventory isnegative andbeginsto build up until itreaches 0.

2. Theinventoryis positive and builds up until the maximal point, where the
production stops.

Figure 4. Inventory level fluctuation in Skouri et al.’s model
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3. Theinventoryispositive and decreasesto 0.
4. Theinventory isnegative and shortages begin.

Note thatthe slope in each stage is differenteven when the rates of deteriora-
tion, production and demand are constant in the life cycle. By analyzing the
costs of these four stages, Skouri and Papachristos give the sufficient condi-
tions foraminimized costand then study the case with no shortages, where they
also pointout the mistakes in Yanetal.’ssolution. They give the conditions
under which Yanetal.’s results become valid. They do not find, however,
conditions for existence and uniqueness of the optimal solution.

While many unresolved issuesstill remain on single-period models, the idea of
dividing the inventory cycle into four stages is useful for analysis of the dynamic
properties of the system.

Multi-Period Problem

Yang et al. (2002) study an integrated production-inventory model with a
deteriorating item. They assume that there is one vendor and » buyers. The
demand rate is different for each buyer. The production rate and deterioration
rate are constant. No shortage isallowed. They prove that the overall cost of
the systemis convex. Because the demand, production and deteriorationrates
areall constant, the only decisions that need to be determined are the inventory
cyclesfor the different participators. Since the solution of this problem is quite
complicated, they suggestaheuristic solution procedure, inwhich they assume
thatall the buyers require the same delivery times. Based on results computed
from a numerical example, they claim that the heuristic solution closely
approximates the optimal solution.

Yangetal. (2003) investigate amulti-lot-size production-inventory model with
deteriorating items. Unlike Yang (2002), the system investigated in thisarticle
includes the raw materials cost, the cost of the producer and the cost of the
buyers. The cost of raw materials isimportant, especially for deteriorating
products, because the raw materials may also deteriorate. The deterioration
rates of the raw materials and products are assumed to be different but
constant. The buyers’ demand rates are also different but constant. No
shortage isallowed. With these assumptions, the optimal product cycle of the
producer and the optimal order cycle for the buyer are considered together.
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The method they use is similar to Yang et al. (2002). Based on numerical
results, they point out that the integrated strategy may yield a lower cost.

Balkhi (2001) studies the optimal solution for a finite-horizon production-lot-
sizing with deteriorating items. The demand, the production and the deteriorat-
ing rates are assumed to be continuous functions of time. Shortage isallowed
and iscompletely backlogged. Itis further assumed that the inventory at the
beginning and at the end of the horizon is zero, and that the planning horizon is
divided into nequal cycles. By analyzing the costs of the four stages as shown
in Figure 4, he obtains the function of total cost. He first finds the optimal
strategy with a fixed number of cycles. Then, by comparing the costs for
different numbers of cycles, he derives a strategy, which he proves to be
globally optimal. Finally, he usesanexample toillustrate his solution.

Zhouetal. (2003) developamodel for an integrated productionand inventory
system with deteriorating items, where time-varying demands and partially
backlogged shortages are considered. They use atwo-stage procedure to find
the optimal strategy, which works as follows:

1. Foragiven number of production cycles in the planning horizon, it
optimizesthe productionand ordering plans.

2. Byamarginal analysis method, itthen optimizes the number of production
cycles.

They obtain conditions for the solution to be a global optimal point.

Since the problem of finding the optimal stopping and restarting times for
production is difficult, some researchers have attempted to use numerical
methods to search for the optimal strategies. Wee etal. (1999) study a variable
production scheduling policy for deteriorating items with time-varying de-
mands. They consider a system with a constant deterioration rate and a
constant production rate. Shortage isallowed and demand is time-dependent
but deterministic and known. Production may take place at any time in the
planning horizon. They firstanalyze the total cost function of thissystem. Then,
they suggest using a heuristic approach to find the decision. Since the cost
function is unimodal convex with respect to the number of production cycles,
their search method s valid, although itdoes not seemto be very efficient. They
use numerical examplesto analyze the performance of their model, where they
suppose the demand rate
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aexp(bt) if 0<t<H a+bt, if 0<t<H
R(t)= . or R@= .
0 otherwise 0 otherwise’

where Histhe planning horizon. They find that the optimal production cycle
increases with the inventory cost, production rate, deterioration rate, planning
horizon, and 4. The increase in value of a will not, however, affect the optimal
production cycle butwill increase the optimal cost.

While the majority of the inventory-production literature on perishable prod-
ucts considers deterministic deterioration rates, there hasalso been some work
that takes randomness into account. Wee et al. (1999) study an economic
production lot sizing problem with deteriorating items, which considers the
time-value of money. They assume the life cycle of the products follows a two-
parameter Weibull distribution. The demand rate isa decreasing linear function
ofthe selling price. The production rate is constantand known. The production
lifecyclesare equal inthe planning horizon. Shortage isallowed and completely
backordered. The inventory levelsat the beginning and end timesare all zero.
All costs and revenue are discounted to the present value. They propose a
heuristic procedure similar to that of Wee (1999). They use numerical
examplesto compare the profits of this model under differentassumptions, e.g.,
without considering the time value of money, without deterioration, etc.

Applications of Control Theory

Control theory has been applied to study the optimal policy for production-
inventory systems, since a production-inventory supply chain also exhibitsa
kind of system dynamics.

Andijanietal. (1998) analyze an inventory/production system with deteriorat-
ing products, using a linear quadratic regulator. They seek to find the optimal
control for the production-inventory system with the objective to minimize

J= [0~ 17 + lp)~ pF¥a

where [(¢) is the inventory at time ¢, 7 the desired inventory level, p(z) the

productionrate, » the satisfactory productionrate, / the inventory holding cost
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and c the unitcost. After some development, the problem is shownto become
astandard linear-quadratic control problem. Based on the setting of the control
problem, they find the optimal policy. With asensitive analysis, they conclude
that the objective function is less sensitive to the change in the inventory holding
costthan to the change inthe unit cost.

Boukasetal. (1999) also apply the control theory to an inventory-production
control problemwith a stochastic demand. It isassumed that the demand rate
isacontinuous-time stochastic Markov process with afinite state space and the
rate of deterioration depends on the rate of the demand. They try to find an
optimal control for the production system with no setup cost, under the
objective tominimize

J,(70,0,0) = B[ || [ (6) + e (01 | x(0) = %, v(0) = al,

where ¢, isthe inventory holding cost or shortage cost, and ¢, is the production
cost. This objective function infers that the inventory cost is equal to the
shortage cost.

Extensive studies have been published on joint production-inventory decisions
on perishable products. They carry, however,acommon assumption that the
products have aconstant deterioration rate. An interesting topic for future study
istorelax thisassumption, by considering models with stochastic deterioration
rates.

Conclusions

Perishable commodities are produced in numerous industries, in particularin
food, biochemical, and electronic industries. It has long been recognized that
aremarkable challenge inthese industries is how to make the proper decisions
by taking perishability into account. Aswe have discussed above, a large
amount of the literature has been devoted to the study of the management of
perishable products. The majority of the literature, however, has focused on
inventory only. Thisis notsufficient for supply chain management. Obviously,
interaction and coordination of the related components (functionalities) in the
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supply chain are the key inachieving the overall objective of the system. This
requirementis perhaps more prominent for industries producing perishable
products, because the time-varying value of perishable products demands not
only coordinationinspace, butalso intime.

We have, consequently, placed the emphasis of our chapter here on the studies
of interactionand coordination of supply chains with perishable products. We
have reviewed published research studies that consider the interfaces between
the inventory with marketing, finance, distribution, and production. The main
results/contributions of the previous literature in these areas have beenre-
viewed and summarized. Some possible topics that need further investigation
have also been discussed above. Here are two general remarks that we would
liketohighlight:

1. Themajority of the literature we have reviewed still carries the common
assumption that the deterioration rate of the product is deterministic,
whichisknownand fixed inadvance. In practice, the deterioration rate
may fluctuate due to changes of environmental factors, and may also be
affected by decisions suchas transportation routing and timing. Itwould
be very interesting if the deterioration rate could be modeled asarandom
variable or process, which depends notonly on uncertain/uncontrollable
factors, butalso on the decisions of the decision-maker.

2. Moststudies consider interactions only between a pair of components in
the supply chain (such as inventory/marketing; inventory/finance; inven-
tory/distribution; and inventory/production, as we have reviewed above).
Future studies may extend to consider interaction and coordination of
more functionalities/components in the whole supply chain.
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256 Index

D

data envelopment analysis (DEA) 37
data mining 202

data security 199

data warehousing 202
date-terms (DT) 100
date-terms payment 93
day-terms contract 93

de facto standard 68

de jure standards 70
de-maturity 68

delayed adaptation 128
demand forecasting 32
deterministic demands 224
direct-to-customer 30
distribution channel 70
diversification 157
downsizing 201

DVD 81

dynamic computer simulation 177, 186

dynamic interactions 174
E

e-business 28, 195

e-enterprise 195

economic lot scheduling problem 9
economic-efficiencies 115
efficiency deviations 46

efficiency frontier 29

efficiency monitoring 28

efficiency variations 43

electronic commerce (EC) 194
exponential smoothing technique 99
extended basic period approach 9

F

facility planning and vehicle routing
problems 145

feedback production law 53

finite time approximation 55

flexibility 176

flexible transaction 76

forecast 99

G

general demand function 225
genetic algorithm 144
genetic search scheme 146
genetic search techniques 167
geocentrism 110

global 111

global promotion 70

global strategy 115
globalization 80, 145

goal setting 28

gradient calculation 61

H

heuristic rules 95
hybrid vehicle 72
hybridization 167

immediate adaptation 128

immediate payment (IP) 94, 100

independent policies 5

information distortion 175, 189

information flow 32

information sharing 200

information technology 145

innovation 68

input-output process 33

instability of orders 91

intelligent transportation systems (ITS)
72

intensification 156

intensities 39

intensity vectors 42

interaction 222

intermediary 31

Internet 30, 195

interval variability 99

inventory-marketing decision 227

J

JIT 180
JIT system 76
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joint inventory-distribution decisions

234
joint inventory-financial decisions 230
joint inventory-marketing decisions 224
joint inventory-production decisions 238
JVC 81

K

kaizen 180
Kanban 180
Keiretsu 177

L

latent customer needs 70
latent customers 80

lean management 178
learning curve 83

least unit cost (LUC) rule 92
life cycle 67

linear combinations 39
linear programming model 45
local optimum point 156
logistics 31, 159

logistics activities 194, 200
logistics costs 73

lot sizing technique 90

LP models 29

Markov chain 144

maturity 68

meta-heuristics 144

MISER 51

Model T 70

modeling lot sizing decisions 94

modified genetic algorithm 146

modular manufacturing 72

modularity 178

multi-buyer joint replenishment prob-
lems 162

multi-buyer supply chain model 1

multi-echelon decisions 74

multi-echelon system 176

multi-stage efficiency tools 28

multi-stage flow-shop scheduling
problems 167

Index 257

multinational corporation 110
multinationals 80

mutation operation 147
mutation rate 153

N
negative COOQ effect 119
o

object location problem in computer
vision 167

objective function 60

operational diagnosis 207

optimal control problem 50

optimization model 29

order instability 90

order quantity 95

order variability 99

ordering cycles 1

ordering interval 5

original equipment manufacturing (OEM)
76

outsourcing 75

outsourcing partnership 205

P

parallel computation implementation
159

Pareto boundary 37

partial reshuffling procedure 157

payment cycle 94

payment terms 90

penetration strategy 74

performance enhancement 148

performance/cost orientation 71

perishable products 223

permissible payment delays 231

phantom demand 74, 183

physical supply chain management 32

planning horizon 43

price and quantity discount incentives 2

probability density function model 43

process variability 46

product life cycle 73

product-cycle model 77
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production cycles 1
production lot size 7

production lot size (PLS) model 3

production pairs 37
production policies 8
production rate 50
productivity dilemma 71
profitability 188

Q

quality management techniques 202

quantity variability 99
R

radical innovation 68

rate of major innovations 68
re-order level 7

real-time visibility 200
regiocentric 112
restructuring 201

rolling horizon planning 43

S

schema theory 144
seamless interface 200
self-diagnosis tool 206
serial linkage 29

Seven Eleven Japan 32
shortage game 182

silver meal (SM) 92
simulated annealing 145
simulation program 101
single echelon supply chain 51
skimming strategy 74
stage of development 68
standardization 124, 201
static simulation 187
stickiness partnership 206
stochastic programming 45
stockouts 6

strategic alliances 70
strategic diagnosis 207
streamlining 201

supply chain 28, 50, 90, 174, 200,

222

supply chain dynamics (SCD) 175,
180

supply chain globalization 109

supply chain instability 91

supply chain inventories 4

supply chain management (SCM) 31,
109, 112, 223

supply chain management problems
144

supply chain strategy 67

supply chain synthesis 178

symbiotic partnership 206

synchronisation 1

synchronised cycles algorithm 20

synchronization 179

T

tabu list 147
tabu search 145
tabu tenure 147
Tamagotchi 76
technical efficiency 44
theory of constraints (TOC)
75, 177, 184
time between orders (TBO) 103
tricks of business 175

\'}

value netintegrator 29, 33

vendor 5

vendor’s average stock 12

vendor’s holding cost 12

vendor’s order processing and shipment
cost 13

vendor’s setup cost 12

Vernon’s product cycle theory 73

VHS technology 81

video cassette 81

virtual supply chain management 32
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Enterprise |

it it
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Planning Solutions
and Management

Fiana Fai-Haan Mah

Fiona Fui-Hoon Nah T
University of Nebraska, USA

Enterprise resource planning (ERP) refers to large commercial software packages that
promise a seamless integration of information flow through an organization by combining
various sources of information into a single software application and a single database. The
outcome of ERP itself is still a mystery, but the trends and issues it has created will be the
enigma that future generations will have to solve. Traditionally, separate units were created
within an organization to carry out various tasks, and these functional areas would create
their own information systems thereby giving rise to systems that were not integrated. ERP
strives to provide a solution to these problems. Enterprise Resource Planning Solutions
and Management examines the issues that need to be further studied and better understood
to ensure successful implementation and deployment of ERP systems.

ISBN 1-931777-06-3 (s/c) » e/SBN 1-931777-26-8 « US$59.95 306 pages + Copyright © 2002

“By addressing not only current situations but also future possibilities, Enterprise
Resource Planning Solutions and Management provides a clear picture of the best
methods and practices related to this application system.”
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It’s Easy to Order! Order online at www.idea-group.com or
call 717/533-8845 x10!
Mon-Fri 8:30 am-5:00 pm (est) or fax 24 hours a day 717/533-8661

IRM IRM Press
\ "W-f-”’ Hershey ¢ London ¢ Melbourne ¢ Singapore

An excellent addition to your library
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David Taniar, PhD, Monash University, Australia
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The Internet is already more widely deployed than any
other computing system in history and continues to
grow rapidly. New technologies, including high speed
wide area network and improved software support for
distribution, promise to make the Internet much more
useful for general purpose distributed computing in the
future. Web Information Systems is dedicated to the
new era of information systems on web environments,
due to not only the growing popularity of the web
technology but also the roles that web technology play
in modern information systems. The major elements of
web information systems include web semantics, XML
technologies, web mining and querying, web-based
information systems, information extraction, and web
semantics.
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* 388 pages e Copyright © 2004

“The uniqueness of this book is not only due to the fact that it is dedicated to important
issues in Web information systems but also due to the solid mixture of both theoretical
aspects as well as practical aspects of web information system development.”

- David Taniar, PhD &
Johanna Wenny Rahayu, PhD
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With the alarming rate of information technology changes over the past two decades, it is not unexpected
that there is an evolution of the human side of IT that has forced many organizations to rethink their
strategies in dealing with the human side of IT. People, just like computers, are main components of any
information systems. And just as successful organizations must be willing to upgrade their equipment and
facilities, they must also be alert to changing their viewpoints on various aspects of human behavior. New
and emerging technologies result in human behavior responses, which must be addressed with a view
toward developing better theories about people and IT. This book brings out a variety of views expressed
by practitioners from corporate and public settings offer their experiences in dealing with the human
byproduct of IT.
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As the value of the information portfolio has increased, IT security has changed from a product focus to
a business management process. Today, IT security is not just about controlling internal access to data
and systems but managing a portfolio of services including wireless networks, cyberterrorism protection
and business continuity planning in case of disaster. With this new perspective, the role of IT executives
has changed from protecting against external threats to building trusted security infrastructures linked to
business processes driving financial returns. As technology continues to expand in complexity, databases
increase in value, and as information privacy liability broadens exponentially, security processes
developed during the last century will not work. IT leaders must prepare their organizations for previously
unimagined situations. IT security has become both a necessary service and a business revenue
opportunity. Balancing both perspectives requires a business portfolio approach to managing investment
with income, user access with control, and trust with authentication. This book is a collection of
interviews of corporate IT security practitioners offering various viewpoint on successes and failures in
managing IT security in organizations.
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Edited by:

Stephan Kudyba, PhD, New Jersey Institute of Technology, USA

Foreword by Dr. Jim Goodnight, SAS Inc, USA

Managing Data Mining: Advice from Experts is a collection of leading business applications in the data mining
and multivariate modeling spectrum provided by experts in the field at leading US corporations. Each contributor
provides valued insights as to the importance quantitative modeling provides in helping their corresponding organizations
manage risk, increase productivity and drive profits in the market in which they operate. Additionally, the expert
contributors address otherimportant areas which are involved in the utilization of data mining and multivariate modeling
that include various aspects in the data management spectrum (e.g. data collection, cleansing and general
organization).
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The e-commerce revolution has allowed many organizations around the world to become more effective and efficient
in managing their resources. Through the use of e-commerce many businesses can now cut the cost of doing
business with their customers in a speed that could only be imagined a decade ago. However, doing business on
the Internet has opened up business to additional vulnerabilities and misuse. It has been estimated that the cost
of misuse and criminal activities related to e-commerce now exceeds 10 billion dollars per year, and many experts
predict that this number will increase in the future. This book provides insightand practical knowledge obtained from
industry leaders regarding the overall successful management of e-commerce practices and solutions.
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Measuring the Value of
Information Technology

Han van der Zee
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Measuring the Value of Information Tech-
nology, will provide answers to business managers, G -
management consultants, and researchers who regu- Weasuring the
larly question whether the contribution of information R
technology (IT) to business performance can be mea-
sured at all. This book deals with the question of how
IT contributes to business performance, and how con-
tribution can be measured. The book offersinsightsinto
the measurement of the value of IT once it has been
developed, implemented, and used.

The concepts, frameworks and cases de-
scribed in Measuring the Value of Information Tech-
nology lean heavily on authors, researchers, and management consultants
who understand and have captured the management perspective on organiza-
tional renewal, technological innovation, and IT managerial issues.
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