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Preface 

Modern businesses generate huge volumes of data and information on a 
daily basis. The recent advancements in information technology have 
given organizations the ability to capture and store these data in an effi­
cient and effective manner. However, there is a widening gap between this 
data storage and usage of the data. 

Accounting is fundamental to the success of a company. In today's envi­
ronment, accounting has been revolutionized. If the accounting function 
cannot provide speedy, real-time data to business managers, the success of 
organizations in an increasingly competitive environment will be threat­
ened. In order to stay competitive and develop far-sighted strategies, the 
accounting function must use business intelligence techniques for obtain­
ing and processing relevant financial information quickly and cost effec­
tively. These techniques inc1ude; the activities of decision support systems, 
query and reporting, online analytical processing (OLAP), statistical 
analysis, text mining, data mining, and visualization. 

Our goal was to assemble chapters that would explain the fundamental 
concepts of business intelligence in the accounting arena. We have been 
fortunate to call upon expert contributors; all of whom have extensive 
practical and academic expertise in the field. While these chapters stand of 
their own, taken together they provide a comprehensive overview of how 
to exploit data in the business environment. This book is not purely techni-

cal in nature but is written from an accounting perspective. 
The fourteen chapters of this book address many of the above­

mentioned areas. Chapter One provides a broad sweep of accounting his­
tory and the technologies used throughout history. The second chapter 
iden ti fies and discusses the importance of using all types of organizational 
data for decision-making. The third chapter describes the process of ex­
tracting, loading and transforming disparate data into the data warehouse. 
Chapter four discusses the concept of the accounting data warehouse. 

The next five chapters discuss various types of business intelligence 
tools. Chapter five discusses the concept of XBRL and how it can be used 
to extract, analyze, publish, and then exchange information for financial 
decision-making. In Chapter six, on line analytical processing (OLAP) 
techniques as tools for multidimensional analysis of accounting data are 
discussed. Chapters 7 and 8 discuss how artificial neural network tech­
niques can be utilized to mine accounting data warehouses. This discussion 
is followed by chapter 9, which discusses utilizing information visualiza-
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ti on technology to comprehend and analyze vast volumes of accounting 
data. 

While obtaining and analyzing infonnation is vital, a fundamental pre­
requisite is to design systems that are optimal to an organization's needs. 
In chapter 10, the concept of alignment between infonnation systems and 
requirements is discussed. Chapters 11 and 12 examine methodologies for 
effectively developing and implementing business intelligence systems. 

Once the system is set up, have we truly obtained the benefits that the 
system was designed to achieve? It is difficult to evaluate the benefits of a 
business intelligence (BI) system. Chapter 13 uses a balanced scorecard 
approach for evaluating the effectiveness of a BI system. The final chapter 
focuses on value creation through the design of BI systems. 

We would like to extend OUf thanks to many people who helped with this 
book. First and foremost, we would like to thank the authors for shar­
ing their expertise through their contribution to this book. We would also 
like to thank Dr. Wemer A. Mueller, Publishing Director and Ms. Ruth 
Milewski, Economics Editorial at Springer-Verleg for their patience and 
invaluable guidance. Special thanks to Ms. Kate Wilson for her superb edi­
torial work, Mr. Efosa Oyegun for recreating the figures, and Mr. Balakumar 
Arulgnanam for his invaluable help throughout the process. 

Murugan Anandarajan, Ph.D 
Asokan Anandarajan, Ph.D 
C.A. Srinivasan, Ph.D 



Table of Contents 

Preface ................................................ VII 

Historical Overview of Accounting Infonnation Systems 
Asokan Anandarajan, C.A. Srinivasan, Murugan Anandarajan 

2 Importance of Data in Decision-Making 
Pa trick W. Devine, C.A. Srinivasan, Maliha S. Zaman ......... 21 

3 Populating the Accounting Data Warehouse 
Ken Jones ........................................... 41 

4 The Accounting Centric Data Warehouse ™ 

Daniel W. Hughes ..................................... 55 

5 XBRL; A New Tool For Electronic Financial Reporting 
Jia Wu, Miklos Vasarhelyi ............................... 73 

6 Online Analytical Processing in Accounting 
Darpan S. Jhaveri ..................................... 93 

7 Bankruptcy Prediction Using Neural Networks 
Murugan Anandarajan, Picheng Lee, Asokan Anandarajan ...... 117 

8 Visualization of Patterns in Accounting Data with Self-organizing 
Maps 
Eija Koskivaara ....................................... 133 

9 Visual Representations of Accounting Infonnation 
Richard B. Dull, David P. Tegarden ........................ 149 



X Table of Contents 

10 Alignment of AIS with Business Intelligence Requirements 
Andreas I. Nicolaou .................................... 167 

11 A Methodology for Developing Business Intelligence Systems 
Bay Arinze, Onuora Amobi .............................. 181 

12 An 00 Approach to Designing Business Intelligence Systems 
Kathleen S. Hartzel, Trevor H. iones, Valerie C. Trott . ......... 197 

13 Evaluating Business Intelligence: A Balanced Scorecard Approach 
Barbara M. Vinciguerra ................................ 213 

14 A Stakeholder Model of Business Intelligence 
Claire A. Simmers ..................................... 227 

References .............................................. 243 

Index .................................................. 263 

List of Contributors ....................................... 267 



1 Historical Overview of Accounting Information 
Systems 

Asokan Anandarajan 1, C.A Srinivasan2, Murugan Anandarajan3 

ISchool of Management, New Jersey Institute of Technology, New Jersey 

2Department of Accounting, Drexel University, Pennsylvania 

3Department of Management, Drexel U niversity, Pennsy Ivania 

Abstract. In this chapter, we provide a broad overview of accounting his­
tory commencing from 8000 Be, when simple tokens recorded evidence 
on transactions, through the ancient civilizations, where clay and papyrus 
were used, to the invention of the first printing press in the fifteenth cen­
tury to modern times. We focus on how accounting philosophy developed 
to take into account legal, competitive, and especially technological 
changes in the environment. From the development of the Abacus in 
around 3000 Be to present day sophisticated accounting software, we dis­
cuss how accounting has changed and adapted to environmental needs. 

1.1 Introduction 

Accounting can be defined as a discipline, which at a particular point in 
time, encompasses a body of ideas, a number of conventions, a set of 
available tools/techniques, and a variety of actual practices (Boyns and 
Edwards, 1997). Since it communicates financial information, accounting 
is often called the language 0/ business. Accounting has been in recorded 
existence since at least 2000 Be when the ancient Roman, Greek, Indian, 
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and Egyptian civilizations began trading. In these highly sophisticated an­
cient civilizations, both traders and the ruling dynasties goveming the 
country engaged in commercial transactions. John Alexander in History 0/ 
Accounting noted that an accounting of the transaction was needed to pro­
tect all parties involved in the transaction. The earliest "intelligence tech­
niques" in accounting were characterized by recorded transactions in clay 
and papyrus and systems of checks and balances to ensure that the records 
were ace urate and could be verified. Early records indicate that the ancient 
Romans also developed their own elaborate system of checks and balances 
to account for receipt and payment of money. 

In discussing the emergence of accounting, we characterize the different 
eras into ancient times, pre-renaissance, renaissance, industrial age, and in­
formation age. We discuss the environment in each of these eras, the tech­
nology prevalent in those times, and how a combination of environmental 
and technological changes impacted the development of accounting to 
adequately meet the information needs of both outsiders (investors, credi­
tors, and suppliers) and insiders within the company (managers or owner 
managers). 

1.2 ABrief Historical Overview of Accounting 

1.2.1 Ancient Era (Commencing 8000 BC) 

Accounting may have been in existence since the very birth of civilization. 
If we trace our roots back into the mists of history, ancient Jericho founded 
around 8000 BC could be considered to be the first "city." The first ac­
counting records can be traced back to this time. Trading in the form of 
barter took place in this Dead sea site. The first records amounted to sim­
ple tokens (see Fig. 1.1). 

Fig. 1.1. Clayball and its content of tokens representing 7 units of oil, from Uruk, 
present day Iraq, ca. 3300 B.C. (Source: Schmandt-Besserat, 2002) 

These included clayballs of various shapes (oval, circular, etc) that repre­
sented specific goods, such as cattle and other livestock and agricultural 
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items, such as wheat. This system was the first recording and representa­
tion of inventory and the beginning of the concept of numbers. Giroux 
(2001) notes that over the next 5,000 years, accounting records subse­
quently advanced from simple to complex tokens, to clay tablets, and then 
to the development of abstract symbols. The development of accounting 
occurred in conjunction with advances in agriculture, pottery, textiles, 
buildings, war and nation states. While simple tokens were sufficient ini­
tially, with the formation of the nation states, a more advanced form of re­
cording was necessary resulting in the cuneiform writing in Sumeria 
around 3200 Be. However, calculations still remained in the form of mak­
ing and counting tokens to represent transactions. The first real technologi­
cal innovation that influenced accounting occurred around 3000 Be. At 
this time, bronze was "discovered" and used to make tools in the Middle 
East. This era officially became the start of the Bronze age. Ouring this 
time, the abacus was first invented in China and later made its way to the 
western civilizations where it became an invaluable tool for accounting 
calculations. At this time, a parallel invention occurred in Egypt that also 
revolutionized recording of accounting transactions. This invention was 
the development of the papyrus scroll. 

Fig. 1.2. Clay tablets dating back to 
about ca. 2900 BC 

Fig. 1.3. Papyrus writing medium most 
common to the ancient Egyptians 

It is interesting to note that, while Egyptians used papyrus scrolls, similar 
transactions were being recorded in Mesopotamia on clay tab lets. The 
Mesopotamian equivalent of today's accountant was the scribe. In addition 
to writing up transactions, the scribe ensured that the agreements complied 
with the detailed code requirements for commercial transactions. Hence, 
the work of the scribe could be considered to be far more extensive than 
that of the modern day accountant. Apparently, the temples, palaces, and 
private firms employed hundreds of scribes. This profession was held in 
high esteem since it required knowledge of both writing and the law. 
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While the scribe was the "accountant" in Mesopotamia, the storehouse 
bookkeepers were the early "accountants" in ancient Egypt. The store­
house bookkeepers in Ancient Egypt had a much easier task recording 
transactions since they used papyrus scrolls that could hold more records. 
These bookkeepers had meticulous records backed by elaborate internal 
verification systems. The Royal houses also had auditors to check the work 
of the bookkeepers; if irregularities were discovered, it was punishable by 
fine, body mutilation, or death depending on the seriousness of irregular­
ity. However, accounting in the ancient world, be it Mesopotamia or 
Egypt, never went beyond meticulous "list making." Further, accounts 
were not recorded in terms of money; gold and silver were not considered 
currency but items of exchange. However, this consideration changed 
around 2200 BC. The Code of Hammurabi, one of the earliest law codes, 
enforced standardized weights. Commercial transactions were now re­
corded in these standardized measures. The code, in fact, required com­
mercial transactions to be recorded using these weights and measures and 
imposed penalties for violators. Payments were now based on fixed 
amounts of silver and grain. If we trace our way through the meandering 
paths of history, accounting records have also been discovered dating to 
the Chao dynasty (1122 to 256 BC). This form, though single entry was 
said to be the most advanced form of accounting till the emergence of the 
double entry system in the thirteenth century. 

Fig. 1.4. Code of Harnrnurabi consisted of a collection of the laws and edicts of 
the Babylonian King Harnrnurabi, and the earliest legal code known in its entirety. 
ca. 1792 BC 

Another major technological innovation that impacted accounting was the 
invention of coins in Lydia around 700 Be. It started with crude slugs of a 
gold and silver alloy of a standard weight. Later coins were stamped, first 
with simple lines and then with more complicated designs showing the 
Gods and Emperors of these ancient times. The most important contribu­
tion to accounting at this juncture is attributed to the Greeks. They intro-
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duced banking and started to mint money around 575 Be. This contribu­
tion was a major development since accounting transactions now started to 
be recorded in ancient money rather than standardized weights and meas­
ures. Bankers in ancient Greece are said to have kept record books, 
changed and loaned money, and even arranged for money transfers Uust as 
Western Union today) for citizens with affiliate banks in distant cities. The 
ancient single entry bookkeeping records were not merely lists of items 
bought, kept and exchanged, or sold; they were also denominated in 
money, which was a fundamental difference to prior ancient systems. 

We cannot continue the discussion of the history of accounting without 
discussing Ancient Rome. Rome was a nation state that successfully con­
quered its neighbors and many of the countries around the Mediterranean 
and large parts of Europe. Rome's contribution to the development of ac­
counting was the convergence of the adoption of the coinage concept from 
Lydia, the abacus concept from China, the alphabet from the Greeks, the 
use of papyrus from the Egyptians, and the concept of banks and credit 
again from the Greeks. Rome' s original contribution was the development 
of numbers (Roman numerals) and the establishment of the "corporation" 
concept by setting up entities that could own property, make contracts, and 
engage in many activities. In ancient Rome, accounting evolved from re­
cords kept by heads of families. The daily house receipts and expenses 
were kept in daybooks (the early precursor to modem day ledgers). An­
other contribution of ancient Rome was the development of the primitive 
income statement (profit and loss statement) and balance sheet. The au­
thorities required to see not only excess money from business but also the 
first balance sheet in the form of assets and liabilities of the households. 
These, in turn, were used to determine taxes payable. This system also ex­
tended to governmental receipts and payments for those who maintained 
the treasury. Yet another contribution of Rome to accounting was the an­
nual budget. Treasurers determined amounts that could be spent and inves­
tigated variances from budget at the end of the year. They also incorpo­
rated responsibility accounting since these variances were reported to the 
emperor (Julius Caesar personally supervised the treasury) who decided 
what actions to take against person or persons over budget. 

1.2.2 Medieval Age (1000 - 1200 AC) 

While the medieval times were generally considered to be a sterile period 
in the development of accounting, historian Michael Chatfield observed 
that medieval accounting "laid the foundations for the doctrines of stew­
ardship and conservatism; and the medieval era created the conditions for 
the rapid advance in accounting technology that occurred during the ren-
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aissance." The major development occurred after the Battle of Hastings in 
1066 when William of Normandy conquered England. From the account­
ing view point, the significant event was the writing of the Domesday 
Book in 1086 that surveyed the wealth of the kingdom to deterrnine taxes 
and England's fiscal system. England's legal system and government and 
the basic methods of accounting (albeit single entry at this time) developed 
as a result of the need to record transactions and property ownership me­
ticulously for the purpose of determining taxes. Another significant conse­
quence to accounting as a result of the Norman invasion was the develop­
ment of taUy sticks. This measurement equates to the modem day 
"transactions of account" and displaying accounts receivable (debtors) and 
accounts payable (creditors) in modem financial statements. TaUy sticks 
were primitive instruments of credit. They were wooden sticks that were 
notched to represent specific sums of money. The sticks would be split into 
two to serve as a receipt. 

Another momentous event that impacted accounting was the Crusades 
that began in 1095. The objective of Western armies at this period was to 
conquer the Holy Land. Vast sums of money were needed to finance the 
arrnies. This necessity stimulated banking in Europe, and Italian city states 
began to pros per. As they prospered and engaged in more commercial ac­
tivities, the need for better accounting systems became apparent. The next 
stage in the history of accounting moves to Italy. From the year 1000 AD, 
Italian merchants extended their trading initially to England then eventu­
aUy to the Far East while improving single entry bookkeeping. 

1.2.3 Pre-renaissance Age (Approximately 1200 to 1400 AD) 

The Piscan document, an early document found by archaeologists, showed 
systematic (but primitive) bookkeeping by Italian merchants around the 
year 1100 AD. A century later, modem accounting, in the form of double 
entry book keeping, emerged, simultaneously and apparently independ­
ently, in several Italian cities at the high point of what Bryer (1993) refers 
to as the "commercial revolution" between 1250 to 1350. Initial double en­
try, he suggests, was initially formulated here and hence he refers to this as 
the "Italian method." In fact, accounting records of a company caUed Gio­
vanni and Farolfi and Co documented a complete double entry bookkeep­
ing in the year 1300. 

The key feature of the commercial revolution in Italy was the rise of 
merchant capitalism, generating a new system of social relations. This evo­
lution started in the large cities in northern Italy. As businesses grew and 
expanded, the owners needed more investors whom they brought in as 
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partners. Thus, they gradually lost their power and individual decision­
making became decision making by consensus among the partners. 

Initially, these partnerships were smalI; and the partners divided profits 
in accordance with customary formulas. At this juncture, the role of ac­
counting was merely the computation of profit at the end of a business pe­
riod. Today' s concern with "net worth" of a business and computation of 
return on investment as a performance measure was irrelevant and was not 
a tool of accountants during this period. However, as the commercial revo­
lution continued, these partnerships became involved in large scale trading. 
Eventually, these partnerships transformed themselves into what is now re­
ferred to as joint stock companies. At this juncture in the pre-Renaissance 
period, the focus of accounting became not only the computation of profit 
but also computing partners' equity and change in equity. The rate of re­
turn on capital (still used in our modern age) became the cornerstone of 
accounting at this juncture since it became the basis of profit distribution. 
Bryer, in his paper, provides us with insight by discussing the earliest 
known business records dating back to a business that existed between two 
partners in Genoa, Italy. The partnership spanned the period 1156 to 1164 
and the records comprise three sheets of figures discussing the business 
and computing profits based on capital contribution at the termination of 
the partnership. This example summarizes the role of accounting in the 
pre-Renaissance period, namely, that of recorder of business transactions 
for the purpose of profit distribution. The technology of this time only 
comprised copious notes in books referred to as ledgers. 

Another important change occurred in the pre-Renaissance era. For the 
first time in history, capital was pooled for investment in commerce. Ear­
lier investors traded with their own capital. But, as firms expanded and 
more merchants joined, individuals could no longer trace their capital as it 
became pooled with the capital of many others. Thus they, as individuals 
lost their identity in the large corporate enterprise. Further, many families 
provided capital but chose not to engage in the actual business itself. They 
hired people to manage their money in the firm. These people came to be 
referred to as managers, and owners who participated actively in the busi­
ness became known as owner managers. 

Karl Marx attempted to explain the emergence of double entry book­
keeping at this time by stating that capital became "socialized" mainly due 
to demand from investors for the frequent calculation of the rate of return 
on capital as the basis for sharing profits. Since this era produced the most 
"intelligent" business tool known to man, namely, the rise of the double 
entry form of bookkeeping, we need to spend time discussing its emer­
gence and role and how the environment influenced its development. 
Littleton, one of the most famous accounting historians, stated that double 
entry bookkeeping arose to help management in decision-making. In 
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Littleton's view, the purpose of double entry bookkeeping was to aid the 
owner or owner manager not merely to measure and record transactions 
but also to explain the results to others so they, as a group, could make ap­
propriate decisions for the benefit of the enterprise. Double entry book­
keeping was basically an intelligence tool of the times. The owners, if they 
did not participate in the business, wanted to be able to quantify transac­
tions and to ensure a system of checks and balances. Chatfield, another 
prominent writer of this time, states that to divide profits fairly they needed 
an accounting system in which all transactions were recorded. The double 
entry system met this need. 

Fig. 1.5. Painting of Fra Luca Pacioli and pupil, by Jacopo de Barbari (1440/50-
1516), perhaps the most famous Renaissance painting with a geometrie theme 

The origins of modem day accounting are to a large extent uncertain. Even 
though we know it existed, the person to whom it is now attributed is an 
Italian mathematician by the name of Luca Pacioli. Pacioli was born in 
1445 in Tuscany, Italy. He was a "Renaissance" man in that he had knowl­
edge of diverse subjects including medicine, art, music, and mathematics. 
Pacioli, though accredited as being the father of modem day accounting, 
never claimed to have invented double entry bookkeeping. Thirty-six years 
before his treatise, Benedetto Cotrugli published a book titled 'Of Trading 
and the Perfect Trader', which included many of the features of modem 
day double entry accounting. Pacioli claimed familiarity with the manu­
script and credited Cotrugli with originating the double entry method. Pa­
cioli, though largely unknown and uncelebrated outside the field of ac­
counting even today, had the distinct honor of mentoring Leonardo da 
Vinci. He was also a contemporary of the famous explorer, Christopher 
Columbus. In 1494, he wrote his famous treatise, Summa de Arithmetica, 
Geometrica, Proportione et Priportinalite (Arithmetica, Geometria, Pro-
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portioni et Proportionalita). Written as a guide to mathematical knowledge 
of the times, bookkeeping was one of five topics covered. The Summa's 
36 short chapters on bookkeeping, entitled De Computis et Scripturis (Of 
Reckonings and Writings), were added he said so that the subjects of the 
Duke of Urbino could have complete instructions in the conduct of busi­
ness. In this treatise, Pacioli devised and elaborated on a system designed 
to ensure that financial information was recorded both efficiently and ac­
curately. The major technological innovation that truly contributed to the 
rapid spread of the accounting concepts was the invention of the printing 
press by Gutenberg in the year 1440. Printing presses spread through 
Europe in the coming decades, and the works of Cotrugli and Pacioli were 
read throughout Europe. 

1.2.4 Renaissance Age (Late 1400s to 1700s) 

The system set up by Pacioli gradually spread from Italy through the rest 
of Europe during the renaissance age in the fifteen and sixteenth centuries. 
Technology, at this time, was marked by what can be referred to as "suc­
cessful voyages," namely, the ability of ships to circumnavigate the globe. 
In 1490, the first cargoes of pepper and spices reached Lisbon directly 
from India. The western route to the "Indies" was discovered in 1492. In 
1493, an executive order from the Pope gave exclusive rights to Spain and 
Portugal to keep the "spoils" of their discoveries from foreign lands. This 
edict encouraged greater ventures. In England, merchants with the backing 
of their sovereign began to search for a northeast or northwest passage to 
China (Cathay as it was known then) to avoid conflict and find a shorter 
route (Bryer, 2000). For Spain, Portugal, and England, the costs of these 
voyages were now exorbitant and could not be funded by a single mer­
chant. Long ocean voyages demanded expensive fleets of large, heavily 
armed vessels, and there were long delays and great risks. These costs re­
sulted in the formation of joint stock companies comprising capital from a 
multitude of investors. In London in 1551, London merchants promoted a 
company to finance the Chancellor-Willoughby expedition that also sought 
a northeast passage free from Portuguese interference. This venture was 
the first of the "great English joint-stock companies" for foreign trade with 
an initial membership of over 200. However, the predominant English 
joint stock company was the East India Company founded in 1600. The 
company had monopoly trading rights for much of Asia with Thomas Ste­
vens being appointed as the first "modern day" accountant. 

The formation of a joint stock company had many advantages. Finan­
cially, it enabled the investor to distribute, and so minimize, the risk of 
hazardous enterprise. Scott (1951) explains this concept succinctly. "Sup-
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pose for instance, a capitalist was prepared to venture, he may be only fit 
out a small ship. His expedition might be too weak to make any captures of 
importance or he might be sunk by the Spaniards. If, on the other hand, he 
participated in a large joint stock company that had several expeditions, 
even if one were a total failure, he had e·very prospect of obtaining profits 
from his shares in the others." This context assists in understanding the 
history of accounting during this Renaissance period. 

Karl Marx points out that these merchants, the owners of the joint stock 
companies, were "feudal" in their mentality. This terminology means they 
were only interested in the bottom line profit popularly referred to as con­
sumer surplus. Bryer notes that few used any from of double entry book­
keeping. Accounting merely comprised computing the value of the mer­
chandise brought back less the costs that financed it. 1 

During the late sixteenth century, however, there came into being a 
number of joint stock companies in which the assets of several individuals 
were placed either under the control and management of one body of ad­
ministrators or under one partner or manager. These organizations needed 
a system of accounting that could provide relevant, organized, and impar­
tial information in situations where ownership and management were sepa­
rated. The attraction of the Pacioli double entry bookkeeping now was its 
supposedly greater comprehensiveness and its automatic check on accu­
racy. It also made possible the development of summary statements of 
profit and loss and of proprietary interest and assets should any one of the 
owners requested it. 

However, it was during the industrial age that the system devised by 
Pacioli gained rapid importance on aglobai scale. The industrial age could 
be attributed to Abraham Darby. In 1709, he set up his own iron works en­
gaging in the smeIting of iron at the Ironbridge site in England. In 1733, 
John Kay invented a "flying shuttle" that basically replaced hand made 
textiles with the factory system. Their respective successes attracted many 
businesses, and the industrial age began in earnest. 

I In Drake's strategie voyage to raid the West Indies in 1585 for example, Queen 
Elizabeth supplied two ships and 10,000 pounds, giving her a total investment 
of 20,000 pounds. At the end of the voyage, the joint stock was sold; the Lord 
Admiral claiming a tenth, the Queen 5 pereent; the remainder, one-third to the 
owners, one third to the erew, and one third to the victuallers who gave the pro­
visions for the voyage. As ean be seen, there was no need for double entry to 
reeord eaeh and every transaetion sinee the "transaetion" eomprised, in many 
eases, raiding of the natives and other ships. 
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1.2.5Industrial Age (1700s to early 1900s) 

During this era, significant changes occurred in financial accounting; and a 
new field of accounting, management accounting, was born. The develop­
ments in these two fields will be considered separately. 

1.2.5.1 Financial Accounting 

During the industrial age, and subsequently the advent of large corpora­
tions, the concept of economic entity or separation of owners from the 
managers of business took place. As Weygandt, Kieso and Kimmel (2000) 
noted, the need to report the financial status of the enterprise became more 
important especially to ensure that managers acted in accordance with 
owners' wishes. Until the mid-to late nineteenth century, many companies 
were tightly managed by their owners who were, in effect, managers of 
their respective businesses. Since the owners acted as their own managers, 
disclosure of records showing profits was not seen as important. This per­
ception was because the owners were intimately involved and knew the fi­
nancial status of their businesses. Further, the financial capital input into 
the business was by the owners themselves. After the industrial revolution, 
businesses began to seek outside capital. They obtained money from inves­
tors and creditors. The investors, though considered to be part owners, 
were not responsible for running the business. Further, owners now dele­
gated the running of their businesses to managers. Hence, they became in­
terested in business profits to satisfy themselves that the business was run 
properly. Similarly, creditors too were interested in business profits to sat­
isfy themselves that their loans would be repaid with interest. Thus, disclo­
sure of financial information by managers of companies became more im­
portant and was considered to be an integral part of conducting business. 
This need resulted in most corporations adopting the rules set down by Pa­
cioli. The accounting system developed by Pacioli was refined and modi­
fied. During that era, it became not only the language of business but also 
the language of global business since all countries have identical rules with 
respect to the use of accounting entries. 

1.2.5.2 Management Accounting 

Cooper and Taylor (2000) note that, while bookkeeping increased in im­
portance during this period, another field of accounting was born due to 
different needs that arose because of the technological innovations wh ich 
took place in this era. Josiah Wedgwood is credited as becoming the first 
cost accountant. The famous potter set up his plant in 1754. To avoid 
bankruptcy during a recession, Wedgwood examined the firm' s manufac-
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turing cost structure, overhead, and market structure. He thus became an 
accounting pioneer. 

Why did cost accounting achieve pride of place as a special branch of 
accounting? Braverman (1974) noted that the battle to realize values and to 
turn them into cash, called for a special accounting of its own. Stacey 
(1954) links the development of management accounting (also called cost 
accounting) directly with the rising costs of production caused by the in­
troduction of the Factory Act of 1862, which limited the exploitation of 
children and adults. He notes that the costs of production grew because 
children could not be exploited. While the profits could absorb the addi­
tional expenses incurred by the increased wages, entrepreneurs had to ex­
ercise stricter control over these additional costs to affect all possible sav­
ings in the processes of manufacturing. These efficiencies could not be put 
into practice without some rudimentary information culled from the ac­
counts. The larger the undertaking, the greater were the opportunities for 
saving and the importance of keeping better records focusing on different 
types of costs grew. 

Another important technological innovation that changed the environ­
ment of the mid-nineteenth century and impacted fundamentallyon the 
new concept of management accounting was the emergence of the rail­
roads and more effective forms of transport. In 1769, the first steam engine 
became operation al due to the pioneering work of James Watt. Steam en­
gines were used by textile factories, iron and steel manufacturers, and 
other businesses. 

Boyns and Edwards (1997) and Chandler (1977 and 1990) point out that 
business activity in America in the early nineteenth century required little 
in the way of accounting information for decision-making. Chandler noted 
that the key to subsequent developments is to be found in changes intro­
duced by the railroads where, during the 1850s and 1860s, nearly all the 
basic techniques of modern management accounting were invented. It was 
another 30 or 40 years before similar developments occurred in Vnited 
States manufacturing and marketing businesses, due to their different re­
quirements as compared with the railroads. 

The developments, which began to occur after the middle of the nine­
teenth century, are seen by Chandler as part of a growing concern in the 
V.S. with changes in organizational structure as a means of achieving in­
creased profitability; whereas previously attention had been focused upon 
technological developments. Certain V.S textile concerns, most notably 
Lyman Mills, began to pay more attention to costing matters in the depres­
sion of the 1850s; and steel manufacturers, such as Carnegie, began to 
carry out cost accounting and control practices after 1870. Boyns and Ed­
wards (1997) observe that by the 1880s the Carnegie Steel Works' cost 
sheets (which they used as their example) were sophisticated and used to 
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evaluate overall performance and performance of their departmental man­
agers and foremen. The cost sheets were also used to check quality and 
mix of raw materials, to evaluate improvements in processes and products, 
and for pricing non-standardized items. 

Thereafter, developments in cost accounting were closely related to the 
development of scientific management. Management accounting at this 
time was predominantly concemed with trying to identify and understand 
costs for the purpose of control. In the early years of the twentieth century, 
many factories began to be organized along the lines set by Emerson, Tay­
lor, and Towne, and other active members of the American Society of Me­
chanical Engineers with the results being that the contract system was 
eliminated; gain-sharing and incentive plans were adopted; cost accounting 
based on shop orders or a voucher system of account was introduced; time 
studies were carried out; route, time, cost and inspection clerks were em­
ployed; and the manager's staff was enlarged. 

In the late 1880s of the industrial age, the office was virtually untouched 
by technology. Cooper and Taylor note that the expansion of organizations 
in the late nineteenth century made operating the business using people ex­
tremely costly and interest tumed to the possibility of some sort of me­
chanical writing machine. Technology during this period comprised vari­
ous forms of office mechanization (i.e., Remington's typewriters). 

However, Cooper and Taylor (C and T) note that the new technology in 
the form of mechanization had both positive and negative effects. The 
positive effects were that typewriters and other machines speeded up work 
processes and reduced labor costs by allowing the more expensive male 
clerks to pursue the more analytical side of clerical work. The negative ef­
fect was what is referred to as the process of deskilling accounting labor. 
To illustrate in the mid-nineteenth century, the entire process cycle from 
obtaining orders to sending the final goods to the customer would be ful­
filled by the accountant who was conversant with the steps in the whole 
cycle. This cycle included, but was not limited to, recording the customer's 
order, checking the customer's credit status based on prior transactions 
with the business, sending documents to the delivery department to ensure 
goods were delivered, and checking if the customer was entitled to dis­
counts. However, after the mechanization that characterized this era, the 
work processes of most organizations resulted in what C and T described 
as a continuous flow process. The work process was subdivided into min­
ute operations each becoming the task of a worker or group of workers. 
One necessary division was the introduction of various ledgers (sales, pur­
chases, nominal). Tbe essential feature of this "parcelling" of individual 
processes was that the workers involved lost comprehension of the process 
as a whole and the policies which underlie it. With sufficient customers, 
one worker (or group of workers) would be left to post, for example, cus-
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tomer orders. This worker might see nothing of the credit worthiness of a 
customer or their sales history and, therefore, would be unable to assess 
whether there was anything unusual about a particular order. 

C and T' s conclusions are that the indefinable element of judgment and 
intuition based upon skilI, experience, and a comprehension of several 
stages in the process had been removed. Moreover, clerical processes 
could now be controlled at various points by mathematical checks with, for 
example, the measurement of the number of invoices posted per day per 
worker or the quantification of mistakes made by an individual clerical 
worker. The net result was that cost accounting, though important, started 
off as a mundane field. Further, unlike in the pre-industrial age, clerical 
staff was not in a position to understand the whole cycle, thus reducing the 
value of the individuals in the accounting function. 

While it is acknowledged that cost accounting initially developed as a 
mundane field, the tenets underlying modern cost accounting can be traced 
to 1923. Under controller Donaldson Brown and Chairman Alfred Sloan, 
General Motors developed the major cost accounting techniques that are 
now used by big businesses. These techniques involve the concepts of re­
turn on investment, return on equity, and the use of flexible budgeting. 

1.2.6 Information Age 

1.2.6.1 The Early 19505 fo fhe Lafe 1960s 

The information age can be traced to the development of the computer. In 
1943, the first computer with electronic circuits was developed by Eckert 
and Mauchly at the University of Pennsylvania. In 1950, IBM began to 
develop electronic computers to add to their line of business equipment. 
From the accounting view point, the IBM 702 became available for ac­
counting use in 1953. This year could be considered the beginning of the 
accounting computer age. When Arthur Andersen computerized the pay­
roll of a General Electric plant using a UNIV AC I, it began the informa­
tion age for business. 

The invention of the computer revolutionized the accounting function 
because organizations could now record their business activity in an elec­
tronic format. Computers had the distinct advantage of being able to proc­
ess large amounts of data without the tendency of being prone to error as 
human beings are wont to do. Computers also enabled the presentation of 
information at a level of detail previously unknown to the manual genera­
tion. 
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Fig. 1.6. The first UNIVAC computer 

The environment of the 1960s was conducive to rapid technological 
change. Initially, computers were used for routine tasks that were mainly 
voluminous and repetitive. Examples of these tasks were payroll process­
ing, processing of debtors (accounts receivable) transactions and balances 
and subsequent billing, keeping track of creditors (accounts payable) and 
inventory tracking and control, among others. Information systems, which 
carried such routine activities, came to be known as transaction processing 
systems. These systems were mainly for the management accounting func­
tion and included tasks such as recording and keeping track of sales for the 
purpose of analyzing sales reports and trends in revenues. 

The fundamental change in information processing was that, once com­
puterization had been achieved around the late sixties to the mid seventies, 
office information was reduced to "pieces" of data, and most work was 
automated. The advantage was that computerized information could be 
used to enhance control. The computer could, for example, help in identi­
fying waste and areas where costs could be considered excessive. To illus­
trate, budgeted cost information could be fed into a computer that could 
compute actual costs, figure out variances, identify the significant vari­
ances, and report to management. Another feature was that, even if the 
variance was not significant, the computer could identify trends and report 
variances where the trend was not normal indicating a possibility of fraud. 
This improvement resulted in what accounting popularly refers to as 
"management by exception." Managers need not waste time on routine in­
vestigation but only those variances reported by the computerized system. 
Thus, this new technology accentuated the role of accounting to not merely 
reporting financial numbers but also as a tool for performance evaluation 
and efficient management. 
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The most important aspect for accounting was that computers greatly 
enhanced the ability of accountants to process data at rapid speed effi­
ciently and effectively. This increased output due to computerization had 
two implications for management. They would be able to get by with less 
labor. The development of the first personal computer in 1976 by Steve 
Wozniak and Steve Jobs, who built the first Apple computer, also in­
creased productivity of accountants but at a cost to labor. The labor that 
they needed could be less skilled and therefore cheaper. Cooper and Taylor 
cite an article where they noted that with each reduction in work force, the 
remaining workers were told to increase their output. Automation had re­
duced the staff in that office by more than one-third, and more mechaniza­
tion was in prospect. The union spokesman in their respective case study 
said that the categories of jobs that had disappeared were those wh ich re­
quired skill and judgment. Those remaining were the tabulating and key 
punching operations, which became even simpler, less varied, and more 
routine as work was geared to the computer. 

What was the impact of the introduction of information technology in 
the form of computerized accounting to the work place? There was an in­
crease in speed and volume; the tasks became subdivided and managers 
were able to adopt sophisticated methods for monitoring performance and 
setting targets for their workers. However, during the transition period 
from manual or machine-based accounting to computerized accounting, a 
degree of "skill enhancement" did occur. Accountants now needed knowl­
edge of both computerized systems and manual systems; the environment 
was such that accountants with knowledge of both forms of systems could 
demand higher salaries. However, on ce the new computerized systems 
passed through what Cooper and Taylor refer to as the trial period, the ne­
cessity for highly skilled accountants and bookkeepers diminished. Ac­
counting was most severely affected at the junior level. These junior staff 
now found their jobs degraded and transformed into data processing jobs 
with no prospects. Sadly, as Cooper and Taylor note, the position of more 
skilIed bookkeepers and accountants was also weakened by the advent of 
computerization. Braverman (1974) cites the example of an V.S. multi­
branch bank that reported that within 18 months of installing electronic 
bookkeeping machines, the bookkeeping staff of 600 had been reduced to 
150, and the data processing staff had grown to 122. This change was in 
line with the experience of most banks with labor reductions of between 40 
and 50 percent. Many bookkeeping staff was replaced by machine opera­
tors, punch card operators, and similar grades of workers. 

One important result of the implementation of technology in the form of 
computers was the adoption of the behavioral concept of what is popularly 
referred to as "Taylorism." Taylor had espoused ways to increase effi­
ciency in the work place. The introduction of computers enabled the con-
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cepts of Taylor to be applied to the accounting function. Braverman and 
Cooper and Taylor note that the removal of the "conception" part of the 
c1erk's work is one of the key elements of Taylorism in an office. Taylor­
ism basically believed in division of labor in the work place and every per­
son being conversant or specializing in one task. Braverman noted that af­
ter computerization, the ability of the office worker to cope with deviations 
from the routine, errors, special cases, etc., all of which require informa­
tion and training, virtually disappeared. He conc1udes that the number of 
people who can operate the system, instead of being operated by it, has de­
c1ined significantly. These words though stated three decades aga hold true 
today. 

It has been noted that, despite the rhetoric by politicians of all persua­
sions surrounding the need for a "skilled work force," the dehumanizing 
long run impact of Tayloristic "deskilling" is impacting the majority of the 
c1erical staff involved in basic accounting work. It may in the near future 
begin impacting professional accountants. For the individual bookkeeper, 
the future is grim. The next stage in computer technology is likely to be 
cheap voice data entry systems. This has been described succinctly. The 
progressive elimination of thought from the work of the office worker 
takes the form, at first, of reducing mental labor to a repetitious perform­
ance of the same small set of functions. The work is still performed in the 
brain, but the brain is used as the equivalent of the hand of the detail 
worker in production, grasping and releasing a single piece of data over 
and over again. The next step is the elimination of the thought process 
completely. 

1.2.6.21980s to the Present 

In this period, most changes in the environment affected management 
rather than financial accounting. Initially, management accounting systems 
were designed and operated to provide information useful for cost identifi­
cation and control by managers. In the 1980s and 1990s, the decision­
making environment changed considerably. This change arose due to in­
creased challenges from overseas' competitors, especially Japan, Taiwan, 
and South Korea and rapid advances in technological development. 

The realization that foreign competitors were gaining a significant foot­
hold led many innovative firms to adopt new techniques to improve pro­
ductivity and competitive strength. These improvements inc1uded, but are 
not limited to, new technological innovations such as Just in time manu­
facturing, Total quality control management (TQM), and flexible manufac­
turing systems. These technological changes fundamentally changed the 
demands made on accountants and the type of information that the ac­
counting function had to provide. Previously, information could be pro-
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vided on a weekly or quarterly basis. However, information relating to in­
ventory levels, production forecasts, and changes in sales forecasts due to 
unexpected changes in the environments had to be made on a real time ba­
sis. Even information on a daily basis was not considered sufficient in this 
new environment. 

As the business environment grew in complexity in the late 1960s and 
70s, accounting managers began to realize that summarized trans action 
data had a huge potential decision-making value. By the early 1970s, sys­
tems called Decision Support systems (DSS) began to come to force. 

A DSS is defined as 'a system that can assist or replace the decision 
maker by combining current and historical facts, numerical data, and sta­
tistics from both inside and outside the organization and by converting 
these data into information useful in decision-making'. While TPS typi­
cally improved the efficiency of existing processes, DSS made organiza­
tions more effective and gave them a competitive advantage. DSS have the 
capacity to perform "what if' analyses using data that it models and simu­
lates. This simulation is done through the use of spreadsheets and statisti­
cal analysis. A DSS, in addition to having interactive capabilities, has the 
capacity to work on "loosely defined" tasks involving high degrees of un­
certainty. Prom an accounting perspective, the DSS can aid in preparing 
variances and comparing those to variances in a prior period. The informa­
tion might help the manager to determine if the budget has been attained 
for this period and to investigate reasons for adverse performance. These 
systems empowered managers to make decisions on their own. The early 
tool used to represent balance sheets and income statements was spread­
sheets. 

In the 1990s, as data capture technology improved and the amount of 
data stored grew, the need to prepare, organize, and present data to manag­
ers became essential. This requirement saw emergence of the Data ware­
house. Inmon, who pioneered the concept and popularized the definition, 
defines a data warehouse as basically a "warehouse" containing detailed 
financial information relevant to a company. Prom an accounting view­
point, data warehouses are helpful because financial information is ob­
tained from sources both internal and external to the firm. The financial in­
formation is equivalent to an "on-line" generaliedger system that contains 
detailed data for both current and past years. The data can relate to the 
company and financial information about its suppliers and competitors. 

While the data warehouse provides the organization with memory, it is 
vital that managers utilize this data to make better business decisions. In 
1996 the Gartner Group reported that: 

By 2000, Information Democracy will emerge in forward-thinking en­
terprises, with Business Intelligence information and applications avai/­
able broadly to employees, consultants, customers, suppliers, and the pub-
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lic. The key to thriving in a competitive marketplace is staying ahead ofthe 
competition. Making sound business decisions based on accurate and cur­
rent information takes more than intuition. Data analysis, reporting, and 
query tools can help business users wade through a sea of data to synthe­
size valuable information from it - today these tools collectively fall into a 
category called "Business Intelligence." 

1.3 What is the Impact of Information Technology 
on Accounting? 

Business intelligence (BI) constitutes is a broad category of applications 
and technologies for gathering, storing, analyzing, and providing access to 
data to help managers make better business decisions. BI applications in­
clude the activities of decision support systems, query and reporting, 
online analytical processing (OLAP), statistical analysis, text mining, data 
mining and visualization. 

As O'Donnell and David (2000) note that while such information tech­
nologies have availed many new information alternatives, i.e., presentation 
lectures that could change the way decisions are made. Access to a data­
base of basic transaction information makes it possible to acquire detailed 
accounting data and analyze it differently for each decision situation. Real 
time financial reporting could provide up-to-the-minute rather than weekly 
information for decision making. Systems can now provide flexible, inter­
active user interfaces that immediately respond to a myriad of information. 

We cannot conclude this chapter without mentioning the turmoil that the 
accounting profession is faced with at the present. The Sarbenes-Oxley act 
has had a major impact on financial accounting. It seeks to increase the 
quality of financial reporting and also provides more stringent require­
ments on auditors who check financial statements. Accountants may be re­
quired to use the BI techniques to enhance the quality of the information 
they provide. These techniques are discussed at greater detail in the fol­
lowing chapters. 
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Abstract. The ability to make effective decisions is crucial to an organiza­
tion's survival in today's tumultuous business environment. In order for 
firms to evaluate alternatives and make informed choices they must have 
reliable and timely data upon which to make their decisions. Consequently, 
the development of effective data management techniques is of central im­
portance to an organization. Yet, many firms are learning that this is no 
easy task as they find themselves inundated with nearly overwhelming 
amounts of data. Assessing the specific data management issues firms face 
and the development of an effective methodology to address these issues is 
a central focus of this chapter. Specifically, this chapter explores data 
management from a cybernetic approach and focuses on methods of trans­
forming various forms of structured and semi-structured data into struc­
tured, useful data that an organization can utilize to make effective, in­
formed decisions. 

2.1 Introduction 

Organizations have faced a complex and tumultuous environment over the 
last decade. Consumer confidence has been significantly eroded as sc ions 
of industry have crumbled under the weight of unethical and often illegal 
business practices. The age of electronic commerce, ushered in by the ad­
vent of the World Wide Web, enjoyed abrief reign, which ended when 
stakeholders began to demand outdated "old economy" standards such as 
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corporate profitability and returns on investments. The resulting volatility 
of the current landscape was reflected in the Dow Jones Industrial Average 
that hit heights above, 11 ,000 and reached lows below 8,000. The end of 
the 1990s witnessed billions spent to defend against the impending Y2K 
disaster, which left unresolved the issue of whether the catastrophe would 
have happened in the first place. The times saw government taking on big 
business in the form of a federal antitrust suit with neither side emerging as 
the cIear winner. Many organizations intrinsically assumed to be going 
concerns are now struggling just to survive. 

The accounting profession has not escaped being significantly affected 
by these turbulent times. Indeed, the destruction of Enron and implosion of 
Arthur Anderson are the largest, but by no means the only, contributors to 
the current chaotic marketplace. Global Crossing, WoridCom, and a host 
of other organizations stand accused of fraud, deception, and corporate 
mismanagement. WoridCom, accused of committing fraud totaling in the 
billions, has filed for bankruptcy and even changed its name in an effort to 
separate itself from its checkered past. There has been a public opinion 
backlash against business in general, and the accounting professions spe­
cifically, which has had and continues to have significant repercussions 
(Resnick, 2002). The Federal government has responded with investiga­
tions, official inquiries, and the formation of the Sarbanes-Oxley Act of 
2002, which has been referred to as "the most significant legislation affect­
ing the accounting profession since the Securities Act of 1933" (Latshaw, 
2003). Many organizations are reemphasizing their dedication to ethical 
practices and attempting to ass ure the public that this dedication is em­
braced across the enterprise (Blank et al., 2003). There is an increased 
scrutiny by all interested stake holders into the accounting and management 
practices of organizations (Blackhouse, 2002). More attention then ever 
before is being given to the decisions made by these organizations and the 
factors that led up to these decisions. 

At the core of every business transaction, every contract negotiation, 
every exchange of goods or services, exist a myriad of decisions made to 
achieve that result. "Should we lower prices to stay competitive or raise 
them to increase profits? Should we continue to outsource or leam to de­
velop in-house? UFO, FIFO, or weighted average?" The engine of busi­
ness runs on timely and effective decisions, yet the reality is that half the 
decisions organizations make faH (Nutt, 1999). Businesses may avoid 
making these poor choices and make better decisions through basing these 
decisions on the foundations of accurate, timely, and relevant information. 
Inaccurate information is an expense that few businesses can afford, since 
the "garbage in, garbage out" problem has costly ramifications (Dubois, 
2002). More often than not, the accuracy of the information is largely de­
pendent on the timeliness of the information. In an environment where it is 
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crucial to maintain a competitive advantage, the speed at which infonna­
tion can be disseminated is often the difference between corporate success 
and financial ruin. 

While timeliness and accuracy of infonnation are indisputably impor­
tant, perhaps the greatest challenge that many organizations face is to find 
the "relevant" infonnation. Recent studies have indicated that we are well 
on our way to producing more infonnation over the next few years than 
has been produced in all of recorded history (Roth et al., 2002). Infonna­
tion technology improvements, such as the availability of improved band­
width and advancements made in storage capabilities, coupled with the de­
clining cost of such technologies have given organizations the ability to 
capture incredible amounts of these data. Finding the data to acquire has 
also never been easier. The interactivity of the World Wide Web, the nu­
merous implementations of point of sale machines and "smart" tenninals, 
and the advancements made in ERP systems have all combined to give 
companies access to almost limitless founts of data (Davenport et al., 
2001). 

The challenge facing many organizations is to sift through this nearly 
overwhelming mountain of data and find what they need in a timely fash­
ion. This challenge is exacerbated by the fact that only about 15 percent of 
these data are in a usable fonnat (Blumberg and Atre, 2003). As advanced 
as technology has become, infonnation technology still needs structured 
data such as a tabular fonnat in spreadsheets or databases, to effectively 
process it. Yet roughly 85 percent of an organization 's data do not exist in 
this fonnat, rather the data are in the fonn of e-mails, PowerPoint presenta­
tions, voice mails, and even meetings and conversations. Most organiza­
tions are unable to use or often even locate these "unstructured" data, and 
thus the potential of an invaluable resource lays unrealized. One study es­
timates that exc1uding opportunity costs, the inability to find the right in­
fonnation at the right time costs an average organization with one thou­
sand employees $6 million annually (Document Manager Magazine, 
2003). In addition to the costs associated with not finding the correct data, 
the under-utilization of all the data captured by the organization is also a 
growing problem. A typical company harnesses only 2 to 4 percent of the 
data that reside in its systems, notes IBM Corp. The remainder sits in data­
bases and is never touched. In the 1990s, companies sat on gold mines of 
data silos and distributed data marts filled with inaccessible infonnation. 
(Fitzgerald,2003). 

Thus, fully managing all data resources has become critical to organiza­
tions' continued viability. This chapter highlights issues that must be taken 
into consideration if companies hope to achieve this challenging task. It 
will begin with a focus on gaining an understanding of the role of data 
within the organization and assess the applicability of taking a "cyber-



24 Patrick W. Devine, c.A. Srinivasan, Maliha S. Zaman 

netic" approach to data management. Specific data c1assifications and the 
utility of such c1assifications will be discussed. The analysis will conc1ude 
with a proposed methodology for realizing the full potential of the organi­
zation' s data. 

2.2 The Role of Data in an Organization 

The dynamics of today's turbulent marketplace make it imperative for or­
ganizations to utilize their data resources effectively. The business land­
scape is still in a significant state of flux. Ten to fifteen years ago organiza­
tions were concerned about the growth of their information systems, the 
development of their local area networks, and facilitating informational 
access within the organization. Five to seven years aga organizations were 
hurriedly defining and implementing their organization's "presence" on 
the World Wide Web. Within the last three years, companies have been at­
tempting to recover from and manage their way through the tumultuous 
landscape of e-commerce. Though c1iched, it is no less true, the only con­
stant is change. Organizations need to evaluate on a continuing basis their 
business models, assessing organizational structure, management proc­
esses, strategic planning and information systems. The organization must 
learn and adapt to the environmental changes. Data, information, and busi­
ness intelligence are critical to this process. Information has become vital 
for the organization's continuity and growth. Where the data originate, 
how the data are collected and c1eaned, how the data are transformed into 
information and then knowledge, and how business can effectively utilize 
all of these intangible resources are key questions that the organization 
must be able to answer. 

In addition to focusing on the technological dimension of data manage­
ment, wh ich concentrates on managing "explicit" knowledge, broader as­
pects, such as the people dimension, the organizational dimension, the 
process dimension, and in some cases even the cultural dimension (for 
multinationals), must be considered. Many organizations are just starting 
to realize the importance of the people or "social" dimension of informa­
tion. Recent developments in "social mapping" software illustrate this 
concern. Through analyzing an organization 's electronic mail, the software 
focuses on how information flows in the organization (Johnson, 2003). 
The study found definitive information sharing patterns that often had no 
bearing on the formal "organizational hierarchy" upon which the company 
was officially segmented. Attempting to "know what they know" is diffi­
cult for organizations. Much of the internal data are "tacit," and therefore, 
the social, organizational, and procedural aspects are essential for success. 
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One approach, which may help in the data management process for all 
forms of data, is for organizations to view themselves "cybemetically." 

Before defining the cybemetic approach, it may be useful to view a spe­
cific problem it hopes to resolve. One of the main issues surrounding many 
companies' use of information is that they utilize information in a linear 
fashion. Thus, data get summarized into information and, with the aid of 
business intelligence and knowledge management tools, get transformed 
into knowledge utilized to make decisions. The problem for many organi­
zations is that they view these decisions as the end of the process. Cyber­
netics chaHenges organizations to move away from this erroneous perspec­
tive and view the entire input-process-out framework as a cycle rather than 
a line. The missing dimension that "closes the loop" on this line is feed­
back. 

Cybemetics is an interdisciplinary theory of systems that is concemed 
with the type of system caHed organisms. However, the focus of the busi­
ness world is on the type of system called organizations. Cybemetics pos­
its that both types of systems have much in common, and thus the study of 
organism may provide useful information for the study of organizations. 
The relevance of using cybemetics to study business may be viewed from 
two aspects: (i) simple growth laws apply to organisms as weH as social 
entities such as manufacturing companies, etc., and (ii) both display over­
all integrated purposeful behavior. Therefore, research in the area of goal­
directed biological systems has provided meaningful insights to ap­
proaches to problems in organizational behavior. 

Though many disciplines have absorbed cybemetic principles, the union 
of cybemetics and business seems especially useful as "cybemetics has fo­
cused more on how systems function, that is to say how they control their 
actions, how they communicate with other systems or with their own" 
(Heylighen et al., 1999). If we look at an organization from a cybemetic 
viewpoint, we see it as an organism that is initially in astate of equilibrium 
with its environment. When fluctuations occur within the environment, the 
equilibrium is disturbed and action must be taken. In order to survive, ei­
ther the fluctuation must be minimized or the organism must adjust. In a 
business context, the first option is generaHy not a possibility for many or­
ganizations. Even if an organization attempts to change the business "envi­
ronment" (i.e., minimize the fluctuation) through advertising, lobbying, 
endorsing specific politicians, etc., this change is often slow and success 
far from certain. Thus, the option that is left to most organizations is to 
adapt. A brief look at the Coca Cola company illustrates this point. 

Combining the terminology of cybemetics with the data management 
process, Fig.2.1 illustrates the process that Coca Cola employed. Over a 
decade ago, in the height of the cola wars, Coca Cola coHected significant 
data on people's cola preferences. They processed these results utilizing 
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various data management systems, which indicated Pepsi was more fa­
vored and used this information as a basis to make the decision to change 
their formula. Yet, this move, listed as one of the "100 dumbest ideas of 
the century" (Time, 2000), proved disastrous; and the feedback Coca Cola 
received caused them to reevaluate their decision and change back to the 
old formula a mere 79 days later (SeIlers, 1995). 

In cybernetics, the feedback process begins when a sensing mechanism 
provides feedback to the "comparator." In this case, the Coca Cola "com­
parator" received thousands of irate phone calls and letters and extremely 
negative coverage in the media. The second step involves the comparator 
evaluating the feedback against some form of benchmark or established 
objective. Coca Cola's objective was to improve product sales, and the 
comparator (the organization in general) established that they were not 
meeting this objective. The last step is for the Activator to take any correc­
tive measures necessary to meet the established objective. Coke realized 
they made amistake and took the corrective action of changing back to the 
original formula. If Coca Cola had not been able to process this feedback 
in a timely fashion, it could have been even more disastrous. In the recent 
past, many e-commerce firms were based on business models, which 
turned out to be incorrecL When the environment changed and investors 
became concerned with profits, some organizations adapted; many more 
did not and now cease to exist. 

Da ta 
Computer-Based 

Informationl 
Structured Information ~ 

Intelligence Serri-Structured Systems 
lklstructured 

I Actlvator I I Comparator L I Sensor I I I I I 

Fig. 2.1. Cybemetic Feedback Process 
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The cybernetic view of business hinges on one important notion - data. 
High quality data can result in quality infonnation. The infonnation must 
be accurate. One only has to look at Enron and Arthur Anderson to see the 
repercussions of when infonnation fails to meet this criterion. Accurate in­
fonnation demands accurate data. Sources of data must be continually 
evaluated and tested for accuracy. Often times, this testing may involve a 
combination of both technical and manual evaluations; since "a sophisti­
cated business intelligence system can tell in detail what data says, it can­
not tell if data is lying" (Dubois, 2(02). Companies must continually be on 
the lookout for new sources of data to supplement their traditional data 
sources. Just as the business environment is constantly changing, so too 
must infonnation collection and processing be an ongoing, dynamic proc­
ess that captures all fonns of data. 

What are data? In essence, data are facts. Items such as statistics, sports 
scores, and temperatures are all induded under the umbrella of "data." 
From a business perspective, the initial thought may be text-based materi­
als such as reports, spreadsheets, inventories, account payables, sales, etc. 
Until recently, this rumination would be an accurate perception; since tra­
ditionally, much business data came from point of sale machines such as 
cash registers, Enterprise Resource Planning systems, or other transaction 
processing systems. Most customer data were captured either through pur­
chase transactions, fonns such as registration and warranty cards that the 
customer filled out, or transcribed phone interaction between dient and 
customer service representative. With the widespread acceptance and use 
of the Internet coupled with the evolution of technology, companies have 
started to expand their perception of what data sources are available. As 
noted eartier, new sources of data can be discovered in familiar venues 
such as emails, voicemail, websites, images, videos, PowerPoint presenta­
tions, etc. Electronic mail typifies one of these newly recognized data 
sources. An average person receives dose to 3000Mb. of email a day. 
These electronic messages may contain contract data, customer interaction, 
and innovative ideas. Yet the majority of organizations fail to recognize 
this data source; and thus often times valuable data goes unnoticed, un­
documented, and its existence is only known to the owner of the data. Such 
data are considered unstructured, making retrieval difficult. Companies are 
recognizing that these new sources of data are assets to their business and 
able to provide competitive edge if maintained and structured properly. 

Regardless of source, data contain tittle value unless it undergoes proc­
essing. One thousand transactions recorded by a transaction processing 
system tell us little more than the fact that one thousand transactions have 
been recorded. Once data have been processed, summarized, or manipu­
lated, the data now become infonnation. As opposed to data, infonnation 
allows the organization to gain an understanding its past and present busi-
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ness environment. The technology known as the data warehouse is key to 
this summarization process (Silverston and Graziano, 1998). Through a 
procedure of collection, cleaning, and processing, the data warehouse be­
comes a central repository for data and allows for summarization and 
querying (Williams and Sawyer, 2(03). Now that those one thousand 
transactions have been processed, information such as purchasing trends, 
inventory levels, and revenue growth may be ascertained. As noted above, 
the right information can be critical to business success. Information can 
be the order from chaos. An accountant may look at the ledger of accounts 
receivable and see nothing but line after line of data. Yet when information 
such as an accounts receivable summary is presented, that same accountant 
can immediately leam what the financial outlook of the company is: what 
customers owe the most and for how long? which customers pay promptly 
and which are overdue? 

While the importance of reliable information cannot be overstated, 
many organizations are leaming that in today's competitive marketplace it 
is not enough. While the data warehouse is a necessary first step, compa­
nies can no longer be satisfied with the reliable summaries of past events 
and accurate synopses of their current financial situation which informa­
tion provides. Organizations need to look forward, to anticipate future 
needs, requirements, surpluses and advantages, and plan effective strate­
gies, which capitalize on this information. Companies need to rethink how 
they define "information" and acknowledge it as a corporate asset of equal 
if not more importance than "real assets" such as property, plant and 
equipment (Reick, 2(01). Uncontrolled information generation is of no use 
to an organization (Raj, 1996). Rather, these corporate assets must be ef­
fectively focused, managed, and utilized to generate knowledge that will 
assist in the decision making process and help the organization adapt to the 
ever-changing marketplace. This information must assist the organization 
in evolving with, and responding to, the changes within its business envi­
ronment. The technology that will facilitate this "cybemetic" process and 
assist in the development of competitive advantages is known as "business 
intelligence" (Cody et al., 2002). 

Business Intelligence (BI) tools are now increasingly being leveraged by 
organizations to respond to their customers more effectively. In this con­
text, business intelligence (BI) refers broadly to a set of software tools and 
applications that permit the organization to collect, organize, distribute, 
and act on critical business information. It encourages the use of its results 
as feedback that can improve the data collection process and help the or­
ganization better respond to changes in the environment. This technology 
will strengthen customer relationships by enhancing communication with 
customers and improving corporate customer intelligence. There is often 
confusion between the terms business intelligence systems and "knowl-
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edge management systems," or KMS. In many respects they are quite simi­
lar as knowledge management (KM) is the process of systematically and 
actively managing and leveraging an organization's store of knowledge 
and information. KMS and BI tools can both include technological aspects 
such as groupware, DSS, AI, virtual reality, genetic algorithms, etc. The 
value of BI may be viewed in a past-present-future context. Data are facts 
about past events. Summarized data, in the form of information, help tell a 
company about their past and somewhat indicates their present status. 
Business intelligence, or the knowledge generated from such systems, 
helps organizations make decisions for the future. It is of minor impor­
tance whether certain tools are labeled "business intelligence" and others 
are "knowledge management systems;" what is important is that informa­
tion they provide and the knowledge that results from it is sound. 

Table 2.1. Taxonomy of Data 

Taxonomy 

Environment 

Format 

Classification 

Internal 

External 

Text 

Image 

Video 

Audio 

Structured 

Examples 

Accounts receivable, generalIedger, payroll 

SEC rule, market news, interest rates 

Memos, faxes, e-mail 

Photographs, graphs, flowcharts 

Depositions, video conferences, TV reports 

Voicemail, conversations, dictation 

Spreadsheets, databases, web forms 

Structure Semistructured Web pictures, documented video, flowcharts 

Unstructured E-mail, conversations, news reports 

2.3 Taxonomy of Data 

Before data can be transformed into meaningful information, it must first 
be collected and classified. These two steps are inexorably linked. Where 
the data come from plays a predominate role in determining the classifica­
tion given to the data. For example, company generated data, such as a list 
of check disbursements, may be classified as intemally produced, text 
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based, structured data, while an analyst's advice to the CEO may be classi­
fied as externally produced, audio unstructured data. This classification 
process is the first step in assessing what procedures are needed to trans­
form the data into one unified, coherent format in order to be effectively 
utilized by the data warehouse and business intelligence systems. Whether 
the data are produced internaHy or externally, are in the format of text, im­
age, video or audio, and exist in a structured, semi-structured, or unstruc­
tured form must all be considered and will be discussed below. 

2.3.1 External vs. Internal Oata 

Data may be classified as either internaHy generated or externally gener­
ated. Preference or utilization of one form of data over the other is largely 
dependent on the nature of the industry. Financial analysis services may 
rely heavily on externally generated data such as market indices and 
financial records of potential investments. Manufacturing firms tend to­
ward generating internal data, such as inventory, work in progress, and 
project status reports. This tendency should not be considered an "either 
or" proposition, since the majority of businesses contain at least some in­
ternal and extern al data. Reliability of one form over the other also varies 
significantly and may be determined by subjective as weH as objective 
standards. Many organizations feel more comfortable with internally gen­
erated data since they are the ones who created it; while others prefer ex­
ternally generated data since the data may be perceived to be more objec­
tive then internally created data. Thus, while the board of directors may 
like the profitability estimates generated in the budget for next year, they 
would give more weight to independent analysts' financial forecasts. 
These forecasts, as weH as market data, competitor developments, changes 
in tax laws, and SEC regulations are all examples of external data, which 
may impact an organization. 

2.3.2 Oata Format 

The format the data exist in is also key to classifying it. Text has tradi­
tionaHy been the key focus of data management systems due to the proc­
essing limitations inherent in the systems. The advancements made in 
technology, coupled with the popularity of the World Wide Web, have 
brought a focus on non-text forms of data, such as images, video, and au­
dio. Each of these formats brings their own intrinsic classification chal­
lenges, which today' s data management systems must confront. 
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2.3.2. 1 Text 

Data in the form of text are generally the most common. Existing in a wide 
variety of forms, the c1arity of textual data may vary depending on its spe­
cific format. Text in the form of financial data, such as dollar amounts or 
number of stocks sold, is very c1ear while text in narrative form requires a 
summation as weIl as interpretation of the relevant data. This summation, 
performed by human operators, may be biased by the subjectivity of the 
operator. 

2.3.2.2 Images 

Though less prevalent, data in the form of images are not uncommon. Im­
ages are usually created to support other forms of data and are rarely 
"stand alone" pieces of data. Examples may be pictures of employees, 
which accompany each employee record, or images of products, invento­
ries, or assets, which the company wishes to inc1ude in its information sys­
tems. Images mayaiso be non photographic in nature, such as graphs, 
charts, and flowcharts, and may be vital to business analysis. In addition to 
the common practice of supporting other data, images may also require 
additional data associated with them to help in the c1assification process 
(Martini, 1998), such as the image date, method of identification, photog­
rapher name for future reference. Additionally, the two dimensional nature 
of images (Zu, 2002) and image resolution must also be considered in the 
c1assification as weIl as storage process. 

Video, becoming more common, shares many similar qualities with im­
ages and thus requires the same considerations. Additionally, since video 
is more storage intensive, decisions about how this form of data will be 
stored must be made. While many organizations will simply store the 
video "as is," the inherent limitations (Le., the only way to extract informa­
tion is to actually watch the video) have caused some organizations to take 
further action. Accompanying data in text form, utilizing metadata, or al­
lowing frame-by-frame access are methods to gain access (Lienhart, 1996, 
2002). 

2.3.2.3 Audio 

Data in the form audio employ differing c1assification techniques. Features 
inherent to audio such as silence ratio, spectral centroid, harmonicity and 
pitch (Lu, 1988) are all utilized to categorized audio data. The process of 
speech recognition has achieved limited success but is improving. Though 
not utilized frequently in data warehousing, speech recognition offers true 
potential for capturing audio data, such as voicemail and dictation, and 
storing it in more accessible formats. Manual transcription is also an op-
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tion employed as a means of utilizing audio data. Accountants are faced 
with the challenge of gathering data in a world where business is becorning 
increasingly decentralized; and thus c1ients, other business units, and rele­
vant data sources may be half a world away rather than just "right down 
the hall." As important data may increasingly come in the form of phone 
conversations and voicemail.itis incumbent that systems be developed 
which assist in the capture of these valuable data resources. 

2.3.3 Oata Structure 

Just as data may exist in a number of different formats, it may also exist in 
differing levels of structure. Current information technology has become 
quite adept at dealing with data that conform to the technological limita­
tions and guidelines proscribed by the system. This structured data has be­
come a valuable asset upon which a growing number of organizational de­
cisions are based. Yet, as noted earlier, a preponderance of the data that an 
organization collects does not conform to any set of proscribed system 
standards and thus is rarely used as an aid in decision making. Only by 
gaining an understanding of the structural differences in their data, may 
organizations arrive at solutions to take advantage of their data resources 
in all structures. 

2.3.3.1 Structured Data 

As name implies, structured data are data that have some form of inherent 
order or logical arrangement. Arguably, all data follow some framework 
and could be considered structured; (Hicks, et al., 2002) from a business 
perspective, structured data generally refers to tabular data found in rela­
tional databases having defined attributes for each entity (Miller et al., 
1997). Structured data may also be data that are indexed or have been 
categorized in some way prior to collection. Currently, structured data are 
not restricted to any particular data format; but text is the most common 
due to its inherent order (alphabetical, numerical, etc.). The main benefit of 
structured data is the ease with which it may be processed. Already con­
taining some prescribed set of standards, processing this form of data in­
volves gaining an understanding of the specific ordering system employed 
or converting that ordering methodology to the set of standards used by the 
organization's data warehouse and business intelligence tools. This type of 
data is easily searched; and patterns and relationships, which may exist be­
tween the data, are easily identified. While the utility of structured data is 
by no means startling, what is surprising is that this form of data, as noted 
earlier, represents only an estimated fifteen percent of all data captured by 



2 Importance of Data in Decision-Making 33 

an organization (Blumberg and Atre, 2003). The remaining 85 percent of 
the data an organization possesses is commonly referred to as unstructured 
data. 

2.3.3.2 Unstructured Data 

The polar opposite of structured data, unstructured data appear to lack any 
order or categorization. Specifically, unstructured data are any documents, 
files, images, reports, or forms that have no defined, standard structure to 
enable convenient storage in unit record or similar automated processing 
devices. Unstructured data cannot be defined in terms of rows and columns 
or records, and the data cannot be exarnined with standard unit record ac­
cess. 

Practically speaking, unstructured data may take the form of "internai" 
items such as interoffice memos, electronic mail, instant messages, phone 
conversations, voicemail.graphicalfiles.orcharts.Traditionally.this 
form of data has been distributed across a varied array of technologies, 
platforms, and formats and has only been utilized by small minority of in­
dividuals, (such as the recipients) within the organization (Cowen, 2002). 
Typical auditor-dient e-mail correspondence may yield invaluable infor­
mation about the audit engagement, yet there may be no procedures in 
place for these data to be disseminated to all who may benefit from it or 
recorded for future audits. Electronic mail is a great example of "data col­
lection" technology evolving beyond an organization' s ability to utilize it. 
This problem is endemic to the business world at large. There is no way to 
estimate the invaluable data in the roughly 31 billion e-mail messages es­
timated to be sent per day (IDC, 2003). Thus, organizations may be in pos­
session of an incalculable wealth of data, yet they lack the means to access 
it, or more often than not, lack the perception to even be aware of it. This 
information in jail problem (Ramaprasad and Rai, 1996) is not just limited 
to internally created data, as large arnounts of unstructured data are also 
generated externally and fed into organizations. Market data, governmental 
regulations, and legislative policy changes may all contain invaluable data 
for certain organizations. In a similar fashion, images, such as photo­
graphs, charts, and graphs, and audio data, such as voicemail and phone 
conversations, are rarely disseminated to any but a few individuals or 
business units; and thus the vast potential of this data is never realized. 

2.3.3.3 Semi-Structured Data 

Mid-way between structured and unstructured data is the category of semi­
structured. This type of data, while possessing some standard attributes, 
does not conform to any rigid structure and thus is of varying utility to an 
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organization. Semi-structured data may have some structure that can help 
identify it such as Author name or time of creation. Many forms of images, 
audio, and video exemplify this category of data. This embodiment is due 
to the fact that while the image or sound itself may be unstructured, it is 
generally stored with some identifier or structure, which defines the con­
tent of the file. While this definition does not necessarily bring out the true 
meaning of the data, it does serve as a useful tool to give some indication 
of the data content. A film taken by a security camera and stored by date 
and location gives the data somewhat of a structure because it can now be 
searched; yet it does not provide the wealth of information that is con­
tained within the video. Websites are increasingly becoming a source of 
semi-structured data, as they contain a host of images that are categorized 
by file names and formats, which may or may not give an indication as to 
the "data" contained within the image. While this form of data does have 
many advantages over unstructured data, it would still be useful to some­
how transform it to truly structured data. 

Thus, data may exist in a wide variety of forms. Once only concerned 
with text, today's systems must now face a dizzying array of data that must 
be properly collected, stored, and processed. The exponential growth of the 
World Wide Web has only exacerbated this issue, as the Internet increas­
ingly becomes a source of data in image, audio, and video format. What is 
needed is a way to realize the potential of all of these differing forms of 
data. What is needed is sound data management. 

2.4 Need for Oata Management 

Data management is still in a significant state of fIux as the tools and tech­
nologies continue to evolve; however, at the core, data management sys­
tems all are focused on generating and managing needed information and 
getting it where it needs to go (Boiko, 2002). Having focused on document 
management and various forms of digital data extraction in the past, the 
Internet is now becoming a key source of information due to the fact that 
"web-based portals are becoming commonplace as a single personalized 
point of access for key business information" (Robinson, 2002). Regard­
less of the specific data management systems employed, the key element 
organizations must focus on is the structure of the data. As noted earlier, 
most organizations only have the capabilities of utilizing structured data, 
leaving the volumes of unstructured data largely ignored. In order for the 
potential of this unstructured data to be realized, the data must be con­
verted into a more usable, structured form. Thus, the challenge facing in­
dividual organizations, and the business world in general, is to develop ef­
fective and efficient methodologies for transforming the myriad forms of 
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data into structured data. What follows is a general framework that is pro­
posed in order to assist in this process. 

2.4.1 Proposed Framework 

As shown in the Fig.2.2, the proposed framework begins with the collec­
tion process. Data are collected from both internal and external sources. 
These data exist in a range of formats such as text, data, video, and audio. 
These forms all require different steps to be structured properly, and these 
steps are taken during the "scrubbing" process. 

InternalData External Data 
Sources Sources 

~. I 
Unstructured Data 

Text - Image - Audio 

1 
Data Scrubbing 

1 
Aggregate Data 
(Using Meta-<lata) 

1 
Structured Data 

- Video 

Fig. 2.2. Framework to transforrn unstructured data to structured data 
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2.4.4.1 The Need for Data Scrubbing 

Once unstructured data have been collected from a variety of sources and 
exist in a variety of formats, it must then be "c1eaned" or "scrubbed" be­
fore any further processing can be done. The process of scrubbing data in­
volves checking for inconsistent formats, inaccuracies, and errors in the 
data and addressing these issues so that what remains is a consistent, accu­
rate, and error-free repository of data. With data entering the system from 
a wide array of internal and extern al sources, the importance of this proc­
ess cannot be understated. When assessing various databases within its 
system, one cornmercial bank found that in some instances customer 
names existed in up to 13 different incamations. Another bank saved 
$170,000 that it had been spending on duplicate mailings as a result of 
scrubbing its data (Byte, 2003). 

Clean Text and Images: When scrubbing text data, the c1eaning process 
involves removing artic1es, punctuation, and capitalization from the data. 
The data are then "sternmed," which is the removal of tense, suffixes, etc. 
from words (Fox, 2001). This process leaves the data with only content 
words (keywords) that can be indexed and then c1assified. Key elements 
are then found from the remaining data and are indexed to take the data to 
the serni-structured level. 

Cleaning data in image format may involve one of several methodolo­
gies. Images may be indexed through the utilization of a predefined list of 
keywords. These keywords can be used to describe the specific or generic 
objects in the image. A second option available for image c1eaning is 
known as the keyblock method (Zhu, 2002). This set of procedures in­
volves breaking down the image into "keyblocks" by level of resolution 
and vector quantization. The blocks are encoded, and a list of the various 
codes (codebook) is then created. Another method available is Unified 
Feature Matching using Fuzzy sets (see Chen, 2002 for complete descrip­
tion). This method is useful when structuring images that are to be re­
trieved by selecting regions on the image. These regions or segments are 
indexed based on color and spatial variation feature using a statistical c1us­
tering method. 

Clean Video and Audio: The first step in video "scrubbing" generally 
involves the conversion of the analog video into digital format, if it is not 
already so encoded. Once this conversion is achieved through a variety of 
software and hardware options available, the next step currently involves a 
process that is either image based or text based. If the video is to be actu­
ally stored in the data warehouse then employing the image-based frame­
work, each still frame of video is analyzed as an individual image; and 
then the image indexing options mentioned above may be employed. The 
text-based process categorizes the images using the text that accompanies 
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a video. The text that accompanies the video and the resulting metadata 
(discussed shortly) may be encoded through a variety of methods such as 
the utilization of artificial intelligence (Wactlar, et al., 1999) or other 
automatic methods that are constantly evolving may be employed (Lien­
hart, 1996). The majority of audio files are converted to text using decod­
ers, which turn the information into text. However, some research has been 
done on retrieving audio data using other key elements such as harmonic­
ity. 

Once indexed, it is beneficial to categorize similar terms together to 
make the retrieval process easier. The last step is the discovery of relation­
ships that exists between key elements and the files in which they exist. 
This discovery can be done through a process of clustering. This process 
can be a useful to grouping text as weH as data in other formats. Image 
data (Eakins, 1999) can be clustered or segmented based on color using 
color histograms, texture using second order statistics to calculate meas­
ures of contrast, coarseness, directionality, etc., shape using global features 
such as aspect ration and local features such as consecutive boundary seg­
ments. 

2.4.4.2 Metadata 

The data scrubbing process yields two significant results: clean data and 
metadata (Williams and Sawyer, 2003). The data are "clean," meaning 
consistent, free of errors, and in a format that may be utilized by the data 
warehouse and other data management systems. The creation of metadata 
is crucial to the data management process, (Lee, 2(03) as it is a key step in 
transforrning unstructured and semi-structured data into structured data. 
Metadata has been defined as "information documented in IT tools that 
improves both business and technical understanding of data and data­
related processes" (Seiner 2003). Generally speaking, metadata is under­
stood to be the "data about data." Accounting metadata may include items 
such as client name, data source, book vs. market value, and form of de­
preciation. Two specific characteristics that further explain the significance 
of metadata are the development of and adherence to a defined set to stan­
dards and an emphasis on sharing (Boiko, 2002). The development of a 
proscribed set of standards for metadata allows for uniforrnity in meaning 
across systems and facilitates the transformation of unstructured data into a 
structured framework. This consistency directly affects the second charac­
teristic mentioned, because these standards allow for the sharing of data 
across applications and systems within an organization. This sharing per­
mits the data to be aggregated and any patterns or relationships that may 
exist to be isolated and identified. In essence, the creation of metadata is 
the final step that allows data of various formats and structures to be trans-
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formed into a coherent set of data which may then be utilized to assist in 
the decision making process of organizations. 

There are seemingly limitless technologieal options available to aid in 
the organizational decision making process. Data mining and data ware­
houses, business intelligence software, and content management systems 
have all made dramatic advances in the past several years. Yet for all this 
progress, one thing has remained constant since the day computers were 
first introduced in the business environment: the data must have structure. 
The source of these data may have changed and expanded, and the tools 
we use to process it may have grown significantly more powerful; but or­
ganizations are still faced with the decades old challenge of transforming 
these data into a structured format. The previous analysis offered guide­
lines for facilitating this process. While newer technological advancements 
may make this transformation easier over the coming years, the fact re­
mains that each organization must address this challenge if they are to 
thrive and prosper. 

2.5 Conclusions 

The overwhelming amount of information and data in the new business 
marketplace has left organizations faced with the dual tasks of searching 
for the information they need in a timely fashion and also taking advantage 
of the wealth of data already contained within their systems. One perspec­
tive, which may be helpful to organizations, is to view the entire process 
from a cybernetie viewpoint. Despite the growing complexity of decisions 
an organization must make, it is still about the input-process-output­
feedback cyc1e. Companies are faced with a wide array of technologie al 
solutions to handle this cybernetie approach to data management. Yet, the 
technology is only as good as the data it is processing. Effective means of 
structuring the wealth of unstructured data must be explored and imple­
mented within the organization. Businesses are coming to the painful reali­
zation that effective management of their data, information, and knowl­
edge is the only way to maintain competitive advantage (Hieks et al. , 
2002). Only through the utilization of all data resources, both structured 
and unstructured, may an organization hope to achieve this advantage. 

The challenge of proper data management is only getting more diffieult 
as the environment grows in complexity. All too often organizations em­
phasize the technologieal aspect of their data management solutions to the 
exc1usion of all other relevant factors. Proper planning, analysis, and coor­
dination of these systems are as important as the technology itself. All 
relevant stakeholders in this process must also be factored into the data 
management solution. There is a new emphasis on system responsiveness 
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as today's end user, both inside and outside of the organization, has come 
to expect almost instantaneous results in this age of interactivity. These 
stakeholders, employees, and customers are perhaps the greatest untapped 
resource of unstructured data that an organization may possess. Leaming 
to coIlect, structure, process, and learn from these individuals may weIl be 
the most significant data transformation challenge an organization faces 
and the true litmus test for its success or failure in this dynamic business 
environment. 
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Abstract. The value of an Accounting Data Warehouse to an enterprise is 
obvious to most business managers. A central place for decision support 
where the numbers tie to the books of the company is a great boon to the 
analysts in the enterprise. However, what are not obvious are the 
complexities and challenges that must be overcome to actually populate 
the Accounting Data Warehouse with useful information. This chapter 
reviews the common challenges that will be encountered in the creation of 
the so-called Extract Transform Load (ETL) process; the software 
plumbing that carries data from the source systems to the Accounting Data 
Warehouse. An overview of the basic components of an Accounting Data 
Warehouse is first presented to provide necessary background for the 
discussion. The common challenges encountered in extracting data, 
transforming it and then loading it into the final warehouse data structures 
are then described. All discussion is presented in conceptual terms without 
falling to low-Ievel technical-speak. At the conclusion of the chapter, the 
reader will have asolid understanding of the relationship between the 
capability or usefulness of the Accounting Data Warehouse and the 
complexity and associated cost of the ETL process required to deliver that 
capability. 

3.1 Introduction 

The business manager stares across the table at his Information Technol­
ogy (IT) counterpart. The timeline for the Accounting Data Warehouse 
project is slipping. The business manager wants to understand why. The IT 
project manager is patiently trying to explain the problems they have 
found during the early testing of the ETL process. The business manager 's 
eyes begin to glaze over. In his mind, he asks these questions "Why is she 
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telling me this? Why do I need to understand this stuJf? Isn't this ETL stuft 
just for the IT guys? " 

Although this scenario has been crafted to illustrate the disconnect that 
can sometimes occur between business and technology people in an or­
ganization, we believe this type of situation occurs frequently in the con­
temporary business environment. This situation occurs primarily because 
most people associated with the project believe that ETL is a technology 
challenge. This belief is incorrect. As we will see, this is a key misconcep­
tion about ETL, a misconception that will manifest itself as a set of signifi­
cant issues when business users begin to look at the information coming 
out of the Accounting Data Warehouse (ADW). 

The purpose of this chapter is to explain ETL to a business manager au­
dience. Our goal is to cover the topic in a manner that is useful to a busi­
ness manager. Although the final ETL process is very technical in nature, 
our focus will be on management issues rather than engineering issues. 
The creation of an ADW is a non-trivial undertaking. There are a few key 
factors that will determine the success or failure of the undertaking. Our 
experience is that a business manager who understands the management 
issues related to the effort will stand a much greater chance of a successful 
outcome than one who does not. 

This chapter is organized in the following way. We will first cover the 
basic elements of an ADW, describing each component at a high level. 
This background is essential for our discussion of the ETL process. We 
will then define the ETL process and explain the basic sub-processes. We 
will then delve into a collection of topics that demonstrate the relationship 
between the three C's of Capability, Complexity and Cost. 

At the conclusion of this chapter, the business manager should be armed 
with a good understanding of the issues that will be faced in the construc­
tion of an ADW and the choices they will have to make with respect to the 
Capability/Complexity/Cost tradeoff. 

3.2 Components of the Accounting Data Warehouse 

As we have learned from prior chapters, the ADW is a repository of data 
collected from multiple operational systems in the enterprise. The reposi­
tory is organized to support reporting and analysis that cannot be per­
formed using any other single information system in the enterprise. The 
structure of the data in the ADW is designed to connect the transactions in 
the General Ledger (GL) with the underlying transactions in the Subsidiary 
Ledgers (sub-Iedgers) that roll up to the GL. 

The ExtractITransformlLoad (ETL) process is the process that collects 
data from the operational systems and organizes that data for analytical 
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purposes. Before we can discuss the ETL process in detail, we must first 
understand the basic components of an ADW. Consider the diagram pre­
sented in Fig. 3.1. There are four main vertical groupings of elements mov­
ing from left to right in the figure. These groupings are 

1. Source Systems 
2. Data Staging Area 
3. Presentation Area 
4. Data Access/ Applications 

Source Systems 

~ 
General Ledger 1 

~ 
General Ledger 2 

Sub Ledger 1 

Sub Ledger2 

g 
Sub Ledger 3 

Sub Ledger 4 

Oata Staglng 
Area 

Presentation 
Area 

~ 
BIS MART 

~ 
PILMART 

ITEMMART 1 

ITEMMART2 • • 

ITEM MART N 

Fig. 3.1. Basic Components of an Accounting Data Warehouse 

3.2.1 Source Systems 

Data Acces8 
IApplications 

Standard 
Reports 

AdHoc 
Ouary 

Modelling 
AppIlcallons 

Source systems are operational systems that capture the transactions of the 
enterprise. The business of the business is recorded by these systems. 
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Source systems are designed to support rapid processing of many small 
transactions associated with specific business processes. Reporting capa­
bility in these systems will be focused on measuring those specific busi­
ness processes. It is important to remember that operational (source) sys­
tems are naturally optimized for operations and not for analysis. 

For the purposes of our discussion, we categorize all source systems as 
either a GL or a sub-Iedger. In most enterprises, we would expect to find a 
single GL. In some enterprises, there will be multiple GLs. One reason for 
an enterprise having multiple GLs is growth through acquisition. When 
one enterprise acquires another enterprise, there will almost certainly be an 
overlap in terms of information systems. Both enterprises will posses a 
GL. A business decision must be made to either consolidate the GLs or 
operate them separately. The choice of approach will be based on a num­
ber of factors. One of these factors will be the degree of overlap in the 
business strategy/model of each enterprise. If the degree of overlap is 
small, it may make sense to keep two separate GLs. 

In just about all enterprises, we would expect to find multiple sub­
ledgers. All but the smallest enterprises will have a number of discrete 
business processes with a supporting operational system. Consider an en­
terprise in the Financial Services industry. In such an enterprise, there is 
likely to be a diversity of financial instruments offered as products to cus­
tomers. Differences in the administration of products like life insurance, 
certificate of deposit or mutual funds will require different operational sys­
tems. 

3.2.2 Data Staging Area 

The data staging area is a data repository that serves as a location for the 
complete history of transactions that are captured in the source systems. In 
many cases, the operational source systems are not designed to store every 
trans action that has ever been recorded by them. For system performance 
reasons, the technical managers of those systems will periodically purge 
information as a matter of normal operations. If the data staging area does 
not capture this lost history, the value of the ADW is greatly diminished. 

In addition to capturing history, the data staging area is the place where 
source system data can be cleansed and standardized before it is loaded 
into the Presentation Area. Data cleansing refers to the process of improv­
ing data quality, where data quality is a measure of how accurately the data 
reflects reality. Data standardization refers to the process of enforcing con­
sistency across disparate data sources. We will explore these topics in 
more detail in the next section. 
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A key point to note is that the data staging area is off-limits to business 
users. As we delve into the ETL process the reader will understand why 
this is so. 

3.2.3 Presentation Area 

The presentation area is the set of data marts that are available to consum­
ers of the ADW. In one possible configuration, the presentation area would 
contain a Balance Sheet data mart ("BIS Mart") , a Profit and Loss data 
mart ("P/L Mart") and one or more Item data marts ("Item Mart"). We will 
consider each mart in turn. 

The BIS Mart will contain a set of data structures sourced originally 
from the GL that support analysis of the journal postings to balance sheet 
related accounts in the Chart of Accounts (COA). 

The P/L Mart will contain another set of data structures, again originally 
sourced from the GL that support analysis of the journal postings to in­
come and expense related accounts in the COA. 

The Item Mart(s) will contain a third set of data structures originally 
sourced from the sub-Iedgers that contain the rich detail of business trans­
actions that ultimately find their way into the GL. As we discussed earlier, 
there is often a summarization or roll-up of detail that occurs when sub­
ledger information is posted to the GL. The Item Mart(s) will contain this 
detail that is so critical to understanding the activities of the enterprise. 

3.2.4 Data Access/ Applications 

The final grouping in Fig. 3.1 is data access and applications. This group­
ing includes all tools that are used by customers of the ADW to get at the 
information in the Presentation Area. There are three basic categories of 
use of data in the ADW. 

1. Standard Reporting 
2. Ad hoc Query 
3. Modeling Applications 

Standard reporting refers to aseries of defined static views of information 
(i.e. reports) based on data in the Presentation area. Such reports are often 
used to validate that "things are normal" or identify where "things are not 
normal". This type of data use is a typical entry point for business users 
and is at the leading edge of the conti nu um of sophistication in the use of 
data. 

Ad hoc query refers to in-the-moment analysis of data in the Presenta­
tion Area. This type of analysis involves the execution of queries to answer 
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a question that may not have been asked previously. An ad-hoc query may 
result because "things are not normal" and we need to get more insight into 
why they are not normal. This type of data use is also fairly common but 
does involve a significant step up in technical sophistication by the busi­
ness user because it involves a much deeper understanding of the data. 

Modeling applications are usually sophisticated analytical applications 
of the data in the Presentation Area. Such applications utilize the data to 
transform or derive new information that is used to guide decision-making. 
An example of this type of application is a forecasting model used to at­
tempt to predict the future. Data mining applications are another example, 
where we may use complex algorithms to look for correlations between 
different variables in the data. Whatever the application, this use of data is 
very sophisticated and requires a deep understanding of the data. 

3.3 The ETl Process 

Having reviewed the basic components of an ADW, we can now explore 
the ETL process in more detail. The ETL process is a three-step process. 
The Extract step involves the extraction of data from the source systems 
and storing of this data in the data staging area. The transform step in­
volves the data cleansing and data standardization processes mentioned 
earlier. The transform step is executed on the data in the data staging area. 
The load step involves the loading of the presentation area data structures 
from the data staging area. 

Before we delve into the details of each step in ETL, we need to define 
the terms Capability, Complexity and Cost. We will be referring to these 
terms throughout the remainder of this document. Capability refers to ca­
pability of the ADW from a business perspective. Capability can be meas­
ured along a variety of dimensions. Some of these dimensions are the cov­
erage of all possible enterprise data that is available in the warehouse, how 
much history is available, the degree of cleanliness and standardization of 
the data, the relative ease with which the design accommodates change in 
the business, and the perceived usability of the presentation area. The rela­
tive capability of the ADW is quite visible to the business user. 

Complexity refers to the complexity of the ETL process. Ultimately, the 
ETL process is implemented as a collection of computer programs. The 
complexity of this collection of computer programs is determined largely 
by the required capability of the system. Capability drives complexity. We 
will see this as we review the ETL process in more detail. The other key 
driver of complexity is the capability of the technology team delivering the 
ETL process. There are many ways to solve the same problem with tech­
nology. There are wonderfully elegant and well engineered designs and 
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there are those that are not. Complexity is not always obvious to the busi­
ness user. This fact lies at the heart of the confrontation between the busi­
ness manager and the IT project manager we saw in the opening of this 
chapter. 

Cost refers to the cost of the creation of the ETL process. Cost is the 
sum of hardware, software and peoplewareD hardware being the computer 
infrastructure required to host the ETL process, software being the com­
puter pro grams that perform the ETL process, and peopleware being the 
human resources required in the creation and maintenance of the ETL 
process. There is typically a direct relationship between complexity and 
cost. 

With these definitions in hand, we can now examine each step in the 
ETL process in terms of required capability and the relationship with com­
plexity and cost. 

3.3.1 Extract 

Data extraction is conceptually quite simple. However, it can be very chal­
lenging in practice. The effort involved in creating an automated extraction 
process involves two basic steps. Given the analytical need identified by 
the business user as a starting point, the first step is to study and under­
stand how the data is organized and structured in the source system. The 
people performing this work must have a combination of business domain 
knowledge and specific source system application knowledge. Generally 
this does not come in a single person. It is common to find a small group 
of business and technology people performing this work. With this work 
complete, the second step is to create the data extraction programs to pull 
the information out of the source system. This is a technical task per­
formed by software development people. 

The capability requirements that influence complexity and cost in the 
extract step are 

1. Number of source systems 
2. Nature of source systems 

The connection between the number of source systems that must be inte­
grated in the ADW and the complexity/cost is fairly obvious. The effort to 
create and then maintain the extract process for each source system will be 
multiplied by the number of source systems. In general, the more source 
systems that must be integrated into the ADW, the greater the complexity 
and cost. 

The nature of the source system can have a significant impact on the 
complexity of the data extraction effort. Information systems have been 
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created to address just about every conceivable business function. We will 
consider only a small number of variables relating to the nature of the 
source system. The first variable to consider is the profile of use of the 
source system. Is the system used 24x7 or are 8x5? More specifically, is 
there a time when system use is minimal or non-existent so that a data ex­
traction process can be executed without affecting the performance of the 
source system? In general, it will be easier to extract data from a source 
system when there is a window of time where nothing is going on in the 
source system. 

The second variable to consider is where the data is hosted organiza­
tionally. The source system may be operated in-house within the enterprise 
or a third party may host it. In general, an in-house system will be easier to 
deal with. In this situation, there is a group of people within the enterprise 
that own and operate the source system. Getting access to these people and 
directing their work priorities will be easier than the equivalent group of 
people within a third partyenterprise. 

Case In Point: A client we worked with had outsourced the operation 
and support of their GL to a third party. Making changes to the data extrac­
tion process involved navigating a more complicated process defined by 
the third party than the equivalent internal process. 

The third variable to consider is the geographicallocations of the source 
system and ADW. If the source system and ADW are located in different 
countries, there may be technical constraints affecting the volume of data 
that can be moved from source to EDW in the window of time available 
for extraction. In addition, differences in time zones like those between the 
Arnericas, Europe and Asia add to the complexity of the overall ETL proc­
ess. The window of time available for extraction will typically be during 
the nighttime hours of the source system. However, this point in time may 
occur during the business day at the location of the ADW. The decision of 
when and where to perform the subsequent transform and load steps with 
the extracted data must be considered carefully. When all of the source 
systems are operated in the same time zone, the complexity is reduced. 

The forth variable to consider is the technical platform of the data re­
pository underlying the source system. Although the spectrum is broad, we 
group systems into those buHt on a Relational Database Management Sys­
tem (RDBMS) and those that are not. In general, it will be a less complex 
task to extract information from an RDBMS than another non-RDBMS 
platform. The reasons for this are varied but stern from the fact that a 
RDBMS has become accepted as the best platform to host most applica­
tions. RDBMS technology is mainstream and the skill base within the IT 
industry is deep. It may be difficult and expensive to find the technical 
skills required to extract data from non-RDBMS outlier type technologies. 
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In general, it will be more difficult to get information out of a non­
RDBMS based source system than a RDBMS based source system. 

Case In Point: One of our c1ients had two non-RDBMS based systems 
of record. In one case the extraction process was deemed too complex to 
undertake. The second system required a third party consultant with pro­
found knowledge of the underlying data structures to create the extract 
process. 

The fifth variable to consider is the type of source system. Some sys­
tems capture and record an effective date for every transaction. Such sys­
tems are called journaling systems. Ledger systems are an example of a 
journaling system. A non-journaling system does not effective date every 
transaction. Non-journaling systems are much more common than journal­
ing systems in the uni verse of all potential source systems. The effect of 
journaling versus non-journaling on the complexity of the extract process 
is significant. One of the fundamental tasks of the ETL process is to de­
termine what has changed in the source system since the last time the 
source system was processed. This task is fundamental because in high 
volume systems, it may not be viable to process every transaction in the 
source system every time. More often, we can only afford to process the 
changes that have occurred since the last time we extracted from the 
source system. Journaling systems simply this task tremendously because 
the effective date of the transaction is stored with the transaction. The ef­
fective date can be used directly to see "what has happened" since some 
point in time. Conversely, figuring out what changes have occurred in a 
non-journaling system can be much more difficult. 

Case In Point: In one case, the effort required to create the ETL process 
for a c1ient sub-Iedger system was five times that for the GL. The differ­
ence in effort was due primarily to the fact that the sub-Iedger did not ef­
fective date many of the key data elements required for analysis. The ETL 
process had to account for this situation by detecting the changes that had 
occurred since the prior run. 

3.3.2 Transform 

Data transformation is not an obvious requirement in the creation of an 
ADW. While it is obvious to most business managers that data must be ex­
tracted for source systems to feed the warehouse, it is not obvious that this 
data cannot be used "as is". The reality is that a great deal of time will be 
invested in crafting data transformations in the ETL process. 

The capability requirements that influence complexity and cost in the 
transformation step are: 
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1. Completeness and correctness of data 
2. Standardization of the meaning of data from different source systems 

Data completeness and correctness is a fundamental requirement of the 
ADW. There will be little or no value in creating an ADW if the data on 
which decisions will be made is missing or incorrect. Data will be missing 
from the ADW because it was not captured consistently in the source sys­
tem. A specific data element will not be captured consistently in the source 
system because it was not mandatory for the processing of the source sys­
tem. The complete population of data elements that can be captured in an 
operational system will naturally fall into those that must be captured to 
support the business process the operational system supports and those that 
are informational in nature. A business manager looking to analyze the in­
formation from an operational system can only depend on the mandatory 
data elements being available for analysis. The informational data ele­
ments may or may not be available. This sometimes comes as a surprise to 
business managers. If the informational data is required for analytical pur­
poses, the data element must be made mandatory in the operational system. 
In addition, an effort must be performed to capture the missing data ele­
ments for historical transactions. This may be a significant undertaking and 
will probably have been unexpected by the project planners. This situation 
is one of the possible reasons for a slipping timeline for the ADW project. 

The situation of missing data in operational system is easy to under­
stand, but how can data be incorrect in the ADW? If the ADW is sourced 
by a single system, the possibility of the data being incorrect in the ADW 
is minimal. The extraction and transformation processes will be operating 
on a single logical set of data. However, this is not a typical situation. In 
most cases, the ADW will be integrating data from more than one opera­
tional system. There may be information about a product or customer that 
is captured in more than one source system. Connecting these different 
views of the same product or customer can involve complex logic in the 
transformation step because the source systems are not integrated weIl at 
the operational level. In general, the less integration between the source 
systems, the greater the complexity of the integration effort in the trans­
form step and the greater the effort in ensuring that the data in the ADW is 
correct. We make this point only to communicate there can be significant 
challenges and effort in the transformation step to simply ensure the inte­
grated data is correct. This is not always obvious to the business manager. 

Data standardization refers to the process of enforcing consistency 
across disparate data sources. As we have already mentioned, different 
source systems often collect information about the same "things". Continu­
ing our example, many source systems will capture transactions that refer­
ence customers and products. In an ideal world, there would be one source 
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of reference information for customers and another for products. However, 
in practice this is not usually the case. Two source systems that reference 
the same customer may capture slightly different names for that customer. 
There is work that must be performed to standardize or conform the two 
different names for a customer into one name. When you multiply this 
piece of work by all of the data elements that are common to different 
source systems, the result can be a significant effort involving a large 
number of people through the enterprise. This effort turns out to be a con­
sensus building exercise more than a technical exercise. This need for this 
effort will not surface until the data in the source systems is examined. For 
this reason it is often difficult to predict this effort before the project is 
weIl underway and the data in the source systems can be examined. 

3.3.3 Load 

The load step in the ETL process involves the loading of cleansed trans­
formed data into the data structures that the customer of the ADW will use. 
The complexity of this step lies in the design of the presentation data struc­
tures. The capability requirements of these data structures are 

1. U sability tu nderstandability 
2. Performance of data access 
3. Resilience to changes in the business 

A common complaint from business users is that it is very difficult to un­
derstand how the data is represented in an operational system. A seemingly 
simple report may involve a join of many database tables. This complaint 
is valid, there is high complexity in this task; and this will always be case 
for any non-trivial application. The reason for the complexity is function 
of the fact that the operational system is a transaction processing type of 
information system. The details of why data is organized this way for 
transaction processing systems is not important for our discussion. How­
ever, it is clear that if we expect business users to be able to use the ADW, 
the data must be organized in a very understandable way. 

Once constructed, the ADW will contain large amounts of data. Typical 
use of an ADW will involve navigation and summarization of potentially 
large subsets of the total data. The navigation and summarization process 
involves the execution of queries against the data structures in the ADW. 
The performance of such queries is critical. If it takes too long to get re­
sults from the ADW, it simply will not be used. The data structures must 
be organized to support fast query access. 

Change is constant in business. The analytical needs of a business will 
change over time so the data collected in the ADW will also change over 
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time. As more and more applications are created against the ADW, the im­
pact of changing the data structures can be significant. The impact will be 
feIt in the effort to understand how the change will affect existing applica­
tions coupled with the effort to actually change the applications. Given this 
situation, the data structures in the ADW must be organized to minimize 
this type of impact. 

The three requirements we have outlined are best met by a data design 
approach called "Dimensional Modeling". This data design approach is 
mature and weIl documented in Kimball (2002). Dimensional Modeling is 
a complex topic that is weIl beyond the scope of this discussion. What is 
important for the business manager to understand is that Dimensional 
Modeling is a specialization in the area of database design. As such, it is 
unlikely that the in-house IT organization will have this skill set if there 
have been no prior data warehousing initiatives in the enterprise. In this 
case, there will be a need to go outside the in-house IT organization to find 
these skills through hiring or training of existing IT personnel. 

3.3.4 Common 

There are some capability requirements of the ADW that are not specific 
to any one step of the ETL process. These capability requirements are 

1. Requirement for history 
2. Volume of data 
3. Real-time content versus historic content 

The requirement for his tory in the ADW can have a significant impact on 
the complexity of the ETL process. It is very likely that an enterprise will 
have been in operation for some time before the need to create an ADW is 
recognized. Some percentage of this history will need to be loaded into the 
ADW as a starting point for analysis. In some enterprises, this percentage 
will be low. In others, this percentage may be very high. The more history 
is required, the greater the complexity of the ETL process. 

From a data extraction perspective, the impact may be minimal if all of 
the history is still available in the source system. This is often not the case 
though. As mentioned previously, it is standard procedure to periodically 
archive historical data in an operational system. This procedure is usually 
performed to ensure system performance is not adversely affected. As the 
data in the system grows, it usually takes more time to search and update 
any given data item in the system. The archiving ensures that only relevant 
data is actually stored in the source system. If archiving has occurred and 
the history recorded in the archive is required for the ADW, an extra step 
of identifying the archives and restoration of the require archives must be 
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performed. This extra step requires effort in planning and execution. An­
other distinct possibility is that the enterprise has been through a conver­
sion from one operational system to another. Some of the history required 
in the ADW may be recorded in the backups of some long since forgotten 
system. If this is the case, we have just added another (surprise) source 
system requiring an extract process. 

The impact of history on the transform step may be large. It is very 
likely that the business of the enterprise has changed during the window of 
time spanned by the required his tory. Products may have been come and 
gone. Market demographics may have changed. The legal entity structure 
of the enterprise may have been altered. In short, there are any number of 
possible major differences between the current state of the enterprise and 
any historical state. Someone will have to identify these changes and de­
eide how to deal with them. The changes themselves will not be obvious 
until the data is examined. At this point, new data eleansing rules may 
need to be defined and implemented. There will be new standardizing ef­
forts required if there is a need to extract data from long since forgotten 
historic source systems. 

The volume of data is a factor in the overall complexity of the ETL 
process primarily because there is always a window of time that the ETL 
process must be completed within. As volume goes up, the processing time 
goes up. Even with very fast computers, the volume of data that must be 
processed in the ETL process may require speeific approaches like parallel 
processing. An approach like this requires significantly more time in de­
sign, implementation and testing. Ongoing maintenance of such a solution 
is also more difficult. 

The degree of timeliness or currency of the data in the ADW will have a 
significant impact on the complexity of the ETL process. Does the ADW 
need to contain data that was current at the last closed month end? Does it 
need to be as of yesterday elose of business? How about as of a few sec­
onds ago? This need will be driven by the nature of the analysis that must 
be performed. In the case of financial analysis, the most likely data cur­
rency need is as of yesterday elose of business. It is possible that having 
access to real time information from sub-Iedger systems in the ADW may 
be valuable. However, the complexity of delivering real-time information 
into the ADW is an order of magnitude higher than yesterday elose of 
business. The increase in complexity comes in the form of a new approach 
for dealing with the transactions that have occurred since the last ETL 
process was executed. Although the data structures containing the real­
time information are similar to those recording previously loaded history, 
new mechanisms for the ETL process will need to be designed, con­
structed and tested. Extraction is now replaced with areal-time replication 
mechanism where transaction activity is "pushed" by the source system 
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into the data staging area. The data transformation processes that are typi­
cally design to process transactions in bateh, must now process each trans­
action as it occurs. The load step will now load individual transactions into 
the real-time partition of the presentation area. The key point is that the 
move from a yesterday c10se of business to areal-time view of the enter­
prise in the ADW comes at great cost in terms of complexity. If the value 
of having real-time information justifies the cost of increased complexity 
and cost then so be it. 

3.4 So me Final Thoughts 

The potential benefits of an ADW to an enterprise are fairly easy to under­
stand for most business managers. A central place where the activity 
posted in the generaliedger can be connected to the rich detail ofthe busi­
ness transactions that generated those postings has tremendous possibili­
ties. The possibilities are limited only by the information that can be cap­
tured in the ADW and the imagination of how the data can be used to 
increase revenue, reduce expenses or better manage risk. What is far less 
obvious is the effort required to create an ADW. 

As we have seen in our discussion, the creation of the ETL process can 
be a very complex effort. We have seen how the complexity of the effort 
will be driven by the required capability of the ADW and that the relation­
ship between the capability and complexity is not always obvious. Things 
that seem simple to a business manager may involve significant organiza­
tional and technical challenges. Some of these challenges cannot be under­
stood until the effort is weil underway and the data from the source sys­
tems can be exarnined. The scope for surprises is great. 

Our ultimate goal in this discussion has been to help business managers 
understand what is being undertaken in the creation of ADW. Although the 
complexity can be high and the challenges significant, the task is not im­
possible. It is our belief that a business manager who is armed with an un­
derstanding of the issues presented in this discussion stands a good chance 
of never having to sit across the table from their IT counterpart and risk 
having their eyes glaze over in confusion and dis belief. 
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Abstract. At the heart of every organization, regardless of location or in­
dustry, is the accounting function. The accounting function is responsible 
for gathering, recording, and reporting on aH of the financial transactions 
consummated by the enterprise. Using sophisticated transaction applica­
tions, accountants aggregate financial activity from disparate functions of 
the business and record a summary of the transactions in the generaliedger 
(GL). Within the GL, data is organized in the chart of accounts, which 
represents the physical organization of the business. Business units, de­
partments, products, and accounts are examples of chart of account seg­
ments. Accounting then produces the financial statements (Le., balance 
sheet and income statement) from the data in the GL. The financial state­
ments are distributed to internal and external stakeholders to evaluate the 
performance of the enterprise. 

This method of capturing and organizing data works very weH; however 
when it comes to reporting and analysis, limitations exist. Transaction sys­
tems are not designed to support dynamic analysis. Complicated data mod­
els make querying the database an arduous task. In addition, reporting 
from the GL is limited to the intelligence captured in the chart of accounts. 
Therefore, to improve financial reporting capabilities, a different approach 
is used. This approach is an Accounting Centric Data Warehouse ™ 

(ACDW). To build an ACDW, the data in the GL is extracted and joined 
in aseparate repository with supporting data captured in the operational 
subsidiary ledgers (sub-Iedgers). The sub-Iedgers are the applications used 
to capture the operational transactions of the business. Sales orders, loan 
servicing, accounts payable, accounts receivable, and inventory are aH ex­
amples of sub-Iedgers. By creating a platform that brings the GL and sub­
ledger data together, a deeper level of financial analysis is possible. The 
ACDW contains summary level balances from the GL down to the sup­
porting transaction detail from the sub-Iedgers. With an ACDW, top down 
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or bottom up analysis is possible. Over time sub-Iedgers can be incremen­
tally integrated into the ACDW to create a single enterprise decision sup­
port platform. 

4.1 Introduction 

Before we discuss data warehousing, it is important to understand the role 
of accounting in the organization and how it functions. The accounting 
function is responsible for gathering, organizing, and validating the finan­
cial transactions of the enterprise. Accounting must record each transaction 
in accordance with standards set forth by professional and government 
bodies (e.g., Internal Revenue Services, Securities and Exchange Commis­
sion, and Financial Accounting Standards Board). In addition, financial in­
stitutions and investors have requirements far assessing the financial per­
formance of their interest. Financial institutions want to know how secure 
their debt is, while investors are interested in their return on investment. 
To meet these demands, accounting is aided by sophisticated computer 
systems designed to record financial transactions in accordance with ac­
counting principles. In the subsequent sections of this chapter, we will dis­
cuss how the modem accounting function is organized, the limitations on 
reporting and analysis of the modem accounting system, and how progres­
sive companies are improving delivery to stakeholders of financial per­
formance information through the use of sophisticated data warehouses. 

4.2 The Modern Accounting System 

The principles and methods underlying the modem accounting system are 
not much different from the accounting systems of the past. Although 
software applications and computer servers have replaced paper ledger 
books, typewriters and filing systems, the double entry bookkeeping ap­
proach remains intact. A ledger is still the term for a repository of financial 
transactions, and a journal entry is still the method used to record financial 
activity into the ledger. 

The accounting function is supported by sophisticated software applica­
tions designed to process large volumes of data. Global firms may process 
millions of transactions in a single month, while mid-size companies could 
easily see up to 100,000 transactions per month. Large retailers like Ama­
zon or DelI can process thousands of sales orders in a single day. But with 
this complexity, come many challenges. Organizational changes, system 
upgrades, and technology advancements make for a dynamic environment. 
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Two types of applications support the accounting function of any or­
ganization: the General Ledger (GL) and Subsidiary Ledger (sub-Iedger). 
The GL serves as the central repository for aB financial activity, while the 
sub-Iedger captures the detail transactions related to specific processes 
within the enterprise. Treasury, inventory management, accounts payable, 
order entry, and purchasing are all functions supported by separate sub­
ledgers. The transactions captured in the sub-Iedgers are periodicaBy ag­
gregated and recorded in the GL. Two types of reports are used to assess 
the financial performance of an enterprise: financial and managerial. Fi­
nancial reporting comprises the balance sheet and income statement. These 
two reports represent aB of the financial activity of the firm. The financial 
re ports are presented to stakeholders, such as management, investors and 
creditors, to measure the enterprise. Financial reports are created from the 
GL or consolidation tool if there is more than one GL. 
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Fig. 4.1. Modem Accounting System 

Managerial reporting is intended for internat consumption and is used in 
planning and operations by managers and employees of the enterprise. 
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Managerial reports help managers assess their area of responsibility. An 
example of a managerial report may include revenue by product or cus­
tomer for a particular period. Managerial reports generally comprise data 
from the GL and sub-ledger applications. (See Fig. 4.1) 

In the rest of this section, we will review the specific function of the GL 
and sub-ledgers. We will discuss the mechanics of these applications to 
understand how they are used to capture intelligence about the enterprise. 
We will review why the current model of collecting and reporting on fi­
nancial performance is limited in its capability, and finally we will see how 
progressive companies are using data warehousing to improve perform­
ance analysis. 

4.2.1 The Role of the General Ledger 

In this section, we will review the role of the GL in the accounting system 
to understand why the GL is such an important application, as it estab­
lishes the framework for measuring the enterprise. 

What is a generaliedger? Investorwords.com defines it as a book of fi­
nal entry summarizing all of a company's financial transactions, through 
offsetting debit and credit accounts. The accounting function is responsible 
for maintaining the GL. 

The GL is classified as an online transaction processing system (OLTP). 
An OLTP system is defined as an operational system of record that cap­
tures the transactions of the business (Kimball, 2(02). In the case of the 
GL, its main function is to record financial transactions in accordance with 
accounting standards and statutory requirements. Within the GL, all finan­
cial activity is recorded in a common structure known as the chart of ac­
counts (COA). The COA is a data structure designed to represent the 
physical organization of the business. For example, COA segments may 
include business units, natural accounts, cost centers, products, and pro­
jects. These segments categorize each transaction in the database. Using 
the COA segments, reports and queries can be created to analyze the fi­
nanciaI performance. (See Table 4.1) 

Each financial trans action entered into the GL is referred to as a journal 
entry (JE). JEs contain a minimum of two records: adebit and credit. The 
debit and credit, referred to as double entry accounting, are required to 
keep the accounting entries in balance. JEs contain information about each 
transaction, such as the posted date, COA segment, accounting period, 
source, and description. The JE may be a summary of transactions from 
the sub-Iedger applications or individual financial transactions recorded di­
rectly into the GL. The JE attributes (i.e., posted date, COA segment, ac­
counting period, source and description) are a rich source of business intel-
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ligence. When aggregated, the JEs tell a story about how the organization 
is managing its financial resources. (See Table 4.2) 

Financial and managerial reports are prepared and distributed to stake­
holders based on the intelligence contained in each JE. Expense reports 
can be generated from the GL to show managers, based on their depart­
ment and business unit, how much they have spent during a particular pe­
riod and where they are in relationship to the budget. Or a sales report can 
be generated to show revenue by product for a specific region. The level of 
sophistication will depend on the intelligence captured in each JE. 

As the repository for all financial transactions, GL establishes the 
framework for enterprise reporting through the COA. Therefore, great care 
must be taken when setting up the COA. Decisions made during the setup 
will limit or enhance future business intelligence capabilities. JEs should 
contain as much information about each transaction as the COA will sup­
port. Many of the GL applications allow for custom fields to be defined so 
additional information can be captured with each JE. The intelligence in 
the GL is only as good as the data entered. For companies with disparate 
GLs, the challenge becomes conforming the JE information during con­
solidation. The best practice model is to have one GL to enforce a standard 
across the enterprise, which is not always possible with business acquisi­
tions and disparate operations. 

Table 4.1. Chart of Accounts Segments 

Business Natural Cost Product Project 
Unit Account Center __ ·~ _______ ~ ____ ~_o ___ ~o ______ --------
0100 41001233 ADM123 4563 MKT12 

Table 4.2. Journal Entry Sampie 

Journal Journal Journal JournalLine BU# Account Cost Dr Cr 
Date ID Source Description Center ------
111103 123 AP Record 1000 500000 ADMOOl 500 

Expense 
111103 123 AP Record 1000 200000 ADMOOl 500 

Liability 
1115/03 456 AR Record 3000 400000 ADM002 1000 

Revenue 
1115/03 456 AR Record 3000 100000 ADM002 1000 

Accounts 
Receivable 

As discussed, the intelligence captured in the GL is based on the COA 
segments and other information captured in the JE. But what about the un­
derlying transaction details, such as customer or vendor information. Since 
the GL only contains aggregations of data, how would areader of financial 
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or managerial reports get access to the data supporting the report line 
items? As we will see in the next section, the trans action details, support­
ing the balances in the GL, are contained in the sub-Iedger applications. 
We will discuss the role of the sub-Iedgers and why the data captured in 
those applications is so important to providing stakeholders with a com­
plete view of the organization. 

4.2.2 The Role of the Subsidiary Ledgers 

In this section, we will discuss the role of the sub-ledger in the accounting 
system. We will define the term sub-Iedger and review the different types 
of applications. We will also discuss how a well-designed sub-Iedger ap­
plication can be used to enhance business intelligence. 

What is a sub-Iedger? Dictionary.com defines it as details of an account 
supporting the amount stated in the generaliedger. 

Since the GL is the repository of all financial transactions, we refer to 
all supporting systems as sub-Iedgers. Like the GL, the sub-Iedgers are 
OLTP systems designed for capturing and processing transactions. Sub­
ledgers contain details of business activity consummated by a specific 
function or process of the enterprise. Sub-Iedgers range from very sophis­
ticated applications (e.g., equity trading, point of sales order entry, inven­
tory management, accounts payable) to simple spreadsheet systems. Data 
about customers and product orders, vendors and invoices, or product in­
ventory are examples of sub-Iedger functions. In addition to the transaction 
attributes, COA segment information such as business units, cost centers, 
and natural accounts is also captured in the sub-Iedger for GL reference. 
Each transaction is assigned a COA segment. These segments are used to 
aggregate activity into JEs for posting to the GL. Sophisticated sub-Iedgers 
may have COA business mIes defined for each transaction type, while 
simple spreadsheet sub-Iedgers have to be manually summarized and re­
corded in the GL. The number and sophistication of sub-Iedger applica­
tions can vary depending on the nature of the enterprise and its organiza­
tion. 

Starting in the 1980s, many companies began implementing integrated 
OLTP applications known as Enterprise Resource Planning (ERP) sys­
tems. An ERP system is defined as any software system designed to sup­
port and automate the business processes of medium- and large-size or­
ganizations. These processes may inc1ude manufacturing, distribution, 
personneI, project management, payroll, and financials (Dictionary.com). 

The ERP applications are divided into modules serving different func­
tional needs. Supporting the accounting function, examples of modules are 
accounts payable, accounts receivable, purchasing, and inventory man-
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agement. In an integrated application, entities such as customers, vendors 
or products are shared across modules to eliminate data redundancy. A 
vendor record viewed by purchasing would be identical when viewed by 
ac counts payable. Therefore, data redundancies of entities like customers 
and vendors are eliminated in an integrated system. In addition, workflow 
techniques can be used to streamline processes among functions. Purchas­
ing can monitor inventories for replenishment points, and ac counts payable 
can forecast purchases that need to be paid. The integrated approach al­
lows the organization to monitor cross-functional activity on a single ap­
plication platform. 

Many companies implement ERP applications to perform core business 
functions (i.e., generaliedger, ac counts payable, accounts receivable, pur­
chasing, fixed asset tracking, and cash management). Because these func­
tions are mature, best practice processes have been built into the applica­
tions. Therefore, a company can benefit from world-class practices by 
implementing the application. In the 1990s, ERP vendors made a strong 
push into manufacturing and supply chain processes; but for many compa­
nies, the ERP applications are implemented to perform common business 
functions where the processes are well defined. The benefits of ERP sys­
tems are shared entities, seamless interfaces into the GL, and best practices 
for recording intelligence about each transaction. The major ERP vendors 
are PeopleSoft, Oracle, and SAP. 

But the ERP applications do not support all business functions. There 
are many industry or company specific functions supported by personal 
databases (i.e., MS Access), manual spreadsheets, and niche software 
products. For example, functions like credit card servicing or healthcare 
billing are generally too industry specific for an ERP vendor to include in 
their product offering. The ERP vendors address many of the common ma­
ture functions that have larger market share. To meet specific needs, com­
panies must build their own applications or buy a niche software product. 
Remember, every organization will have a variety of disparate sub-Iedger 
applications to service the transactional needs of the business. 

Contained within every sub-Iedger application is valuable information. 
Whether a spreadsheet or a sophisticated OLTP application, information 
about each transaction can help stakeholders throughout the organization 
understand financial performance. The sub-Iedgers contain the data ex­
plaining balances in the GL. Why did sales change X% this year? Or why 
did inventory grow Y$ this period? To ans wer these questions, functional 
managers analyze data in the sub-Iedgers. Custom reports, data extracts, 
and online database queries are common methods of accessing the transac­
tion data in the sub-Iedgers. 

When designing a sub-Iedger application, it is important to think from 
an enterprise perspective. What are the key questions to understand about 
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this function? Are all of the COA values being for every transaction? Are 
controls in place to enforce users ofthe application to enter critical data? It 
is not uncornmon to see sophisticated sub-Iedger applications off er limited 
intelligence because the COA and transaction records are incomplete. The 
intelligence about each transaction recorded in the sub-Iedger will only be 
as good as the source data. In the next section, we will discuss how ac­
counting brings all of this information together to produce financial and 
managerial reports. 

4.2.3 The Accounting Close Process 

In this section, we will briefly talk about the accounting dose process. Un­
derstanding the dose process will help you see how the GL and sub­
ledgers link to produce financial and managerial reports. 

At the end of each period, usuaIly a month, the accounting function per­
forms a process caIled "dosing the books." Closing the books simply 
means compiling aIl financial activity for a given period and recording it in 
the GL. On the surface, this process seems to be straight forward; but the 
process of reconciling the sub-Iedger data to its source; and preparing it for 
posting to the GL is an arduous task. As mentioned in the sub-Iedger sec­
tion, the integrated applications perform this function very weIl. But re­
member, not aIl sub-Iedgers are part of an integrated paekage; therefore, 
the number of disparate sub-Iedgers will determine the difficulty of the 
dose process. An example of a sub-Iedger dose procedure is sales com­
mission accruals. Many companies have customized databases or spread­
sheet models to calculate commissions. Each month sales are fed into the 
model and the commissions are generated. Accounting uses the informa­
tion from the model to record commission aecruals (an accumulated 
amount to be paid in the future) in the GL. 

Another example is accounts payable. Onee an expense invoice is re­
ceived, the data is keyed into the accounts payable sub-Iedger to reeord the 
vendor expense and liability to the firm. The accounts payable function is 
then responsible for disbursing cash to pay for expenses entered into the 
sub-Iedger. During the accounting period, the sub-Iedger transactions are 
aggregated and posted in the generaliedger to record the expense, liability, 
and cash disbursements activity. As part of the dose process, accounting 
personnel verify the postings from the sub-Iedger are accurate and com­
plete. 

Once aIl sub-Iedger transaetions for a specific period are recorded in the 
GL, the accounting period is dosed - meaning no more entries are permit­
ted in the GL for that period. Financial and managerial reports are pro­
duced and distributed to stakeholders for review. The accuracy and effi-
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ciency of the sub-Iedger plays an important role in closing the books. 
World-class finance functions perform the close process in fewer than 3 
days, but most companies close the books in 5 to 15 days. In the next sec­
tion, we review the reporting and analysis limitations of the modem ac­
counting system. 

4.3 Limitations of the Modern Accounting System 

In this section, we review the limitations on reporting analysis of the mod­
em accounting system. We will see how reports generated from the GL 
provide a limited view of the organization, and why the OLTP applications 
are strong in trans action processing but weak in analytical capabilities. 

When accounting completes its month-end close process, the financial 
position of the organization is ready for presentation. Both interna! and ex­
ternal stakeholders receive either a complete set of financial statements or 
a sub-set, depending on their reporting needs. Senior management may re­
ceive a complete package of financial statements (i.e., Income Statement, 
Balance Sheet, Cash Flow Statement) showing a consolidated view of the 
organization, while internal line managers may only receive a sub-set 
(managerial report) of information based on their specific business units or 
departments. As we have already learned, the intelligence captured in the 
JE determines the reporting capability of the GL. Now, what if senior 
management wanted to know why a particular financial statement line item 
changed, such as accounts receivables, or customer profitability for a par­
ticular period? In the current model, the GL does not contain enough in­
formation to answer questions about the underlying transactions. To un­
derstand why accounts receivable changed or the profitability of a 
customer, you must have access to the transaction detail recorded in the 
sub-Iedgers. But if the organization has two disparate accounts receivable 
systems, access to data in both applications would be needed - a task that 
gets more complicated as the number of disparate systems increases. 
Understanding profitability might include a large number of disparate 
systems because there are so many components of profitability. The 
relevant point is that questions requiring underlying transaction data 
cannot be answered with ease in the current model. Separate analysis has 
to be performed on the source data to ans wer behavioral type questions. 

But what about the integrated applications? Isn't this problem addressed 
since all the data are in a single platform? The integrated applications are 
designed to efficiently capture transactions but not to serve as analytical or 
reporting platforms. Many OLTP systems have complex data models to 
support the trans action function. Therefore, specialized skill sets are 
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needed to develop custom reports and queries. In addition, querying an 
OLTP system can place a considerable amount of demand on an applica­
tion thus affecting the performance of its main function - capturing trans­
actions. Many companies have similar problem with reporting from their 
integrated systems as existed with their legacy systems. 

Therefore, a new model must provide stakeholders with access to the fi­
nancial transactions of the business. By integrating the GL with the sub­
ledgers, progressive companies are creating a single repository for analyti­
cal reporting. Sub-ledger users can perform dynamic analysis of their data, 
while consumers of financial and managerial reports can have access to 
greater detail. In the next section, we will discuss a common approach for 
building a data warehouse to consolidate enterprise data. 

4.4 The Accounting Centric Data Warehouse ™ (ACDW) 

We have seen how the current accounting systems model is optimized for 
operational purposes, thus leaving analytical capabilities sub-optimal. In 
this section, we will describe an approach for improving financial analysis 
and discuss how progressive companies are using data warehousing tech­
niques to improve their analytical capabilities. Before beginning, let us de­
fine some of the terms used in the data warehousing industry. 

A goal in defining these terms is to provide a conceptual understanding 
of the domain without delving into specific technical approaches, tech­
nologies, or software products. As with any discipline, there is a lot of jar­
gon used in the data warehousing industry. Two common terms that must 
first be defined: data warehouse and data mart. 

What is a data warehouse? A data warehouse is defined as a copy of 
transaction data specifically structured for querying and reporting. (dwin­
focenter.org) Think of a data warehouse as arepository to capture transac­
tional data from one or more OLTP systems in the enterprise. 

What is a data mart? A data mart is more specifically subject or depart­
ment oriented, and is a sub set of the data warehouse that looks at one par­
ticular view of the data (Shacklett, 2001). For example, a data mart may be 
designed to support accounts receivable analysis. Therefore, the accounts 
receivable sub-Iedger would be the source system of the data mart. Users 
could query the data mart to answer questions about accounts receivable 
transactions. The emphasis of a data mart is on meeting the specific de­
mands of a particular group of users in terms of analysis, content, presenta­
tion, and ease-of-use. Users of a data mart can expect to have data pre­
sented in terms that are familiar. 

Some key points to remember about data warehouses and data marts 
are: 
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• A data warehouse contains information copied typically from more than 
one transactional system used in the enterprise. 

• A data warehouse deals with large amounts of data because it involves 
the union of information from multiple transactional systems. 

• The data in the data warehouse is organized to support reporting and 
analysis that cannot be performed using any other information system in 
the enterprise. 

• A data mart is a piece or component of the data warehouse. 
• A data mart is focused on addressing the needs of a specific process or 

function of the enterprise. 

Then what is an accounting centric data warehouse ™ (ACDW)? Is it a data 
mart focused on addressing the needs of accounting? If this definition is 
true, shouldn't it be called an accounting data mart? The ans wer to both of 
these questions is "No." 

An ACDW is a warehouse that has been designed with adeliberate 
strategy for integrating data contained within the GL to data captured in 
the sub-Iedgers. The basis for this strategy is the understanding that every 
financial transaction consummated by the enterprise ultimately rolls up to 
the balance sheet or income statement. It is a data warehouse where meas­
urements of business processes in the enterprise can be connected to as­
sets, liabilities and equity, or income and expense. In this model, the or­
ganization can be viewed from a cross-functional view starting with the 
financial statements. For example, accounts receivable could be viewed 
from an aggregated amount represented on the balance sheet down to indi­
vidual customer transactions - all from a single reporting platform. If a 
senior manager wanted to see ac counts receivable by customer, she could 
easily view that because all of the components would be available. Design­
ing an ACDW takes careful thought. The idea behind this design is to join 
the data in the GL to the data in the sub-Iedger to achieve an integrated 
view of the organization. 

Building an ACDW is an incremental process. Over time, a collection of 
data marts, each supporting a different analytical need or business process, 
are developed to compose the ACDW. What makes the ACDW different 
from a data warehouse is the GL integration. With the GL data, a complete 
top to bottom view of the enterprise is available. Financial and managerial 
reports can be developed with greater detail. 

As additional sub-Iedgers are added to the ACDW, the repository be­
comes more valuable to the enterprise and eventually the single platform 
for all financial decision support. In the next section, we will discuss the 
application of the approach in more detail. (See Fig. 4.2) 
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Understanding the interdependency of the GL and sub-ledger applications 
is the first step toward achieving sophisticated performance analysis. As 
we have already learned, the GL is the only repository in the enterprise 
that contains a complete view of financial activity. Therefore, the GL is the 
core application in an ACDW. In firms that have more than one GL, a con­
solidation tool is used to bring the activity in each GL into the ACDW. 
Since financial reporting, which is focused on external stakeholders, is 
generally performed from the GL or some consolidation tool, we will fo­
cus our discussion on managerial reporting. Managerial reporting, as dis­
cussed earlier in the chapter, provides internal management with informa-
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tion to assess and measure the operational performance of the enterprise. 
Depending on the level of sophistication, managerial reports contain in­
formation derived from the GL or a combination of data from the GL and 
sub-Iedger(s). 

Let us begin with an example. What if management wanted to analyze 
revenue by customer for a particular product? In most cases, customers are 
not included as a GL COA segment; therefore, answering this question 
would require customer information from the sub-Iedgers. As mentioned 
earlier in the chapter, the COA segments are generally reserved for organ­
izational categories like business units, products, departments, and ac­
counts. Because a customer is an external entity and most companies have 
thousands of customers, it would not be feasible to maintain this informa­
tion in the COA. Sub-Iedger applications, such as accounts receivable 
(AR) and order entry (OE), are used to maintain the details of every reve­
nue transaction. For many firms, it is common to have more than one AR 
or OE application to record revenues, each supporting a different business 
line or division. Without a repository that combines the GL revenue with 
the sub-Iedger customer data, a manual compilation would have to be per­
formed to analyze revenue by customer. This type of manual approach has 
obvious limitations: it's inefficient and time consuming to prepare, and 
there is no ability to perform ad-hoc querying of the data. In addition, cus­
tomers who exist in more than one sub-Iedger would have to be identified 
and combined to accurately measure their total activity. Using an ACDW 
approach, the data from the GL and sub-Iedgers would be combined into a 
repository to create a single view of the revenue by customer. The data 
from the sub-Iedgers would be replicated periodically (usually daily) and 
loaded into the ACDW. The data would be organized, using data ware­
housing methods, to combine the GL and sub-Iedger for analysis. The so­
phistication of the analysis would be a function of the intelligence captured 
in the GL and sub-Iedgers, which could continuously improve over time. 
Additional attributes could be added to the sub-Iedger transactions to im­
prove the analytical capabilities of the ACDW. Using the ACDW, a sys­
tems infrastructure would be established to analyze the sub-Iedger transac­
tions. (See Fig. 4.3) 

Now that we have demonstrated how revenue analysis can be improved, 
let us take a look at how additional data sources could be added to improve 
the analysis value of the ACDW. Continuing with our example, what if 
management now wanted to understand customer profitability? Because 
there are two components to profitability - revenue and expenses - ex­
penses would also have to be added to the ACDW to complete the analy­
sis. Expenses would be matched up with revenue at the customer level to 
get profitability. 
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General Ledger 

Revenue Sub Ledgers 
(Source 01 all supporting 

detail revenue transactions) 

Fig. 4.3. Revenue by Customer Example 

Revenue by Cuslomer 

To begin, we divide expenses into two categories: direct and indirect. Di­
rect expenses include all activity required to procure and seil the product 
or service. Indirect expenses would include all other costs required to sup­
port the enterprise. To integrate the expenses into the ACDW, the first step 
would be to identify the respective data sources for the indirect and direct 
expenses. Depending on the sophistication level of the sub-Iedgers, an al­
location of expenses may have to be assigned to each customer. More so­
phisticated sub-Iedgers would have the ability to assign direct expenses at 
the customer level. For indirect expenses an allocation would be needed to 
assign costs to each customer. This function could be performed in the data 
source or ACDW. Once the revenue and expense data are joined in an 
ACDW, customer profitability would be possible. As additional data 
sources are added, the ACDW becomes more valuable. (See Fig. 4.4) 
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Fig. 4.4. Profitability Example 

Expense analysis could also be analyzed from the ACDW. This example 
we just went through was simplified to illustrate how an ACDW can im­
prove over time as data sources are added. In practice, customer profitabil­
ity is the most challenging analysis because there is no single repository of 
revenue and expenses. Complex OL TP systems, political territory, and 
lack of leadership make it challenging to build an ACDW. These chal­
lenges are why most companies are limited in their ability to perform en­
terprise analysis. However, progressive companies have demonstrated that 
it is possible to create an ACDW and have reaped many analytical fruits 
from their labor. A consolidation of the GL and sub-Iedgers into a single 
repository provides management with an analysis tool to help ans wer ques­
tions about the business. Below are four case studies that provide addi­
tional examples of how an ACDW can be employed to solve performance 
analysis problems. 
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4.6 Case Studies1 

4.6.1 Case Study #1 - A Communications Firm 

Keeping Pace With Acquisitions 

ABC Wireless Company has an ambitious growth strategy of acquiring 
small regional businesses - at a pace of about one per month. This acquisi­
tion activity places considerable strain on the operations and finance de­
partments as both the new companies and customer bases are added to the 
business. The company's goal is to move these acquired companies over to 
ABC Wireless' systems and processes as quiekly as possible, but often, the 
changeover process can take between nine and twelve months to complete. 
In the meantime, the finance department is unable to perform detailed re­
porting and analysis for the acquired company. In addition, the department 
is unable to get a total company consolidation in a timely manner with the 
level of detail necessary to manage the business. The solution: implemen­
tation of a financial management warehouse. 

ABC Wireless now brings detailed financial data from all its disparate 
financial operational systems into the financial management warehouse. 
As new companies are acquired, their standard chart of accounts and other 
financial data is quiekly mapped into the financial management warehouse 
structure. The Result: ABC Wireless can now puB in the acquired com­
pany's data in just 30 to 60 days. Now, the company the can perform fi­
nancial reporting and analysis on whatever dimension necessary - geo­
graphie, divisional, product or corporate-wide. In addition, the acquired 
company's management staff has the ability to do reporting and analysis at 
a greatly improved level, a capability that offers immediate business in­
sight into new opportunities that the parent company has by the acquisi­
tion. Best of all, this financial changeover occurs while the risk analysis 
group is leveraging the financial data in the warehouse for more informed 
and effective analysis and decision-making. Plus, ABC Wireless's market­
ing operations can also use much of this same data to do in-depth customer 
profitability analysis and create more focused and targeted campaigns. 

4.6.2 Case Study #2 - A Retail Firm 

Detailed View 0' Financial Activity Across Five Brands 

Current Trends is a specialty retailer with five distinct brands represented 
in over 1,400 stores worldwide. The general brand managers for Current 

1 TeraData White Paper, Getting to The Bottom Line, September 2002. 
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Trends operate autonomously. Each organization has its own CFO who is 
responsible for analysis, financial systems management, and the consolida­
tion and reporting of financial results. While this process was acceptable 
for each individual brand, Current Trends had other reporting issues, as it 
was unable to get a detailed enterprise view of the financial activity across 
the brands. In addition, auditing expenses were rapidly increasing due to 
the disparate nature of the underlying data and the rapid growth of this 
data. After its recent public offering, management at Current Trends feIt 
that their financial processes needed to be streamlined; and the accuracy of 
the results needed to be more certain. As a major retailer, Current Trends 
had been operating a data warehouse for customer relationship manage­
ment for several years. They made adecision to extend their warehouse for 
financial data to enable the finance operations across all brands to operate 
more efficiently. In making this move, the company was able to improve 
close process and overall analysis of data. However, the most measurable 
return has been in the area of audit. By using the warehouse, internal audi­
tors are now able to perform ongoing trend analysis that will flag any de­
viations. After a deviation is identified, it is very easy for the auditor to 
quickly trace the transactions associated with the change and then return to 
the system of record to audit the actual transactions. This advancement has 
enabled auditing to perform more audits in less time. The data warehouse 
has allowed Current Trends to achieve significant savings in the audit 
process while still ensuring that the operations of the company are within 
standards. 

4.6.3 Case Study #3 - A Transportation Firm 

Detai/ed Accounts Receivable At Every Level 

Ship-it-Fast is a transportation company that focuses on the consumer and 
small business market. The company ships millions of packages annually 
throughout the United States from small offices in more than 300 loca­
tions. With the high-volume transactional nature of its business, Ship-it­
Fast saw a need for efficiency improvements in its accounts receivable. 
The company had multiple billing and shipment-tracking systems that col­
lections clerks worked with to resolve outstanding invoices. Unfortunately, 
the accounts receivable operations were time-consuming and provided 
management with only a high-level view of accounts receivable status. 
Ship-it-Fast began a corporate-wide initiative to bring the detailed billing 
along with shipping data into a financial warehouse, including all of the 
detailed accounts receivable sub-Iedger data. Armed with this information, 
Ship-it-Fast is now able to do detailed accounts receivable analysis at any 
level within the company and can easily identify areas where additional 
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collection efforts need to be focused. In addition, the credit department can 
access all of the information about an account to become more effective in 
setting credit lines. 

4.6.4 ease Study #4 - A Financial Services Firm 

Adding Value to Analysis 

Consumer First Bank has thrived for over 50 years by serving the needs of 
the consumer. One major challenge for the finance group was the amount 
of time they needed to produce the regulatory reports required by the FOIC 
and other goveming agencies was growing significantly. Consumer First 
Bank had as many as five full-time analysts dedicated to meeting the spe­
cial reporting requirements, making it a costly, time-consuming effort. But 
despite that investment of time and money, the reports the analysts gener­
ated were viewed as low value to the management team. Why? Because 
there was no easy way to understand the data the reports contained. Just as 
important, because of the complex and cumbersome reporting require­
ments, the financial analysts at Consumer First Bank would spend less 
than 20% of their time doing real value-added analysis. An initiative was 
started where Consumer First Bank decided to bring all of its financial data 
into one central data repository to hetter streamline the bank's financial re­
porting and analysis processes. As a result, the financial analysts create 
monthly, quarterly and annual standard and regulatory reports in 1/5 the 
time. Managers can now access the financial data from their desktops on a 
daily basis, giving them the ability to see potential problems and to take 
appropriate actions before the dose of the month. Corporate management 
also has the ability to easily drill down to the details contained in the fed­
eral reports, which now bring real value. In addition, the bank's risk analy­
sis group is leveraging the financial data in the warehouse for more in­
formed and effective analysis and decision-making. Plus, Consumer First 
Bank's marketing operations can also use much of this same data to do in­
depth customer profitability analysis and create more focused and targeted 
campaigns. 
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Abstract. eXtensible Business Reporting Language (XBRL) is a computer 
markup language for the purpose of corporate business reporting. XBRL is 
based on XML, which is the universal format for structuring documents 
and data on the web. In an XBRL compliant report, each financial and 
non-financial item is enc10sed by a pair of XBRL tags, which describes the 
meaning of the item. These tags provide semantic information to the re­
ports and make the financial reports not only human readable but also 
computer comprehensible. Leveraging the power of computers and the 
Internet, XBRL provides the financial community a standard to electroni­
cally and automatically prepare, publish, exchange, and extract financial 
statements. It is expected that XBRL will have widespread effects on fi­
nancial reporting. First, preparing financial reports will be easier with 
XBRL. Financial information needs to be keyed into the computer only 
once. XBRL-ready accounting software can generate financial reports in 
different formats, such as for SEC filing, loan application, or corporate 
web reporting. It greatly reduces the manual input burden and entry errors. 
Second, the publication and exchange of financial reports can be facili­
tated. Because XBRL-compliant reports use standardized tags, the reports 
can be conveniently exchanged between different software and computers, 
independent of the software formats and computer platforms. The financial 
statement users can view an XBRL report as easily as browse a web page. 
Third, since XBRL-compliant reports are computer comprehensible, the 
financial information contained in these reports can be reliably and auto­
matically extracted through XBRL-enabled applications for financial 
analyses. The cost of financial analyses can be largely reduced. Decision 
makers, investors, creditors and other financial statement users can be al-
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leviated from the burden of manually analyzing the financial reports. 
Small- and rnid-sized companies will have an equal opportunity to com­
pete with industrial giants for the capital market. XBRL is undergoing fast 
development. Since its inception in 1998, over 170 companies and organi­
zations inc1uding Big 4 accounting firms, FDIC, Microsoft, and SAP have 
joined the XBRL consortium. XBRL will become a key standard for elec­
tronie financial reporting in the near future. 

5.1 Introduction 

The objective of this chapter is to introduce a new accounting tool called 
XBRL that can help accountants, decision makers, analysts and regulators 
to prepare, exchange, extract and analyze financial reports. eXtensible 
Business Reporting Language, better known by its acronym XBRL, is an 
XML-based markup language for the purpose of electronic corporate fi­
nancial reporting. XML is the universal format for structuring documents 
and data on the web. Basically speaking, in an XBRL-compliant report, 
each financial and non-financial line item is enc10sed by a pair of XBRL 
tags, whieh describes the meaning of the enc10sed item. These tags provide 
semantie information to the reports and make the financial reports not only 
human readable but also computer comprehensible. Leveraging the power 
of computers and the Internet, XBRL provides the financial community a 
standard to electronieally and automatically prepare, publish, exchange, 
and extract financial statements. 

It is expected that XBRL will have widespread effects on financial re­
porting. The beneficiaries of XBRL inc1ude but are not lirnited to account­
ants, company decision makers, creditors, financial analysts, and regula­
tors. First, for accountants, preparing financial reports can be facilitated 
with XBRL. Financial information needs to be keyed into the computer 
system only once. XBRL-ready accounting software can generate financial 
reports in different formats, such as for SEC filing, loan application, or 
corporate web reporting. It greatly reduces the manual input burden and 
entry errors. Second, for financial statement users, the publication and ex­
change of financial reports can be simplified. Because XBRL-compliant 
reports use standardized tags, the reports can be conveniently exchanged 
between different software and computers, independent of the software 
formats and computer platforms. The financial statement users can view an 
XBRL report as easily as browse a web page. Third, since XBRL­
compliant reports are computer comprehensible, the financial information 
contained in these reports can be reliably and automatieally extracted 
through XBRL-enabled applications for financial analyses. The cost of fi­
nancial analyses can be largely reduced. Investors, creditors and other fi-
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nancial statement users can be alleviated from the burden of manually ana­
lyzing the financial reports. Small- and mid-sized companies will have an 
equal opportunity to compete with industrial giants for the capital market. 

XBRL is royalty-free and can be integrated with market-available soft­
ware, which reduce the cost of using XBRL to a minimum. Users do not 
need to pay royalty fee to apply XBRL standards in their financial reports. 
Neither do the companies need to overhaul their existing information sys­
tem to use XBRL. XBRL add-on modules can be imbedded in market­
available software. Microsoft, together with PricewaterhouseCoopers and 
NASDAQ, has developed a pilot XBRL application called "Excel Inves­
tor's Assistant" that can be imbedded in Excel. It can switch financial re­
ports between traditional, Excel and XBRL formats with only a few mouse 
c1icks. Ratio analysis, which can be presented in charts and diagrams, can 
be completed in just a few seconds. SAP and PeopleSoft have also added 
XBRL functionality into their ERP (enterprise resource planning) pack­
ages. XBRL-compliant financial reports can be created automatically since 
all the required financial data are available within the ERP systems. More­
over, it is expected that an XBRL-compliant report can be generated as 
easily with a few mouse c1icks in the near future. 

In this chapter, we briefly discuss the history of XBRL development in 
section two. Then, in section three, we compare HTML, XML, and XBRL 
to give a c1ear picture of the differences and similarities between these 
three markup languages. In section four, the three components of XBRL 
are discussed. We discuss how XBRL can aid business intelligence in sec­
tion five. We explain how XBRL works in this section as weIl. The bene­
fits of using XBRL for financial reports preparers and users are explored. 
Section six primarily provides an XBRL vendor list. The last section con­
c1udes the chapter and points out some potential issues that need to be re­
solved for XBRL development. 

5.2 ABrief History of XBRL Development 

The start of XBRL can be traced back to April 1998, when a CPA named 
Charles Hoffman began to develop prototypes for financial reporting using 
XML. American Institute of Certified Public Accountants (AICPA) sup­
ported and funded Hoffman's initiative. In June 1999, Hoffman and sev­
eral other people created a business plan for XML-based financial state­
ments, called eXtensible Financial Reporting Markup Language 
(XFRML). Later in the year, they changed the name to XBRL since busi­
ness reporting covers a broader range of reports than financial reporting. 
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XBRL is undergoing fast development. The number on the XBRL steer­
ing committee increased from 12 in 1998 to 220 in mid-2oo3, including 
many leading accounting, technology, and government organizations. The 
jurisdictions of XBRL have expanded from the U.S. into 12 European and 
Asian-Pacific countries. The first taxonomy---XBRL CI taxonomy, which 
serves commercial and industrial companies (representing 80% of pub­
licly-traded companies in the U.S.), has been completed. XBRL specifica­
tion for generalIedger is currently available. It can tag the data at the gen­
eral ledger level and facilitate data transmission between the transaction 
reporting and business reporting. XBRL specification has grown from 1.0 
version to 2.1 version now. 

Additionally, a few companies have begun to adopt XBRL in their fi­
nancial reporting. In February 200 1, Morgan Stanley became the first 
company that tags its financial statements in XBRL for SEC filing and 
web reporting. Microsoft became the first technology company that uses 
XBRL for financial reporting in March 2002. The fast development and 
adoption of XBRL indicate the great potential role for XBRL to play 
among the business reporting world in the near future. More and more 
software vendors have joined the development of XBRL-enabling soft­
ware. Microsoft, PriceWaterhouseCoopers, and NASDAQ launched the 
first XBRL pilot project in July 2002. UBMatrix, CaseWare and many 
other companies offer products that can create XBRL-compliant reports as 
weIl as XBRL taxonomies. 

To explain XBRL clearly, we need to discuss HTML and XML. HTML, 
XML and XBRL are all members of the markup language family. Markup 
language is different from other computer languages such as C and Java. It 
is not used for building computer applications. Instead, markup language is 
used for formatting and structuring data in a document and explaining the 
meaning of the data to the computer. Simply speaking, markup language 
adds tags to data items. These tags either tell how data should be formatted 
and presented to the user, such as HTML tags, or indicate the meaning and 
function of the data item, (in other words, it adds meta-data to the docu­
ment) such as XML tags. Markup languages tend to be both platform­
independent and language-independent. Markup language runs on various 
operation systems such as Windows, Unix, Linux, etc. It also adopts Uni­
code, which can represent hundreds of written languages in the world in­
cluding Asian, Arabic and European languages. Generally speaking, 
markup language has more flexibility and interchangeability than other 
computer languages. 
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Table 5.1. Timeline for XBRL history and development ---_._--_. 
Time Achievements 

04/1998 

06/1999 

1011999 

07/2000 

02/2001 

06/2001 

1212001 

03/2002 

07/2002 

04/2003 

5.2.1 HTML 

Charles Hoffman began to investigate the possible use of 
XML for financial reporting. 
Business plan for XFRML was created with the support of 
AICPA. Later XFRML changed its name to XBRL. 

First XBRL was held and the development of CI taxonomy 
was launched. XBRL committee had 12 members. 

XBRL specification 1.0 and CI taxonomy was released 

Morgan Stanley became the 1" company to tag its financial 
information in XBRL 
XBRL for generaliedger taxonomy was released 

XBRL specification 2.0 was released 

Microsoft became the 1 st technology company that reports its 
financial data in XBRL 
Microsoft, PWC and NASDAQ launched the XBRL pilot 
project 
XBRL steering committee has 220 members 

HTML is the most common form of markup language in use today. HTML 
is used for web page presentation purpose. All the web pages we can 
browse are built in compliance with the HTML standards. Compared with 
XML, HTML has a limited number of tags. These tags tell the web 
browser a wide spectrum of presentation parameters, including font type, 
font size, font color, paragraph break, and other format information of a 
web page. To illustrate, let us look at an HTML snippet. 

<Hl ALIGN=center>What is HTML</Hl> 
<p>HTML is a <strong>Markup Language</strong>.</p> 
<P> The book <em>HTML For Dumrnies</em> teIls you in de­
tail about HTML. 

Each line item in the above snippet is enclosed by a pair of tags, one be­
ginning tag and one ending tag. The ending tag is indicated by an addi­
tional back slash. The tag <Hl ALIGN=center> tells the browser that the 
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data enc10sed should be presented in Header Font Number 1 and aligned to 
the center. The tags <p> and <lp> represent the start and the end of a para­
graph respectively. The tag <strong> teIls the browser to display the en­
c10sed text in Bold fonts. Sirnilarly, <ern> tag teIls the browser the en­
c10sed words are in Italic font type. As we can see, all the above tags are 
concerned with presentation format issues. A web browser such as Internet 
Explorer can process these tags and present the following web page to the 
user. 

5.2.2 XML 

XML, the acronym of eXtensible Markup Language, is a more powerful 
data-centric markup language than HTML. eXtensible denotes that XML 
is extensible to many derivative languages for specific industries or cross 
industries. For example, chemXML is designed specifically for chernical 
industry; ebXML is defined for e-business transactions. Unlike HTML, 
which uses predefined tags, XML allows users to do their own tag defini­
tions. These tags describe the semantics and structure of data in a docu­
ment, which can be understood and processed by computer applications. 
With the growth of e-business and integration of supply chain partners, 
there is a rising demand for a common computer language for companies 
to communicate with each other both vertically and horizontally. The 
emergence of XML can satisfy this demand. Industry-specific as weIl as 
cross-industry XML-based languages can facilitate data exchange and 
business transactions, allowing clients to manipulate data views and per­
mitting intelligent systems to customize information. 

When writing XML documents, the user needs to define tags following 
a standard called Document Type Definition (DTD) to ensure the c1ient 
computer application can recognize and validate the XML document. DTD 
is currently fading out and will eventually be replaced by the more flexi­
ble, descriptive and intuitive XML schema. DTDs and schemas are usually 
stored in a central repository called namespace. All user-defined tag in­
formation can be found and retrieved from namespace. At the c1ient side, 
an XML parser is required to recognize the tags. 

To illustrate, let us look at an XML example: 

<?xml version=ll.O" standalone="yes "?> 
<!DOCTYPE address book SYSTEM "abml.dtd" 
<address book> 
<entry> 
<first_name>Jia</first_name> 
<last_name>Wu</last_name> 
<nickname>Jack</nickname> 
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<organization>Rutgers University</organization> 
<address type="home"> 

<street>180 University Avenue</street> 
<city>Newark</city> 
<state>New Jersey</state> 
<postal_code>07102</postal_code> 
<country>USA</country> 

</address> 
</entry> 
</address book> 

The XML version and its DTD are specified at the beginning of the docu­
ment. Each data element in the above example is bounded by tags, which 
tell the computer applications what are the meanings and uses of these 
data. If the tags are absent from the above example, computer applications 
will have great difficulty in understanding and processing these data 
though these data may still be intelligible to human users. 

5.3 XBRL 

XBRL is an XML-based markup language for the purpose of financial re­
porting. It inherits the attributes of XML and specializes in financial re­
porting. XBRL provides a standard method for the financial community to 
prepare, publish, extract and exchange financial information electronically. 
Through XBRL, users can prepare digital financial reports, which include 
the balance sheet, income statement, statement of owner's equity, and 
statement of cash flows. In addition, non-financial information, such as 
management notes and auditor' s reports, can also be incorporated into 
XBRL-based financial reports. 

XBRL is made up of three technical components-specification, taxon­
omy and instance documents. Specification and taxonomy are guidelines 
for XBRL tag definition. A detailed description of these three components 
is provided in the following section. XBRL tags provide semantic informa­
tion for the enclosed data item. These tags tell the computer applications 
what the enclosed item is about. To illustrate, let us take a look at the fol­
lowing code snippet. 

<?xbrl version="2.0" ?> 
<group xmlns:ci=http://www.xbrl.org/us/gaap/ci/2002-07-
31> entity="NASDAQ:Microsoft" period="2002-12-31" sche­
maLocation=''http://www.xbrl.org/us/gaap/ci/2002-07-31 
scaleFactor="3" precision="9" type="statements" 
unit="IS04217:USD" decimalPattern="ft.ft" formatName=""> 
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<group type="ci:Balance Sheet.Assets.CurrentAssets"> 
<Cash>3016</Cash> 
<ShortTermlnvestments>35636</ShortTermlnvestments> 
<AccountReceivable>5129</AccountReceivable> 
<Inventories>673</Inventories> 

<?xbrl version="2.0" ?> indicates the version of XBRL. The next line 
<group xmlns:ci=''http://www.xbrl.org/us/gaap/ci/2002-07 -31" displays 
the location of the namespace for XBRL and the document's taxonomy, 
which is CI taxonomy under V.S. accounting principles (GAAP). An 
XBRL-enabled application can retrieve taxonomy information from this 
location and parse the data accordingly. The next several lines tell us that 
the reporting company is Microsoft, and the reporting period ends at the 
end of year 2002. The tags such as <Cash>, <ShortTermInvestments>, and 
<Inventories> tell us what accounts the enclosed numbers represent. These 
tags can be read straightforwardly not only by human beings but also by 
XBRL-enabled computer applications. As we can see, XBRL is very simi­
lar to XML; but it is specifically concemed with financial reporting issues. 

Table 5.2. A comparison of three markup languages 

HTML XML XBRL 

--~~~~~~~---------~~~.--'----"-'--~--~~--'_._-----~.~"---~---'--~_.~~~~----------~~ 

Function Web page Data processing Financial data 
presentation processing 

Flexibility Limited Great Great 

Tags Predefined User defined User defined 

Components Tags Schema (DTD), Specification, 
tags taxonomy, 

instance 
document, tags 

Parser Web Browser XML-enabled XBRL-enabled 
applications applications 

Similarities Plat-form independent, language independent, easy for 
documentexchange 

,- " ... , ... , ........ ~ .......... _--_._--------------
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5.3.1 XBRL Components 

XBRL consists of three major components: the XBRL specification, 
XBRL schema, and XBRL instance documents. 

5.3.2 XBRL Specification 

XBRL specification aims at standardizing the creation of XBRL taxono­
mies and instance documents. XBRL allows each user to define his/her 
own set of meta-data tags. However, unless these tags are created follow­
ing certain uniform standard, information exchange would be inhibited 
since the tags defined by one user may be incompatible with and incom­
prehensible to the other user's application. XBRL specification is such a 
uniform standard that provides guideline on how to design taxonomies and 
instance documents in XBRL. It defines XBRL elements and attributes 
that can be used to prepare, exchange, and analyze financial reports, ensur­
ing that user-defined tags do not overlap or dash. These elements and at­
tributes indude syntax of instance documents, syntax of taxonomies, se­
mantics of instance documents, and semantics of taxonomies. 

Table 5.3. Example of XBRL specfication elements 

Elements Examples Meanings 
~_.~'_.~-----""~'~~--~'~~---~-"~---~~_.~~'-~~_. __ .-"-'-~----.'-'.-._.<~~'~--'~'."-'~' --~--~-~.-~_ .. ~-' 

Syntax of Company ID, NASDAQ:MSFf The com-
instance reporting pany with 
document period, entity NASDAQ 

names ticker sym­
bolMSFf 

Syntax of Elements, 
taxono- Monetary and 
mies shares 

datatypes, 
rollup 

CUSIP:41009876AB 

<element name= "CurrentAs­
set.CashandCashEquivalents" 
type= "xbrl:monetary"/> 

<element 
name="significantAccountin 
gPolicies­
Note.stockBasedCompensatio 
nPolicy" 
type= "strin~"/> 

The entity 
with CUSIP 
number 
41009876AB 

Defme the 
elements. 
Note that 
both the 
colloquial 
name and its 
immediate 
parent are in­
c1uded in the 
element 
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5.3.3 XBRL Taxonomies 

XBRL.org defines taxonomies as a "standard description and c1assification 
system for the contents of accounting reports. XBRL taxonornies can be 
regarded as extensions of XML Schema. Information producers take their 
accounting information from their accounting system and code it in a stan­
dard fashion as described by the taxonomy." Taxonornies are used for dif­
ferent types of business reports. As we know, accounting can be divided 
into several subsets, inc1uding financial accounting, management account­
ing, SEC reporting, IRS reporting, etc. Each subset usually requires a spe­
cial set of accounting terms, policies, and methods for reporting. Addition­
aIly, different accounting standards may require different taxonomies. For 
instance, V.S. General Accepted Accounting Principles (GAAP) are dif­
ferent from International Accounting Standards (lAS). Therefore, two tax­
onornies may be needed to prepare the business reports in accordance with 
these two different standards. 

Consequently, XBRL cornrnunities have deterrnined to create one tax­
onomy for each accounting subset. For example, there are taxonornies for 
generaliedger, financial reporting, management reporting and SEC certifi­
cation. Currently, two taxonornies are available to the market. One is V.S. 
GAAP CI taxonomy, which deals with financial reporting for cornrnercial 
and industrial companies under GAAP. The other is GL taxonomy, which 
is concerned with reporting at the transaction level. A number of new 
XBRL taxonomies, inc1uding taxonomy for management notes and discus­
sions, taxonomy for SEC certification, and taxonomy for lAS accounting, 
are either under development or under review. 

5.3.4 XBRL Instance Document 

An instance document is an XBRL-coded business report. It can be an 
XBRL-tagged balance sheet, an XBRL-tagged debt covenant report, or an 
XBRL-tagged SEC lOQ filing. 

XBRL specification, XBRL taxonomies and XBRL instance documents 
constitute the XBRL world. An XBRL instance document inc1udes the 
XBRL specification version 10 as weIl as the name and location of XBRL 
taxonomies. Vpon receiving an XBRL instance document, the XBRL­
enabled application can process the instance document in accordance with 
the matching specification and taxonomies. 
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5.4 XBRL and Business Intelligence 

XBRL has far-reaching implications for the entire business community. 
XBRL can dramatically facilitate business reporting. The processes of pre­
paring, presenting, extracting, and analyzing financial reports can be 
largely automated using XBRL-enabled applications. Both financial report 
preparers and users can harvest the huge benefits from XBRL. 

5.4.1 Benefits For Financial Report Preparers 

Accounting computerization has already for a large measure alleviated ac­
countants' workload. XBRL can further increase the efficiency and effec­
tiveness of accountants' work. XBRL can facilitate the preparation of fi­
nancial reports. Traditional financial reporting requires multiple inputs of 
financial data for different types of financial reports. Accountants need to 
input a company's entire set of financial and non-financial data for its an­
nu al report to be placed on the company web site. They may input the 
same set of data again to prepare an SEC lOK filing or a credit report filing 
for bank loan application because these reports have different data and 
format requirements. These multiple entries of data into the computer sys­
tem not only waste time and labor but also result in many input errors. 
XBRL eliminates this redundant task. Since XBRL applies standard tags to 
the raw financial data, an XBRL-enabled application can understand and 
process the data. The same set of data can be used across applications. Ac­
countants can enter data once into the computer system and use it multiple 
times. It would be time saving, effort saving, and paper saving for ac­
countants to prepare different business reports for different purposes using 
different formats. It is comparable to having a word document file that can 
be converted effortlessly into txt, pdf, and rtf documents. 

XBRL can be integrated with ERP systems, corporate data warehouses, 
and other corporate information systems. ERP systems and corporate data 
warehouse can capture data at the transaction level and feed the data into 
XBRL-ready applications. Then the information can be tagged in XBRL 
using XBRL GL (general ledger) taxonomy. Afterwards, the general 
ledger level XBRL-compliant report can be further processed, consoli­
dated, and customized for different user needs. The entire process can be 
computer automated without human intervention. This practice will further 
reduce the costs for financial report preparation. 
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5.4.2 Benefits for Business Report Users 

In addition to facilitating accountants' business reports preparation, XBRL 
can also streamline the extraction and analysis of business reports für a 
large variety of financial report users. These users can include company 
decision makers, auditors, creditors, financial analysts, stockholders, as 
weIl as regulators. 

Different financial report users usually have different interests in the fi­
nancial reports. Local managers may be interested in the sale volume and 
inventory tumover ratio. Top decision makers may be interested in the 
overall profit of the company. Auditors may be more interested in knowing 
if the company hidden financial problems. Creditors will be interested if 
the company will be able to pay back the loans. Stockholders and financial 
analysts are usually interested in the company's eamings, stock dividends 
and growth potential. Regulators usually pay more attention to if the com­
pany has complied with the laws and regulations. Für example, IRS offi­
cials may pay attention to the company's taxable income and payments. 

Currently, these users have to manually extract relevant data from busi­
ness reports and then import these data into various computer applications 
for analyses. A bottleneck lies in this manual data extraction process. 
Computerized data extraction is hampered for four major reasons. First, 
not all the companies use the same set of accounting terms. For example, 
"cash" and "cash and equivalents" can mean the same accounting item 
(Kogan et. al, 2002). It would be easy for human users to identify but will 
cause confusion for computer programs. Second, what makes things 
worse, there is no consistency for the report layout and format. The length 
of an annual report can vary from 5-7 pages to 70-80 pages. An income 
statement can be found at the beginning, middle, or end of an annual re­
port. A li ne item, such as inventory, can be located at the 3 "\ 4th , or even 5th 

line under the current assets account. The inconsistency in accounting 
terms and report formats prohibits the automation of data extraction and 
analyses from business reports. 

However, with the adoption of XBRL, these problems can be easily 
solved. If financial re ports are encoded in XBRL tags, XBRL-enabled 
computer applications can quickly sc an the tags in the report, locate the 
desired line items, and extract the data for analyses. Since these XBRL 
tags are clearly-defined standard tags, the computer application will not 
have any confusion in identifying the needed data. The financial report us­
ers only need to inform the application what type of information they are 
interested in, and the application can extract the relevant information for 
them automatically. Thus, the time for data extraction can be greatly re­
duced by using XBRL. 
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XBRL can also facilitate the information exchange of financial reports. 
Traditional financial re ports have limitation in information exchange. First, 
financial reports are usually prepared in different file formats by different 
computer applications. For example, a study of online financial reporting 
found that the formats of online financial reports include pdf, word docu­
ment, txt, excel, and html. These files have limited compatibility. Smooth 
information exchange is rendered impossible by these incompatible file 
formats. Moreover, different platforms, such as Windows 98, Windows 
2000, Windows XP, Unix and Linux, have created more baITiers for finan­
cial report exchange between different platform-dependent applications. 
Second, financial reports can be prepared in different languages, including 
but not limited to English, German, French, Chinese, Japanese, and Ko­
rean. Current financial analysis software suites are language dependent. 
Most of these applications can only process financial reports in one lan­
guage, mostly in English. A huge portion of non-U.S.-based capital mar­
kets is excluded from the financial community due to language baITier. 
Last, but not least, different accounting standards, regulations and policies 
have prohibited seamless comparison between financial reports prepared 
under different accounting standards. U.S. GAAP, International Account­
ing Standards (lAS), and other proprietary national standards such as Ja­
pan's accounting principle prevent expedited exchange and analysis of the 
financial reports because the information contained in these financial re­
ports is not comparable if the user is not familiar with these different stan­
dards. 

XBRL can nicely resolve the above-mentioned problems. First, if a fi­
nancial report is coded in XBRL tags, the conversion of this report into 
other formats can be as easy as several mouse clicks, using the XBRL­
ready application. Microsoft has already added an XML module into its 
Office XP software package. It is expected that an XBRL module for Of­
fice applications will soon be available. On the other hand, the conversion 
of financial report in various formats into XBRL-compliant document is 
also effortless. University of Kansas has developed a prototype of an 
XBRL conversion tool, which can convert a text-format financial report 
into an XBRL-encoded one. UBMatrix and CaseWare are among the in­
creasing number of software vendors who are developing XBRL-enabled 
applications to create XBRL-encode financial reports. 

Second, in order to overcome the language baITier, XBRL uses Unicode 
as its default font. Unicode can support over 120 languages, which makes 
XBRL language independent. Hence, even if a human user does not under­
stand the language in the financial report, an XBRL-ready computer appli­
cation can automatically translate and analyze the financial reports for the 
user. 
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Third, the barrier caused by the different accounting standards can also 
be removed by XBRL. Each XBRL-compliant financial report contains 
taxonomy information, which indicates the type and location of the taxon­
omy. Financial reports based on different accounting standards use differ­
ent XBRL taxonomies. An XBRL-ready computer application can retrieve 
the matching taxonomy from the designated location and process data con­
tained in the financial reports accordingly. 

In summary, XBRL is a language independent, platform-independent, 
accounting-policy independent standard. Its adoption can facilitate finan­
cial report preparation, extraction, exchange and analysis. Accountants can 
prepare financial reports with ease. More frequent financial reporting is 
made possible by XBRL. Using XBRL-enabled software, Managers can 
have both very detailed and highly consolidated view of a company's fi­
nancial data. More effective decisions can be.made. Auditors can integrate 
their auditing software with XBRL business reports. Financial data can be 
electronically fed into the auditing software as opposed to manual input. 
Thus, auditing sampie size can be dramatically increased, and the audit 
risk can be lowered. Frauds and errors can be detected more promptly. 
With XBRL, investors and creditors can follow more companies, inc1uding 
domestic and international, large and small ones. The capital and loan 
market will become more rational and efficient. Similarly, regulators can 
monitor more companies' financial performance. 

5.5 XBRL Software Vendors 

Although XBRL is arecent innovation, several software companies have 
already developed XBRL-enabled applications. A well-known application 
is a jointly-developed project called "Excel Investor's Assistant" by Mi­
crosoft, PricewaterhouseCoopers, and NASDAQ. This application can pull 
financial data from the Internet, build XBRL instance documents, and 
conduct financial analyses of 21 selected companies. The beauty of this 
application is that it is a macro which runs on the widely-used Excel. 
Therefore, no new software is required. It can prepare XBRL instance 
documents, perform ratio analysis, compare up to five companies' finan­
cial measures, and analyze financial and nonfinancial information. Every 
process and task can be completed in seconds. 

A number of business software vendors have developed XBRL-enabled 
applications. Generally speaking, current market available applications can 
be categorized into two major groups: XBRL instance document builder 
and XBRL taxonomy builder. 

Fig. 5.1 shows the initial startup screen of the application. It allows the 
user to input the fiscal period and company names for analysis. In this 
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case, Microsoft and Intel are added for analysis. The fiscal period is from 
1st quarter in 1997 to 4th quarter in 2002. The application retrieved the 
XBRL documents for these two companies from the Internet immediately 
after the "Build Analyses" button was pressed. 
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Fig. 5.2 displays the screenshot a time series comparison chart of Intel 
Corp's annual financial measures and ratios, such as total revenue, gross 
profit margin, inventory tumover, and ROI. Through the charts, financial 
statement users can instantly compare the current financial performance to 
historical performance. 
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Fig. 5.3 shows a comparison chart of Intel and Microsoft's annual net in­
comes from 1997 to 2002. The financial measure comparison between 
these two companies is clearly visualized through the charts. Fig. 5.4 pre­
sents the accounting numbers for Intel. The increase and decrease of ac-
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counting numbers can be indicated by different colors. The variance per­
centage will pop up if the mouse is moved over the appropriate numbers. 

XBRL instance document builders focus on making XBRL-compliant 
business reports. These applications either generate XBRL-compliant 
business reports directly from the corporate data warehouse such as Peo­
pleSoft and SAP's financial modules and CaseWare's Working Papers; 
or the applications convert traditional business reports into XBRL­
compliant reports such as Hyperion Solutions' Hyperion Reports and 
PricewaterhouseCoopers' EdgarScan. 

XBRL taxonomy builders allow users to create their own taxonomy. As 
we know, variations exist in different business reporting requirements for 
different business entities. Standard taxonomy is not all inclusive, which 
may not always satisfy business reporting needs. Sometimes an organiza­
tion needs to create its own taxonomy. XBRL taxonomy building applica­
tions can help to create new taxonomies, ensuring that the taxonomies cre­
ated conform to XBRL specifications and can be mapped into the 
company's database. This type of application includes UBMatrix's Tax­
onomy Builder, DecisionSoft's X-Meta, and Fujitsu Ltd's Taxonomy 
Editor. 

In addition, another group of XBRL vendors provides a repository for 
XBRL instance documents. These vendors include EdgarOnline and 
OneSource Information Services. 

5.6 Conclusion 

XBRL can facilitate financial report preparation, exchange, extraction and 
analysis. Business report preparation and analysis will be much faster and 
less costly than ever. The adoption of XBRL technology has far-reaching 
benefits for accountants, decision makers, creditors and regulators. Finan­
cial data only needs to be entered into the computer system once and can 
be used multiple times. The workload for accountants can be reduced. Fi­
nancial reports in XBRL can be easily exchanged through the Internet. 
Data extraction and analysis from XBRL-coded financial reports can be 
largely automated by computer applications. Financial report users can 
analyze more efficiently and effectively. 

XBRL will invoke great changes and create new opportunities in the fi­
nancial reporting community. For accountants, since financial reports can 
be prepared more efficiently with XBRL, it is possible that more frequent 
and detailed financial reporting will be made. As a result, financial reports 
will be more transparent and informative. For company management, they 
can know more accurately how their unit performs as compared with other 
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units and previous periods. Better decisions can be made based on the in­
formation contained in XBRL reports. For auditors, XBRL reduces the op­
portunities for management fraud and manipulation of accounting num­
bers. Additionally, audit sampling and testing are facilitated with XBRL. 
These improvements will dramatically reduce auditor risks and cut the 
auditor' s workload. It is also expected that XBRL will enable continuous 
auditing. Auditors can use XBRL to perform audits on a high frequency or 
even real time basis. With XBRL, creditors can c10sely monitor a large 
group of c1ients' debt covenant compliances at the same time. They can 
make better and faster credit decisions and increase the customer base. For 
investors, XBRL can help them to follow more companies than before and 
improve their investment decisions. Mid- and small-sized companies can 
compete with large companies for the capital market, since the cost of in­
vestment analysis will be reduced by using XBRL. Regulators will also 
have better control of their subjects since XBRL can provide improved 
monitoring functionality. 

In order for XBRL to be widely employed in financial reporting, a few 
issues need to be solved. First, good taxonomies need to be created. Only 
two taxonomies, CI and GL, are available. We need more taxonomies to 
satisfy various reporting requirements. Second, regulators need to encour­
age the use of XBRL in financial reports. Only with the regulators' help 
can XBRL be quickly adopted. Third, more user-friendly XBRL-enabled 
software must be developed. Many financial statement preparers and users 
are not very technically inc1ined. The promotion of XBRL in the financial 
reporting community relies heavily on user-friendly and affordable XBRL 
applications. If these issues are resolved, we are sure to see that XBRL will 
be widely used in the near future. 

Table 5.4. XBRL vendor list (Adapted from "XBRL Progress Report---April 
2003") 

Vendor 
Name 

CaseWare 
International 

Creative 
Solutions 

Application Function 

CaseWare 
Working 
Papers; 
CaseWare 
IDEA 
Write-up 
Solutions; 
Trial Bal­
ance Solu-

Supporting XBRL GL 
compliant files, Working 
papers can create XBRL 
tagged instance documents 

Creating XBRL-tagged fi­
nancial documents 

Web Site 

www.caseware­
idea.com 

www.CreativeS 
olutions.com 
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Table 5.4. (cont.) 

Vendor Application Function Web Site 
Name 

-----
DecisionSoft X-Meta; X-Meta can create taxono- http://xbrl.decis 

XBRL mies; Took Kit can validate ionsoft.com 
TookKit taxonomy and instance 

documents 
EDGAR XBRLRe- A central repository for www.xbrl-
Online pository companies to submit their express.com 

XBRL business reports, or 
promote XBRL applications 

Fijitsu Interstage Creating XBRL taxono- http://xrnl.fujits 
Limited XWander, mies, convert reports into u.comJen/tech/x 

Taxonomy XBRL- compliant docu- brl/index.htrnl 
Editor, ments, and validate XBRL 
XBRL documents regarding syn-
Converter, tax, schema, and XBRL 
XBRL semantics 
Validator 

Hyperion Hyperion Creating XBRL instance www.hyperion. 
Solutions Reports documents under existing com 

reporting paradigm 
iLumen iMonitor Its financial monitoring and www.iLumen.c 

benchmarking network sup- om 
ports XBRL and can con-
vert multiple-format reports 
into XBRL 

FRx FRx It can create XBRL instance www.frxsoftwa 
Fianncial documentandsupports re.com 
Reporter XML; providing financial 
6.5 reporting and analysis func-

tion for leading accounting 
and generaliedger applica-
tions 

Navision Navision It can import taxonomies www.navision. 
and generate XBRL reports com 

OneSource Applink It offers XBRL reports for www.onesource 
Information 25,000 global public com- .com 
Services panies with 5 years annual 

and quarterly data 
Orade Financial It can import XBRL taxon- www.orade.co 

Statement omy and use it to create m 
Generator XBRL-comeliant re~rts 
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Table 5.4. (cont.) 
"",,,,.,._,-.,p,"~~,,, .. "F'M-""~_""*"""'_'I".,.,,"",.,. .... -"..,....,,= __ ~>r-,'~~=, __ ,,,, ____ ,,,,,=,-,,,",,"-_~",,?~_~ ____ ~~--.-__ "' .... ~~ __ . ~._"""-~""" ___ ~ __ • _~.~",,-.... -..~. 

Vendor Application Function Web Site 
Name 

. ~ _._._ ~ _____ ~ __ ~ _~ ~ _' ___ "' __ ~'" ~ __ ·~_c_~ ___ ~ __ " ______ ~ ___ ~. _______ c.~~ _____ ._~~ ___ ""~ ~-~_ ~_~ 

PeopleSoft Financial It has XBRL functionality www.peoplesof 
Manage- which can create XBRL in- t.com 
ment stance documents for SEC 
Solutions filing and investors' busi-

ness reporting. 
PPA GmbH, PPA It pravides 7000 German www.ppaworld. 
Germany Benchbase companies' financial reports com/xbrl 

in XBRL format 
Pricewater- EdgarScan It can extract filings fram http://edgarscan 
houseCop- SEC server and convert . pwcglobal.com 
pers them into XBRL-compliant /XBRLlXBRLa 

reports tPwC.html 
SAPAG Strategie It can import taxonomy, www.sap.com/f 

Enterprise pull data fram data ware- inancials 
Manage- house, and create XBRL 
ment business reports. 

Semansys Semansys It integrates XBRL with www.semansys 
Technologies XBRL business intelligence. It .com 
B.V. Composer supports taxonornies man-

agement, XBRL report 
creation, reception and in-
terpretation. 

Universal UBmatrix It is a comprehensive suite www.ubmatrix. 
Business Taxonomy that can support XBRL tax- com 
Matrix, LLC Builder, onomy building, instance 

UBmatrix document creation, editing 
Studio and validating 

XBI Convenant It can use XBRL to monitor www.xbisoftwa 
Software Inc Monitor clients' banking covenants. re.com 
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Abstract. In this chapter we ascertain the significance of OLAP (On-line 
Analytical Processing) and its various tools useful for Accounting. We 
start with abrief history of OLAP. Then we define OLAP. We move on to 
analyze various types of OLAP- the Relational OLAP (ROLAP), the 
Multi-dimensional OLAP (MOLAP), the Hybrid OLAP (HOLAP) and the 
Desktop OLAP (DOLAP). We discuss some applications of OLAP tools in 
various areas of accounting. Finally, through aseries of comparisons, we 
evaluate the different types of OLAP and select the type that could suit 
your needs. 

An accountant commonly faces questions such as, "What is the profit­
ability for fourth quarter across the X region for main products A and B?" 
This type of question requires multiple dimensions or perspectives on the 
data, such as time, region, and products. Multidimensional analysis is the 
process of analyzing data across multiple dimensions, such as sales per 
month for each product in each region, product performance by city by 
store, etc. Compared to the spreadsheet, which allows analysis of only two 
dimensions at a time, multidimensional analysis allows users to analyze 
data from an infinite number of viewpoints. An OLAP system would allow 
multidimensional analysis enabling you to gain insight into data through 
fast, consistent, interactive access to a wide variety of possible views of in­
formation. It allows you to view your data in the same way you think of 
your business and to see what is ultimately driving your business. 

6.1 Introduction 

Today's business world is faced with tremendous competition and infor­
mation overload. Most of the enterprises have loads of data and statistical 
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information; but they are not able to use it to the full potential for their 
business purpose. They have already reached a stage where they possess 
organized and ready-to-use information. In the past, enterprises used query 
and reporting tools based on SQL for simple access to business informa­
tion. What they now need is a system that would enable them to use avail­
able information in an intelligent manner and provide results, wh ich could 
give them a competitive edge over other industry players. Today, enter­
prises require tools for business performance management and business 
optimization as they strive to become more competitive in the global econ­
omy. The current business environment is characterized by break-through 
technologies, intense competition, frequent innovations and strict regula­
tory compliance. Business intelligence tools have tremendous potential to 
utilize available information in order to help enterprises remain competi­
tive and reap good profits. These requirements are driving the demand for 
the On-Line Analytical Processing (OLAP) tools that are better suited to 
meet these requirements as they enable decision support, trend analysis, 
monitoring strategic business decisions and what-if analysis. OLAP is be­
coming the Business Intelligence technology of choice in various areas of 
business whether it is Operations, Finance and Accounting, Marketing, 
Planning, etc. 

6.2 Evolution of OLAP 

OLAP's history can be traced back 40 years (see Table 6.1). OLAP is 
based on multi dimensional analysis, the history of wh ich goes back to 
1962, with the publication of Ken Iverson's book, A Programming Lan­
guage (APL). However, APL was too complicated for anybody other than 
the professional prograrnrners. By 1970, a more application-oriented mul­
tidimensional product - EXPRESS - had made its first appearance. More 
multi dimensional products appeared in the 1980s, which aimed at func­
tional applications. These brought forth many modern day concepts, like 
full screen multidimensional viewing, data editing, automatic recalcula­
tion, integration with relational data and client/server computing. By mid-
1980s, the term EIS (Executive Information System) had been born. How­
ever, the EIS did not support ad-hoc decisions and what-if analysis. By late 
1980s, spreadsheets were becoming dominant in end-user analysis. Using 
Windows, Excel became a big threat to spreadsheet players. Excel includes 
sophisticated version of PivotTables capable of acting as a desktop OLAP. 

In August 1993, the late Dr. E.F. Codd, published a white paper, entitled 
"Providing OLAP (On-line Analytical Processing) to User-Analysts: An IT 
Mandate". This paper coined the term 'OLAP' and brought multidimen­
sional analysis to the attention of more people than ever before (Codd, 
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1993). Sinee 1993, there has been signifieant growth in the OLAP market 
and major advaneement of this teehnology. Many tools have been intro­
dueed, and the past deeade and eurrent industry trends show the biggest­
ever growth of multidimensional applieations. 

Table 6.1. OLAP History (Pendse, 2(03) 

Period Event Remarks 
_",, ______ , ___ ~~~~,_,_ • __ ~ __ ••• ~ ______ ~ ______ ._~,_ ~ ______ ._-"~ __ ~C __ • ____ ~"· __ ~ 

1962 

1970 

1982 

1984 

1985 

Late 
1980s 

1991 

1993 

Post 1993 

Publication of A Prograrnming 
Language by Ken I verson 

EXPRESS - made its first appear-
ance. 

Comshare System W available 

~etaphorlaunched 

Pilot Command Center launched 

~u1tidimensional spreadsheet 
world 

IB~ acquired ~etaphor 

Codd white paper coined the 
OLAPterm 

Significant growth in the OLAP 
market 

First multidimensionallan­
guage. 

First application-oriented 
multidimensional product -
One of the major OLAP 
technologies 

First OLAP tool aimed at 
financial applications. 

First ROLAP aimed at mar­
keting applications. 

First explicit EIS product; 
introduced many concepts 
that are recognizable in to­
day' s OLAP products. 

This approach of bringing 
multidimensionality to 
spreadsheet users became 
popular 

The first of many OLAP 
products to change hands. 

This white paper brought 
multidimensional analysis 
to the attention of more 
people than ever before. 

The past decade and CUf­

rent industry trends show 
the biggest-ever growth of 
multidimensional applica-
tions. 

~''''-'''~,~''''--"''>,.>~-,,---,-------~ ------
The development of OLAP tools has been influeneed by at least two as­

peets of eorporate information stores that have ehanged dramatically over 
the past deeade. First, the substantial growth in the amount of data eol-
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lected and stored by organizations; and second, the expansion in require­
ments for access to corporate data. Increasing numbers of non-technical 
users have resulted in new requirements for cleaner data, better analysis 
tools, and faster response time. In next section, we understand what OLAP 
means and how it works. 

6.3 What is OLAP? 

OLAP designates a category of applications and technologies that allow 
the collection, storage, manipulation and reproduction of multidimensional 
data, with the goal of multidimensional analysis. To make sense of change 
in an ever-changing world, you need to understand and even anticipate 
change. You need the flexibility to look at the information from all sides 
and in different dimensions. You need to ask "What if?" instead of "What 
happened?" OLAP gives you the power to retrieve answers to such busi­
ness questions quickly and easily. The OLAP system extracts data from 
the data warehouse and manipulates it to give the results quickly depend­
ing upon the query submitted by the user. 

OLAP can be defined in just five key words: Fast Analysis of Shared 
MultidimensionalInformation - (FASMI) (Pendse, 2(03). This definition 
has now been widely adopted. 

• FAST means that the system is targeted to deliver most responses to us­
ers within about five seconds, with the simplest analyses taking no more 
than one second and few taking more than 20 seconds. 

• ANALYSIS means that the system can cope with any business logic and 
statistical analysis that is relevant for the application and the user and 
keep it easy enough for the target user. It allows the user to define new 
ad hoc calculations as part of the analysis and to report on the data in 
any desired way, without having to program. 

• SHARED means that the system implements all the security require­
ments for confidentiality, and if multiple write access is needed, the sys­
tem handles multiple updates in a timely and secure manner. 

• MULTIDIMENSIONAL is the key element. The system provides a 
multidimensional conceptual view of the data, including full support for 
hierarchies and multiple hierarchies, as this view is certainly the most 
logical way to analyze businesses and organizations. 

• INFORMATION is all of the data and derived information needed, 
wherever it is and however much is relevant for the application. The 
largest OLAP products can hold at least a thousand times as much data 
as the smallest. 
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OLAP involves the dynamic and extensive manipulation of unlimited vari­
ables of data and complements On-Line Transaction Processing (OLTP). 
OLAP transforms raw transactional data to reflect the real dimensionality 
of the enterprise as understood by the user. The flexibility of OLAP sys­
tems allows business users to become more self-sufficient. Managers are 
no longer dependent on IT to make changes. OLAP enables managers to 
model problems that would be impossible using less flexible systems with 
lengthy and inconsistent response times (see Fig. 6.1). 

While OLAP systems have the ability to ans wer "who" and "what" 
questions, it is the ability to answer "what if' and "why" that sets those 
systems apart from Data Warehouses. OLAP and Data Warehouses are 
complementary. While a data warehouse stores and manages data, OLAP 
transforms Data Warehouse data into strategie information. OLAP ranges 
from basie navigation and browsing (often known as "slice and dice"), to 
calculations, to more serious analyses such as time series and complex 
modeling. As decision-makers exercise more advanced OLAP capabilities, 
they move from data access to information to knowledge (Forsman, 1997). 

Most OLAP applications possess the following three key features 
(Forsman, 1997): 

1. Multidimensional Views: Multidimensional views are inherently repre­
sentative of an actual business model. Rarely is a business modellimited 
to fewer than three dimensions. For example, accounting managers typi-



98 Darpan S. Jhaveri 

cally look at data by scenario (actual vs. budget), by organization 
(branch, subsidiary), by products, by time (day, week, month, quarter, 
year) and by location (county, region, city, country). A multidimen­
sional view of data provides the foundation for analytical processing 
through flexible access to information. OLAP helps managers analyze 
data across any dimension, at any level of aggregation, with equal func­
tionality and ease while insulating them from complex query syntax. 

2. Complex Calculations: The real world is complicated - the ability to 
model complex relationships is the genuine strength of an OLAP sys­
tem. OLAP systems do more than simple aggregation. For example, in 
accounting it can not only do calculations as simple as calculation of 
margin (sales minus costs); but it can also do complex calculations like 
share calculations (percentage of total) to help prepare a common size 
statement; trend analysis using several years' data; calculation of finan­
cial ratios; allocations of cost in case of managerial accounting (cost 
center reporting) etc. Whereas the traditional transaction processing sys­
tems are judged on the ability to collect and manage data, OLAP sys­
tems are judged on the ability to create information from data. 

3. Time Intelligence: Time is an integral component of almost any ana­
lytical application. OLAP systems understand the sequential nature of 
time (December always comes after November). Accountants almost 
always measure performance over time, for example, this quarter versus 
last quarter, this quarter versus the same quarter last year. In another ex­
ample, a Cost accountant would want to identify expenses incurred 
year-to-date, expenses incurred in a particular month, what was budg­
eted for a quarter last year as compared to this year, etc. OLAP systems 
allow slicing and dicing data by time periods. 

In addition to these features, there are a number of options for storing and 
processing OLAP data. Based upon each option, there are different archi­
tectures. In the following section, we will try to understand different types 
of OLAP architectures. 

6.4 OLAP Architectures 

Much confusion exists about OLAP architectures, with various terms and 
architectures like ROLAP, HOLAP, MOLAP and DOLAP proliferating. In 
principle, there are primarily two aspects in formulating OLAP architec­
ture, namely, where to store OLAP data and where to process OLAP data. 
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6.4.1 Storing OLAP Data 

Most data in OLAP applications originate in separate systems. In some ap­
plications, however, the data might be captured directly by OLAP applica­
tion. When the data come from other applications, it is usually necessary 
for the active data to be stored in aseparate, duplicated form for OLAP 
application. This separate and duplicated storage may be referred to as a 
data warehouse or a data mart. There are essentially three options for stor­
ing OLAP data - relational database, multidimensional database and dient 
machines. Many products use more than one of these, sometimes simulta­
neously (Pendse, 2003). 

• Relational database (RDOB): The foundation of RDDB is that OLAP 
capabilities are best provided directly against the relational database, 
Le., the data warehouse. Data from transaction-processing systems are 
loaded into the database. Database routines are run to aggregate the 
data. Indices are then created to optimize query access times. 

• Multidimensional database (MOOB): In this case, the active data are 
stored in a multidimensional database on a server. The foundation of 
this architecture is that data must be stored multidimensionally to be 
viewed multidimensionally. Information from a variety of operational 
systems is loaded into a MDDB through aseries of batch routines (se­
ries of non-interactive jobs done all at one time). Once these data have 
been loaded into the MDDB, the general approach implemented in this 
architecture is to use the corporate data store to build aseries of multi­
dimensional cubes of pre-computed data specifically designed to ad­
dress a specific or a narrow range of inquiries. Once this compilation 
process has been completed, the MDDB is ready for use. 

• Client-based files: In this case, relatively small extracts of data are held 
on dient machines. They may be distributed in advance or created on 
demand (possibly via the Web). As with multidimensional databases on 
the server, active data may be held on disk or in RAM; and some prod­
ucts allow only read-access. 

These three locations have different performance characteristics, with rela­
tional databases being a great deal slower than the other two options. They 
also have different capacities, with relational databases having the highest 
and the dient-based files, the lowest. 

6.4.2 Processing OLAP Data 

Parallel to three possible locations for storing OLAP data are three options 
available for processing the data - Multi-Pass SQL, Multidimensional 
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server engine and Client multidimensional engine. It should be noted that 
multidimensional ca1culations need not occur in the place where the data 
are stored. (See "The OLAP Report" Pendse and Creeth, (2002) for further 
explanation on OLAP processing.) 

6.4.3 OLAP Architecture Grid 

Theoretically, based upon three storage locations and three locations for 
processing data, ni ne possible storage/processing options can be formu­
lated (see Table 6.2). But of these nine, some do not make much sense and 
are not praetical. For example Multi-pass SQL queries run against rela­
tional data warehouse and henee cannot be used with MDDB or the c1ient­
based files. Consequently, in praetice there are only six arehitectures pos­
sible as is explained in the grid below. The six options are grouped under 
three major classifications: 

Table 6.2. OLAP ArchitecturaI Grid (Pendse, 2003) 

Multidimensional 
data storage 

options 

Relational database 

MultidimensionaI 
database 
Client-based files 

Multidimensional processing options 

Multi-Pass Multidimensional Client multidi -
SQL server engine mensional engine 

2 

4 

3 

5 

6 .. __ __ ' ___ '' ______ _ 

• Relational OLAP ('ROLAP'): Architeetures in cells 1, 2 and 3 repre­
sent ROLAP arehitecture. As shown in Fig. 6.2, end users submit multi­
dimensional queries to the RDDB engine, whieh then dynarnieally trans­
forms the requests into SQL execution plans. The SQL is subrnitted to 
the relational database for proeessing; the relational query results are 
tabulated; and a multidimensional result is returned to the end user. 
ROLAP is a fully dynamie clientlserver architeeture, which accesses 
data direetly from data warehouse. It performs the analysis on the fly, 
i.e., it is eapable of utilizing pre-ca1culated results when they are avail­
able or dynamically generating results from atornie information when 
neeessary. It does not require placing data on a separate server. The ac­
eounting manager ean submit a query to display the sales of a particular 
produet during a month in a particular region. The ROLAP would ex­
traet a pre-stored result or would perform the ca1culation dynarnieally 
and return the result instantly to the user. 
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• Multidimensional OLAP ('MOLAP'): Architectures in cells 4 and 5 
represent MOLAP architecture. As shown in Fig.6.3, users request re­
ports through the interface, and the application logic layer of the MOOB 
retrieves the stored data. This architecture is a compilation-intensive ar­
chitecture. It is a static architecture, wh ich principally reads the precom­
piled data. MOLAP has Iimited capabilities to dynamically create ag­
gregations or to caIculate results that have not been pre-calculated and 
stored. For example, an accounting manager can run areport showing 
the corporate Profit/Loss account or Profit/Loss account for a particular 
subsidiary. The MOOB would retrieve precompiled Profit & Loss fig­
ures and return the resuIt to the user. 
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• Desktop OLAP ('DOLAP'): Architecture in cell 6 represents DOLAP 
architecture. In DOLAP, a multi dimensional data cube is created and 
delivered to an individual user's computer. Data are requested from a re­
lational or multidimensional database, and the data set is returned to the 
requesting dient. A SQL query executes against the database and re­
turns a result set to the desktop, wh ich can then be pivoted and manipu­
lated locally. They normally have good database links, often to both re­
lational as well as multidimensional servers and local PC files. 

• Hybrid OLAP ('HOLAP'): Apart from the above three, another dass i­
fication that is widely used currently is known as Hybrid OLAP, which 
uses benefits of both ROLAP and MOLAP tools. It uses the combina­
tion of architectures in cells 2 and 4. 

Let us now discuss how some OLAP tools could be used in various ac­
counting areas and the benefits available to an accounting manager in par­
ticular and to the organization as a whole. 

6.5 Some Accounting Applications 

OLAP can be useful in various areas of accounting like Financial Account­
ing, Managerial Accounting, Tax Accounting and Financial Modeling. 

6.5.1 Financial Accounting 

This area could be considered as the nudeus of all the accounting areas. It 
provides relevant financial information to investors, creditors, government 
and other external parties through the income statement, balance sheet, 
cash flow statement and statement of shareholder's equity. Let us see how 
OLAP tools could be valuable in areas of financial accounting. 

6.5.1.1 Consolidation 

Financial Consolidation is a reporting mechanism whereby the financial 
statements of more than one company are combined in order to prepare 
meaningful financial statements of the combined operations. Even the 
simplest financial consolidation consists of at least three dimensions - an 
account, one organizational structure and time. With increased analysis 
and comparison, the number of dimensions could easily increase. There 
are numerous reasons that make consolidation complex. A few are noted 
below (Pendse, 2003): 
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• Currency translation must occur with reporting on international opera­
tions, depending upon the nature of the transaction, i.e., whether it is a 
Balance Sheet item or an Income statement item. Also, adecision must 
be made as to what exchange rates to use, etc. 

• Elimination of inter-company transactions must occur to give a true and 
fair view of the combined operations. For example, Purchases for Parent 
Company A would not necessarily be the combined purchases of sub­
sidiaries Band C together. There may be some purchases by Company 
B from Company C or vice versa. These inter-company purchases need 
to be eliminated before consolidation. 

• Proper controls must be in place to check that the consolidation of par­
ticular accounts is done only once. An error here could render the con­
solidation meaningless. 

• Systematic updating is also necessary to ensure that after the consolida-
tion updates should be allowed only by authorized people. 

OLAP tools can help by pre-defining various dimensions to take care of 
the complexities. Not only would the user be spared the trouble of know­
ing what dimensions to set up, but also certain complex operations, such as 
currency translation and inter-company eliminations, could be completely 
automated. The system could also be 'informed' of which items are debits 
and which are credits; so that in case of 'imbalance' , the system could 
automatically prompt the variance. Further, through the drill down facili­
ties, it would also be possible to find out which of the accounts or journal 
entry created the error. This feature could relieve the user from the tedious 
and monotonous arithmetical accuracy and at the same time enable hirn to 
use the analytical power of the tools. He could use the tool to analyze the 
results by querying to check consolidation of only two or three companies, 
for two or three years, for two or three regions, etc. 

6.5.1.2 Reporting 

Every organization, whether small, medium or large, has a responsibility 
for producing financial reports for management (to meet management's 
business defined needs) and additionally in case of public limited compa­
nies for producing other reports for the regulatory authorities (to meet 
statutory requirements). Today's financial and accounting managers are re­
sponsible to support senior management with critical data and also main­
tain compliance with changing accounting requirements. These include re­
porting requirements outlined by the FASB (Financial Accounting 
Standard Board), IASC (International Accounting Standards Committee), 
US GAAP (Generally Accepted Accounting Principles), Canadian GAAP, 
UK GAAP, and others. 
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An OLAP tool can accommodate the detailed line-of-business informa­
tion required by these standards-setting bodies. Flexible reporting tools 
help users quickly determine whether there is compliance with the re­
quirements. In addition to statutory reporting, OLAP tools are also useful 
for management reporting. Management reporting is different from formal 
financial reporting. It usually has less emphasis on the balance sheet and 
more on the income statement and cash flows. It may be done more often -
usually monthly, rather than annually and quarterly. There will be less de­
tail but more analysis. The emphasis is on faster rather than more accurate 
reporting, and there may be regular changes to the reporting requirements. 
OLAP-based systems enable faster and more flexible reporting and better 
analysis than alternative solutions. Further, in case of different business 
structures (legal structure, management structure, product structure), the 
same reporting tool will be expected to produce reports for various struc­
tures. Through OLAP, it may be economically possible to deploy good so­
lutions to many users for general-purpose management reporting applica­
tions. 

OLAP tools shorten the consolidation and reporting process through 
automation, integrated communications, a powerful processing engine, and 
an integrated data model that eliminates reconciliation problems. Some 
products automate the entire consolidation process and adapt to changing 
reporting standards and greater disc10sure requirements. 

6.5.1.3 Comparative Analysis 

To succeed, businesses need to accurately monitor financial operations and 
effectively measure the success of critical corporate initiatives. Compara­
tive analysis enables business users at all levels to obtain and analyze the 
important information necessary to know the performance of their business 
as well as manage customer and vendor activities. Comparative analysis 
usually involves the calculation of numerous business ratios and compar­
ing performance against history and budget. There is also an advantage to 
be gained from comparing product groups or channels or markets against 
each other. 

OLAP tools provide an intelligent way to track and manage the financial 
performance. Once the financial information has been input, the system 
automatically produces some standard reports to help analyze and track fi­
nancial performance. The reports developed by some tools inc1ude ratio 
analysis, common sizing, cash flow analysis, sales and profitability analy­
sis. Custom report and custom ratio features allow the system to be used 
with a variety of industry and business types. Taking the analysis process 
one step further, some tools automatically create projections based on ex­
isting company data. They allow modifying each balance sheet and income 
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statement account to create unlimited "what-if' scenarios. Each projection 
then can be viewed monthly, quarterly, or annually. The program may also 
contain a powerful graphics program, which enables illustration of any 
trend or change in financial performance. 

British Telecommunications Uses OLAP For Financial Consolidation, 
Reporting And Analysis - Hyperion. Customer success 

British Telecommunications (BT), one of the world's leading providers of 
telecomrnunications services, has operations in more than 30 countries 
worldwide. Before using an OLAP tool, employees used spreadsheets to 
consolidate and report financial data, which resulted in delays; the quality 
of data suffered, and there was lack of time to analyze data. By using the 
OLAP tool in the strategic markets area, BT reduced the amount of time 
spent on data collection and financial consolidation by two person-days. 
This savings provided the users an opportunity to spend less time produc­
ing the numbers and more time analyzing the number. BT also uses this 
OLAP tool for complex currency conversions; monthly financial reporting, 
such as balance sheets and P&Ls; and product profitability analysis. 

"We are getting much better data so we can manage our business," said 
a systems development accountant at BT. "Our business is always chang­
ing, which means our decision-makers need more and more information in 
shorter time scales." BT's largest OLAP application indudes 185,000 ac­
counts and 300 entities. 

6.5.2 Managerial Accounting 

Managerial Accounting involves preparation, reporting, and interpretation 
of accounting information for the use of decision making by internal par­
ties within the organization. OLAP tools can help design reports that pro­
vide the necessary information in an effective format, efficiently prepared 
in a timely manner and custornized per user requirements. Following are 
some of the areas where OLAP could be useful. 

6.5.2.1 Budgeting and Forecasting 

Every organization needs to prepare a budget at least once a year. Some 
companies try the top-down approach; others try the bottom-up alternative; 
while still others combine the discipline of a top-down budget with the 
comrnitment of a bottom-up process. However, tradition al budgeting as­
sumes a static business environment, a fantasy in today's volatile global 
economy. You can lose a few months while preparing a budget based on 
numbers that are already out of date and still lack the ability to respond to 
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marketplace changes. To have real value, a budget must be a living plan 
that helps management to be flexible and responsive. Some of the OLAP 
tools have the ability to revise budgets quickly based on performance, to 
prepare rolling forecasts, and to streamline the entire budgeting cyde. 
They also have control facilities that indicate out-of-range data and excep­
tions and track which budget holders have or have not entered their num­
bers. Unlike fragmented spreadsheets, these budgeting software solutions 
manage the entire budgeting process. 

But before the management can budget, it must forecast. Only by know­
ing today what the future is likely to be can reliable plans and budgets be 
created and implemented in time to maximize revenues and minimize risk. 
It is difficult to predict what lies ahead with any degree of confidence. 
Some OLAP tools enable users to quickly and easily select a subset of data 
on which to base a prediction. It prepares forecasts at any level - by prod­
uct or product line, by month or quarter, by region or office. The system 
then analyzes the data, automatically selects the appropriate forecasting 
technique, and then generates hundreds of impartial, statistically accurate 
forecasts in a very short time. Predicted results are then compared to the 
budget, and management is prompted about potential problem areas or un­
realistic budgets and forecasts. It also enables 'what-if analysis to analyze 
that if a particular criteria or state of nature changes then what would be 
the forecast and budget. 

Budgeting And Forecasting At Jewson - Applix Customer success 

In 1997 when Jewson, one of the UK's largest builder's merchants, ac­
quired Harcros, it effectively doubled its branch network. Prior to the 
merger, spreadsheets were the finance department's primary tool for budg­
eting and forecasting. These spreadsheets managed adequately before the 
merger but could not cope with the organization' s expanded network and 
increased data volumes requiring analysis. Jewson acknowledged the need 
to invest in a new business intelligence application. 

After evaluating a broad range of software from high-end business intel­
ligence packages to basic accounting packages, Jewson used an OLAP tool 
for the first time in spring 1999 for its yearly budgets. The OLAP tool in­
corporated five to six levels of hierarchy from the head office to the 
branch, handled a high level of calculation and reduced massive data entry. 
Users could view multiple dimensions of data and also 'slice and dice' 
these data to quickly and easily create an unlimited number of custom re­
ports. A planning accountant at Jewson said," ... makes our life a lot eas­
ier. It is a powerful and easy-to-use system that provides us with continual 
month-to-month management accounts which greatly facilitate our budget­
ing activities and give us comprehensive control over costs that matter to 
us in our running of the business." 
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6.5.2.2 Variance Analysis 

Once the forecast has been made and operations budgeted, the next step is 
to observe whether the actual results are occurring as per the budget or is 
there any variance. Comparing actual with budget is an integral part of 
how companies run their businesses. It is difficult to have the actual results 
match the budget exactly. There are always some variances, which may be 
favorable or adverse. In order to decide future strategies, management 
must understand why the actual results were different from the budget. 
Analysis that helps the management understand the differences is known 
as Variance analysis. For example PriceNolumelMix is where a variance 
is broken down into those components that depend on price variance, vol­
urne variance and product mix variance. The management needs to know 
whether the revenues are increasing because of more sales or because of 
maintaining the costs better than expected. 

There are some flexible OLAP tools that enable comparison of not only 
actual versus budget figures but also allow easy comparison of current 
year actual versus last year, current year actual versus mid-year forecast 
or mid-year forecast versus budget. Some products offer features for 
'what-if' analysis. Real-time budget variance analysis can be possible with 
just a dick of a button. For example, a calculation based on anticipated 
unit sales can be updated any time to show actual sales, and managers can 
analyze both price and unit variance for more informed decision-making. 
One-time calculations allow analysis of different scenarios within a single 
plan sheet, and multiple revisions enable analyzing of changes that impact 
the whole plan. In addition, with the ease of drag-and-drop, the overall 
plan can be recast to analyze the anticipated effects of reorganization or 
expansion. 

6.5.2.3 Activity-Based Management 

This management methodology for planning, controlling, and improving 
labor and overhead costs is based on the principle that activities consume 
costs and therefore focuses on work rather than workers. Resources are as­
signed to activities, then activities are assigned to cost objects based on 
their use. This methodology allows managers to determine capacities of 
critical resources, price products, conduct inventory valuation, identify 
physical and operational constraints, and analyze cost and return on in­
vestment (ROI) or increased cash flow requirements. 

With powerful 'what-if' capability, an OLAP tool can enable decision­
makers to develop and test multiple scenarios and strategies within their 
business model. They can compare potential performance-improving alter­
natives and evaluate operational and financial impacts of various produc­
tion and management strategies-all at no risk to the organization-by 
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plugging in such variables as outputs (e.g., products, services, and/or inter­
nal deliverables), capacities, costs, and revenues. Using such tools, produc­
tion managers can determine the operational impact of introducing new 
product lines, changing procedures, and sharing equipment. Operations 
managers can accurately ascertain capacities of critical resources, such as 
equipment and personnei, thereby giving business planners the information 
needed to manage growth in the most cost-effective manner. Results can 
be explored with a click of a mouse and in virtually any format imagin­
able. Analysis of any number of performance measures, such as direct and 
indirect activity costs and product and client profitability, is possible with 
ease by utilizing the powerful multidimensional data analysis cubes gener­
ated by some OLAP tools. 

Barclays' Activity Based Management. Hyperion, Customer success 

Barclays Bank PLC, a United Kingdom-based financial services group, has 
almost 2,000 U.K. branches and 80,000 employees in more than 60 coun­
tries worldwide. To survive competition and satisfy the corporate custom­
ers (who are price and service conscious), Barclays had to look into man­
aging its costs. It needed to accurately model future business activities as 
weIl as calculate capacity and capacity utilization - two of the biggest in­
fIuences on unit costs. Barclays found one OLAP tool an excellent choice. 
The software's modeling features have moved Barclays' business forward, 
providing the capability to use "what-if' analysis for activity-based costing 
and management. Managers can now make strategic decisions by looking 
at which categories of activities they can minimize or streamline without 
impacting customer service. They can now model the implications of a 
particular course of action and then go back and validate what happens if 
they take that action. 

Barclays' manager of the Costing Department, Corporate Banking Fi­
nance, says, " ... gives our managers access to practical, usable information 
that provides guidance and real decision support, which moves the busi­
ness forward." 

6.5.3 Tax Accounting 

Tax accounting is a specialized field within the Accounting profession. It 
involves both the preparation of income tax returns and the planning of 
business activities and structuring those activities to minimize the income 
tax burden. To a large extent, tax returns are based upon financial account­
ing information; however, the information is often adjusted or reorganized 
to comply with income tax regulations. For example, a deduction claimed 
while preparing the income statement for statutory reporting may not be al-
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lowed as a deduction for income tax purpose; the depreciation method 
used for financial reporting maybe different from that used for tax report­
ing. An OLAP system for financial reporting (as explained above) would 
typically include a module, which facilitates tax accounting. 

6.5.4 Financial Modeling 

Financial modeling is a tool traditionally used in businesses to define and 
compare the impact of specific business initiatives and alternative scenar­
ios on a company's financial position. Complex, real world phenomena are 
simulated in order to obtain greater understanding of the dynamics that 
drive them. Physical activities of an enterprise are identified and linked 
with costs and revenues. Revenues and expenses often follow consistent 
patterns that are captured by the model. The model enables users to predict 
the profitability and assess the impact of future similar ventures. Financial 
modeling is a cost effective, practical way to test risks and assess financial 
implications before committing to corporate change. For example, before 
making an important capital investment, a company can, by using a capital 
budgeting model, find out which of the investment alternatives would pro­
vide the highest NPV. The model, in such a case, would simulate the ex­
pected cash outflows and inflows as would occur in areal world and then 
rank the various alternatives using the NPV criteria. A financial model can 
be simple (e.g., computation of NPV) or very complex (e.g., Efficient Port­
folio Modeling). A financial model is a mathematical representation of a 
company's business. It may relate to the company in its entirety or just a 
subset. It may be used to: 

• Test scenarios - what happens if interest rates fall by I %? 
• Make major decisions - what value should be paid to acquire a particu­

lar company? 
• Enforce a common analytical structure on routine decisions - e.g., loan 

approval for banks. 
• Compute financial measures such as IRR, NPV, Depreciation, Loan 

Amortization, or Tax Table lookup. 

An OLAP application could enable corporate financial planners to build 
complex models quickly without the need to perform any programming. 
Models can be developed and debugged more quickly; maintenance is eas­
ier, and calculations could be faster than standard spreadsheets. Mathe­
matical, statistical and financial functions can be built-in. With functions 
like Internal Rate of Return (IRR) and Net Present Value (NPV), tables for 
depreciation and tax payments, forecasting techniques like regression 
analysis and Winter's methodology, models can be built quickly. 
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Now understanding the potential of OLAP tools, we evaluate the differ­
ent OLAP architectures discussed earlier to find what could be feasible for 
an organization. ROLAP, MOLAP, DOLAP and HOLAP each has its own 
strengths and weaknesses; and there is no single optimum choice. The 
choice of architecture does affect the performance, capacity, functionality 
and particularly the scalability of an OLAP system such that, for different 
purpose, different OLAP architectures could be beneficial. We discuss 
these choices in the next section. 

6.6 Selecting OLAP Architecture 

Business environment demands that an OLAP application maintain high 
performance despite large user counts, massive data volumes, and complex 
reports and queries. Before choosing an OLAP application, it is important 
to check that it fulfills certain criteria (Microstrategy Inc., 1995). 

6.6.1 Characteristics of a good Accounting OLAP 

To enable full-functioned analysis, a good accounting OLAP application 
should have the following characteristics: 

• Support Sophisticated Analysis: The decision makers use key per­
formance metrics to evaluate various operations. These metrics need to 
be presented in a customized manner to facilitate such evaluation. Such 
results can be obtained from transactional databases and can be pre­
ca1culated and stored or can be generated on demand by using the query 
process. For example an Accounting manager would want a query to 
show the profit margins by product by store in North American stores 
between June 24 and June 30. Other tasks in accounting could include 
calculating metrics of key financial ratios, creating abbreviated income 
statement by quarter for last six quarters, etc. An efficient accounting 
OLAP application should support such detailed and sophisticated analy­
sis. 

• Dimensionally Scalable: Decision makers need to analyze data from a 
number of different perspectives or dimensions. They need to evaluate 
various operations, of various products, in various regions, and for vari­
ous periods. Accounting analysis involves extracting high quality result 
sets or reports from large volumes of transactional data. For example, a 
manager would want to find out the increase in sales of Product A, in 
store B, of region C, during a week, as a result of X amount spent on 
advertisement. These are just a few of the dimensions; in reality, organi-
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zations have large numbers of dimensions in their data models. The ac­
counting OLAP application should be scalable to handle the dimen­
sional richness. 

• Handle Data Volatility: Volatility describes the degree to which data 
and data structures change over time. Data with a low level of volatility 
remain relatively constant as opposed to highly volatile data. Account­
ing data are mostly operational data and hence highly volatile. Accord­
ingly, an effective accounting OLAP application should be able to han­
dle highly volatile data. 

• Scalable to Atomic Data: Atomic data refers to the lowest level of data 
granularity required for effective decision-making. In the case of Ac­
counting, an organization might have thousands of Accounts receiv­
ables, thousands of Accounts payables, hundreds of expense and reve­
nue accounts, hundreds of branches and multiple products or services. 
Thousands of transaction combinations occur, and a manager may need 
to know minutest details. For example, before calculating bad debts, the 
accountant would need to know when the sale took place, what were the 
terms, how often the customer deals with the organization, how is the 
credit record, etc. Thus it is quite common for an accounting system to 
have many gigabytes of atomic level information. An accounting OLAP 
application should be able to sc ale to thousands of gigabytes of atomic 
information to be effective. 

An OLAP application with the above attributes could be very effective. 
DOLAP' s performance typically lies in between the performance of 
MOLAP and ROLAP. HOLAP is a combination of MOLAP and ROLAP 
technologies. Thus, we can restrict our discussion to comparison between 
MOLAP and ROLAP and try to discover wh ich could be used under what 
circumstances. We will, in the following section, develop the framework 
that can be used to compare the two architectures. Of the four important 
functional characteristics of OLAP cited above, both ROLAP and MOLAP 
are capable of similar level of analysis. Thus our basis of comparison can 
be reduced to the remaining three attributes, namely, Dimensions, Volatil­
ity and Atomicity. 

6.6.2 Framework for Analysis 

• Data Compilation: When data need to be consolidated, OLAP applica­
tions can either calculate these values dynamically or retrieve them from 
a pre-calculated data store. To provide the required performance, OLAP 
applications typically pre-calculate some (or all) of these values. This 
function is known as data compilation. The degree of data compilation 
affects two aspects (Microstrategy Inc., 1995): 
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1. Batch requirements: Because of the magnitude of the raw data and 
the complexity of data cubes, it is necessary to build the cubes with a 
batch processing method. A higher degree of compilation requires 
more batch processing requirements because highly compiled data 
need longer time and more space to process. 
2. Ouel)' requirements: This aspect is the time required for query re­
sponse. Higher the compilation, lower the query requirements. By 
compiling every possible aggregate and every possible index, the ap­
plication ensures that the query response will be fast. 

Both aspects inversely impact each other i.e., higher the data compila­
tion, greater the batch requirements, but lower the query time and vi ce 
versa. 

• Resource Requirements: By combining the Batch requirements and 
the Query requirements, we can derive the total processing require­
ments. We then compare the total processing requirement with the 
maximum available level of processing resources. An increase or de­
crease in the power of the server hardware will have the effect of in­
creasing or decreasing the maximum available processing resources. 
Based upon the maximum available resources, the system designer will 
have to decide upon the compilation level; and whether it is required to 
minimize the batch requirements or to achieve highest query perform­
ance or to achieve some balance. 

6.6.3 Comparison of the Two Architectures 

Having established the framework for analysis, let us now evaluate the two 
architectures based upon the three attributes short-listed above. ROLAP 
applications tend to be neutral to the degree of data compilation, giving the 
system designer the ability to decide where to balance query requirements 
and batch requirements. However, the performance may suffer in the case 
of lower compilation; and the response may take a longer time. In contrast, 
MOLAP requires high compilation and therefore provides less flexibility 
to the systems designer. MOLAP is feasible only at a high degree of com­
pilation. At the same time, as a result of higher compilation, MOLAP pro­
vides higher performance and analytical power. Let us now analyze each 
of the three attributes. 

• Dimensions: Lesser the number of dimensions, greater is the possibility 
to have high data compilation with less use of resources. Thus, either of 
the architectures would give good results. A MOLAP system could be 
preferred for higher performance and analytical power. As the number 
of dimensions increases, it becomes difficult to have high degree of 
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compilation. However, a ROLAP application with some compilation 
(say 40-50%) would still be able to provide good results. After a certain 
point, the number of dimensions would be beyond MOLAP's scope and 
a ROLAP with much less compilation (say 10-15%) could be able to 
provide better results. 

• Data Volatility: If the data are less volatile, there is no need to recalcu­
late and process the already pre-calculated and summarized data. A 
highly compiled system can be developed that can provide fast response 
time. Both ROLAP and MOLAP are viable options. MOLAP should be 
chosen for higher performance. However, when the data volatility in­
creases, summarized data need to be recalculated frequently. MOLAP, 
which favors high compilation, would not be a viable solution. ROLAP, 
which is neutral to degree of compilation, would be a better option to 
implement at a lower degree of compilation. 

• Data Atomicity: For a given amount of atomic data, the degree of com­
pilation is the main determinant of database size. Tbe more the atomic 
data are compiled into higher aggregation levels, the larger the size of 
the database becomes. A highly compiled data model becomes unfeasi­
ble as the amount of atomic data increase. MOLAP is not feasible be­
cause of its bias towards high compilation. By not requiring fully com­
piled data models, ROLAP architecture is better equipped to handle 
large data volumes. 

6.6.4 Selection of Architecture 

Each of the architectures has its advantages and drawbacks. An organiza­
tion has to accept that its choice of one over the other will ultimately result 
in a trade off depending upon the performance requirement and resource 
constraints. Table 6.3 below provides some guidance for selecting one 
architecture over the other. 

As for DOLAP architecture, the primary advantage is to collect, aggre­
gate, and calculate data in advance of the analytic act, so that a prebuilt 
cube is ready to give good query performance to analytic users. Although 
some implementations of DOLAP systems require downloading a cube to 
a PC, the PC-based cube yields snappy responses to queries and enables 
off-line analysis. However, the ability to drill-through into detailed data is 
limited in some DOLAP architectures and may require integration with a 
separate query too1. The compilation process tends to be relatively simple 
in a DOLAP architecture, wh ich can enable quick deployment of analytic 
solutions. DOLAP is useful but not very scalable. It could be used by peo­
pIe who need to run business queries using relatively small data sets ex­
tracted from production systems, e.g., a small proprietorship firm. DOLAP 



114 Darpan S. Jhaveri 

systems are popular and typically require relatively little IT investment to 
implement. They also provide highly mobile OLAP operations for users 
who may work remotely or travel extensively. However, most are limited 
to a single user and lack the ability to manage large data sets (Russom, 
2000). 

Table 6.3. MOLAP or ROLAP 

ATIRIBUTES Performance Resource Constraints 
(Dimensions, volatility, Requirement 

atornici~2 Yes No 

HIGH HIGH ROLAP' MOLAP 

LOW ROLAP ROLAP/MOLAP" 

LOW HIGH MOLAP MOLAP 

LOW ROLAP ROLAP/MOLAP" 

* Performance would not be as high as expected but better than that provided by MOLAP 
under this scenario. 

* * Depending upon factors such as cost, rnaintenance requirements, database restructuring etc. 

The HOLAP solution purports to combine ROLAP's dynamic access to re­
lational data with MOLAP's more sophisticated analytical capabilities and 
instantaneous access to high-level aggregates and stab1e-or less vola­
tile-data. However, the new hybrid products vary greatly. While they are 
all in some way a combination of MOLAP and ROLAP technologies, they 
do not necessarily deliver a best-of-both-worlds solution (Alalouf, 1997). 
Depending upon the organizational needs, a particular Hybrid product 
might be selected. 

The latest development in OLAP architecture is the evolution of OLAP 
servers as a major component of the data warehouse. OLAP servers have 
server-defined mIes for handling complex calculations. Such ca1culations 
can be defined once and used many times. This technology is evolving and 
is not a competitor to the relational data warehouse but rather is an exten­
sion (Mundy, 2002). 

Different organizations have varied data characteristics. A proprietor­
ship organization would have less accounting data as compared to a corpo­
ration. The various dimensions that need to be considered for decision­
making by an accounting manager of a multinational company would not 
be required by the accounting manager of a not-for-profit-organization. 
Similarly, the accounting data of a conglomerate are highly volatile and 
huge compared to that of a corporation with few products. There is not 
'one best' OLAP architecture for a particular type of organization. De­
pending upon the type of business and the nature of decision-making, the 
Accounting managers can, by using the explanation provided above, de-



6 OnIine Analytical Processing in Accounting 115 

eide upon an OLAP architecture, which fits their budget and meets their 
performance requirements. 

6.7 Conclusion 

Every company's accounting software holds invaluable information that 
can help executives make better deeisions. Summarizing transactions to 
meet information-analysis needs and presenting that information in an 
easy-to-understand format has always been achallenge for systems admin­
istrators. OLAP applications can help satisfy companies' information 
needs (McKie, 1999). OLAP can be used to analyze data from any ac­
counting module and not just the finaneials. Over the past few years, the 
visibility of OLAP vendors and the sophistication of OLAP tools have in­
creased, making OLAP yet another tool that accounting software vendors 
are using to differentiate their software from the competitions. Extracting 
greater value from your accounting system by providing more flexibility in 
the ways that you can manipulate and view your finaneial data is the goal 
of OLAP. The accounting vendors have embraced OLAP in a number of 
ways as they integrated certain OLAP functionalities into their core prod­
uct as standard features. 
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Abstract. This study is an extension of prior studies that have used artifi­
cial neural networks to predict bankruptcy. The incremental contribution 
of this study is threefold. First, we use only financially stressed firms in 
our control sampie. This sampling enables the models to more closely ap­
proximate the actual decision processes of auditors and other interested 
parties. Second, we develop a more parsimonious model using qualitative 
"bad news" variables that prior research indicates measure financial dis­
tress. Past research has focused on the "usefulness" of accounting numbers 
and therefore often ignored non-accounting variables that may contribute 
to the classification accuracy of the distress prediction models. In addition, 
rather than use multiple financial ratios, we include a single variable of fi­
nancial distress using the Zmijewski distress score that incorporates ratios 
measuring profitability, liquidity, and solvency. Finally, we develop and 
test a genetic algorithm neural network model. We compare its predictive 
ability to that of a backpropagation neural network and a model using mul­
tiple discriminant analysis. 
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7.1 Introduction 

The ability to predict bankruptcy is important for many user groups inc1ud­
ing creditors, investors, regulators, and auditors. Auditors, in partieular, are 
currently facing a litigious environment where failure to predict bank­
ruptcy can result in substantial litigation costs I. Misc1assification as 
healthy of a potential future bankruptcy candidate is referred to by Taylor 
and Glezen (1994) as an audit failure. Audit failure, in their opinion, in­
c1udes audit opinion misc1assification due to improper assessment of the 
c1ient firm continuing as a going concern. Increased litigation against audi­
tors makes audit failures more costly and necessitates that audit firms find 
ways of improving the accuracy of their bankruptcy prediction techniques. 
Even though this topie has been extensively explored in the literature, the 
growing number of litigations against auditors calls for a reexamination of 
financial distress predietion models. 

Predietive modeling, which is perhaps the most-used sub field of data 
mining (others being c1ustering and frequent pattern extraction), draws 
from statisties, machine learning, database techniques, pattern recognition, 
and optimization techniques (Hong and Weiss, 200 I). Data mining is the 
exploration and analysis, by automatie or semiautomatie means, of large 
quantities of data in order to discover meaningful patterns and rules (Berry 
and Linoff, 1997). 

In this chapter, we propose a data-mining approach to building a finan­
cial predietive model using artificial neural networks (ANNs) to help audi­
tors to decide whether to c1assify a financially distressed firm is a potential 
candidate for bankruptcy. We compare the predietive performance of two 
types of neural network learning methodologies, namely, back propagation 
and genetic algorithm. In addition, the networks' predietive results are then 
contrasted with the prediction accuracy rate obtained from a discriminant 
analysis model. 

The rest of this chapter is organized as follows. The next section pro­
vides a description of artificial neural network models and is followed by 
the predictive model development methodology. The results are then dis­
cussed, and the paper conc1udes with implications of the study for manag­
ers and directions for future research. 

1 Some examples of very large settlements include Ernst and Young compelled to 
pay $400 million (Baliga 1993) and KPMG Peat Marwick paying $186.5 mil­
lion (Baliga 1994). 
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7.2 Artificial Neural Networks 

7.2.1 Description of Artificial Neural Networks 

An Artificial Neural Network (ANN) is a parallel, dynamic system of 
highly interconnected interacting parts based on neurobiological models. 
The underlying principles of an ANN are based on that found in the bio­
logical sciences. Here the nervous system consists of individual but highly 
interconnected nerve cells called neurons. These neurons typically receive 
information or stimuli from the external environment. For instance, the 
neurons in the human eye register the brightness of light in a room. These 
stimuli pass through the network by neurons releasing neuro transmitters 
to the neighboring neurons. The connections between the neurons are 
called synapses. The stimuli can either excite the neuron or inhibit it. If the 
receiving neuron is excited by the information it receives, it will "fire" 
when it gets the input and pass the information on to other neighboring 
neurons. If the neuron is inhibited, the input of the information is damp­
ened and not passed on. In other words, the neurons process the informa­
tion and pass it on only if it is considered important, thus eventually pro­
ducing a response. 

Similar to the biological counterpart, ANNs are designed to emulate the 
human pattern recognition function through parallel processing of multiple 
inputs i.e., ANNs have the ability to sc an data for patterns and can be used 
to construct non linear models. An ANN consists of a number of neurons, 
which are distributed in a number of hierarchical layers. One of the most 
widely implernented neural network architecture is the Multilayer Percep­
trons (MLP) model. This network has a multilayered, feed forward, hierar­
chical structure. This multilayered structure consists of input and output 
layers as well as one or more hidden layers. The total number of neurons, 
number of neurons on each layer, as well as number of layers determine 
the accuracy of the network model. A typical MLP is shown in Fig. 7.1. 
The neurons in the input layer represent the attributes or stimuli in a data­
set. These inputs (xJ'xr ... x n ) initiate the activations into the network. 

As illustrated in Fig. 7.1, these inputs are combined in the lower portion 
of the neuron. The upper portion of the neuron takes this sum and ca1cu­
lates the degree to which the sum is important using a transfer function to 
produce an individual output. 

The transfer function serves as a dimmer switch for turning on and off, 
depending on the input into the neurons. The selection of the transfer func­
tion typically depends on the nature of the input data and the objective of 
the network (Fausett, 1994). In this regard, there are a number of alterna­
tives, inc1uding the step function, sigmoid function, hyperbolic tangent 
function, and linear function among others. The selection of the transfer 
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function typically depends on the nature of the output of the network 
(Fausett, 1994). Because the output of this study is continuous in nature 
and ranges from 0 to 1, this study uses the sigmoid transfer function as 
recommended by Zahedi (1994). This sc ale is the most suitable if the goal 
of the neural network is differentiating an object from others. 

N'VTLAYER HIDDEN LA YER OUTFUT LA YER 

CFO ~ 

DIV--+-

Fig. 7.1. Structure ofthe Artificial Neural Network 

Since the bankruptcy problem is inherently non-linear in nature, it is im­
portant to create an ANN that can approximate complex non-linear func­
tions. This approximation is achieved by adding hidden layers (i.e., several 
layers of sigmoidal functions) that consist of neurons that receive inputs 
from the preceding cells and pass on outputs to subsequent cell layers 
(Lippermann, 1987). Although in theory a single hidden layer is sufficient 
to solve any function approximation problem (Fahey, 1998; Funahashi, 
1989; Homik, Stinchcombe., and White, 1990), as Fausett (1994) notes, 
some problems may be easier to solve using more than a single hidden 
layer. 

To summarize, each connection in the ANN has weights that are gener­
ated from the input values which are converted to an output value by a 
transfer function. The output value of a neuron is a function of the 
weighted sum of its inputs. The weights represent the nature of the strength 
of connection between neurons. A large positive value will influence the 
next neuron to activate, while a large negative value will inhibit activation 
of the next neuron. The determination of these weights is a critical compo-
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ne nt of the learning process and is generated by an iterative training proc­
ess where case examples. with known decision outputs are repeatedly pre­
sen ted to the network. As previously indicated, this study compares the 
predictive ability of two types of learning techniques, namely, back propa­
gation and genetic algorithms. These two methods are discussed briefly be­
low. 

7.2.2 Backpropagation Learning Method 

In the case of the BP learning algorithm, the network begins its training 
with a random set of weights, and a set of input-output relations (repre­
sented by data sets). During the feedforward process each input unit (Xi) 
receives an input signal and sends the signal to each of the hidden units 
ZI .... Zn. Each hidden unit then computes its activation and sends its signal 
Zj to the output units. Each output unit computes its activation y k to form 
the estimated response of the network for the given input pattern. These es­
timates are then compared to the desired output, and an error is computed 
for each given observation. This error is then transmitted backward from 
the output layer to each node in the hidden layer. Each of the hidden nodes 
receives only a portion of the error, wh ich is based on the relative 
contribution of each of the hidden nodes to the given estimate. During this 
process, it is important to note that the transmission of the signal occurs 
from layer to layer and not between nodes within any given layer. This 
process continues until each node has received its error contribution. The 
accumulated error for all of the input-output pairs is defined as the 
Euclidean distance in the weight space. The initial weights are then 
adjusted with the goal of converging towards a minimum error. This 
process continues until the minimum error value is reached. 

7.2.3 Genetic Aigorithm Learning Method 

This stochastic heuristic optimization search technique is designed after 
the natural selection process followed in biological evolution; i.e., it fol­
lows the nature of sexual reproduction in which the genes of two parents 
combine to form those of their children. When this technique is applied to 
problem solving, the basic premise is that an initial population of individu­
als representing possible solutions to a problem is created. Each of these 
individuals has certain characteristics that make them more or less fit as 
members of the population. The "most fit" members will have a higher 
probability of mating than lesser-fit members and will produce progeny 
that have a significant chance of retaining the desirable attributes of their 
parents. 
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This method is very effective at finding optimal or near optimal solu­
tions to a wide variety of problems because it does not impose many of the 
limitations required by traditional methods. It is an elegant generate-and­
test strategy that can identify and exploit regularities in the environment, 
and it converges on solutions that are nearly globally optimal. The Genetic 
Algorithm consists of three fundamental steps, namely: initialization, re­
production, and recombination. These stages are discussed below. 

7.2.3.1 Initialize Population and Fitness Evaluation 
(Initialization) 

In the initialization stage the number of genes for each individual and the 
total number of chromosomes in the population size has to be determined. 
In a general population of genetic structures, which are randomly distrib­
uted in the solution, space is selected as the starting point of the search. 
Each individual is evaluated using a predetermined objective function. The 
objective function in this study, the Mean Square Error (MSE), is mini­
mized. 

7.2.3.2 Reproduction Stage 

On the basis of their relative fitness values, individuals in the current popu­
lation are selected for reproduction. The selection strategy used in this 
study was the Roulette wheel selection, where a roulette wheel has slots (F) 
sized according to the total fitness function of the population. 

In other words, the candidate for the reproduction is chosen randomly, 
but the choice probability is proportional to the candidate's fitness. The 
higher the fitness function values of the individual, the higher its chances 
of being chosen for the reproduction process. Each chromosome has a cer­
tain number of slots proportional to the fitness value. The roulette wheel 
selection process is based on spinning the wheel pop size times; with each 
spin a single chromosome is selected for a new population. In accordance 
to the theory of inheritance, the "most fit" chromosomes will be selected 
more than once, while the "least fit" will die. As can be observed in Fig. 2, 
chromosome 1 and 3 were selected once, chromosome 2 was selected 
twice, while chromosome 4 was discarded. 
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Fig. 7.2. Stages in the genetic algorithm 

7.2.3.3 Recombination Stage 

As shown in Figure 7.2, the selected parent individuals from the generation 
x are now recombined using two types of operators to produce the next 
generation (x+l). The first operator, crossover, draws only on the informa­
tion present in the solutions of the current population in generating new so­
lutions for evaluation. The mates for the crossover are chosen randornly 
from the initial population with the restriction that no individual can cross­
over with itself. The number of individuals undergoing the crossover op­
erator increases with population size and as the number of chromosomes 
per individual increases. The next recombination operator is the mutation 
operator that arbitrarily alters one or more components of a selected struc­
ture thus providing the means for introducing new information into the 
population. 

7.3 Developing the Predictive Model 

The procedure for developing the predictive model is summarized in figure 
x. The framework can be divided into six major steps: (i) problem defini­
tion, (ii) feature selection, (iii) data representation, (iv) model and architec­
ture development, (v) training and testing the predictive model, and (vi) re­
sult interpretation. These stages are discussed briefly below. 

7.3.1 Understanding the Problem Domain 

The prediction of bankruptcy and financial distress has received consider­
able attention in the accounting, auditing, and finance literature over the 
past three decades. Prior research (Chen and Church, 1992) has noted a 
poor correlation between the issuance of a going concem modified opinion 
by an auditor and the subsequent filing of bankruptcy by the dient. In an 
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attempt to aid auditors in their decision-making, financial distress re­
searchers have relied on a number of statistical methods in the past two 
decades. These methods include multiple discriminant analysis (MOA) and 
probit and logit models (Hamer, 1983; Jones, 1987; Zavgren, 1985; Zmi­
jewski, 1984). Hamer (1983), however, noted that differences in predictive 
accuracy among traditional methodologies were relatively insignificant. 
With the advent of Artificial Neural Networks (ANNs) in the 1980s, re­
searchers applied ANNs to a variety of problems with special emphasis on 
bankruptcy prediction. In general, the evidence is mixed. With the excep­
tion of Klersey and Ougan (1995), the results indicate that ANNs have 
higher predictive accuracy than traditional statistical techniques such as 
logit, MOA, and probit models. The most extensive study was done by 
Boritz et al (1995), who examined predictive accuracy of two different 
ANN training methods to a number of statistical techniques (linear, quad­
ratic, and nonparametric discriminant analysis) and logit and probit mod­
els. Boritz et al concluded that while ANNs appear to have a higher predic­
tive accuracy, they are sensitive to the proportion of bankrupt firms in the 
training sampIes. See O'Leary (1998) for a meta analysis on this literature. 

A commonly used learning method in all the above-mentioned ANN 
based studies was the back propagation algorithm (BP). The use of this su­
pervised learning technique can lead to several problems. The first diffi­
culty is that the method requires an adequate computation of the error to 
make a reasonable prediction of what the actual outcome should be. The 
second difficulty is that the global search space is typically too large for 
the algorithm. Searching for a minimum from zero typically leads the net­
works to oscillate, thereby reducing the networks, ability to generalize. 
Curry and Morgan (1997), Archer and Wang (1993), and Lenard, Alam, 
and Madey (1995) point out that BP and gradient techniques do not pro­
vide the best and fastest way to train neural networks and has in many in­
stances resulted in inconsistent performance. This inconsistence can be at­
tributed to the fact that gradient search techniques such as BP are designed 
for local search, i.e., they typically achieve the best solution in the region 
of their starting point. In other words, obtaining a global solution is often 
dependent on the choice of starting values (Schaffer, Whitley and Eshel­
man, 1992). 

An alternate approach to learning is selectionism, which is a complete 
behavior system generated by an evolutionary process. Evolutionary de­
velopment has been shown to be an extremely important source for gener­
ating more complexity in systems (Smithers, 1992). Neurobiologists pro­
posed it to be the major mechanism underlying new functionality in the 
brain (Changeux, 1986). A common variant for classifying systems is 
called Genetic Algorithm (GA). Studies by Varetto (1998), among others, 
have found this technique to be an effective tool for business diagnosis. In 
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this study, we hope to extend knowledge about ANN predictive accuracy 
by comparing the predictive accuracy of the ANN using two different 
leaming techniques, namely, back propagation and genetic algorithms. 

7.3.2 Feature Selection 

Feature selection involves selecting a small sub set of variable features that 
ideally is necessary and sufficient to describe the target concept (Kira and 
Rendell, 1992). Feature selection is of paramount importance since it can 
influence the performance of the predictive model. 

Past research has focused on the usefulness of accounting numbers and 
has often ignored non-accounting variables that may contribute to the c1as­
sification accuracy of the distress prediction models. There is little theo­
retical guidance conceming which specific variables to select. In this 
study, we used a combination of qualitative and quantitative characteristics 
to measure financial distress. 

7.3.2.1 Qualitative Measures 0/ Financial Distress 

This research diverges from other studies in that we use different criteria to 
measure financial stress. According to evidence provided by prior research 
(Gajpal, Ganesh, and Rajendran, 1994; Gilson, John, and Lang, 1990; 
Giroux and Wiggins, 1984; Turetsky, 1997), this study has used negative 
operating cash flows, reducing or omitting dividend payments, debt default 
(inc1uding technical default or default on loan payments), and troubled 
debt restructuring as indicators of financial distress before firms go bank­
rupt. We use the term qualitative to represent dummy variables. Negative 
cash flows, reduction or omission of dividends, debt default, or troubled 
debt restructuring were all represented by dummy variables (1 if yes, they 
had a negative cash flow from operating activity, reduced or omitted divi­
dends, debt default, or entered into troubled debt restructuring; 0, if these 
events had not happened). This representation was in accordance with 
prior studies (Lau 1987; Gilson et al 1990; Turetsky 1997). The justifica­
tions for the use of these variables are now discussed in greater detail. 

Negative cash flows (rom operations: Bell and Tabor (1991) note that 
cash position measures, in particular cash raised from operating activities, 
are indicators of a company's liquidity position. John (1993) suggests that 
financial distress results from progressive negative operating cash flows. 
Giroux and Wiggins (1984) take negative cash flows into account as sig­
naling corporate financial decline. Foster (1986) states that a firm's cash 
flows provide essential information for investors to evaluate the likelihood 
of financial distress. A negative operating cash flow, in the author's opin-
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ion, implies a tendency toward an insufficient future cash or working capi­
tal position. They are symptoms of financial stress that in turn could affect 
long-term survival of the company. Negative cash flows from operations 
were measured as a dummy variable, namely, 0 if no negative cash flows 
from operations and 1 if otherwise. 

Dividend reductions or omissions: DieIman and Oppenheimer (1984) 
noted that a firm's dividend decisions could play an important role in iden­
tifying financially distressed firms. DieIman and Oppenheimer note that 
firms tend to follow a stable dividend policy if financially healthy. DeAn­
gelo, DeAngelo, and Skinner (1994) contend that the financial problems of 
those firms that omit or cut dividends are more than temporary. Therefore, 
dividend changes, in particular, significant reduction of dividend, may 
have the potential to be an important predictor of financial distress. Divi­
dend reductions or omissions were measured as a dummy variable, 
namely, 0 if the event did not happen and 1 if otherwise. 

Debt default: Chen and Church (1992) argued that before a firm fails, its 
financial ratios deteriorate. However, in their opinion, a clearer signal of 
potential problems that could lead to bankruptcy would be difficulties a 
firm may encounter in fulfilling its debt obligations such as compliance 
with lending agreements or making scheduled payments. In addition, when 
firms violate debt covenants, creditors may accelerate the maturity of debt 
and impose heavy re-contracting costs to lenders. Furthermore, technical 
default will constrain their freedom of action in operating the firm (Smith 
and Warner 1979). If default in debt agreements are not remedied through 
renegotiation or firms do not get waivers from creditors, default is more 
likely to lead to bankruptcy. Chen and Church note that if default has oc­
curred it is a clear signal of financial distress that could possibly lead to 
bankruptcy. Debt default was measured as a dummy variable, namely, 0 if 
no debt default and 1 if otherwise. 

Troubled Debt Restructuring: Prior studies also regard troubled debt re­
structuring (TDR) as a distinct stage in a financial distress continuum 
(Giroux and Wiggins, 1983; Turetsky, 1997). A TDR results from a pri­
vate renegotiation of debt outside of a chapter 11 filing in order to resolve 
or remedy debt defaults. As a result, current and future debt-service related 
cash flows may be improved. Unsuccessful TDR firms may end in bank­
ruptcy. Hence, the current study views TDR as a stage following technical 
default and the preceding stage prior to a potential bankruptcy filing. TDR 
can be considered to be a clear signal of financial distress that could poten­
tially portend bankruptcy. TDR was measured as a dummy variable, 
namely, 0 if the firm did not engage in troubled debt restructuring and 1 if 
otherwise. 
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7.3.3.2 Quantitative Measures of Financial Distress-Zmijewski 
Score 

Hopwood, McKeown, and Mutchler (1994) note that financial distress is 
related to the probability of bankruptcy. Rather than use a multiplicity of 
financial ratios as in previous studies, we used a model that incorporates 
ratios measuring profitability, solvency, and liquidity. The model selected 
is the Zmijewski score. Zmijewski (1984) developed a weighted probit 
bankruptcy prediction model. This model is used rather than more popular 
models such as the Altman Z score because of its generalizability (Altman, 
1968, 1993). The Altman Z score was developed using a sampie of manu­
facturing companies. Many critics have noted that the Altman Z is not 
suited for examining the probability of bankruptcy of financial entities. 
This criticism does not hold with the Zmijewski model as it is not industry 
specific. Since our study covers both financial and non-financial industries, 
it was preferable to use a non-industry specific model. The Zmijewski 
model was developed based on a large sampie of New York and American 
Stock Exchange companies. The b* statistic, a surrogate for the probability 
of bankruptcy, is calculated as folIows: 

Where, 

b* = -4.803 - 3.6(ROA) + 5.4 (FNL) - 0.1 (LIQ) 

ROA 
FNL 
LIQ 

= Net income / Total assets 
= Total debt / Assets 
= Current assets / Current liabilities 

(4.1) 

In this model, a higher value of b indicates greater probabilities of bank­
ruptcy. 

7.3.3 Pre-processing Oata 

Since Turetsky (1997), among others, notes that negative cash flows from 
operations, omission or reduction of dividends, violation of debt cove­
nants, and troubled debt restructuring are signals of financial distress, we 
used these criteria to select the financially stressed firms in our control 
sampie. The difference between our experimental and our control groups 
was that the experimental group filed for bankruptcy while the firms in the 
control sampie, while exhibiting the above mentioned characteristics of fi­
nancial distress, subsequently survived. The control firms were selected 
from the Compact Disclosure database for the period covering December 
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1989 to March 1996 and were selected by a three-step process2• The firms' 
annual and quarterly financial information in the "all text" fields of Com­
pact Disclosure was used to validate the occurrence or non-occurrence and 
timing of events of distress3• We excluded from our sampie troubled firms 
that were not publicly traded and incorporated in the United States. We 
also excluded those firms where information was not available on 
Compustat tapes and firms with incomplete data. 

The screening process resulted in 522 firms after merging all sampled 
firms in the different event years by using the unique CUSIP number pro­
vided by Compustat and deleting duplicate sampies. Our final sampie 
grouping resulted in 265 distressed firms with dividend omission or reduc­
tion, 319 distressed firms with technical defaults or default on loan pay­
ments, 91 distressed firms restructuring their debt, and 104 firms that filed 
for bankruptcy. Finally, all the firms were examined to identify if those 
firms experienced negative cash flow from operations before the first "dis­
tress event" had occurred during the period covered by this study. A total 
of 497 firms in our sampie had experienced negative operating cash flows. 

7.3.4 ANN Training and Testing 

The variables were represented as input data in a format that the neural 
network can uniquely identify (Zahedi, 1994). To assess the predictive ac­
curacy of the ANN models, the experimental sampie of 522 was split into 
two distinct groups namely, a training sampie (418 datasets) and a holdout 
sampie (104 datasets). This 80:20 combination was chosen after experi­
mentation with other combinations. (The combinations included 20:80; 
40:60; 50:50; and 60:40.). The 80:20 combination provided the best re­
sults. 

Neural network research indicates that over training a network can lead 
it to oscillate thereby reducing the networks ability to generalize (Janssen, 
1988). To prevent over-training, the training sampie was further parti­
tioned into two subsets. The first subset, the cross validation sampie 
(n=52), was used to determine the lowest error term achieved during train-

2 The provisions of statement of cash flows (SFAS No.95) are effective for annual 
financial statements for fiscal years ending after July 15, 1988. The earlier start­
ing date of cash flow information prior to the fiscal year of July 15, 1988 could 
bias whether sampled firms had negative cash flow. Since there is a time lag of 
reporting financial information, therefore we choose December 1989 Compact 
Disclosure to initially select data. 

3 All test fields in Compact Disclosure include management discussion, presi­
dent's letter, financial footnote, corporate exhibits, other corporate events, finan­
cial comments, and description of business. 
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ing, i.e., the cross validation criterion stopped the training process when 
the lowest error value (in terms of Mean Square Error) was reached. The 
second subset, the training sampie (n=366), was used to estimate the model 
(i.e., train the network). 

Training is the learning process by which the input and output data are 
repeatedly presented to the network. The ANNs for this study were devel­
oped on NeuroSolutions and Genehunter, both Windows-based artificial 
intelligence software applications. After the networks were trained, the 
holdout sampie (n= 104) was entered into the system, and the trained 
ANNs were utilized to test the predictive accuracy of the network for the 
sampie. 

7.3.5 Interpretation of Results 

In essence, the experimental group represented flnancially distressed flrms 
that filed for bankruptcy. The control group was flnancially distressed 
flrms that did not file for bankruptcy. 

Table 7.1. Predictive Accuracy of Classification Models (Training Sarnple) 

Classification 
Method 

Predicted 
Group 

Group 1 

Group 2 

True-pos. ratio 

Type 1 
error 
Type 1 
error 

ErrorRate 

ANN-BP 

Actual Group 
Membership 

Group 1 Group 2 

275 10 

11 70 

95.15% 87.50% 

0.04 

0.13 

0.16 

n =366 
Group 1 = Non Bankrupt (285) 
Group 2 = Bankrupt (81) 

ANN-GA MDA 

Actual Group Actual Group 
Membership Membership 

Group 1 Group 2 Group 1 Group 2 

284 1 171 114 

4 77 25 56 

98.61% 98.72% 87.24% 32.94% 

0.01 0.13 

0.01 0.67 

0.01 0.38 
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Table 7.2. Predictive Accuracy of Classification Models (Cross validation 
sampie) 

Classification 
Method 

Predicted 
Group 

Group 1 

Group 2 

True-pos. ratio 

ANN-BP ANN-GA 

,"".-", ._,~ --~-~-" -~ " 
""" _c ____ c ___ r ~ _________ .~ _'.~ _____ , .. ________ • 

Actual Group Actual Group 
Membership Membership 

Group 1 Group 2 Group 1 Group 2 

76 6 84 

5 14 4 15 

93.83% 70.00% 95.45% 93.75% 

MDA 

._-~----~--_ .. - ~------,~--------~ -------,-~ 

Actual Group 
Membership 

Group 1 Group 2 

48 36 

10 10 

82.76% 21.74% 
--------------------------------------------

Type 1 
error 

Type 1 
error 

ErrorRate 

n = 104 

0.06 

0.30 

0.11 

Group 1 = Non Bankrupt (84) 
Group 2 = Bankrupt (21) 

0.05 0.17 

0.06 0.78 

0.05 0.44 

To study the effectiveness of the ANN based c1assification, the results of 
networks were compared with the traditional Multiple Discriminant 
Analysis (MDA). A common measure of predictive models is the percent­
age of observations correctly c1assified. Table 7.1 reports the predictive 
accuracy of the two datasets. As can be observed, the ANN-GA c1assifier 
predicted the training sampie with 99% accuracy. 

This result is not surprising, since the networks were tested with the data 
set that was used to design the networks. Of greater interest, however, 
were the results of holdout sampIe (i.e., datasets that the network had not 
seen before). 

Table 7.2 presents the results of utilizing the three techniques to evalu­
ate the 104 holdout sampies in terms of the average percentage of correct 
c1assifications. The genetic algorithm neural network (ANN-GA) had the 
highest accuracy (Group 1, bankrupt firms = 95%; Group 2, non-bankrupt 
firms = 94%) in predicting the financial status of the company. The back­
propagation neural network (ANN-BP) was the next best accurate predic­
tive model (Group 1 = 94%; Group 2 = 70%), while the MDA models had 
a lower accuracy rate (Group 1 = 83%; Group 2 = 50%) respectively. In 
general, ANN c1assification accuracy for the groups that went bankrupt 
varied from 100% to 90.4%. 
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7.4 Conclusions 

In this study, ANNs utilizing two leaming techniques, namely back propa­
gation and genetic algorithms, were developed as tools for predicting 
bankruptcy. The predictive ability of the models was tested by comparing 
their predictive ability with that of a MDA model using real-world exam­
pIes. The results indicate that, overall, ANN models had a higher predic­
tive accuracy than the MDA models. Further, the ANN-GA model had a 
higher predictive rate than the ANN-BP model. The superior performance 
of the ANN-GA modelover the ANN-BP model could be attributed to the 
fact that gradient techniques such as Backpropagation have a tendency to 
converge locally, thus affecting the selection of weights that is needed for 
the neural network's accuracy. Therefore, since the algorithm tends to get 
trapped in a local minima, the solution provided by this neural network is 
not a global solution. 

The results of this study compare favorably with other studies. Brockett 
et al (1994), using a backpropagation neural network, found the ANN to 
correctly classify 73% of insolvent firms. Fanning and Cogger (1994), us­
ing generalized adaptive neural networks (GANNA), reported a 94% suc­
cess rate. Etheridge and Sriram (1997), using probabilistic neural net­
works, found accuracy rates of 88% and 96% for their sampie of banks for 
the two ANN models they tested. However, the point is that most studies 
with the exception of Etheridge and Sriram (1996) used healthy companies 
as a control sampie. Our study used financially stressed companies that 
had not filed for bankruptcy as the control sampie. 

Although the predictive models have several advantages and uses, they 
also have their limitations. The number of variables that can be input into 
the models is limited. In this respect, rather than use a plethora of vari­
ables, this study contributes to the extant literature by developing a parsi­
monious model that captures liquidity, profitability, solvency and incorpo­
rates qualitative signals of distress. The constructs of liquidity, profitability 
and solvency are measured by the Zmijewski distress score. The Zmi­
jewski distress score has an advantage over other models such as the 
Altman Z score in that it can be universally applied across industries. Us­
ing this parsimonious model, we find that the genetic algorithm neural 
network significantly outperforms the backpropagation model. The predic­
tive results are superior to prior studies. In addition, the genetic algorithm 
model had the lowest misclassification error rate. 

In summary, the contribution of this article is to extend prior research by 
incorporating a more parsimonious model and developing and testing a 
genetic algorithm neural network. The experimental design attempted to 
incorporate an element of reality by including financially distressed firms 
in the control sampie. 
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In conc1usion, the model cannot, and should not, entirely replace profes­
sional judgment. It should be used to provide auditors with objective in­
formation to assist with their reporting decision on a c1ient in financial dis­
tress and going concern contingencies. Many important qualitative 
variables such as management ability and future plans, which could poten­
tially mitigate the stress faced by a firm, are not formally incorporated into 
the models. 
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Abstract. Neural networks are data driven methods. They provide addi­
tional information to the decision process as might be left hidden other­
wise. Neural networks have already been applied in many different busi­
ness areas; and they can be used for prediction, classifying, and clustering. 
They can leam, remember, and compare complex patterns. This chapter 
shows how a neural network, especially Kohonen's self-organizing map 
(SOM), can be used in visualization of complex accounting data. The 
SOM is used for clustering ten years of monthly income statements of a 
manufacturing firm. The purpose is to show how the data sets of various 
accounts and years form their own groups. We found that the SOM can be 
a visual aid for classifying and clustering data sets, and that it reveals if 
some cluster contains data that apriori should not be in it. Hence, it can be 
used for signaling unexpected fluctuations in data. Furthermore, the SOM 
is a possible technique embedded in the continuous monitoring and con­
trolling tool. 

8.1 Introduction 

Many parties, such as investors, creditors, and managers, are interested in 
the accuracy of an organization' s financial account values. Managers want 
to estimate the future revenues and expenses in order to optimize the op­
erations during a certain period. Auditors want to assess the accuracy of an 
organization's financial statements. Creditors want to analyze the organi­
zation's payment ability. All these parties may benefit from a tool that 
monitors and visualizes complex accounting data. 
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One possible technique embedded in the monitoring tool could be an ar­
tificial neural network (ANN). ANNs are not apriori statistical formal 
techniques but instead they are data driven techniques. ANNs have already 
been applied in many different business areas; and they can be used for 
prediction, classifying, and clustering tasks (Vellido et al. 1999, Zhang et 
al. 1998). They can learn, remember, and compare complex patterns 
(Medsker and Liebowitz 1994). They are claimed to be able to recognize 
patterns in data even when the data are noisy, ambiguous, distorted, or 
variable (Dutta 1993). They are capable of discovering data relationships. 
For example, unlike traditional statistical techniques, ANNs are capable of 
identifying and simulating non-linear relationships in the data without any 
apriori assumptions about the distribution properties of the data. ANNs 
leam from examples and then generalize to new observations. They pro­
vide additional information to the decision process as might be left hidden 
otherwise. These features make ANNs potentially suitable for many tasks 
within accounting. Information technology development and processing 
capacities of PCs have made it possible to model ANN-based information 
systems for monitoring and controlling operations. 

Researchers have developed a variety of ANN-models to assist in the 
monitoring and controlling of operations such as detecting material errors . 
in the data (Coakley and Brown 1991a, Coakley and Brown 1991b, Coak­
ley and Brown 1993, Wu 1994, Coakley 1995, Busta and Weinberg 1998, 
Koskivaara 20(0), detecting management fraud (Green and Choi 1997, 
Fanning and Cogger 1998, Feroz et al. 2000), and support for going con­
cern decision (Hansen et al. 1992, Lenard et al. 1995, Koh and Tan 1999, 
Anandarajan and Anandarajan 1999, Etheridge et al. 2000). ANNs have 
also been applied to internal control risk assessment (Davis et al. 1997, 
Ramamoorti et al. 1999) and financial distress problems (Fanning and 
Cogger 1994). Material error applications direct users' attention to those 
financial account values where the actual relationships are not consistent 
with the expected relationships. A user has to decide whether and what 
kind of further investigation is required to explain the unexpected results. 
Material error ANN-models either predict future values or classify data. 
The results of material error ANN-models seem promising, at least as a 
supplement to tradition al analytical auditing procedures, and offer im­
proved performance in recognizing material misstatements within the fi­
nancial accounts. 

Companies are using or have used ANN applications to support their 
business. Credit-card companies use ANN technology to reveal fraudulent 
clients (Mulqueen 1996, Fryer 1996, Fisher 1999). KPMG Peat Marwick 
has already developed an ANN for bankruptcy prediction (Etheridge et al. 
1994). Pohjola insurance company has applied an ANN solution to their 
direct marketing (Sinkkonen and Lahtinen 1998). 
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In this chapter we show the feasibility of an ANN, especially Kohonen's 
self-organizing map (SOM), in monitoring account values in monthly in­
come statements of a manufacturing finn. We study whether the SOM is 
capable of revealing monthly variations and clusters in the data sets in the 
meaningful matter. The SOM has proven to be suitable for data analysis 
tasks (Kohonen 1997). Although many papers on self-organizing maps, 
since its invention in 1981, have been published, few studies have dealt 
with the use of self-organizing maps for financial analysis. The studies by 
Martin-del-Brio and Serrano-Cinca (1993) and Back et al. (1998) are ex­
amples of the application of the SOM for financial analysis. Martin-del­
Brio and Serrano-Cinca (1993) studied the financial statements of Spanish 
companies and attempted to predict bankruptcies among Spanish banks 
during the 1977-85 banking crisis. Back et al. (1998) compared 120 com­
panies in the international pulp and paper industry. In this study, the aim is 
to receive evidence ofthis method's suitability to analyze monthly account 
data. We anticipate that the SOM recognizes the relationships between dif­
ferent account values and reveals the time variation of the data sets. Ac­
cording to our infonnation, the SOM has not earlier been applied to ana­
lyzing monthly account data sets. 

The remainder of the chapter is organized as folIows: Section 8.2 de­
scribes the research methodology. This section includes abrief description 
of SOM, and the choice of the financial account values used in this ex­
periment. Section 8.3 presents the construction of the self-organizing 
maps, and Section 8.4 presents a detailed analysis of the maps and gives 
guidelines to implement this kind of model. The conclusions of this paper 
are presented in Section 8.5. 

8.2 Methodology 

8.2.1 Self-organizing Maps 

The SOM is a clustering and visualization method, and the purpose is to 
show the data set in another representation fonn (Kohonen 1997). It cre­
ates a two dimensional map from n-dimensional input data. This map re­
sembles alandscape in which it is possible to identify borders that define 
different clusters. These clusters consist of the input variables with similar 
characteristics, i.e., in this report, the monthly variation of account values'. 
The self-organizing training trials continue until two input items that are 
close in the input space are mapped into the same or neighboring neurons 
on the map. Output neurons create groups; which together form a map of 
the input neurons. 
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Rectangular Hexagonal 

Fig. 8.1. Forms of lattice 

The SOM has six leaming parameters, topology, neighborhood type, X­
and Y-dimensions, training rate, training length, and network radius. The 
network topology refers to the form of lattice. There are two eommonly 
used lattices, reetangular and hexagonal (Fig. 8.1). In a reetangular lattice, 
eaeh neuron is eonneeted to four neighbors, expeet for the ones at the edge 
of the lattiee. In the entire network we used, the output neurons are ar­
ranged in a hexagonal lattiee strueture. This arrangement connects every 
neuron to exaetly six neighbors, expeet for the ones at the edge of the lat­
tiee. This choice was made following the guidelines of Kohonen (1997), 
sinee we expected the SOM to provide some benefit for the monitoring 
due to its visualization eapability. Neighborhood type refers to the 
neighborhood funetion used, and the options are Gaussian and bubble. X­
and Y- dimensions refer to the size of the map. In too-small maps, differ­
enees between clusters are hard to identify; and in too-Iarge maps, clusters 
will appear to be flat. The training rate faetor refers to how much the neu­
ron in the neighborhood of the winning neuron leams from the input data 
veetor. The training length measures the processing time, i.e., the number 
of iterations through the training data. The network radius refers to how 
many nodes around the "winning" neuron are affected during the leaming 
process. The training proeess of the network is split into two parts. In part 
one, the map is "roughly" trained. In the seeond part, the network is fine­
tuned. 

8.30ata 

We used actual data comprising ten years of monthly ineome statements 
for a manufaeturing company. The company was a medium-sized firm in 
Finland, and its net sales arnounted to approximate1y EUR 11 million per 
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year. With the help of a certified public accountant (CPA) auditor the ac­
counts chosen represented the major and the most interesting monthly in­
come statement categories. The accounts and their monthly averages in 
thousand euros are presented in Table 8.1. 

Table 8.1. Financial accounts (in EUR 1000) 
;C"'"""~'-"~'.;-o..'~'~'~",*--,,,-"~~,_~~-,,,~"",_,"-""".,,,,,~,,,,~,~,,,,,,~,,,~~,,,",,,-,,--,,,,_,, '~",-____ """""~"'~_,""""",',",". ___ '""'i"$" __ ",-~,..,_i;.~"""-""_"-",",->=~~~=-<-,_""-_.~",,,,,,,,~~-..-= ___ ='-~_---'_""--", __ -li'-"""""",,,,,~-..._~",,,-

90-99 1998 1999 
Net sales 916 1325 1250 
Materials + Change in inventory 215 297 259 
Personnel costs 125 165 161 
Gross margin 571 864 830 
Administration 58 57 58 
Total indireet 340 360 383 
Operating profit 215 462 396 
Receivables 1450 1630 1591 
Trade debt 1468 2563 1965 

The reasons for selecting the above accounts for our models are as follows. 

• Net sales (NS) are a significant value to monitor. In this particular case, 
variation between July and the other months is big because the company 
is c10sed in July. From the management' s point of view, it is better if the 
actual value is bigger than the budgeted value because then there are 
fewer disappointments. From the auditor's point of view, this scenario 
might raise doubts about whether all sales are recorded if the actual 
value is much below the prediction value. On the other hand, if the ac­
tual value is much higher than the prediction values, the company might 
have recorded some fictitious sales. 

• Materials (Mat) + Change in inventory (CinIn) together should tell the 
total use of material during a certain period. The value should be in 
alignment with net sales as this is a manufacturing company. 

• Personnel costs (PC) should be in alignment with production and the to­
tal use of material. 

• Gross margin (GM) is an important value at least from the prediction 
point of view as weIl as in seeing how much money is left to cover indi­
rect costs and profit. 

• Administration (Adm) shows the overall trend of the costs in the com­
pany and in the line of business. 

• Total indirect (Totlnd) indicates all fixed costs. This value should be 
predicted in all cases because these costs do not depend on sales. 



138 Eija Koskivaara 

• Operating profit (OP) is an interesting value at least from the prediction 
point of view. Furthermore, it is important to see that the operation is 
profitable in the long run. 

• Receivables (Rec) are an interesting and important value to follow in 
order to know how much ofthe company's money is "outside". 

• Trade debt (TD) teIls how much the company has to pay "outside". Re­
ceivables and trade debts should be in alignment with the net sales. 

8.4 Clustering with the SOMs 

For the clustering purpose, we used The Self-Organizing Map Program 
Package version 3.1, created by The SOM Programming Team of the Hel­
sinki University of Technology in the network building (Kohonen et al. 
1995). For the visualization of the results of the SOM, we used Nenet­
Demo version 1.1a created by The Nenet Team (Elomaa et al. 1999). Ne­
net is a user-friendly program designed to illustrate the use of SOMs, and 
it also provides individual parameter level maps and feature planes. This 
property suits our purposes perfectly, because we want to compare differ­
ent accounts and months with each other. 

We constructed two different kinds of maps with different input vectors. 
First, we constructed a map so that in a vector there were the monthly data 
of the account per year as vector items. With this A-map, we wanted to see 
how different accounts are situated in comparison to each other and to the 
previous years' values. Second, we constructed a map with the values of a 
certain month's data as vector values and presented those in a chronologi­
calorder for the neural network. With this B-map, we wanted to see 
whether there are any yearly tendencies in the data sets. These map ap­
proaches resemble analytical auditing procedures such as a comparison of 
current information with similar information for prior periods and a study 
of relationships among the elements of information (Gauntt et al. 1997). 

There are some guidelines to follow when creating maps. The map 
ought to be rectangular, rather than square, in order to achieve a stable ori­
entation in the data space. Normally, the x-axis should be about 30 percent 
greater than the y-axis, thus forming a rectangular output map. Another 
recommendation is that the training length of the second part should be at 
least 500 times the number of the network units in order to reach statistical 
accuracy (Kohonen 1997). We chose one where the layer consisted of 35 
neurons arranged in a 5*7 hexagonal grid. As mentioned earlier, hexagonal 
lattices are good for visualization purposes. The neighborhood function 
was the bubble. The training length and training rate in the first phase were 
1750 and 0.5 and in the second phase, 17500 and 0.05. The neighborhood 
radius in the first phase was 9 and in the second phase, 1. 
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To visualize the final self-organizing map, we used the unified distance 
matrix (Umatrix). This V-matrix method can be used to discover other­
wise invisible relationships in a high-dimensional data space. It also makes 
it possible to classify data sets into clusters of similar values. The simplest 
V-matrix method is to calculate the distances between neighboring neurons 
and store them in the matrix, i.e., the output map, which can then be inter­
preted. Ifthere are "walls" between neurons, the neighboring ones are dis­
tant, i.e., the values differ significantly. The distance values are also dis­
played in colors when the V-matrix is visualized. On the maps, we define 
the clusters by looking at the color shades of the borders between the hexa­
gons. The dark colors in the walls represent great distances while brighter 
colors indicate similarities amongst the neurons. The colored borders 
between the hexagons are of great value when trying to determine and 
interpret clusters. 

By viewing the individual feature planes, it is possible to visualize the 
values of a single vector column, i.e., in this study, the maps for one month 
(A-maps) or for one account (B-maps). These feature planes can be visual­
ized in order to discover how the company has been doing according to 
different months or different accounts. Because we selected accounts that 
depend on each other, the feature planes of the months should be more or 
less similar. 

8.5 Visualization of the data 

Next we show how the outputs of the SOM can be used as a visual aid for 
classifying and clustering the monthly income statements values over ten 
years. The user analyzes the clusters of accounts and variations of the 
monthly feature planes in order to find whether the clusters are close 
enough to each other or whether there are any significant differences be­
tween the monthly feature planes (A-map). The user mayaiso analyze 
whether the account values are close enough to the previous year's values 
(B-map). If the difference is significant, the user has to decide how much 
and what kind of further investigation is needed. 

8.5.1 Studying the account cluster 

Studying the underlying monthly feature planes of the A-map (Fig. 8.2) 
and the final A-map (Fig. 8.3), a number of clusters of accounts and the 
characteristics of these clusters were identified (Fig. 8.4). 

The feature planes in Fig. 8.2 show a map for each month in this study 
where the red color in the bottom left corners represents high values, 
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which in our case imply revenue accounts. Dark colors in the bottom right 
corners show negative values, which in our case imply a trade debt ac­
count. From these feature planes, we see that there is only a little variation 
between the months. For example, in the feature planes of June and July 
there are a little lighter neurons in the middle than in the other months' 
planes. However, the feature planes of the months are so similar that none 
give any reason for auditing implications. This result means that the rela­
tionships between the accounts included in this study are quite stable dur­
ing the year. If the feature plane of the month differs much from the other 
feature planes, it is a hint for a user to investigate more. 

Fig.8.2. The feature planes maps for the months: lanuary, February, March, and 
April at the top, May, lune, luly, and August in the middle, and September, Octo­
ber, November, and December at the bottom 

In Fig. 8.4, we have named identified clusters according to the accounts 
these clusters contain . We labeled the last two years' accounts to see 
whether the accounts are c10se to each other and to name the clusters. We 
identified four main clusters: revenues, margins, casts, and trade debts. 
Revenue and trade debt clusters were easy to identify based on the feature 
planes of the different months. Although the trade debts of the last two 
years are in the same neuron, the cluster itself is much bigger because the 
earlier years' trade debt values were more spread out on the map. The 
revenue cluster could be bigger based on the feature planes on March, 
June, July, and August; however, the labeling of gross margin and operat-
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ing profit reveals that these neurons belong to the margins cluster. All the 
cost accounts in our study are situated in the upper right corner; therefore; 
we named it the cost cluster. Receivables (Rec), net sales (NS), operating 
profit (OP), personnel costs (PC), change in inventory (Cinln), administra­
tion (Adm), and materials (Mat) of two last years are in the same neuron. 
The gross margin (GM) and total indirect (Totlnd) of 1998 and 1999 are in 
different neurons. This location indicates that the relative monthly account 
value' s variation of gross margin and total indirect is bigger than that of 
the other accounts in these years. 

Fig. 8.3. The final A-map 

Fig. 8.4. Clusters on the A-map 
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8.5.2 Studying the yearly tendency 

We also let the SOM cluster the account based on the month. With this B­
map, we wanted to see whether the months are close to each other and 
whether the different years are close to each other. We analyzed the B-map 
with account feature planes (Fig. 8.5) and by labeling all the months on the 
map. This method found six clusters in a map. The feature planes of net 
sales, gross margin, operating profit, and receivables are at the top of Fig. 
8.5. These accounts present in our sampie the income accounts where the 
red color illustrates high values, which are situated on the left side of the 
feature planes. The overall outlook of the net sales, gross margin and oper­
ating profit seems very similar. The feature planes of materials, change in 
inventories, person ne I costs, and administration are in the middle. Materi­
als and personnel costs have the same general outlook as net sales although 
the colors are opposite. These accounts should be in alignment. The feature 
planes of total indirect and trade debts are on the bottom line. In these fea­
ture planes; the darker the color gets, the bigger the cost iso 

Fig. 8.5. Feature planes of accounts: net sales. gross margin. operating profit. and 
receivables at the top, materials, change in inventories. person ne I costs. and ad­
ministration in the middle, and total indirect and trade debts at the bottom 

In Fig. 8.6, we have counted how many monthly data of the year belong to 
one cluster in the B-map. We also see a tendency starting from the bottom 
right corner, where the early nineties data are situated, up towards the top 
of the map and then to the bottom left corner and once again up towards 
the top of the map. The best performance seems to be in the bottom left 
corner where the monthly data from the year 1998 are located. All the July 
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data are in the bottom line neurons. The first seven years of July data are in 
the ultimate bottom right corner of the map. The July data of 1997-1999 
are also grouped at the bottom right neurons of these years' clusters. 

Fig. 8.6. Yearly clusters of B-map 

Fig. 8.7. Movements ofthe 1998 (Black) and 1999 (White) months 

We also illustrate with a black arrow the monthly movement in 1998 and 
with a white arrow the monthly movement in 1999 (Fig. 8.7). From these 
arrows, we see that the movement of the 1999 monthly data on the B-map 
is much broader. The reason for the more compact movement of the 1998 
data rnight be that the account values of that year are the biggest in the 
whole data set; and therefore, they have concentrated in one corner. The 
same but opposite reason applies to the July data, especially with the years 
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1990-1996. These account values are the smallest in the whole data set 
and, therefore, have concentrated in the bottom right corner. We also see 
from Fig. 8.7 that both arrows start from and end at adjacent neurons. 

8.5.3 Account Values 

To ease the ANN's learning process and improve the quality of the map, 
the data are often pre-processed in some manner. We did not use any pre­
processing method, because we wanted to ca1culate the 1999 average ac­
count values based on the vector values in the output maps. In Table 8.2, 
we compare the actual average monthly account values to values calcu­
lated from the vector values of the A-map and B-map. On average, it 
seems that the vector order we have in the B-map is better than the vector 
order in the A-map if we compare the output vector values. 

Table 8.2. Account values 
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1999 A-map B-map A/1999 B/1999 
~ -~. -_._- - --._--- ----- --- <- ---~~. ~--- _._--,,-"'- --

Net sales 1250 1238 1239 -1 % -1 % 
Materials + Change in 

259 273 269 5% 4% 
inventory 
Personnel costs 161 123 161 -24 % 0% 

Gross margin 830 873 807 5% -3 % 

Administration 58 59 56 2% -2 % 

Total indireet 383 471 361 23 % -6 % 

Operating profit 396 467 394 18 % 0% 

Receivables 1591 1408 1532 -12 % -4 % 

Trade debts 1965 1626 1978 -17 % 1% 
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8.5.4 Seeded Error 

We seeded an extra use of material in the data in order to see whether the 
SOM recognizes any difference. We manipulated the data by doubling the 
use of material in December 1999 to see the effects on maps and feature 
planes. This effect is very tiny considering that in one map we have all the 
data from the ten years visible at the same time. In Fig. 8.8, we show how 
the feature planes of the maps change because of this manipulation. On the 
left side of the figure, we have the feature planes of the original data; and 
on the right side, we have the feature planes of the manipulated data. The 
feature planes at the top of the figure are based on months (A-map), and 
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the feature planes at the bottom of the figure are based on accounts (B­
map). The white neurons on the left show the right place for the vector. 
The white neurons on the right show where the manipulated data vectors 
are. We have also circled the effects the manipulation has on the whole 
map. The monthly use of material is situated in the same neuron in both 
cases (see Fig. 8.8 upper feature planes). However, the color of the adja­
cent neuron has changed dramatically. On the account feature planes, the 
change is more radical. The whole feature plane looks very different. The 
manipulation has tumed the whole feature plane inside out. The neuron has 
changed its place, and the colors of the adjacent neurons have changed. 

Fig. 8.8. Seeded use of material in December 1999 

8.5.5 Implementing the Model 

Fig. 8.9 depicts the framework of our SOM-based pattern analysis model 
in accounting data. In general, this accounting data should illustrate the 
business process. The SOM takes advantage of the data that already exist 
in the accounting systems. The SOM utilizes the data and gives a compact 
and excellent visualization of it. Furthermore, it clusters the data in a 
meaningful manner. The SOM gives new kind of information to human 
analysts and, therefore, makes the interaction between a human actor and 
information system possible. Generally, the human actor may refresh the 
model in three ways. First, they can make changes in the business proc-
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esses. For example, allocate more timely the use of material in the ac­
counting system. Second, they can correct the faulty data. For instance, 
take away all the fictitious sales from the bookkeeping records. Third, a 
human actor may refresh the model either by changing the parameters in 
the model or by chancing the variables of the model. 

Business Process 

Accounting 
Data 

~-model 

Fig. 8.9. Framework of the SOM pattern analysis model 

8.6 Conclusions 

In this chapter, we showed how the SOM could be used in the visualiza­
tion of the monthly income statement values. The SOM was used for the 
clustering of the data sets, and the purpose was to show account values in 
another representation form. We let the SOM cluster a manufacturing 
company's monthly account data from ten years. We found that the SOM 
is a tool for classifying these data sets and similar accounts form their clus­
ters close to each other. We argue that the SOM can assist users by visual­
izing irregularities in the data and guiding the user to the heart of the prob­
lem. The SOM utilizes the entire data and finds homogenous groups in the 
data. With the SOM embedded in the monitoring system, it is possible to 
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plot a picture on screen from complex data sets, for example once a month, 
and give a visual aid for analyzers of the business data. We used monthly 
values of account, but the SOM could also be used for analyzing all the 
transactions of certain accounts. 

The development and assessment of advanced analysis methods like 
ANNs in an accounting context and for continuous monitoring and con­
trolling is important in order to supply users with more efficient and effec­
tive means of monitoring account values. This monitoring is one way of 
restoring the public confidence in the capital market system and account­
ing profession, which was shaken by the collapses of Enron and Arthur 
Andersen etc. 
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Abstract. Modem accounting information systems provide decision­
makers with such a large volume of accounting data, it can overwhelm 
even the most sophisticated accounting decision-maker. The result may be 
underutilization of relevant information. Advances in information visuali­
zation technologies provide an effective alternative to address the current 
and future volume of accounting information. This chapter addresses the 
theoretical background of visualizations, describing the literature that sup­
ports the use of visualizations. The application of information visualization 
to accounting is discussed, followed by a description of variety multidi­
mensional visualizations techniques. 

Information, once rare and cherished like caviar, is 
now plentiful and takenfor gran ted like potatoes. 

- The First Law of Data Smog, David Shenk, 1997 

9.1 Introduction 

Today's accounting information systems provide decision-makers with 
such a large volume of accounting data, it can overwhelm even the most 
sophisticated accounting decision-maker. With the increasing trend to use 
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enterprise-wide systems, such as ERP and CRM systems, and the use of 
multidimensional data to support decision-making, e.g., on-line analytical 
processing (OLAP), knowledge discovery, and data mining (Adriaans and 
Zantinge 1996; Fayyad, et al. 1996; Thomsen 1997), the volume of data 
that the decision-maker could face in the future is even greater. Therefore, 
the decision-maker needs tools to extract the actual information from the 
flood of data that is available. 

Recent advances in information visualization technologies provide one 
avenue to address the current and future "glut" of accounting information 
facing the decision-maker. Current information visualization technologies 
allow the decision-maker to use their visual/spatial abilities to solve the 
abstract problems found in business. These technologies already have been 
deployed in finance, litigation, marketing, manufacturing, training, and or­
ganizational modeling (Brown, et al. 1995; Chorafas and Steinmann 1995; 
Grantham 1993; Markham 1998; Schroeder, et al. 1998; Thierauf 1995).1 
Furthermore, multidimensional information visualizations may better sup­
port the decision-maker that must use multidimensional data (Dull and 
Tegarden 1999). 

The remainder of this chapter is organized as follows. In the next sec­
tion, we provide adefinition and purpose of information visualization, a 
short history of visualization, and a justification of why information visu­
alization is appropriate for accounting decision-making. The third section 
provides an overview of information visualization research in decision­
making and accounting. In the fourth section, we detail some of the tools 
that can be used in accounting information visualizations and describe a set 
of metaphors for accounting information visualizations. In the final sec­
tion, we explore directions for future research and applications in account­
ing information visualizations. 

9.2 Background 

What exact1y is meant by visualization? According to The Dictionary of 
Computer Graphics and Virtual Reality, visualization is "the process of 
representing data as a visual image." (Latham 1995, p. 148) The data be­
ing visualized may represent concrete objects, such as rooms or cars, or 
abstract objects, such as profit, sales, or cost. Information visualization 
deals with transforming non-spatial or behavioral data (i.e., abstract data) 

1 For a more complete description of visualization examples and issues, see Ber­
tin (1983), Card, et aI. (1999), Cleveland (1993, 1994), Jones (1996), Kosslyn 
(1994), and Tufte (1983,1990,1997). 
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into visual images that represent an analogy or metaphor of the problem 
space. If the data are abstract, then a visual analog must be created, such as 
a pie chart or line graph. 

According to Grinstein and Ward (1997), the purpose of information 
visualization is not to replace solid quantitative analysis but instead to al­
low the quantitative analysis to be focused. Information visualization tech­
nologies: 

• allow the human visual system to be exploited in order to extract infor­
mation from data, 

• can provide an overview of complex data sets, 
• aid in identifying the structure, patterns, trends, anomalies, and relation-

ships in data, and 
• provide a means to identify the areas of "interest." 

When used appropriately, information visualization technologies support 
the decision-maker in deriving the information from the data. 

9.2.1 Visualization History 

Visualization has been used for a long time. For example, cave drawings in 
France are over 20,000 years old and maps existed in China in the 12'h cen­
tury. The first multi-dimensional representations appeared in Europe dur­
ing the 19th century. In one early example from 1854, Dr. John Snow plot­
ted cholera deaths in central London (Fig. 9.1). He marked the location of 
deaths with dots and of water pumps with crosses. Based on this visualiza­
tion, he realized that nearly all occurrences of cholera occurred among 
those who lived near the water pump on Broad Street. From this observa­
tion, he had the handle from the pump removed and ended the cholera epi­
demie (Tufte 1983). 

According to Tufte (1983), Minard created possibly the best statistieal 
graphie ever drawn in 1861. This graphie portrays the losses suffered by 
Napolean's army during his invasion of Russia in 1812. (Fig. 9.2). The 
width of the band across the figure represents the size of his army. The 
lighter color band represents the invasion, while the darker band represents 
the retreat. At the beginning of the invasion (seen at the left of the graphie) 
the size of his army was approximately 422,000. When Napoleon reached 
Moscow, the army had dwindled to about 100,000 men. His army shrunk 
to about 10,000 men by the time it reached the Polish-Russian border. Fur­
thermore, the temperature scale and dates of the retreat are shown at the 
bottom ofthe chart (Tufte 1983). 
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Fig. 9.1. Snow's Cholera Graphie (Tufte 1983, p. 24, © Graphies Press) 
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Fig. 9.2. Minard's Graphie ofNapoleon's Moseow Campaign of 1812 
(Tufte 1983, p. 41, © Graphies Press) 

9.2.2 Why Information Visualization? 

Even though decision-makers suffer from information overload, due to the 
high volume of data produced by modern accounting information systems, 
they tend to underutilize large amounts of relevant information. Since a 
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majority of the brain's activity that processes sensory data deals with ana­
lyzing visual images, visualization technologies can help resolve this di­
lemma. (Chorafas and Steinman 1995). In this section, we describe why 
visualization technologies may be appropriate for accounting decision­
making by summarizing visual cognition, the cognitive fit model, and the 
types of tasks for wh ich visualization is appropriate. 

9.2.2.1 Visual Cognition 

From a visual cognition perspective, research shows that visualizations can 
improve problem-solving capabilities. Miller (1956) re ports on a set of 
non-business results that imply a human's input channel capacity is greater 
when visual abilities are used. The reported results demonstrated that deci­
sion-makers that required unidimensional or multidimensional data are 
more efficient using their visual abilities. Based on these results, informa­
tion visualization technologies should be able to enhance the capability of 
a decision-maker to process information that is either unidimensional or 
multidimensional. Furthermore, visual imagery researchers (Kosslyn 1980; 
Shepard and Cooper 1982) have shown that visual recall outperformed 
verbal recall. However, visual recall is dependent on perception, i.e., how 
the objects were learned (visual images on visual perception; auditory im­
ages on auditory perceptions, etc.). 

9.2.2.2 Cognitive Fit Model 

The Cognitive Fit Model (CFM) suggests the effectiveness of the problem­
solving process is a function of the relationship between the problem­
solving task and the problem representation (Umanath and Vessey 1995; 
Vessey 1991,1994; Vessey and Galletta 1991). Using the CFM, Vessey 
(1991) provides an explanation for the mixed results in the "tables versus 
graphs" literature. When the problem representation "fits" the problem­
solving task, a preferable mental representation of the problem will be re­
alized; and the speed and accuracy of the problem-solving process will be 
improved. In other words, the better the "fit" between the task and the rep­
resentation, the more effective and efficient the problem-solving process 
will be. Therefore, accounting information visualizations must be created 
with the problem-solving task in mind. It also should be emphasized that 
when mismatches do occur between the task and the representation, deci­
sion-making performance will suffer in terms of speed, accuracy, or both. 
When considering multi dimensional data, this union becomes even more 
crucial. 
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9.2.2.3 Visualization Tasks 

According to Grinstein and Ward (1997), there are three types of problem­
solving tasks that are amendable to information visualization: exploratory, 
confirmatory, and production. With exploratory tasks, decision-makers 
normally search the visualization for structure or trends to extract or they 
attempt to create or test hypotheses about the underlying data. Decision­
makers attempt to confirm or refute hypotheses with confirmatory tasks. 
Decision-makers perform production-based tasks when they already have 
validated a hypothesis and are using a visualization-based report. Depend­
ing on their job, accounting decision-makers may perform all three types 
oftasks. 

9.3 Information Visualization Research 

Historically, the majority of the research in accounting information visu­
alizations has been related to report format and presentation of accounting 
information. Even though the report formats used in most accounting in­
formation visualization research differ significantly, one common theme 
emerges: the presentation format of information affects the decisions that 
are made (Anderson and Kaplan 1992; Anderson and Reckers 1992; Mac­
Kay and Villarreal 1987; Stock and Watson 1984). Before jumping in to 
accounting and information visualization research, we will provide an 
overview of information visualization research in decision-making. 

9.3.1 Decision-Making and Information Visualization 

The behavioral disciplines have had many research studies relating to the 
topic of visualization (Colet and Aaronson 1995; Cooper 1990, 1995; 
Schkade and Kleinmuntz 1994). This interest is in part due to the recogni­
tion that one' s experiences are based on observations from a three­
dimensional world (Cooper 1990). A second reason for the interest relates 
to usefulness of information visualizations in recognizing relationships 
among data. Information visualizations can be used as a tool to direct the 
process of mathematical modeling when investigating these relationships 
(Colet and Aaronson 1995). Yu and Behrens (1995) developed their 
framework of using visualizations in statistical analysis to ass ist in "bal­
ancing noise and smoothing in statistical analysis" (p. 264). 

Beyond the general statistical analysis uses of visualizations in psycho­
logical literature, numerous studies have investigated human interactions 
with visualizations (Cooper 1990, 1995; Lohse et al. 1994). Cooper looked 
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at the connection between two-dimensional and three-dimensional views 
of an object (1990) and the concept of mental imagery (1995). The 1990 
study suggests that when confronted with two-dimensional representations 
of structural objects, individuals will mentally create a three-dimensional 
representation of the object. This research is significant in reporting the 
mental connection between two-dimensional and three-dimensional repre­
sentations. 

Psychological researchers also have investigated decisions made based 
on the type of representation. For example, Schkade and Kleinmuntz 
(1994) found a significant effect on the decision process based on the in­
formation format used during information acquisition. Furthermore, Larkin 
and Simon (1987) found that diagrams were superior representations to 
textual ones and suggested three reasons for these results: 

• diagrarns group related information together, 
• diagrarns use location to aid in information search, and 
• diagrarns aid in many perceptual inferences. 

As such, they conc1uded that diagrams seem to support more efficient 
computational processes than their written counterparts when the user is 
capable of using diagrarns to acquire information. 

In another study, Jones and Schkade (1995) found that decision-makers 
sometimes "translate" information in an unfamiliar format into a more fa­
miliar one and base their decision on the new format when the information 
representation did not match problem representation. This best format con­
cept is supported by the cognitive fit model (Vessey 1991). 

Wickens et al. (1994) indicate that for questions requiring an integrative 
knowledge of information, extraction and retention of data is superior for 
3D images over 2D images. In addition, they conc1uded that rotation was 
used more by subjects when answering questions that were relatively more 
integrative. As such, multivariate representations may produce varying 
levels of decision effectiveness based on the perception and interpretation 
of data (McCormick et al. 1987). Therefore, information users may have 
an advantage using information presented in a multidimensional format. 

There are many variables that must be considered when presenting mul­
tidimensional information. For instance, Pani (1993) reports that the angle 
of rotation affects the comprehension of an object that is presented within 
a 3D representation; if an improper angle is used, the data may be dis­
torted. Generally speaking, as the dimensionality of the representation in­
creases, approaching the dimensionality of the data, the task of understand­
ing the representation should be less intensive, allowing faster decisions. 

In general, the above studies suggest that multi dimensional visualiza­
tions should be useful in decision-making; such visualizations can help in­
formation users to recognize relationships among data. If these visualiza-
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tions fit the problem and problem-solving process, the speed and accuracy 
of the problem solving should benefit. 

9.3.1.1 Color in Business Visualizations 

One variable that has been extensively studied is the use of color to aid in 
representing multidimensional data. In a study relevant to accounting deci­
sion-making, Benbasat and Dexter (1985) introduced the use of color to 
the "graphical decisions" business literature. The study used an experimen­
tal decision model to optimize profit.2 Their study compared results for 
subjects tbat used one-color versus multi-color graphs to make a promo­
tional budgeting decision that resulted in changes in profits. The graphs 
that were tested displayed the functional relationship between promo­
tion/profit for multiple territories. One factor that was controlled was time; 
one group of subjects had five minutes to make the decision, and another 
group has fifteen minutes. They found that by simply using multiple colors 
to implement the graphs, the decisions were better3 for the group having 
only five minutes to complete the task. It should be noted that their use of 
color was redundant; all of the information was available without the use 
of color. 

Benbasat and Dexter's (1985) results were consistent with Hoadley's 
(1994) research regarding color supplanting other information. The sup­
planting functions used by Hoadley's subjects included: 1) discriminating, 
2) organizing, 3) disembedding, and 4) quantity visualization. However, 
since Benbasat and Dexter's experiment used redundant data and differ­
ences were only found for the lower time group, one cannot conclude that 
color alone made the difference. 

There have been several other studies in the management information 
systems literature relating to the effect of color. Hoadley (1990, p. 121) 
summarized the results of the color research by noting that color improves 
performance in recall tasks, search-and-Iocate tasks, retention tasks, and 
decision judgment tasks. Color also improves comprehension of instruc­
tional materials. 

Lohse (1993) confirmed previous research that color aids decision­
making when using graphs but equally important suggested that the deci­
sion usefulness of a visualization depends on the task being investigated. 
This theory is consistent with the results described with the Cognitive Fit 
Model (Vessey 1991). Much of the previous business research focused on 

2 Benbasat et al. (1985, 1986, 1986a, 1986b) studied color in decisions under a 
variety of assumptions. 

3 " Better" is operationally defined as a higher profit in decision case used. 
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the existence of color, rather than the importance of color(s) used in the 
representations. Tufte (1990) summarizes his view of the complexity of the 
color selection process for visual displays by stating: 

"The often scant benefits derived from coloring data indicate that even putting 
a good color in a good place is a complex matter. Indeed, so difficult and subtle 
that avoiding catastrophe becomes the first principle in bringing color to informa­
tion: Above all, do no harm". (Tufte 1990, p. 81) 

One does not generally think of the introduction of color as potentially 
harmful however, but any part of a visual representation that detracts from 
the data may be detrimental to understanding or decision-making.4 

9.3.2 Accounting and Information Visualization 

Many visualization problems have been investigated relative to accounting 
information. Areas of interest include financial forecasting and time series 
information (Bouwrnan et al. 1995; Carbone and Gorr 1985; DeSanctis and 
Jarvenpaa 1989) and auditors' effectiveness (Kaplan 1988; Moriarty 
1979). Goldwater and Fogarty (1995) looked at cash flow predictions 
based on the format of information presentation. Much of the past account­
ing information visualization research is based on two-dirnensional graphs. 
Two factors are prirnarily the cause of this direction of the research. First, 
the availability of technology to create multidimensional representations 
has been limited until recently. Second, much of the research interest was 
based on the relationship between two variables; until this basic level was 
understood, it would not have been natural to progress to multidimension­
ality issues. 

Generally, most of the multidimensional research was performed using 
Chernoff Faces.5 Most results indicate that representation format rnay irn­
prove decisions (MacKay and Villarreal 1987; Moriarty 1979; Stock and 
Watson 1984); however, MacKay and Villarreal (1987, 536) indicate that 
using faces may reduce the content validity of a visualization and there­
fore, limit its usefulness as adecision aid. Additionally, Amer (1991) re­
ports that using Chernoff Faces and radar charts {Harris 1996) in an inte­
grative decision-making task provided no differences when compared with 
bar charts and tables. 

4 Tufte (1990, 80-95) provides an excellent group of guidelines and examples to 
enhance the use of color in a variety of visual representations Rheingans and 
Landreth (1995) also give several details effective use of color in visualiza­
tions. 

5 Chemoff used facial characteristics as variable representations for multivariate 
analysis (Chemoff, 1973). 
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In another study, Dull and Tegarden (1999) showed that subjects using a 
multi-dimensional visualization, a 3D trajectory graph, of momentum ac­
counting information (Ijiri 1982, 1986, 1989, 1990) produced more accu­
rate predietions than when using a set of two-dimensional visualizations 
for an integrative decision-making task. However, from a practical per­
spective, momentum accounting information systems do not exist. As 
such, it is not possible to make any generalizations to the effectiveness of 
3D graphie al representations of accounting information. 

In other publications, the significance of visualizations of non­
accounting information in annual reports has been recognized (Graves et 
al. 1996; Preston et al. 1996). If decision-makers obtain useful information 
from this source, there may be an opportunity to provide them with simi­
larly easy to comprehend financial information. 

In summary, many types of accounting-based decisions have been used 
to ex amine representations of accounting information. With regard to these 
decisions, representation format has been shown to be important to the de­
cision-making process. In some instances, two-dimensional representations 
have been shown to assist in superior decisions over tabular presentations 
of data. However, much of the multidimensional visualization research in 
accounting provides only mixed results. With today's information visuali­
zation technologies, using most desktop computers, one can represent mul­
tidimensional data by generating complex graphies rather than by limited 
formats such as the faces, radar charts, and 3D trajectory graphs. 

9.4 Information Visualization Tools and Metaphors 

The area of visual representations has been fueled by the dramatic de­
creases in the costlpower ratio for hardware and software (Wolff and Yae­
ger 1993). Today, desktop computers are available with multiple proces­
sors, gigabytes of long-term storage, megabytes of dynarnic memory, and 
powerful graphie capabilities. This power has allowed the development of 
large complex prograrns capable of producing a variety of visual represen­
tations in relatively short periods of time. Many of these prograrns have 
been directed at the end-user of a system, generating more interest in the 
use of visual representations. Until recently, it was not technically feasible 
for end-users to develop complex visual representations. To draw a graph, 
one had to write prograrns to plot each data point, function and axis. In to­
day' s environment, the user may only have to specify the data and work 
through prompts, selecting the details of their representation from lists of 
options. This "user friendliness" is made possible through the availability 
of extensive graphics libraries, 4GL programming languages and turnkey 
visualization software (Brown et al. 1995). 
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9.4.1 Visual MetaphorsIRepresentations for Accounting 
Information Visualization 

One of the most difficult aspects of creating accounting information visu­
alizations is the choice of visual metaphor. The difficulty resides in decid­
ing what is a good cognitive fit between the decision task and the visual 
representation for the abstract accounting information used in business de­
cision-making. However, information visualization designers have created 
visual metaphors that can serve as a beginning point in creating new in­
formation visualizations. 

A good starting point for the accounting decision-maker is to look at 
business charting techniques. Business decision-makers are al ready famil­
iar with bar charts, line graphs, pie charts, and other typical business dia­
grams. These fundamental charts can form the basis of usable multi­
dimensional accounting information visualizations. However, much re­
search remains to be done in this area. In this section, we describe a sam­
pIe of the multidimensional visual metaphors created by information visu­
alization designers based on recognizable business charts. These include: 
Kiviat diagrams, parallel coordinates, 3D scattergrams, 3D trajectory 
graphs, floors and walls, maps, and surfaces.6 

Kiviat diagrams (Fig. 9.3) depict relationships among multivariate data. 
Originally developed to support computer performance evaluation 
(Kolence and Kiviat 1973), each measure's value is shown on its own in­
dividual axis. For example, if we have nine separate measures, the diagram 
would have nine distinct axes (radii). The value for each measure for the 
entity of interest is plotted on the appropriate axis. The points are then 
connected. The information visualization is the pattern formed when "con­
necting the dots." To compare one entity to another, one simply compares 
the patterns of the separate entities. These diagrams are also known as ra­
dar charts, star graphs, spider graphs, and star glyphs. One area in which 
Kiviat diagrams could be beneficial is using financial information for ratio 
analysis. Using one axis for each financial ratio, one could easily compare 
across companies or time periods. Parallel Coordinates (Fig. 9.4) is another 
multivariate technique that has been used for a long time (Inselberg 1997). 
Like a Kiviat diagram, each measure's value is plotted on its own individ­
ual axis for each entity. 

In this case, the pattern is a line instead of a polygon, which makes look­
ing for similar patterns across multiple entities straightforward. For ex am­
pIe, looking at the last two variables in Fig. 9.4 demonstrates two separate 
groupings of entities - one in red and one in blue. 

6 For a more complete set of examples see Harris (1996) and Jarett (1993). 
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Fig. 9.3. Kiviat Diagram 

Fig. 9.4. Parallel Coordinates 
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Fig. 9.5. 3D Scattergram 

Fig. 9.6. 3D Trajectory Graph (Dull and Tegarden 1999) 

A 3D scattergram (Fig. 9.5) is an extension to the typical 2D scatterplot. In 
this case, one can represent up to four separate measures on each entity: 
one for each axis (x, y, and z) and color. However, due to the difficulty in 
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determining precisely the location of each specific value, it is necessary to 
add reference data, e.g., lines from each value to their respective axis val­
ues and the addition of a color map. 

A 3D trajectory graph (Fig. 9.6) allows the representation of up to four 
separate measures for the entity of interest. This graph is an extension to 
the typical 2D line graph. In this case, the line spirals through the three 
dimensions (x, y, and z). As the fourth measure changes, the color of the 
line changes. In this case, since only one entity is graphed at a time, the re­
sults are easier to interpret than the 3D scattergram. However, like the 3D 
scattergram, this metaphor necessitates the addition of reference data and a 
color map to be usable. 

Fig. 9.7. F100r and Walls (courtesy Visible Decisions, Inc.) 

The floors and walls metaphor (Fig. 9.7) uses a room-based representation. 
In this metaphor, infonnation is assigned to various business graphics and 
is displayed on a wall or floor of the room. This representation allows a 
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great deal of information to be placed in a relatively small space. Further­
more, the decision-maker is already familiar with the underlying charts 
used in the room, e.g., pie charts, bar charts, and li ne graphs. 

The map metaphor (Fig. 9.8) potentially could be a "natural" representa­
tion for entities that can be analyzed geographically. For example, if a re­
gional (state) manager would like to see how their region (state) is per­
forming in comparison to other regions (states) in terms of retail sales, the 
manager could look at a map-based "bar" chart type of visualization. One 
drawback of this particular visualization is that generally only one measure 
can be visualized at a time. 

Fig. 9.8. Maps (courtesy Visible Decisions, Inc.) 

Surface metaphors (Fig. 9.9) have been used primarily with scientific visu­
alization. However, the idea of traversing the peaks and valleys of a busi­
ness information landscape to find "interesting" patterns is appealing. 
Since surface representations are continuous in nature, not discrete, they 
should only be used when representing a continuous variable. However, 
since most traditional accounting information is discrete, their usefulness 
is currently limited. 



164 Richard B. Dull, David P. Tegarden 

Fig. 9.9. Surfaces (courtesy Visible Decisions. Inc .) 

9.4.2 Software Products for Accounting Information 
Visualization 

Today, many software products that support information visualization are 
available to implement the visual metaphors/representations described pre­
viously. The products range from spreadsheets to spreadsheet add-ins, to 
user-friendly stand-alone information visualization packages to sophisti­
cated object-oriented dass libraries that can be incorporated by program­
mers using Visual Basic, C++, or Java. 
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As with most computer programs, visualization software continues to 
progress, with even the simplest of tools enhancing user-friendliness and 
allowing increasingly complex visualizations. This trend will allow more 
decision makers to use relevant visualizations when addressing a rising 
number of financial issues. 

9.5 Future Research and Applications in Accounting 
Information Visualizations 

Over the years there has been discussion regarding the decision-usefulness 
of annual and quarterly reporting. These academic and regulatory discus­
sions regarding improvements in the decision-usefulness of financial in­
formation suggest increasing the frequency of reporting to "continuous" or 
"near-continuous" financial reporting.7 As reporting requirements change, 
and financial data are reviewed continuously, auditors will need new tools 
to analyze data to form opinions. Visualizations may provide the tools to 
view trends and identify anomalies in real-time, allowing the investigation 
of an anomaly near the time of occurrence. Such visualizations may be 
continuations or adaptations of graphics discussed previously in this paper; 
additionally, new visualization concepts may be created (or adapted from 
other problem spaces) and applied to accounting. 

As regulatory authorities move to increase reporting frequency, it will 
also be necessary to develop tools that can assist financial information us­
ers in the analysis of higher volumes of financial data. Using information 
visualizations is an obvious method of addressing this issue. Investors and 
creditors could use visualizations with only minor adjustments based on 
the frequency of information distribution. 

The usefulness of visualizations is not limited to decision-makers exter­
nal to an organization. For example, within organizations that use ERP 
systems, continuous data is already available for decision makers. For such 
companies to be competitive, it is imperative that good decisions are made 
based on timely data. Large ERP systems can have thousands of data ta-" 
bles, tens of thousands of data fields, and millions of individual data items, 
creating an environment ripe for information overload. Companies must 
look for the proper tools to sift through these data, without looking at each 
item, due to the obvious time limitations. Such a volume of data can be a 
valuable asset; using it effectively can provide great benefits. 

7 See hup://raw.rutgers.edu/continuousauditing. 
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A strength of using information visualization is the ability to evaluate 
large sets of data and interrelated data items to spot trends or anomalies, 
allowing for additional investigation of those specific items of interest, 
rather than all items. As companies move into more mature ERP installa­
tions, we should expect visualizations to playapart in using these vast 
datasets. 

As the accounting and information systems communities continue to 
develop larger systems, and decision-makers are faced with timely proc­
essing of volurninous amounts of information, there will be an increase in 
the quantity of decisions to be made and the speed with which those deci­
sions will be made. These issues may be appropriately addressed using in­
formation visualizations. When using properly developed visualizations to 
address large volumes of data, decision makers can make high quality de­
cisions in a timely manner, frequently resulting in an improvement in the 
overall decision-making process. 
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Abstract. An important issue in the fields of accounting and management 
decision-making concems the alignment of the accounting information 
system with an organization's needs for conducting business intelligence 
activities. The present research identifies sources of requirements for 
business intelligence activities that are contingent on the degree of organ­
izational formalization, information interdependence among functional ar­
eas, and dependence in interorganizational information sharing. Results of 
the empirical study indicated that, as hypothesized, the alignment between 
the accounting system design and the requirements for business intelli­
gence resulted in a more successful system. 

10.1 Introduction 

An important issue in the fields of accounting and management decision 
making concems the alignment of the accounting information system 
(AIS) with an organization's needs for conducting business intelligence 
(BI) activities. An AIS is defined as a computer-based system that proc­
esses financial information and supports decision tasks in the context of 
coordination and control of organizational activities. Organizational 
scholars demonstrate that an important step for the design of effective in­
formation systems is the collection and organization of strategy-focused 
information (Drucker 1998). Competitive intelligence (CI) in organiza­
tions is an activity that helps in the analysis and transformation of exter-
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nally-oriented data into useful information, whieh is able to support busi­
ness decisions (McGonagle and Vella 2002). Business intelligence (BI) is 
synonymous to a competitive intelligence activity that is designed to sup­
port business strategy. BI thus creates needs for collecting, analyzing, and 
reporting on data at the interface between internal and external activities 
in an organization' s supply chain. While prior accounting research has ex­
amined issues on the alignment between an AIS and contingencies in or­
ganizational tasks, structure, and environment (Chenhall and Morris 1986; 
Kim 1988; Mia and Chenhall 1994), research has not examined system 
alignment issues in relation to BI activities and has not investigated their 
effect on system effectiveness. 

Past literature on strategie management accounting has focused its at­
tention on how management accounting systems can assist managers in 
externally-oriented functions, such as the design of systems for assess­
ment of competitors in a firm' s supply chain (Guilding 1999; Shank 1989; 
Simmonds 1981). Professionals also emphasize the importance of design­
ing systems and processes that contribute to the strategie goals of an or­
ganization (Love 2003), while professional societies have expressed inter­
est in the design of accounting systems that support strategie BI activities. 
For example, the Society of Management Accountants of Canada has de­
veloped guidelines for the design of competitive intelligence activities that 
are linked to strategie management accounting systems (HoweIl 1996). 

The present study adds to this body of literature by developing a spe­
cifie system design construct, "AIS Integration," and by examining its 
functional relationship with perceived system effectiveness. AIS Integra­
tion, in turn, is hypothesized to be a function of a number of contingency 
constraints that are due to business intelligence requirements. AIS integra­
tion refers to a partieular design state where the system, in its imple­
mented form, can provide output information that may be effectively used 
to address BI requirements. Contingent variables, such as (a) the degree of 
formalization in the structure of an organization (Hage and Aiken 1969; 
Simons 1987), (b) interdependencies in information requirements between 
functional areas within an organization (Govindarajan and Fisher 1990; 
Thompson 1967), and (c) dependencies due to inter-organizational infor­
mation sharing and electronie data interchange (EOI) links (Bakos 1991; 
Srinivasan et al. 1994; Zaheer and Venkatraman 1994), influence the ex­
tent to whieh organizations experience different levels of BI needs or re­
quirements. AIS integration can resolve difficulties in BI activities that are 
created oy these contingent variables. 
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AIS DESIGN 
BUSINESS INTELLIGENCE 

REQUIREMENTS AIS Intergration 

CONTINGENT VARIABLES: 

1. Internal Organizational Structure 

1 
SYSTEM 

- Organizational Fonnafization 
EFFECTIVENESS 

- System monitoring Effectiveness 
2. Intemal Organizational Context 

- Information fnterdependence - Quality of Infonnation Content in 
among Functional Areas System Outputs 

3. Interorganizational Context 

- Interorganizational Dependence 

Fig. 10.1. Research Model for the study 

The purpose of this study is to empirically examine the relationship be­
tween AIS integration and perceptions of system effectiveness (see Fig. 
10.1). Specifically, it is hypothesized that to the extent that AIS design 
provides for system integration, as necessitated by the three contingent 
variables mentioned above, the system would be perceived as effective. 
This hypothesis is tested with data collected from firms in the United 
States using the survey research method. Results partially confirm the hy­
pothesis that the degree of alignment between AIS integration and the 
contingent variables predicts AIS effectiveness. There is stronger support 
for the hypothesis when AIS effectiveness is defined by decision makers' 
satisfaction with the accuracy and monitoring effectiveness of output in­
formation than by the more traditional definition of satisfaction with qual­
ity of information content in system outputs. 

10.2 Theoretical Framework 

The research issues central to the organizational literature relate to the de­
sign of internally consistent organizational mechanisms that will ensure 
managerial and economic effectiveness (Galbraith 1995; Zimmerman 
1995). AIS are considered an important organizational mechanism that is 
critical for effective decision management and control in organizations 
(Jensen 1983; Zimmerman 1995). As indicated by such contingencies as 
organizational context and structure, differences in requirements for or­
ganizational coordination and control across organizations, are likely to 
result in differences in accounting systems (Jen sen 1983, p. 325). As Otley 
states, "Accounting systems are an important part of the fabric of organ­
izational life and need to be evaluated in their wider managerial, organiza­
tional and environmental context." (1980, p. 422) The contingency theory 
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of organizational design (Daft and Lengel 1986; Galbraith 1995; Tushman 
and Nadler 1978) can therefore suggest relevant models for the effective 
design of AISs. 

10.2.1 Contingent Variables 

The alignment of AISs and BI processes should contribute to the attain­
ment of strategie goals in an organization. The implementation of such 
systems is sometimes justified on financial returns, which may lead to er­
roneous decisions because strategie benefits to the organization are likely 
to be ignored (Love 2003). For example, data warehousing applications 
provide support for BI activities. Arecent survey reports that about four 
out of every ten such projects fail because of alignment problems. Sys­
tems do not meet end-user expectations, designers and users do not have a 
clear view of the business problem, business proeesses are not clear to 
technology experts, and the quality of available data is debatable (Connor 
2003). As a result, a properly aligned system should minimize redundan­
eies, promote increased eonsistency among data elements used in different 
functional areas within the organization, enhance data organization, and 
promote a cross-functional view within the organization (Cook and Eining 
1993). Requirements for system alignment are directly related to the BI 
needs in the organization, which in turn place constraints on such contin­
gencies as organizational formalization, internal organizational interde­
pendence, and interdependence with other organizations. 

Interdependence denotes the extent to whieh different organizational 
segments within a subunit depend on one another to carry out their tasks 
(Thompson 1967). Interdependence can occur at any level, including the 
individual, departmental or functional, subunit, or organizational level 
(Fry 1982). Prior research in management aceounting has examined this 
variable as an aspect of task technology both within business subunits 
(Chenhall and Morris 1986; Kim 1988) and among subunits (Govindara­
jan and Fisher 1990; Hayes 1977; Maeintosh and Daft 1987). Task inter­
dependenee within subunits was also reported to have a signifieant asso­
ciation with system integration, that is, the provision of information that 
integrated the effeets of decisions from different funetional areas (Chen­
hall and Morris 1986). Given the interest in this study to examine interde­
pendence as a constraint in BI activities, the concept of interdependence is 
defined here as the "required information sharing" that takes place among 
different organizational functions in carrying out their tasks. 



10 Alignment of AIS with Business Intelligence Requirements 171 

Organizational formalization refers to the extent to which an organiza­
tion uses rules and procedures to prescribe behavior (Fredrickson 1986; 
Hage and Aiken 1969). A more formalized organization or one where 
many rules exist will tend to be associated with tight control where rules 
and control procedures are embedded within organizational routines and 
systems, and there is an increased need for monitoring organizational ac­
tions on an ongoing basis. In such situations, the AIS becomes a tool for 
control and must provide integrated information at the organizational level 
in order to support control requirements. 

The introduction of information sharing systems that cross organiza­
ti on al boundaries (Bakos 1991) can also significantIy increase the degree 
of complexity in the operating environment of an AIS and necessitate im­
portant changes in AIS design in order to integrate inter-organizational in­
formation (Barrett and Konsynski 1982). Inter-organizational systems 
(lOS) facilitate communication between two or more organizations by 
providing a highly efficient and error-free electronic information link 
(Bakos 1991). These benefits of electronic integration, however, may cre­
ate dependencies between two different organizations that rely on each 
other for the procurement of resources. 

Resource dependencies emerge from asymmetries in the control of 
critical resources (Pfeffer and Salancik 1978). Pfeffer and Salancik's 
(1978) model of resource dependence posits that the following factors are 
critical in determining the dependence of one organization on another: (a) 
the importance of the resource or the extent to which the organization re­
quires it for continued operation and survival, and (b) the extent to which 
the organization has discretion over the resource allocation and use (Pfef­
fer and Salancik 1978, p. 45). In cases where resource dependence is pre­
sent and significant, the integration of interorganizational information 
processed through EDI systems with internat accounting systems can pro­
vide significant benefits to the organization in terms of improved BI ac­
tivities. 

10.2.2 AIS Effectiveness 

Past research in information systems has defined system effectiveness in 
terms of "user information satisfaction" or perceptions of system users 
about the extent to which the information system available to them meets 
their information requirements (Ives, Olson and Baroudi 1983, p. 785). 
User information satisfaction has been generally accepted as a surrogate 
for utility in decision making. 
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A semantically similar concept of "information usefulness" has also 
been extensively examined in the accounting literature (Chenhall and 
Morris 1986; Fisher 1996; Gul and Chia 1994; Kim 1988; Mia and Chen­
hall 1994). The whole set of "information usefulness" studies in account­
ing draws on a common base of information concepts that were originally 
developed to capture report users' reactions to qualitative characteristics 
of accounting information. 

AIS effectiveness, therefore, is defined in this study in terms of the de­
cision makers' perceptions that the output information available to them 
through an accounting information system meets their BI requirements. 

10.2.3 Relationship between AIS integration and AIS 
effectiveness 

AIS integration has been defined above as a system design state that influ­
ences the ability of the system to provide output information, wh ich can 
be effectively used to respond to BI requirements. At the conceptuallevel, 
therefore, AIS integration is related to AIS effectiveness. 

Increased system integration has been suggested to improve communi­
cations both within (Huber, 1990) and across organizations (Malone et al. 
1987). Huber (1990) argues that improved coordination due to system in­
tegration can improve the quality of decision making. The relationship be­
tween the use of integrated systems and user evaluations of "task­
technology fit," that is, the degree to which a technology assists an indi­
vidual in performing his or her portfolio of tasks, has been empirically 
demonstrated by Goodhue (1995). Electronic integration among interor­
ganizational (EDI systems) and internal information systems has also been 
reported to have a significant association with a perceptual measure of 
user information satisfaction (Premkumar et al. 1994). In conclusion, sys­
tem integration is shown in past research to be an important construct that 
is influenced by contextual factors. As a result, this study examines the ef­
fect of contextual influences on AIS integration and on its relationship 
with system effectiveness. 

The congruence of AIS integration with the contingent variables im­
plies that an interaction exists between the two sets of concepts (Drazin 
and Van de Ven 1985). An interaction hypothesis is advanced that predicts 
the effect of system-context alignment on AIS effectiveness. Following 
Venkatraman's (1989) argument, "fit" in this study is conceptualized in 
terms of how strongly the relationship between AIS integration and AIS 
effectiveness is affected by the presence or absence of the contingent vari-
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ables. The three contingent variables, therefore, jointly influence the rela­
tionship between AIS integration and AIS effectiveness. The following re­
search hypothesis is advanced: 

The alignment of AIS integration with BI requirements, as defined by 
the joint effect of information interdependence among functional areas, 
organizational formalization and interorganizational dependence, will 
have a positive association with perceptions of AIS effectiveness. 

10.3 Research Method 

10.3.1 Sampie and Oata Collection 

A cross-sectional sampIe of 600 organizations was randomly selected 
from the Phi/Ups Business Information EDI Yellow Pages Directory. Each 
selected organization was mailed one copy of the research instrument for 
completion by the financial controller or chief financial officer. The re­
search instrument was evaluated by expert panels, incIuding faculty mem­
bers and an individual from the target population (Dillman 1978, pp. 155-
158). The final response rate from all mailings was 22 percent. About half 
of the respondents were from the manufacturing industry, another 18 per­
cent from wholesale and retail trade, about 1 Opercent from transport, and 
the rest from miscellaneous industries. Responding firms had an average 
size of $669 million in annual revenues (standard deviation: $1,054 mil­
lion) and on average employed 3,524 employees (standard deviation: 
5,730 employees). 

10.3.2 Measurement of Research Variables 

The study measures AIS effectiveness using a number of items that relate 
to the satisfaction of system users with the quality of information outputs. 
A previously validated instrument (Doll and Torkzateh 1988) was used to 
measure user satisfaction (a surrogate measure for AIS effectiveness). The 
instrument encompasses five related sets of information concepts: infor­
mation content, accuracy, format, ease of use, and timeliness. In addition 
to these items, two additional items were incIuded in the instrument in or­
der to measure user perceptions about the monitoring effectiveness of the 
system. 
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At the operational level, AIS integration is defined in terms of the fol­
lowing two characteristics: (a) the degree of integration in internal AIS 
applications (Davenport 1998; Davis et al. 1998; Scapens et al. 1998) and 
(b) the degree of integration between the interorganizational EDI systems 
and the internal AIS applications (Cathey 1991; Kogan et al. 1997). The 
integration of AIS applications was measured by the extent of standardiza­
tion in coding schemes and by the extent to which application systems ad­
here to standard coding schemes. Another six items were used to measure 
the extent of integration of the AIS with information provided by EDI sys­
tems, with one item for each of the following organizational areas: ac­
counting, procurement, shipping/distribution, reportinglbudgeting, pay­
ments (financial EDI), and production planning. 

Information interdependence is defined as the extent of required infor­
mation sharing between pairs of organizational functions that are sup­
ported by AIS applications. Applications in AIS are identified to relate to 
the following four areas: (a) accounting, (b) procurement, (c) ship­
ping/distribution, and (d) reportinglbudgeting. The resulting six pairs were 
used to measure information interdependence. An existing scale, devel­
oped by Hage and Aiken (1969), was employed to measure organizational 
formalization. The scale measures the extent of use of formal policies and 
procedures in the organization, the monitoring of compliance to estab­
lished policies and procedures, and the existence of penalties in case pro­
cedures are not followed. The dimensions from Pfeffer and Salancik' s 
(1978) resource dependence model were used as measures of interorgani­
zational dependence. The first dimension measured resource importance 
(RES-IMP), while the second dimension measures discretion over re­
source access and use (RES-ACC). 

10.4 Results 

10.4.1 Construct Validity and Reliability of Measures 

New items were developed in this study to measure the constructs of re­
source accessibility (RES-ACC), information dependence (INP-DEP), 
AIS integration (AIS-INT) and the two items of user perceptions about the 
monitoring effectiveness of the system. Exploratory principal component 
analysis on RES-ACC and INF-DEP resulted in satisfactory single-factor 
structures, while the results on the Cronbach coefficient of internal con­
sistency were also satisfactory. 
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The validity of existing measures was evaluated by confirmatory factor 
analysis (CFA). Maximum likelihood estimates of the CFA model were 
obtained using the LISREL program. With the exception of the RES-ACC 
scale, all other latent constructs exhibited adequate levels of reliability and 
construct validity. Due to the poor reliability and weak construct validity 
of the RES-ACC scale, the three individual items that comprised the scale 
were used in hypothesis testing instead of the summated measure. 

10.4.2 Results on Hypothesis Testing 

The research hypothesis was tested using a deviation score approach (Dra­
zin and Van de Yen 1985). The first step in the deviation score analysis 
involves the estimation of the linear relationship between AIS-INT and 
the contingent variables, that is, INF-DEP, FORMAL, RES-IMP, and the 
three items of RES-ACe. The absolute value of the residuals from this 
model represents the extent of system fit. Table 10.1 presents the results 
of the regression of AIS-INT on the four contingent variables. 

The research hypothesis was tested by estimating regression models of 
UIS and PME on SYSTEM FIT, that is, the absolute value of the residuals 
from the previous regression of AIS-INT on the contingent variables. The 
variables determining system fit (or alignment) were also included in the 
regression in order to partial out the main effects from the effect of the fit 
variable. Two regression models were estimated in order to test the re­
search hypothesis. Table 10.2 presents the results of regression models es­
timated for UIS, and table 10.3 presents the results for PME, the second 
dependent variable. 

The research hypothesis predicts that the degree of alignment of AIS 
integration (AIS-INT) with the joint effect of information interdependence 
(lNF-DEP) among functional areas, organizational formalization 
(FORMAL), and interorganizational dependence (RES-IMP, RES-ACC1, 
RES-ACC2, RES-ACC3) will be positively associated with UIS and PME, 
the two factors of AIS effectiveness. The hypothesis was partially sup­
ported by the data. As can be seen from table 10.2, the estimated coeffi­
cient of system fit was marginally significant (t(lOI)=-1. 70, p<.IO) in the re­
gression of UIS on system fit. In the regression of PME on system fit, 
however, the estimated coefficient of system fit was highly significant 
(t(lOI)=-3.22, p<.Ol). This result is shown in table 10.3 and provides strong 
support for the hypothesis advanced earlier in the study. In both regression 
models, the direction of the effects was as expected. The coefficient of 
system fit is negative, indicating that, as expected, a lower deviation in the 
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relationship between AIS-INT and the joint effect of the contingent vari­
ables is associated with a higher level of urs and PME, that is, AIS effec­
tiveness. 

Table 10.1. Estimated Regression Model of AIS Integration on Contingent 
Variables 

Independent Parameter 
Variable Estimate ___ "" ___ ·C~· __ ~ ____ 

Intercept 
INF-DEP 

FORMAL 
RES-IMP 
RES-ACC1 
RES-ACC2 

RES-ACC3 

F(6,103)=8.39'" 
Model R2=0.33 

-.29 

0.19 
0.13 
0.42 
-.02 
0.04 
-.01 

(t -statistic) Standardized 
Coefficient 

~- --- -- "."---- . 

(-0.57) 
(2.36") 0.21 
(2.15") 0.19 
(4.43''') 0.41 
(-0.35) -.04 
(0.93) 0.09 
(-0.25) -.02 

}12.~,~~"~~1~,~!~9:,,~,~=,2,:.?_~,",_.*"",_,~ ...• , .. ,, __ ,,"~"""_'~"'~'~_"""~'~ ____ "_~_"""'"''''.''' 
, Significant at the 0.10 level 

Significant at the 0.05 level 
Significant at the 0.01 level 

Table 10.2. Estimated Regression Model of DIS on System fit 

Independent 
Variable 

Intercept 
System Fit 
INF-DEP 
FORMAL 
RES-IMP 
RES-ACCI 
RES-ACC2 
RES-ACC3 
AIS-INT 
F(8,101)=5.10'" 
Model R2=0.29 
Model 

Parameter 
Estimate 

3.08 
-0.30 
0.11 
0.14 

-0.14 
-0.03 
-0.01 
-0.06 
0.18 

R2=0.23 

Significant at the 0.10 level 
Significant at the 0.05 level 
Significant at the 0.01 level 

(t -statistic) 

(7.77;;;) 
(-1.70') 
( 1.70') 
( 2,85''') 
( -1.73') 
( -0.90) 
(-0.30) 
( -1.55) 
( 2.22") 

Standardized 
Coefficient 

-.16 
0.16 
0.26 
-.18 
-.10 
-.03 
-.14 
0.23 
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Table 10.3. Regression of PME on the System fit 

Independent Parameter 
Variable Estimate 

~~_·~~ __ ·~ __ ~··_·~~~~_·~_~~_~·_·_~~N_~ __ '·.~_· ___ . __ ._. __ ._~. __ ._._.,._ 
Intercept 
System Fit 
INF-DEP 
FORMAL 
RES-IMP 
RES-ACC1 
RES-ACC2 
RES-ACC3 
AIS-INT 
F(8.101)=5.78*** 
Model R2=0.31 

4.92 
-0.40 
0.25 
0.22 

-0.33 
-0.10 
-0.03 
-0.03 
0.16 

(t -statistic) 

-"- -'--~---"'--'.-.-'_~-

( 8.79"*) 
(-3.22··*) 
( 2.72"*) 
(3.18"*) 
(-2.84"') 
(-1.88') 
(0.66) 

(-0.63) 
( 1.44) 

Standardized 
Coefficient ------. __ ._._-~- .~~ .. -.~-~~_."'-~~_. 

-.30 
0.25 
0.29 
-.26 
-.20 
0.07 
-.06 
0.15 

~-------------"--------------------, Significant at the 0.10 level 
Significant at the 0.05 level 
Significant at the 0.01 level 

10.5 Conclusions 

This study examined the relationship between the degree of alignment be­
tween organizational requirements for business intelligenee with the de­
sign of an AIS and pereeptions of effeetiveness about the system. Contin­
geney theory served as the basis for the development of the hypothesis in 
the study. The results of the study indicated that internal dependenee due 
to (a) required information sharing aeross organizational funetions, (b) or­
ganizational formalization, and (e) interorganizational dependence in 
terms of both resouree importanee and aeeessibility had a significant ef­
feet upon the requirements for business intelligenee that should be met by 
the design of the system. The alignment between AIS design and those re­
quirements significantly eontributed to pereeptions of monitoring effee­
tiveness and to pereeptions about the aeeuraey of information outputs. 
System alignment, however, failed to exhibit a strong effeet on user in­
formation satisfaetion, that is, on the pereeived quality of information con­
tent available in system outputs. 

The overall results are eonsistent with the theoretieal perspeetives un­
derlying the eoneepts examined in the study. The theory of resouree de­
pendenee (Pfeffer and Salancik 1978) explains the behavior of organiza­
tions in eases where one organization is dependent upon another for 
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critical resources. As interorganizational EDI links become more preva­
lent and organizations depend on them for survival, the requirements to 
share information and control internal activities that support business de­
cision-making become more intense. The alignment of the system with 
those BI requirements has been shown to contribute to satisfaction with 
the accuracy of system-generated information, as weIl as with satisfaction 
with monitoring effectiveness. 

The results of the study are also consistent with information processing 
theory, (Daft and Lengel 1986; Galbraith 1995; Tushman and Nadler 
1978) which posits that, in the face of uncertainty, organizations will in­
corporate information processing capacities in their structures in order to 
match information processing requirements. Interdependent processes 
among functional areas can create requirements for information sharing 
and the design of integrated AISs that will satisfy such requirements. Ad­
herence to rules and procedures may lead to an increased need for ongoing 
evaluations and these results have shown that, in such cases, AIS design 
must be responsive to those requirements in order for the system to be 
perceived as effective. The design of integrated systems, as a response to 
such requirements, may satisfy the need for improved accuracy in infor­
mation sharing and continuous monitoring and thus result in more effec­
tive systems. 

System tools that support BI activities have spread widely in the past 
few years. According to arecent survey, overall spending on BI software 
is expected to reach $30 billion by 2006, as compared to $17 billion in 
2001 (Adams 2002). The mere size of such an investment in BI software 
tools suggests that business professionals should consider the extent to 
which they lead to effective decisions. With the increase in investments to 
support BI activities and the resulting need for alignment of BI require­
ments with accounting system design, firms hope to obtain useful infor­
mation that can improve decision making. Improved decision-making 
should, in turn, improve organizational performance. 

This study has examined AIS effectiveness as a proxy of organizational 
performance. The results demonstrate that AIS effectiveness is a valid 
proxy of such performance indicators and is also directly affected by the 
alignment of the system with organizational contingencies. Contingent 
factors in an organization's internal and external environment were also 
found to be important. Such factors represent those conditions that differ­
entiate the level to which different organizations are capable of aligning 
their systems with BI requirements so that they can effectively utilize 
those systems in order to support business strategy. 
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In conclusion, the central issue of system alignment examined in this 
study has been demonstrated to be an important concem. The construct of 
AIS integration successfully captures the effect of specific contextual in­
fluences on AIS design, thus leading to an alignment between system de­
sign and business intelligence requirements. Business intelligence re­
quirements are validly related to an organization's specific context, since 
this context may be determined by inter-organizational agreements, inter­
nal team-work, or cross-functional decision-making units. The design of 
integrated systems to provide support for such requirements is a critical 
issue for system effectiveness. This study only represents the start of a se­
ries of conceptual and empirical investigations into these important issues 
that are faced by current businesses. 
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Abstract. Recent years have seen significant advances in systems devel­
opment methodologies. Structured systems analysis and design approaches 
have been complemented and often substituted by a variety of new ap­
proaches such as prototyping, Object-Oriented Analysis and Design meth­
odologies (OOADM), and Rapid Application Development (RAD), among 
others. System development methodologies and methods have always re­
flected the available toolsets, e.g., Fourth Generation languages and CASE 
tools, which enabled rapid application development. Organizational focus 
has also shifted over the years from Transaction systems to decision sup­
port and competitive intelligence. The frequent, expensive occurrences of 
implementation failures are a stark reminder of the need for appropriate 
methodological approaches to implementing BI systems. This chapter ex­
amines the peculiar methodological needs of BI systems and contrasts 
those systems with earlier transactional and reporting systems. Based on 
this comparison and analysis, a methodological framework and approach is 
proposed for effectively developing and implementing BI information sys­
tems. 

1 This material is based upon work supported by the National Science Foundation 
under Grant No. 0227802." 
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11.1 Introduction 

In recent years, organizations have spent increasing amounts on business 
intelligence. Business intelligence (BI) software consists of three subcate­
gories that include ad hoc query and analysis, reporting/OLAP, executive 
information systems and analytical applications. IDC has estimated the 
size of this market to be $5.5 billion in 2002. By the year 2005, IDC ex­
pects this market to nearly triple, reaching $15.7 billion annually. The mo­
tivation behind these huge expenditures is the desire of companies to im­
prove their employees' decision-making by effectively using real-time 
business information in innovative ways. 

In the analytical applications area, new applications such as Customer 
Relationship Management (CRM), Supplier Relationship Management 
(SRM), and Supply Chain Management (SCM) have proliferated as firms 
seek to gain on their competition. However, there appears to be a low suc­
cess rate in organizational BI implementations. Tellingly, the Gartner 
Group reports that more than 50 Percent of CRM implementations are con­
sidered failures from the customer's point of view. A major reason for 
these failures and disappointments is the lack of appropriate methodologies 
for selecting and deploying BI technologies in the varied contexts in which 
they are used (Hayes, 2002; Johnson, 1999). In fact, many BI systems are 
deployed with little idea of their effectiveness or even an understanding of 
costs. 

Given the increasing BI budgets across virtually all industries, an impor­
tant question for IT departments and theoreticians alike is how best to se­
lect appropriate BI tools and technologies for specific contexts (Vedder, 
1999). Other questions are: What form of organizational support is needed 
to guarantee the success of BI projects? Can traditional structured method­
ologies and newer OO-based methodologies be used to develop BI systems 
without modification? Currently, methodologies are applied haphazardly, 
determined mainly by the experience (or lack thereof) of the business con­
sultants involved in the project. 

The argument espoused in this paper is that methodologies for success­
fuHy developing BI systems will differ from those used to develop other 
types of systems in key aspects. They will embody elements of RAD, in­
corporate best-of-breed subsystems, utilize open systems and standards, 
and involve users in very different ways from transaction and other types 
of systems. First, system development methodologies and their evolution 
are reviewed, foHowed by a description of BI systems. The requirements 
for BI systems are then placed within a framework and the methodological 
implications examined. Finally, a methodological approach to developing 
BI systems is proposed. 
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This paper has important implications for both practitioners and aca­
demics alike. Practitioners will better understand the important elements of 
development methodologies for their BI systems. They will also be better 
able to avoid pitfalls in BI deployment, saving time and money during the 
development process. On the other hand, researchers will better under­
stand, within a methodological framework, how BI system development 
approaches both resemble and differ from current IT methodologies. 

11.2 A Review of Systems Development Methodologies 

Structured system analysis and design methodologies (SSADM) have been 
a staple in the world of systems development since the 1970s. They were a 
reaction to the often-haphazard process of developing information systems 
up until that time, which resulted in failed systems. Prior experiences were 
often lost, system concepts were not consistently applied, and few bench­
marks or techniques were available to the developer as opposed to those 
available to engineers developing engineering artifacts. 

By introducing systems concepts into the development process, re­
searchers and practitioners alike injected various models and techniques to 
bring greater rigor and repeatability into the process of systems develop­
ment. Structured systems development envisaged a life cyde, where gen­
eral statements of system capabilities were transformed into functional re­
quirements then more specific design specifications prior to the 
development of the system itself. Design took place in top-down fashion 
with a sidewise expansion of requirements in succeeding stages. 

The tools dimension was, and is, dosely related to development meth­
odologies. Third-generation development tools such as COBOL were 
commonly used with structured development methodologies. The use of 
system concepts was valuable in articulating and planning new systems. 
Further, such tools as Dataflow Diagrams (DFDs) helped to standardize 
the expression of functional specifications in a way that was easily under­
standable to users and analysts alike. Design specification tools and tech­
niques such as Structure Charts, Entity-Relationship Diagrams (ERDs), 
flowcharts and pseudocode have helped developers create tightly defined 
design specifications with little room for ambiguity by programmers. 

As technology improved with fourth generation languages (4GLs), Inte­
grated Development Environments (IDEs), CASE tools, and Object­
Oriented Development (OOD), a greater number of methodologies 
emerged largely due to these new toolsets. 4GLs, in particular, led to the 
rise of quicker system development. Three specific approaches are: 
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1. Prototyping. In prototyping, developers were able, via 4GLs, CASE 
tools and shrink-wrapped software, to quickly develop systems in an it­
erative fashion. This iteration is done in dose cooperation with the user 
community using rapid review cydes. System modifications are sug­
gested and implemented until the form and function of the system is 
agreed upon. The fully functional version of the system may be devel­
oped thereafter. 

2. Joint Application Development (JAD). This form of organization usu­
ally supports prototyping, although JAD could be used to support other 
development approaches. It defines the composition of the development 
team, with membership from the user, managerial, and developer com­
munities. It also outlines the organization and operation of such devel­
opment teams. 

3. Rapid Application Development (RAD). This formal methodology 
ties together process (prototyping) with organization (JAD) in order to 
develop systems in much shorter development cydes than the traditional 
SDLC process. 

Also worth mentioning are Object-Oriented (00) tools, techniques and 
even methodologies. These are corporately used to develop systems under 
the 00 paradigm, with rapid development and code reuse being important 
features. Increasing amounts of system development are being done using 
Unified Modeling Language, a design and specification formalism for 00 
systems, and Java, the leading prograrnming language for developing 00 
systems. 

Over the past decade, an unmistakable trend has been the widespread 
use of shrink-wrapped software. This trend represents an instance where 
technology has again acted to reshape development methodologies. Enter­
prise Resource Planning (ERP) software has arguably had the greatest re­
cent impact on organizations. ERP software suites are not merely a new 
dass of software that produces incremental change to organizational in­
formation systems. ERP systems have, in fact, introduced to the organiza­
tion an unprecedented degree of integration of processes and data (Legare, 
2002). Activities on the supply chain are linked such that transactions tak­
ing place in one functional area immediately impact other areas. These 
systems also give users the ability to view activities all along the supply 
chain and thereby offer new opportunities to work more collaboratively 
and efficiently. Sauter (1999) highlights this insatiable need for data and 
process 'visibility' in organizations. Most IT managers agree that ERP­
based systems are radically different from the various information system 
types that preceded them. 

ERP Systems development of necessity takes a different path from sys­
tems developed by the organization or an outsourced firm (Arinze, 1991; 
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Arinze and Anandarajan, 2(02). Shrink-wrapped software in general and 
particularly enterprise software experienced changes in all aspects of the 
systems development life cycle. The effort typically spent on creating 
functional and design specifications, coding, and testing, together with 
maintenance and operations, is dramatically affected by the use of ERP 
systems. 

Most BI systems are also shrink-wrapped and purchased from various 
vendors. The software categories with BI capabilities include ERp, CRM, 
Data Warehousing, Data Mining, Online Analytic Processing (OLAP) and 
statistical software. As this software becomes increasingly critical in de­
termining the success of firms, a key topic is the form of the methodology 
required to successfully deploy these systems. BI systems are discussed 
next, followed by methodological requirements for deployment and use. 

11.3 Business Intelligence (BI) Systems 

BI involves the use of data from internal and external sources to feed a 
powerful suite of analytical tools in order to discover strengths and weak­
nesses within an organization as well as opportunities and threats in the 
organization's environment (Hoelscher, 2(02). BI systems are used to gen­
erate knowledge that has value to organizations. It enables improved deci­
sion-making at all levels of an organization that in turn leads to better 
products, services, supply chain management, and logistics. As earlier 
mentioned, the majority of BI software is pre-configured, with many ven­
dors producing software to accomplish BI-related functions. 

Acquiring data in usable form is an essential component for successful 
BI systems. These data come from a multitude of internal and external 
sources and must be recombined in data warehouses, data marts, and other 
repositories (Koutsoukis et al. , 1999). This remodeling requires powerful 
data extraction, transformation, and load (ETL) software capabilities 
(Arinze and Banerjee, 1992). These capabilities are rarely programmed 
from scratch by the using organization, as hundreds of tables may be in­
volved with associated data cleansing. Instead, off-the-shelf software is the 
best choice, using speciaIized software developed by vendors for this pur­
pose. 

BI is now understood to be more than the creation and interrogation of 
multidimensional data warehouses-a technique known as OnIine Analytic 
Processing (OLAP). Here data are pre-aggregated into data cubes along 
various dimensions, e.g., store sales by time, categories, regions, etc. More 
contemporary uses of these data repositories include data mining using 
neural networks (Inmon, 1996; Vedder, 1999). These complex algorithms 
are used to find related items or patterns of data in large data repositories. 
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Other BI techniques use similarly sophisticated algorithms for analytic 
processes. It is inefficient and impractical to attempt to program rule in­
duction, genetic algorithms, decision analyses, simulation and other ap­
proaches used within BI systems from scratch. Corporations will instead 
purchase analytic software from any of a variety of vendors to supply these 
capabilities. The other factor against hand coding of BI software is the of­
ten short timeframes required for the development of BI-based systems. 
Coding such systems in house would require years, not the months man­
dated to develop many such systems. 

Another factor that relates to the methodological approaches needed for 
BI systems is the intended set of BI system users. Prior generations of ana­
lytic software were directed mainly at middle-to upper-Ievel management 
and often used staffers or the IT department as intermediaries between us­
ers and the systems. Contemporary BI systems provide a wide range of ca­
pabilities to support decisions of employees at virtually all levels of the or­
ganization (Shim, 2002). The capabilities also typically come at a 
significant cost - up to several million dollars for enterprise-strength BI 
analytic applications. 

The cost of BI systems adds pressure for appropriate methodological 
approaches to lessen the risks of system failures. By categorizing BI sys­
tem requirements and comparing them to other common types of (primar­
ily transactional and reporting) systems built using 3GLs and 4GLs, a 
means is created to derive the essentials of a methodology for BI systems. 

11.4 BI Requirements and Methodology Framework 

A framework for BI systems development requirements is outlined below. 
This framework represents a tool to compare and analyze the methodo­
logical requirements of systems developed for transactional and manage­
rial reporting using 3GLs and 4GLs and those of "packaged" BI systems. 

• Tools. This dimension illustrates the tools used to develop each cate­
gory of system. It inc1udes such 3GLs as COBOL and C; 4GL Inte­
grated Oevelopment Environments (IOEs), such as Java and VB.NET; 
and examples of packaged BI tools, e.g., SAP R/3 Business Warehouse 
(BW) and SAS. 

• Sourees. Under Sources, the typical origination of the software is listed. 
For both 3GL and 4GL-based systems, the coding and testing is done in­
house or outsourced to an external organization. BI software is typically 
purchased from a vendor or through an Application Service Provider 
(ASP). 
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• Emphasis. 3GLs and 4GLs are primarily used to develop transactional 
and reporting systems. Some 4GL tools, e.g., Java and VB.NET, are 
also used to develop Intemet-based versions of these applications. Pack­
aged BI systems are mainly not used for analytical applications that 
support decision making at all but rather tactical and strategic levels in 
the organization (Keen and Scott Morton, 1978). 

• Prototyping. Most 3GL tools are not readily amenable to the prototyp­
ing approach, as development time takes too long. 4GL environments 
are much more conducive to prototyping. Packaged BI systems are also 
used for prototyping but of a different type. The focus is more on a gap­
fit analysis and testing by configuring the product, not also on code cor­
rectness, as in 4GLs (which must deal with both). 

• Cost of the Software. The cost of software ranges from low (3GLs), 
moderate for 4GLs, and more expensive still for BI software, which in­
corporates best practices, more configurable functionality, and has been 
exhaustively tested. 

• Cost of Personnel. Similarly, the cost of personnel is lower for pro­
gramming using 3GLs, higher for 4GLs, and the highest for those who 
install and configure BI software. 

• Speed of Development. Using 3GLs, such as COBOL, for system de­
velopment can result in system lifecycles of many months to many 
years. 4GLs can result in shorter system life cycles and are thus appro­
priate for prototyping. Packaged BI systems can be installed, tested, and 
operational in weeks or months. Requirements can be rapidly tested 
through configuration. 

• Planning Emphasis. With 3GL and 4GL-based systems, all aspects of 
feasibility are relevant and must be performed-financial, organiza­
tional, and technical feasibility. With BI systems, the focus is mainly on 
financial and organizational feasibility. Technical feasibility is seldom 
evaluated for the core BI product, but its interfaces with ERP and other 
organizational systems and databases are evaluated. 

• Functional Specifications. During development, analysts create de­
tailed functional specifications for 3GL-based systems. Some formal­
isms include DFDs and flowcharts. Detailed functional specifications 
are also required for 4GL-based systems, although a working prototype 
might also serve as an additional specification. BI-based functional 
specifications are very high level as the software functionality is pre­
written. 

• Design Specifications. Similarly 3GL system design specifications are 
typically detailed using formalisms such as structure charts and ER dia­
grams. 4GL-based systems frequently add a prototype to the design 
specifications. BI-based systems describe design specifications only at a 
high level, given the prewritten nature of the software. 
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• Implementation. For 3GL and 4GL-based system, implementation 
comprises the three steps of program design-coding-testing. The 
code must be documented extensively for maintainability. For BI-based 
systems, the process is installation-configuration-testing. Occasion­
ally, some code development is needed as an adjunct to the configura­
tion process, e.g., ABAP programming in SAP R/3. 

Table 11.1. Comparing 3GLs, 4GLs and Packaged BI Systems 

3GL Developed 4GL Developed "Packaged" BI 
TPS andMIS TPS andMIS Systems 

Tools COBOL,C Visual C++, Java, SAP Rl3, Siebei, 
VB.NET SAS, SPSS, 

MicroStrategy 
Sources Internal, Internal, Purchased, Appli-

Outsourced Outsourced cation Service Pro-
vider (ASP) 

Emphasis Transactional & Transactional & Analysis and 
Reporting Reporting Reporting Systems 
Systems Systems, at Tactical & 

Internet -based Strategie Levels 
Systems 

Use in Limited Typical, using Typical, via 
Prototyping Toolsets configuration 
Cost of Low Low - Moderate High 
software 
Cost of Low Moderate High 
Personnel 
Speed of Slow Faster Fastest 
Development 
Planning Financial, Financial, Financial & 
Emphasis Organizational, & Organizational, & Organizational 

Design Feasibility Design Feasibility Feasibility 
Functional Detailed Detailed High Level 
Specifications Functional Functional Functions 

Specifications Specifications, 
Prototype 

Design Detailed Design Detailed Design High Level 
Specifications Specifications Specifications, Functions 

Prototype 
Implementa- Program Program Installation -
tion Design- Design- Configuration -

Coding - Testing Coding - Testing Testing 
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11.5 BI Case Studies 

Three case studies below illustrate the use of Business Intelligence soft­
ware in three very different organizations. In each case, the company's 
background and the problems faced are provided, together with the BI so­
lution selected and results. 

11.5.1 Case Study #1 - Aegis Communications Group 

Aegis Communications Group is a Teleservices Outsourcing company that 
was the result of a 1998 merger between ATC (Irving) and IQI (Los Ange­
les). They provide inbound customer care, help desk and acquisition, data 
management and analysis, and outbound acquisition and surveys. They had 
11 domestic call centers, an overseas partnership, and 5100 workstations to 
support. 

In Aegis' competitive environment, they faced several IT business chal­
lenges, namely: (a) reducing the overall development cyc1e from weeks to 
days, (b) improving reporting capabilities through standard and user­
customizable reports, and (c) transitioning to an e-CRM Solution. 

They chose to use a vendor solution (PeopleSoft CRM) in order to 
quickly expand service offerings and avoid high costs of development. The 
implementation of PeopleSoft CRM met their requirements, providing 
more functionality than originally expected and providing ROI relatively 
quickly. 

11.5.2 Case Study #2 - Lufthansa Airlines 

Lufthansa is Germany's leading online travel site. With more than 240 air­
crafts, they are one of the most modern airline fleets in the world. They 
have over 30,000 employees worldwide and fly to 729 destinations in 94 
countries, in cooperation with their Star Alliance. With eight call centers 
worldwide supplying 24x7 support, they serve 8 million customers, inc1ud­
ing 5.4 million frequent flyers. Their network inc1udes 500,000 agents and 
235,000 companies as customers. 

Their objective was to create a central data Warehouse in order to rein­
force their call center infrastructure. To accomplish this goal, they inte­
grated their systems architecture to provide one consistent view of their 
customer data via a CRM package. The deployed CRM package provided 
interoperability with other application systems and a base architecture for 
further integration applications. Deployed successfully, it also provided 
open and modern interface standards and connectivity to legacy systems. 
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11.5.3 ease Study #2 Philadelphia Housing Authority (PHA) 

Established in 1937, the PHA is the nation' s fourth largest public housing 
authority. It is funded by the Federal Govemment and chartered by the 
state of Pennsylvania. There is also local oversight by the city of Philadel­
phia and Board of Commissioners. 

The PHA' s mission is to provide quality affordable housing for low­
income people. Its strategy is to add value to Philadelphia through private­
sector partnerships and market-driven development practices. The PHA 
has 2,600 employees, 100 offices, 14 divisions, and 734 vehicles. Their 
challenge was to efficiently manage high-volume, complex real es­
tate/property management transactions and diverse customer support ser­
vices. 

The PHA's strategie plan aligned goals with key principles for improv­
ing property management and fostering a higher degree of public safety. 
These goals also included creating partnerships to advance the provision of 
economie opportunities and serviees to residents and to leverage technol­
ogy for infrastructure upgrades. 

Infrastructure-wise, the PHA sought to upgrade from standalone legacy 
systems to an integrated, web-enabled environment. They deployed Peo­
pieS oft, specifically V7.51 Financials and HRMS applications. PHA was 
the first public housing authority in the country to implement a full ERP 
suite of applications. 

In the future, PHA seeks to use PeopleSoft CRM to support integrated 
call center operation, automate call routing and tracking, and provide on­
line accessibility to a full view of key resident information. It will also re­
place their existing work order system and track and report on the progress 
of public safety complaints and investigations (via case management). Fi­
nally, CRM Help Desk will be used to support ISM operations and enable 
new applications deployment. In the future PHA hopes to use PeopleSoft 
for fundraising. 

11.6 BI System Development Methodologies 

From the preceding framework and an analysis of various case studies, it is 
possible to propose the form and detail of a methodology from the devel­
opment of BI-based systems. Key aspects of such a methodology include: 

• Comprehensive Fit-Gap Analysis. Since such systems are almost al­
ways prewritten, focus shifts from coding based on design specifications 
to performing Fit-Gap analysis-matching the system capabilities to 
user requirements. 
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• Rapid Application Development. This method is standard in today' s 
environments, where systems are required in extremely short time 
frames. 

• Key Analytic Personnel Skills. These are mandatory for Bl's special­
ized applications. Developers must understand the analytic tools sup­
plied in BI software, such as neural networks, simulation, and data 
warehousing. Other experts will require product configuration skills. 

• Automated Project Management Tools. These tools ensure automatic 
generation of system documentation and are contained in such tools as 
SAP R/3 and PeopleSoft. 

• Lifecycle User Participation. For BI system projects, users should be 
involved throughout the system lifecycle. This participation is required 
due to the customized and decision supporting nature of such applica­
tions. Absent such involvement, the risk of failure is increased. 

• Focus on Data. In BI systems, a greater emphasis on data sterns from 
the diverse sources of data from internal and external sources used to 
populate the data repository. 

The form of the proposed methodology is shown in Fig. 11 .1 below. The 
broad eight-stage model is iterative in nature. Each of the stages is de­
scribed in detail below. 

ßU ßU ßU 
Planning -High Level _ Software _ Software .. Requlrements Procurement Conflguratlon 

ßU ßU ßU 
.. Software 

Testlng 
_ Data 

Extractlon 
_ System 

Deployment 
_ System 

Malntenance -
Fig. 11.1. The Proposed Methodology for Developing BI Systems 

1. Planning. In the planning stage, the general problem or user require­
me nt is defined in broad terms. Feasibility analyses determine the busi­
ness benefits of the proposed system the alignment with organizational 
imperatives and technical feasibility . The system's stakeholders (e.g., 
managers, users, owners, champions) are identified, and the first stop/go 
decision is made. The project team is set up, and resources are allocated 
to the project. 
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2. High Level Requirements. Requirements are defined at a high level 
following adecision to proceed. Critical success factors (CSFs) are de­
fined, along with system components: hardware, software, data, people, 
and procedures. 

3. Software Procurement. Here, the high level requirements and CSFs 
are used to define evaluation criteria for prospective software. Requests 
for Proposals (RFPs) are followed by vendor bids and product evalua­
tions. The software is then procured along with vendor and/or consultant 
services. 

4. Software Configuration. Following software acquisition, specialists 
configure it based on Fit-Gap analysis. This phase will typically include 
user involvement and the generation and loading of test data to test the 
system's functionality and user interface. 

5. Software Testing. The BI software is then tested not only for technical 
accuracy (e.g., for calculations) but also for usability, interfaces to other 
systems, satisfaction of functional requirements, and performance met­
rics. Developers may cycle back through configuration to fine tune the 
software' s functionality. 

6. Data Extraction. Full Extraction, Transfer, and Load (ETL) activities 
take place with data loaded from internal and external data sources. A 
data dictionary will be created to store data mappings and definitions. 

7. System Deployment. After the system's performance is verified, it is 
then deployed to users. Deployment may take the same 4 forms as other 
system types, namely (a) cutover, (b) a phased approach, (c) using a pi­
lot system, and (d) parallel system implementation. As BI systems are 
rarely operational or transactional, the parallel approach is seldom used. 
Large-scale projects with hundreds or thousands of users may employ 
pilot or phased implementation approaches. 

8. Maintenance. Once the system is deployed and in use, new modifica­
tions will rapidly cycle through the prior stages. 

11.7 Financial Aspects of BI Systems 

The major impetus for deploying BI systems is financial. Companies de­
ploying various types of BI systems expect financial benefits from the use 
of the software, either via cost reductions or through increased profits. 
Benefits from BI systems are notoriously more difficult to cost-justify 
compared to transactional systems although analysis methods are improv­
ing. Much of the benefit of BI systems comes from improved information 
for decision-making, wh ich can often be difficult to quantify. However, BI 
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systems remain one of the fastest-growing areas of software expenditures, 
reflecting the importance attached to them by organizations. 

While difficult, estimating benefits from BI systems is not an impossible 
task. Based on a growing number of successful implementations, metrics 
are now being better understood and cost-benefit analyses more precise. 
Several areas that commonly result in savings are as follows: 

1. Greater Supply Chain Emciencies. Implementing ERP systems and 
specialized supply chain software translate into measurable dollar bene­
fits. Lower inventories translate into lower carrying costs; and faster de­
livery, billing, and payments result in improved cash flows. Other ad­
vancements include improved forecasting accuracy, which translates to 
fewer stockouts, and more efficient transportation planning for deli ver­
ies. 

2. Cost Avoidance. Another major area of financial benefit is that of cost 
avoidance in the realm of reporting. When deploying data warehouses, 
for example, companies are able to reduce costs incurred by decision 
makers in three separate areas, namely: (a) costleffort of locating infor­
mation, (b) costleffort of interpreting information, and (c) cost in inte­
grating and synthesizing information. Studies of workflows before and 
after implementation quickly reveal these efficiencies. 

3.Improved Decision Making. This area must be carefully handled to 
avoid attributing savings to BI software that actually arose from some 
other source. However, performance targets by managers can be esti­
mated beforehand and measured afterward to see if the use of BI soft­
ware has resulted in more targets being met or exceeded. These targets 
include faster reaction time, more customers acquired, fewer lost cus­
tomers, and greater individually attributable revenue. 

4. Improved Customer Relationships. BI systems, particularly CRM sys­
tems, have a precisely targeted set of benefits that can result from their 
use. They include: (a) Lowered costs 0/ database marketing. Better ana­
lytics can identify how best to expend efforts on individual versus mar­
ket segments. In addition, CRM software combines marketing informa­
tion from various channels. These all result in lower costs of marketing 
with greater 'yield' from marketing dollars spent (b) Limiting or elimi­
nating unprofitable contacts. Banks have been able to use CRM soft­
ware to great effect by directing marketing efforts and services to their 
most profitable customers and increasing fees to 'unprofitable' custom­
ers. This change has increased their profits overall. 

At the heart of all BI systems; therefore, is the aspect of cost-justification. 
The good news is that frameworks and metrics have improved over the 
years. With the growing database of case studies, rigorous cost­
justification for BI systems is not only desirable, but also imperative. Its 
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importance is not only to seek approval from top management but also to 
clarify the purpose of the system in the rninds of developers and eventual 
users of such systems. 

11.8 Summary 

This paper has exarnined the evolution of system development methodolo­
gies and the need for a defined methodological approach for implementing 
Business Intelligence Systems. With BI technologies becorning widely 
used across many organizational types, it is important to understand the 
form BI deployment methodologies should take to avoid costly system 
failures. The paper began by comparing BI systems development to sys­
tems development of transactional and reporting systems created using 
3GLs and 4GLs. These earlier systems and tools required lengthy devel­
opment cycles with a frequent disconnect between user requirements and 
eventual system functionality. Later, 4GLs and other new tools allowed 
rapid development approaches, such as prototyping and RAD. Users could 
now be integrated into the development process, using Joint Application 
Development. 

ERP systems introduced prewritten software into organizations across 
many industries over the last two decades. Shorter development cyc1es be­
came possible and changes in system development strategy became neces­
sary. The emphasis switched to configuration versus coding and fit/gap 
analysis versus transforrning requirements ioto code. Best of breed soft­
ware often led to adoption of the best practices embodied by the software. 

As demands for access to data repositories grew, OnIine Analytical Ap­
pIications (OLAP) also became widespread, using multidimensional data­
bases to support managerial decision-making. The field of BI incorporates 
OLAP but also includes newer techniques such as data mining using neural 
networks, genetic algorithms, and others. The need for a methodology for 
developing these more recent systems has only grown from those needs 
experienced with ERP deployments. Some major reasons are the cost of 
such projects and the increased for competitive intelligence in more chal­
lenging global business environments. 

This paper has proposed the form of a methodology for developing and 
deploying BI systems. It involves prototyping and user involvement in the 
development process, due to the capabilities already incorporated in the 
software. In its short, iterative cycles, requirements are described at a high 
level. Also, focus is placed on product selectioo and matching functional­
ity to user requirements. Fit/gap analyses take center stage as a means of 
ensuring that best of breed methods are used to provide the capabilities us­
ers need. There are twin emphases on extraction and cleansing of data and 
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prototyping as a means of sharpening the match between functions and 
system capabilities. 

Cost justification of BI systems has grown in importance over the last 
few years. Once seen as systems with 'intangible' benefits, BI develop­
ment approaches now inc1ude improved frameworks and better metrics for 
estimating and measuring hard benefits. Cost-benefit analyses are impor­
tant in order to justify BI systems before top-level management but are just 
as important to c1arify their objectives and goals prior to deployment. 

As BI systems become a staple in more organizations, the need for bet­
ter, more efficient methodologies will become more important to avoid 
costly system failures and to ensure that deployed systems achieve maxi­
mum effectiveness. The methodological approach taken in this paper will 
be valuable to IT theoreticians and practitioners alike who are seeking to 
deploy BI systems more effectively. Further research directions will in­
volve testing and benchmarking new methodologies such as these we have 
described in actual BI implementation settings. 
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Abstract. While standard accounting needs tend to be relatively static, the 
demand for corporate managers to be constantly aware of changing busi­
ness dynamics is ever present. Consequently, support systems, technicalor 
otherwise, must be up to the challenge of responding to the demands of 
their users by incorporating available accounting data. This chapter ex­
plains how organizations can use object-oriented analysis and design tech­
niques to more effectively create systems to respond to escalating business 
intelligence needs. Towards this end, we discuss the differences between 
business intelligence systems and operational accounting systems. We ex­
plain basic object-oriented software principles and how data and proce­
dures are viewed within the object-oriented paradigm. We demonstrate 
how object-oriented systems can evolve more quickly in response to 
changing business intelligence needs than systems developed using more 
traditional (structured) methods. Finally, we provide an example demon­
strating the application of these principles. The example demonstrates how 
the collection of retail sales data and the separate recording of advertising 
expenditures can be combined to address specific business intelligence 
questions. This allows us to demonstrate how data collected for specific 
accounting purposes can be rapidly manipulated and combined, to be used 
in adecision support, as opposed to the regulatory reporting, role. 
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12.1 Introduction 

Accounting data, reported in the traditional fonnats, have a largely regula­
tory and static fonnat. While useful to external agencies, standard account­
ing reports have limited value to internat constituencies for the purposes of 
operational analysis and decision support, often referred to as business in­
telligence. Business intelligence systems are designed to cater to a variety 
of sophisticated, real-time, specialized infonnation needs. Business intelli­
gence is "thinking abstractly about an organization, reasoning about the 
business, and organizing large quantities of infonnation about the business 
in order to define and execute a strategy (Giovinazzo, 2000)". Not surpris­
ingly, the analytic capabilities of technology, such as online analytic proc­
essing (OLAP) and data mining tools, bind the extent to which a business 
analyst can query existing systems. However, a more systemic problem is 
the ability of organizations, and more specifically the technologists provid­
ing the support systems, to modify or create systems that can res pond to 
those new queries in dynamic business environments. This problem is par­
ticularly true for systems tasked with the extraction and manipulation of 
operational data upon which executives rely for input to their short-tenn 
decision-making processes. 

This chapter explains how organizations, in an increasingly competitive 
environment spearheaded by expanding markets and emerging technolo­
gies, can use object-oriented analysis and design techniques to more effec­
tively view accounting data in response to escalating business intelligence 
needs. To accomplish this objective, we first present the fundamental dif­
ferences between business intelligence systems and operational accounting 
systems. We discuss the problem of identifying and extracting the auxil­
iary data necessary to supplement accounting data for business intelligence 
activity. Second, we explain object-oriented principles and how data and 
procedures are viewed within the object-oriented paradigm. We also ana­
Iyze how object-oriented systems can evolve more quickly in response to 
changing business intelligence needs than systems developed using more 
traditional (structured) methods. Finally, the introduction to object­
orientation is followed by an example illustrating the application of these 
techniques. The example demonstrates how the collection of retail sales 
data and the separate recording of advertising expenditures can be com­
bined to address specific business intelligence questions. This case allows 
us to demonstrate how data collected for specific accounting purposes can 
be rapidly manipulated and combined to be used in adecision support as 
opposed to the regulatory reporting role. 
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12.2 Operational Accounting Systems vs. Business 
Intelligence Systems 

First, we should understand that the fundamental difference between these 
two types of systems is not the technologies that drive them. The funda­
mental difference is the data requirements and the need to manipulate it in 
order to provide alternative views of the data. Typically, accounting re­
quirements center around repetitive time-based aggregations, whereas 
business intelligence needs are more dynamic and require sophisticated 
models. 

Operational accounting systems are designed to support traditional re­
porting requirements such as balance sheets, income statements, and cash 
flow statements. Data are captured and maintained at the transaction level 
and later summarized for specific reporting periods. Additionally, account­
ing data requirements tend to be relatively short-term, again to support the 
most recent statement reporting. Once the data have been processed and 
the accounting period closed, the data are archived. 

On the other hand, business intelligence information is structured to 
provide real time data that are essential in current decision-making proc­
esses. The transactional data collected by traditional accounting informa­
tion systems are useful but are not a complete source of data for business 
intelligence. In today's organizations, data collection goes beyond the ac­
counting data, and it is often stored in distributed and heterogeneous envi­
ronments. Consequently, business intelligence requirements create signifi­
cant data storage and manipulation problems that are not encountered in 
standard accounting reporting. Furthermore, the short-term availability of 
data for accounting requirements, because of its archival, is contrary to the 
data needs of business intelligence, which tend to require longer time peri­
ods (e.g., to support trending and comparative analysis) as weil as the need 
for complex modeling processes. To create useful information, the ac­
counting data must be aggregated and supplemented by data from other 
sources that describe the organizational environment. 

12.2.1 Oata Warehousing and Oata Marts 

One of the trends that has encompassed the collection and use of data over 
the past few years is the use of a massive volume of historical data to cre­
ate an environment that facilitates time-based analysis (business intelli­
gence). The manipulation of such large quantities of data, in and of itself, 
presents an operational problem. Consequently, data warehousing systems 
came into being. Data warehouses allow sophisticated analysis of large 
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amounts of time-based data, independently of the systems that process the 
daily transactional data of the organization. 

A data warehouse typically contains time-based summarizations of the 
underlying detailed transactions. Only necessary attributes are extracted 
from the original source data. Then the data are transformed to conform to 
the format of the data warehouse and also "c1eansed" to ensure quality. In 
order to create these summary "snapshots", the level of summary detail for 
the data components must be pre-defined; and it is fixed for the life of the 
warehouse, ensuring consistent analysis. This level of summarization is 
called the granularity of the warehouse. This granularity then determines, 
for all subsequent data retrieval, the level of transactional detail available 
for any potential analysis. Aggregating the data reduces the overall number 
of records necessary to perform specific analyses. 

A major challenge in designing a business intelligence system sterns 
from the relationship between the detailed operational and the aggregated 
data warehouse systems. The data warehouse model creates a design and 
implementation situation where the supply of data has been predefined 
(legacy accounting systems, other internal data collection systems, and ex­
ternal data repositories); but the user requirements have not been defined. 
User requirements tend to be ambiguous and require significant flexibility 
to respond to changing competitive requirements (unlike standard account­
ing reporting). To address this problem of incongruent levels of granularity 
among systems, data marts have been employed. A data mart is a more 
limited data collection, designed to address the needs of specific users, as 
opposed to the more general audience of the warehouse. The data mart, 
however, still draws data from the general data warehouse and conse­
quently is still governed by the granularity and scope restrietions dictated 
for the warehouse. Fig. 12.1 shows the general relationship among opera­
tional data, data warehouses, and data marts. 

Da ta Sou rce 1 
(Accounti ng) 

Data Source 2 
(Non·accounling) 

Extracting, 
Oeansing. 
Surnnary 

Fig. 12.1. Relationship among operational data, data warehouses, and data marts 
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12.2.2 The Time Dimension of Business Intelligence 

Remember, the goal of business intelligence is to provide the necessary in­
formation to define and execute strategy. Strategic activity is geared to­
ward finding new and better ways of conducting business. Discovering 
novel insight requires new perspectives and often-new views of organiza­
tional data to confirm or uncover patterns. A business analyst's analytie 
processes and data requirements cannot be fully anticipated. As the busi­
ness analyst studies an organization's data and environment, the activity it­
self creates additional informational requirements that are not met by exist­
ing data warehouses and data marts. 

Given the strategie nature of business intelligence, time can be of the es­
sence. As business intelligence needs emerge, a methodology should exist 
to ensure those needs are met. To respond to this challenge, operational 
systems and the data extraction processes must be able to quickly adapt to 
emerging intelligence needs. Although operational and business intelli­
gence systems both rely on corporate data, the program code supporting ei­
ther activity need not be intertwined. Therefore new, on-demand analytic 
tools (systems) can be developed independently of legacy systems to ad­
vance this objective. 

The underlying system design is transparent to the users. For example, 
from a user standpoint, queries in an object-oriented environment will not 
appear fundamentally different than those in a non-object-oriented envi­
ronment. However, technologists in an object-oriented environment are in 
a better position to increase the range of queries that can be answered. 
Even though it is transparent to the user whether a system is or is not ob­
ject-oriented, it is painfully obviously how quickly and at what expense a 
system can be developed or maintained to meet emergent needs. Thus, it is 
imperative that these on-demand systems are object-oriented, because ob­
ject-oriented systems are more flexible and adaptive than systems devel­
oped using procedural methods. Therefore, analytic tools that are inher­
ently object-oriented can be developed or mo(lified more quickly than non­
object-oriented tools. Quicker development means faster decision-making 
and increased organizational agility. Therefore, using object-oriented de­
velopment methods can be important in sustaining effective business intel­
ligence systems. The following section explains the fundamentals of the 
object-oriented approach. This section is presented to help the reader un­
derstand why object-orientation leads to more flexible systems and quicker 
implementation. 
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12.3 The Object-Oriented Paradigm 

12.3.1 Objects 

Central to the object-oriented development approach is the object class. 
The class is a template for creating a collection of objects with the same at­
tribute and operation definitions. Attributes are atomic data describing the 
'thing' the object represents. Operations are pieces of program code used 
to create, delete, or manipulate data within an object. The data and pro­
gram code are physically stored within the object and hidden from other 
objects. An object is graphically depicted as shown in Fig. 12.2. This fig­
ure shows an object named Sale (top section), which might represent a sin­
gle sale transaction. The second section shows one attribute called Date, 
representing the date of the sale. The bottom section shows operations, in 
this case an operation named getZipO that might be responsible for identi­
fying the zip code of the store associated with this sale. 

Sale ~bjectName 
r-----------------I 
Date ~bject Attribute 
r-----------------I 
getZip() ~bject Procedures 

Fig. 12.2. Components of an object class 

12.3.2 Message Passing 

For a business system to work, multiple objects must work together, each 
fulfilling a particular function within the system requirements. As objects 
require other objects to perform some function, they send triggering mes­
sages containing any required parameters. In reality, these messages are 
nothing more than programming code feeding parameters to other pieces 
of prograrnming code, which are then initiated to perform some additional 
action. The ability of objects to "communicate" with each other is depicted 
in Fig. 12.3. The line between the Sale and Store classes on the diagram 
shows that objects in the two classes can communicate. Specifically, the 
object Sale uses the getZip operation to send a message to Store object, 
which accepts the zip request and uses the giveAttValue operation to re­
turn the specific zip code belonging to the store associated with the Sale. 

The symbols on the connecting line represent the number of associations 
that can take place. In this example, one sale can be associated with only 
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one (1) store, while each store object can be associated with multiple (*) 
sales. The number of possible associations among objects is called multi­
plicity. 

12.3.3 Encapsulation 

The process of hiding data and program code is called encapsulation. En­
capsulation allows an object to be viewed and developed as a single, inde­
pendent piece of the system. When one object needs another object to exe­
cute some portion of its program code, it does not need to know the details 
of how the second object is designed, only the name and relevant parame­
ters of the message used to initiate the execution of the code (see message 
passing, above). Because the data and programming code are encapsulated 
within the objects, changes in data structure and programming logic are 
usually isolated within one or a small number of object classes, thus reduc­
ing development and maintenance effort. 

Sale Store 

* 1 
Date Zip 

getZip() giveAttValue() 

Fig. 12.3. Message passing 

12.3.4 Inheritance 

Inheritance is another feature of object-oriented methodologies that re­
duces development and maintenance effort. An object class hierarchy is 
defined to establish common data and procedures among object super­
classes and sub-classes. Sub-classes inherit attribute definitions and pro­
gramming code (operations) from their super-class. Thus, the attribute 
definitions and programming code need only be defined once in the super­
class. The data definitions and programming code in the sub-class can be 
modified to meet the unique needs of the sub-class. Changing inherited 
data definitions and programming logic is called "overriding inheritance." 
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12.3.5 Polymorphism 

Objects essentially remain dormant until they receive a message that trig­
gers them into action. Any number of different object c1asses can be de­
signed to receive the same message. However, each object c1ass may re­
spond differently to that message. The ability of different object c1asses to 
receive the same message but exhibit different behavior is called polymor­
phism. For example, in Fig. 12.4, the two sub-c1asses IncomeStatement 
and SalesAd contain the operation displayReportO. These operations are 
named the same but generate different results; the first creates an income 
statement, and the second creates a custom-defined report combining sales 
data with advertising data. 

Report 

-title 
-stDate 
-endDate 

+newReport 0 
+getSalesData 0 
+displayReport 0 

i 
SalesAd 

IncomeStatement 

+getAdData 0 
+displayReport 0 +displayReport 0 

Fig. 12.4. Example of polymorphism 

12.3.6 Object-Orientation Summary 

Encapsulation, inheritance, and polymorphism are the features of object­
oriented development techniques that facilitate more rapid development 
and maintenance of systems·. Object-oriented systems are more flexible 
and adaptive because the 'pieces' of an object-oriented system, the objects, 
data and procedures that are contained within them, are relatively inde-

• For a more comprehensive description of object-oriented principles and UML 
see John W. Satzinger and Tore U. 0rvik, The Object-Oriented Approach: 
Concepts, System Development, and Modeling with UML, Course Technology, 
Boston, MA, 200 1. 
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pendent from the other 'pieces' of the system. Technically stated, objects 
are loosely coupled. Thus changing the behavior of an existing system 
typically developed around the interaction of independent objects requires 
modifying only an isolated area of a software program. Whereas, in the 
traditional environment, software components requiring similar attributes 
and programming logic to describe and manage their function may result 
in the duplication of data descriptions and programming logic. Further­
more, modifications to an existing system may have a ripple effect, where 
the same or similar changes must be made multiple times throughout a sys­
tem. However, when object interactions have been defined and object class 
hierarchies have been established, shared attribute definitions and pro­
gramrning logic are defined only at the super-cl ass level or within the spe­
cific objects as needed. When definitions are changed in a super-class, all 
sub-classes will automatically inherit the attribute definitions and pro­
gramrning code of their super-class. Polymorphism simplifies intra­
program communications by allowing the same message to be used by a 
myriad of object classes. Consequently, the cognitive and development 
load on the programmer is reduced. 

Using encapsulation, inheritance, and polymorphism, a system's func­
tionality can quickly be extended or modified in response to changing 
business needs. Because accounting applications built using object­
oriented development methods and tools are more adaptive to changing 
business needs than those built using traditional process models and devel­
opment tools, object-oriented applications can evolve more quickly to fill 
voids in business intelligence systems. 

12.4 An Object-Oriented Example 

To demonstrate how object-oriented techniques can be used to design 
business intelligence systems that are both stable and flexible, we employ 
a simple example. This case conceptualizes how an organization can inte­
grate data from its accounting system and departmental marketing data­
bases to better understand how its marketing campaigns are affecting sales 
revenues and profitability. To complete this task, data must be extracted 
from both the accounting and marketing databases. 

The example uses two Unified Modeling Language (UML) diagrams 
(see Fig. 12.5 and 12.6). UML is the industry standard language for ana­
lyzing and designing object-oriented systems. It is a set of notations, se­
mantics, and syntax used for documenting software systems. The first dia­
gram presented, a dass diagram, identifies and describes the attributes and 
operations of dasses and how the classes are associated with one another. 
The second diagram, a sequence diagram, shows how objects interact with 
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one another. In order to keep our example simple, we have only identified 
the classes, attributes, and operations essentiaP to supporting our argu­
ment. These diagrarns in no way represent the full level of complexity that 
would be found in a project. 

12.4.1 Diagram - Notation and Syntax 

The class diagram (Fig. 12.5) displays the classes and their associations. 
Tbe association lines between classes that do not have an arrow on either 
end are used to tell us that the objects in these classes can send messages to 
each other. The association lines with the arrowhead are used to represent 
inheritance. The class to which the arrows are pointing is the superclass. In 
our example this superclass is the Report class. IncomeStatement and Sale­
sAd are both subclasses of Report. Therefore, each is a special type of re­
port that is in some way different than the other subclasses. Each subclass 
has inherited the attributes and operations of Report. 

The superclass, Report, is an abstract class. We know this because its 
name, found in the first section of the class symbol, is italicized. All of the 
other classes found on the class diagram are concrete classes. A concrete 
class is a class used to instantiate objects. In other word, a concrete class 
has objects. An abstract class does not have objects. Tbe attributes and op­
erations found in an abstract superclass are physically instantiated in the 
concrete subclasses. Using an abstract class is a way that adeveloper can 
define once the structure, attributes, and behavior of a number of sirnilar 
classes while maintaining the distinctions among classes. 

Objects interact by sending messages from an operation in one object to 
an operation in another object. Sequence diagrarns show the order in which 
these messages are passed Fig. 12.6 shows our sequence diagrarn. Tbe ob­
jects are indicated by rectangles listed across the top of the diagrarn. 

2 Using the word "essential" is intentional in this context. Describing the essential 
use of the system means that only the basic business use of the system is ini­
tially considered. Delaying the task of dealing with the details of the design un­
til they are necessary is part of tbe prevailing pbilosopby in UML-based design 
metbods. However, the same diagrams initially used to capture tbe essence of 
tbe system are used and evolve througbout tbe development process. As tbe ef­
fort progresses, they become increasingly more detailed and implementation 
specific. 
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Report 
-<> (slartDale. 

-lilie endDale. 
-slDale ilemCode. 
-endDale adCode. zip 
+newReport 0 
+displayReport 0 

IncomeStatement 

Sa/esAd 
* * 

+displayReport 0 r-- I---

1 +displayReport 0 

* 
* 

Sa/e AdCampaign 

* -dale -campaignld 

-slorelD -begDale 

+gelSalesDala 0 
-endDale 
-manager 

* 1 -revenueGoal 
-zip( largetArea) 

1 
+getAdDala 0 

Store 

-zip 
1 

+getZipO 
1 ..• 

Sa/es/tem 1.'-
-ilemlD 
-quanlity Ad/tem 
-price -mediaType 
-discountCode -product 
-discountAmounl -expensive 

+findSalesllems 0 +find Adllems 0 

Fig. 12.5. Class diagram 

12.4.2 Diagram - Semantics 

To fully understand appreciate a system 's design, we must study both the 
static (dass diagram) and behavioral (sequence diagrarn) models. The fol­
lowing example incorporates both types of diagrams to demonstrate how 
object-oriented design techniques aide in developing business intelligence 
in accounting. 
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Business 
Analyst 

~ Ilncqne~1 ~ ~ ~ ~ I AdC7iani ~ 
~ -U ..... ...,... .... _m. I I I 

:_-~-----p. : : : 
I I I .... """"'.. I I I 

dlPlayReport 

I I 

~ """".... .-"", 
nllWAaport("", I----.!..----..,~I I---"""-r--....--J 
endData. lImCoda. 
IIdCodI.zip) 

Fig. 12.6. Sequence diagram 

I I I 

_____ J _____ ~ ______ L______ 4~~---~ 
I 

Jd~ 
I 

The process starts when a business analyst sends a message to the Report 
class indicating that a new report is needed. The user specifies the type of 
report and the parameters indicating what data should be included in the 
report, such as starting and ending dates. This information becomes part of 
the newReport message that is sent to either the IncomeStatement or Sale­
sAd class. This message is shown on the sequence diagram. It originates 
from an interface object (shown as the business analyst stick figure) and 
flows to either the IncomeStatement or SalesAd subclass of Report. The 
newReport message invokes the newReport operation that instantiates ei­
ther an IncomeStatement or SalesAd object. The class diagram shows that 
Report is an abstract class with two concrete subclasses. It also contains 
the list of available attributes and operations. However, we have to refer­
ence the sequence diagram to see that the newReport message is sent from 
the user interface to aReport subclass to start this process. 

When the business analyst requests an income statement, the newReport 
operation instantiates an IncomeStatement object. All the necessary infor­
mation which is needed for an income statement is found in the accounting 
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data3, which are encapsulated in the Sale and SalesItem objects. The new 
IncomeStatement object sends a message, getSalesData, to the Sale dass 
to invoke the getSalesData operation, which is responsible for accumulat­
ing the appropriate dollar totals and items counts for items sold. The Sale 
object must in turn find the details about the items induded on that sale. 
Hence, the Sale object sends the findSalesltems message to the Salesltem 
dass invoking the findSalesItems operation. The findSalesItems operation 
finds the Salesltem objects associated with the Sale object and returns the 
needed data values to the requesting object using the salesltemDetails re­
ply message. Then these values are returned via the salesDetails reply 
message to the IncomeStatement object where the displayReport operation 
accumulates the values for the Sale objects. 

We have described the dasses, objects, operations, and messages neces­
sary to create the income statement report. We can see how the objects en­
capsulate both data and operations. Furthermore, we have described how 
the messages between the objects that invoke operations that allow objects 
to exhibit behavior. The remainder of this example will show how object­
oriented design techniques allow the addition of new functionality within a 
stable, yet flexible, system. 

Assurne that after the accounting portion of the system was built, the 
business analyst realized that integrating these data with information from 
the marketing database would provide valuable insight into the effective­
ness of the organization's marketing campaigns. Because ofthe dass hier­
archy we have established, where Report is the superdass and In­
comeStatement is the subdass, additional report types can be easily added. 
The addition of the SalesAd dass does not impact the IncomeStatement 
dass. We do not need to worry about "ripple effect" changes. This addi­
tion is an example of the stability inherent in object-oriented techniques. 
Furthermore, the labor required to add the new report type is limited be­
cause many of its attributes and operations are inherited from its super­
dass. This inheritance is an example of the flexibility inherent in object­
oriented techniques. This example demonstrates that new functionality can 
be added "relatively" quickly without adversely affecting the existing sys­
tem. 

In order to create areport showing sales level and advertising initiatives 
within a given time period, data must be pulled from both the accounting 
database and the marketing database. As we observed above, the Sale and 

3 Other types of transactions that must be incIuded in the accounting data, such as 
expenses, are not shown in this example. The philosophy behind the example is 
not to accurately represent a complex accounting system but to present a cIear 
picture of an object-oriented model and to demonstrate the benefits of object­
oriented methods. 
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SalesItem objects encapsulate the accounting data. The marketing data are 
encapsulated within the AdCampaign and AdItem objects. When a busi­
ness analyst requests a sales and advertising report, a SalesAd object is in­
stantiated. The initial operations performed are similar to those described 
above. The SalesAd object also needs the accounting data so it sends a 
message to the Sales object, which in turn sends a message to the Sale­
sItem object. These messages and operations are identical to those de­
scribed in the income statement scenario. However for the sales and adver­
tising analysis, we also need to know where the sale occurred to 
understand which advertising campaigns have a significant effect on sales. 
The marketing campaign data contain the zip code information of where 
the promotions were ron, but the accounting data do not. Nevertheless, the 
accounting data includes a store identifier. Address information describes 
the store, not the sales; and therefore, the zip is stored in the Store objects. 
However, each Sale is associated with a Store as depicted in the class dia­
gram. Therefore, the zip is readily available for the analysis. Therefore, the 
Sales object must send a second message, getZip, to the Store object to 
know the geographic region of the store that made the sale. 

In addition to accounting sales data, the SaleAd object also needs mar­
keting information. Therefore, we will use the data and operations found 
within the AdCampaign and AdItem objects. These objects were not 
needed to generate an income statement. The objects are also not directly 
associated with the accounting sales data. However by using good object­
oriented design principles, their inclusion has a minimal impact on the rest 
of the system. 

In order to retrieve the marketing data, the SalesAd object sends a ge­
tAdData message with the parameters to AdCampaign objects. The Ad­
Campaign objects send the findAdItem message to the AdItem objects, 
which returns the adItems reply message. Then the adDetails message is 
returned to the SalesAd object to be summarized and displayed by the dis­
playReport operation. 

As stated before the presentation of the retail store marketing example, 
encapsulation and polymorphism are the properties of an object-oriented 
method that lead to the creation of systems that are both stable and flexi­
ble. Encapsulation protects objects in one class from changes in other 
classes. Inheritance allows the addition of new report types with minimal 
labor and expense. Polymorphism allows each subclass of Report to re­
spond in different ways to its newReport message. Object-oriented design 
leads to systems that are both stable and flexible. 



12 An 00 Approach to Designing Business Intelligence Systems 211 

12.5 Conclusion 

Within corporate cultures, standard accounting data are not sufficient to re­
spond to the data demands of sophisticated decision-making problems. As 
functional business subsystems and the technologies that support them 
have been integrated through concepts like Enterprise Resource Planning 
(ERP), there has been a demand for more comprehensive access to these 
data sources. There has been a steady advance of the technologies to sup­
port these initiatives. Data warehouses and data marts have opened up new 
avenues for viewing corporate data over time. Previously, the lack of logi­
cal integration among enterprise-wide data created by different functional 
business areas seemed to create an insurmountable challenge for those try­
ing to understand the data as a single corporate resource. However, data 
warehouses and data marts have successfully tackled much of this chal­
lenge. Unfortunately, the usefulness of these technologies is limited by the 
design choices of the creators. The level of granularity and attributes in­
cluded in a system define which analyses can and cannot be performed. By 
design, data warehouses are not flexible in their abilities to respond to un­
expected data queries. 

The ability to query data in the accounting environment is critical in de­
cision-making. Generally speaking, user-executed queries are not routine 
or standardized. If they were, they should be institutionalized in a canned 
report. Therefore, the user query is intended to provide insight into the op­
erations of the business that exceeds the initial specification of the system. 
It is the ability to intelligently and creatively view data through ad hoc 
queries that allows the business analyst to contribute to the competitive 
and strategic advancement of the organization. 

Toward that end, smaIl, stand-alone analytic systems can be created as a 
supplemental resource for business intelligence. State of the art object­
oriented development methods and tools can be used to generate flexible 
data retrieval and manipulate systems relatively quickly. Applying object­
oriented methods to generate this type of system can be a valuable sup­
plement to data warehouses and data marts in supporting accounting busi­
ness intelligence. 

Within this chapter, we have provided a foundation for understanding 
the object-oriented paradigm. This foundation includes definitions and ex­
amples of the basic structures and concepts, as weIl as how these compo­
nents allow the conceptual and physical development of changes and addi­
tions to systems. We have attempted to show how this approach lends 
itself to efficient systems redesign through the non-duplication of system 
components, specifically data and operational definitions and instantiation. 
These requirements are crucial to facilitate rapid design and development 
response. To reinforce the understanding of the application of these con-
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cepts, we have used an example showing how basic accounting data (sales) 
can contribute but must be supplemented (advertising revenues by zip 
code) to produce valid intelligence (correlation between advertising ex­
penditures and sales generated). The example serves to show not only the 
implicit nature of business intelligence but also the object-oriented ap­
proach for dealing with the implementation of a system that provides valu­
able data for analysis. While standard accounting needs tend to be rela­
tively static, the demand for corporate managers to be constantly aware of 
changing business dynamics is ever present. Consequently, support sys­
tems, technicalor otherwise, must meet the challenge of responding to the 
demands of their users. 
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Abstract. Adoption of new information technology often has an indirect 
effect on an organization's bottom line; however, many organizations re­
quire some minimum financial return on investment before undertaking a 
major investment. The return on investment in business intelligence (BI) 
such as data warehouses, data marts, reporting and query tools, and ana­
lytic applications are even more challenging to measure since many of the 
benefits are intangible. How can a company objectively measure the value 
of improved communication and information for decision-making? 

It has been noted that traditional financial performance measures do not 
measure the increase in value when companies improve their capabilities 
through the use of new technology. Further, traditional financial measures 
such as return on investment (ROI) appear to show improvement even 
when the technology is not being used effectively. In this chapter, we dis­
cuss the nature of the Balanced Scorecard and illustrate how it can be used 
as a measurement tool to evaluate the return on an investment in technol­
ogy such as BI. 

13.1 Introduction 

Operating in the information age requires new capabilities for competitive 
success. Advances in computing technology have changed the nature of 
the accounting function, resulting in steady decreases in the time it takes to 
do traditional accounting tasks such as recording transactions and prepar­
ing the monthly financial reports. In addition, with the advent of enterprise 
resource planning systems and database capabilities, managers have more 
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data and data sources at their command than ever before. The challenge for 
modern companies and their finance departments is to convert this data 
into intelligence that mangers can use to effectively run their organiza­
tions. According to Intelligent Enterprise Top 10 Trends for 2003, the 
"performance measurement mantra" for 2003 will be "it's not just having 
the data; it's what you do with it" that creates strategie advantage (Burri­
esci et.al. 2003). 

The information needed for effective management of resources and 
managerial decision-making has also undergone a significant change. The 
financial structure of organizations has evolved from primarily manufac­
turing companies with "bricks and mortar" assets toward more technology 
and serviee organizations, which have primarily intangible "knowledge" 
assets. Citing research studies conducted by the Brookings Institute and 
Professor Baruch Lev at New York University, Kaplan and Norton (2001) 
note that there has been a dramatie shift in the ratio of tangible assets to 
market value; from 62 percent of market values in the 1980's to an esti­
mated 10 to 15 percent of a market value by the year 2000 (Kaplan and 
Norton 2001, p. 2). 

BI capabilities can create organizational value; however, the benefits of 
BI are often intangible and difficult to measure in financial terms. Tradi­
tional financial metrics do not inc1ude valuations for many of an organiza­
tion's intangibles; therefore, managers have been challenged to find ways 
to hetter measure the contribution of intangibles such as competitive ad­
vantage from BI capabilities, leading edge IT skills, a motivated work­
force, and satisfied customers on the bottom line. 

Investments in BI can be costly, and many corporate CFOs won 't sup­
port an investment in any project unless there is a c1ear financial return on 
investment. In the current business environment, "business is demanding 
value for each dollar" invested in technology, and many contend that IT 
value results only when investments in technology are successfully aligned 
with corporate strategy (Love 2003). The same can be said for investments 
in BI. Business intelligence creates organizational value when the initia­
tives support an organization' s overall strategy. The challenge is to meas­
ure how these investments in BI technologies contribute to the organiza­
tion' s financial goals. 

13.2 Traditional Methods of Evaluating Investments 
in Technology 

Traditionally, organizations require that investments in information tech­
nology, just like investments in other types of assets, are expected to meet 
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some minimum return on investment (ROI) before committing to a project 
Ross and Beath (2002) refer to this as "making the business case" for an 
investment in technology. Methods for computing the return on investment 
vary, from simple payback period computations to more complicated cal­
culations such as economic value added (EVA) and real options valuation 
(For an excellent summary and description of ROI methods in IT, see 
Mayor 2000, and Betts 2003). A Computerworld online survey found that 
94% of respondents required some sort of ROI calculation when deciding 
to make a major IT investment. The required calculations include payback 
period (32%), intern al rate of return (21 %), Net present value (20%), eco­
nomic value added (12%), balanced scorecard (7%), other (2%), and None 
(6%). 

The ROI methods, above, differ in the specifics of the calculations, for 
example, some require the discounting future cash streams, while others 
require the use of a capital charge for the minimum required cost of capi­
tal. What all of the methods have in common is that they all require some 
sort of estimated cost savings or revenue enhancements compared against 
the upfront cost of the investment. For example, calculation of the payback 
period on the installation of ATM machines at a bank would include an es­
timate of the cost savings from the elimination of teller positions compared 
against the cost of the ATM hardware. A project with a cost of $1,000,000 
with an annual cost savings of $250,000 would have a payback period of 
four years (Example from Anthes 2003). 

Computations of cost savings and/or revenue enhancements work weIl 
for IT projects that have clear cost savings as in the case where positions 
are eliminated, processes are streamlined, or customer service systems are 
improved. Estimates of savings or revenue enhancements are much 
tougher to come by when the benefits are less tangible and therefore not 
easily quantifiable. For example, an investment in BI, such as a data ware­
house, will provide a common repository of data. This can be expected to 
streamline the reporting process and allow for a levels and types of data 
analysis not previously achievable. It may be possible to estimate the cost 
savings associated with streamlining the reporting process; however, this is 
only a small portion of the potential benefits achieved by this investment. 
Many of the benefits of BI are not objectively measurable. For example, 
how do you accurately measure the financial benefits of the availability of 
better information on which to base decision-making? How do you meas­
ure the value of improved organizational communication? Estimates of this 
type of savings are "soft" numbers at best; however, failure to account for 
these benefits may result in an achieved payback that falls short of 
organizational standards. 

Eric Brynjolfsson of MIT's Sloan School of Management specializes in 
IT effectiveness. He notes that his research indicates that 90% of the costs 
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and benefits of IT are in intangibles and suggests that firms who focus too 
heavily on the short-term financial returns of projects may sacrifice long­
term potential (Ambrosio 2(03). In a study of IT funding practices, Ross 
and Beath (2002) found that 25 out of the 30 companies surveyed said that 
they traditionally re lied on "making the business case" to justify invest­
ments in IT Most, however, noted that they have funded at least one initia­
tive without a business case where the project was deemed strategie (Ross 
and Beath 2002, p. 52). 

Ross and Beath (2002) categorize IT investments as transformation, re­
newal, process improvement, and experiments. Investments in BI fall into 
the transformation category Transformation investments are driven by an 
infrastructure that is inadequate for the desired business model. They are 
triggered by the growing need for integrated customer data, end-to-end 
processing, and platforms that provide around the clock support. Examples 
of these initiatives include ERP implementations and data warehouses. Re­
newal investments are introduced when a company's infrastructure be­
comes outdated and includes initiatives such as purchasing additional ca­
pacity and upgrading technology standards. Process improvement 
investments are triggered by the need to improve operational performance, 
and include initiates such as shifting data capture to customers and stream­
lining cycle times for processes. Experiments are driven by the availability 
of new technologies, new products, and new business models. These initia­
tives include testing demand for new products and learning if customers 
can self-serve. The authors suggest that traditional measures of ROI are 
well-suited to renewal and process improvement initiatives; however, they 
suggest that a high-level strategic funding approach is needed for trans­
formation and experiment initiatives because the payoffs are not easily 
quantifiable. 

Given the strategic nature of investments in BI and the difficulty in ac­
curately and objectively quantifying the financial benefit associated with 
these investments, we propose the use of the Balanced Scorecard as a 
means of quantifying and expressing the benefits of BI. 

The balanced scorecard is a multi-dimensional approach to performance 
measurement that emphasizes the cause and effect linkages between per­
formance measures and strategy. It attempts to describe how intangible as­
sets get transformed into eustomer value and financial outcomes (Kaplan 
and Norton, 2(01). The Balanced Scorecard approach uses a combination 
of financial metrics (lag indicators of performance) and non-financial met­
ries (lead measures of performance) to assess the measurement of organ­
izational effectiveness. Specifically, using this approach requires organiza­
tions to consider the cause and effect linkages from four key perspectives: 
leaming and growth, internal perspective, customer perspective, and finan­
cial perspective. 
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The remainder of the chapter is organized as folIows. First, we describe 
the origin and logie of the balanced scorecard. Next, we describe a BI ap­
plication, the decision to adopt data warehouse technology and the type of 
intelligence that the organization can capture using the information con­
tained in the data warehouse. Finally, we provide an illustration of a bal­
anced scorecard used in a bank that has implemented data warehousing 
and front-end BI technology. 

13.3 The Balanced Scorecard 

A major hurdle in undertaking and promoting a significant technologie al 
investment relates to the issue of how to measure its benefits. As noted by 
Kaplan and Norton (2001), information technology has a third order effect 
on an organization' s bottom line making the direct return on investment 
difficult to assess. For example, what is the financial return when a com­
pany makes a major investment in data warehousing technology that al­
lows for improvements in the speed and accuracy of reporting and enables 
the company to capture financial and non-financial data that improves de­
cision making capabilities of its managers? Improvements in data avail­
ability may allow a customer serviee rep to have deeper knowledge of the 
customer's relationship with the organization. For example, the system 
may be able to identify whether or not a partieular is a profitable customer. 
This will allow the representative to make more informed decisions re­
garding services to offer or whether to waive fees. This information may 
improve customer satisfaction and increase customer loyalty, which in turn 
may result in an increase in long-term sales. 

Unlike traditional ROI measures, the balanced scorecard approach to 
performance measurement highlights the strategie linkages between peo­
pIe, systems, and customers on financial value creation. Using the bal­
anced scorecard approach demands that proposals for new technology 
must show a clear link to the organization' s key strategie initiatives. Align­
ing IT with corporate strategy can enable the organization to focus its 
technology efforts to achieve the highest payoffs. 

The Balanced Scorecard has its roots in France under a system referred 
to as tableau de bord (Lebas, 1994; Epstein and Manzoni, 1997). In the 
U.S it was popularized and further developed as a concept by Kaplan and 
Norton (1992; 1996; 1997; 2001). The Balanced Scorecard includes finan­
cial measures of performance and also adds measures from three additional 
perspectives: customer, internal business processes, and learning and 
growth. These four perspectives collectively form the framework from 
whieh the organization defines the cause and effect relationship of organ­
izational strategy on performance outcomes. Examining organizational 
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performance from four perspectives aIlows the use a variety of measures to 
achieve a balance between short-term and long-term objectives, outcomes 
and drivers of those outcomes, and objective and subjective measures 
(Kaplan and Norton, 1996). 

The balanced scorecard has a top down logic, beginning with the or­
ganization's strategy, determining how the strategy is translated into finan­
ciaI and customer outcomes and moving to the business processes and in­
frastructure that are the drivers of change (See Fig. 13.1). 

The key to applying the balanced scorecard is an articulation of the or­
ganization's strategy. One of the noted benefits of the Balanced Scorecard 
is that it provides a framework to describe and communicate strategy in a 
meaningful way (Kaplan and Norton, 2(01). The articulation of the strat­
egy is followed by the development of performance measures specifying 
the financial objectives for growth and productivity. Next, the customer 
perspective is considered. The organization must identify its target cus­
tomers, consider their objectives, and determine how to measure success 
with them. As part of this process, the organization defines the way that 
they provide customer value, i.e., the factors that differentiate the organi­
zation from its competitors. 

The next perspective, internal business processes, defines the activities 
that the organization needs to achieve the desired customer vaIue and fi­
nancial objectives. This perspective considers the organization's effective­
ness at providing innovative products and services, efficiency and effec­
tiveness in delivering existing products and services to customers, and 
satisfying customers in the post-saIe. FinaIly, the learning and growth per­
spective recognizes that the ability to execute the business processes effec­
tively depends on the organization's infrastructure, i.e., the skills, capabili­
ties, and knowledge of employees, as well as the technology that they use 
and the environment in which they work (Kaplan and Norton, 2001, p. 76). 

In summary, the Balanced Scorecard translates business strategy into 
objectives and measures across a baIanced set of perspectives. While it still 
tracks the financial perspective, it also measures the factors expected to 
lead to superior future financiaI and competitive performance through its 
focus on customer, internal processes, and organizationalleaming Atkin­
son et. al., (1997) note that corporate executives can use the scorecard to 
measure how their business units create value for current and future cus­
tomers, how they must build and enhance internaI capabilities, and the in­
vestment in people and systems necessary to improve future performance. 

We suggest that organizations can use the balanced scorecard to meas­
ure how investments in BI, when part of an organization's strategy, can 
translate into improved financial performance. SpecificaIly, we describe 
how an investment in a data warehouse can be linked to organizational 
strategy and the achievement of financial goals. 
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Fig. 13.1. Defining the Cause and Effect Relationship of the Strategy (Kaplan and 
Norton 200 1) 
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13.4 Illustration of a BI Application 

Data warehousing has grown in importance over the last five years and can 
be considered to be one of the key developments in the information system 
field. The fundamental motivation for the implementation of data ware­
housing is the desire to improve decision-making and organizational per­
formance. When the back-end data warehousing application is coupled 
with front-end decision support applications to filter the data, organiza­
tions can greatly improve decision-making ability. 

In general, a data warehouse obtains data from external sources, whieh 
is then stored in a format that is easily accessible by the company. The 
company would then download this information and store in its operational 
databases. Ideally, the data would be in relational database form to facili­
tate faster processing of information. 

In this section, we use the data warehouse for a financial serviees com­
pany, (described in a field study undertaken by Watson, et. al. 2002), to il­
lustrate the type of information inc1uded in the data warehouse and the 
possible uses for that data (See Fig. 13.2). 

Financial service companies collect a wealth of customer, operational, 
and financial data in their information systems. If the data are held in ac­
cessible form, it can be utilized by the company to better understand cus­
tomer needs, customer profitability, and transaction costs. 

The data warehouse for the financial service company in the Watson 
et.al., field study, captured transactional data, demographic data, behav­
ioral data warehouse and the potential use of this data inc1ude: 

• Transaction data: These can inc1ude all bank-related transactions inc1ud­
ing cashing of checks, frequency of withdrawal from ATMs, average 
amount of withdrawal per transaction, and debit card purchase data. 
This type of information can be gathered and stored for each customer, 
allowing for the categorization of customers by pattern of bank usage 
behavior and geographieallocation among others. 

• Demographic data: This can inc1ude information on the zip code of cus­
tomers in conjunction with external information such as credit ratings. 
This type of information allows the company to obtain a detailed demo­
graphie understanding of each customer. 

• Behavioral data: Watson, Goodhue and Wixom (2002) state that using 
statistical techniques such as conjoint analysis with a sampIe of thou­
sands of customers, the bank can generate a good understanding of cus­
tomers' attitudes and preferences. 

• Revenue and cost data: These can inc1ude revenue and cost data for each 
product in the company's product line. Customer profitability analysis 
can be done by generating revenue by customer or key customer group 
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and cost by customer or customer group. Product or service profitability 
can also be generated through knowledge of revenue by type of service, 
(granting of personal loans etc) and the costs of providing each type of 
service. This allows the financial service company to focus its sales, 
marketing, and customer service efforts. 

Operational Oata Source 

~ ~ ~ 
Transactions Demographie Behavioral 

Oata Data Oata 

~ ~ ~ 
Revenue Cost Data Other Financial 

Information 

• Extract 
Transform 

• load 

Individual Customer Corporate 
Customer Group Customers 

~ ~ ~ 

Multidimensional analysis; Ouery and reporting ; Statistical 
Analysis; Appiication deveiopment; Information directory 

Fig. 13.2. Data Warehousing Architecture for a Bank 
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The data in the data warehouse can be accessed for the above purposes us­
ing BI applications including multidimensional analysis, online query and 
reporting, statistieal analysis, and for the preparation of standardized fi­
nancial and non-financial reporting. 

Information obtained through the data warehouse can be used to meet a 
variety of strategie objectives. Watson, Goodhue and Wixom (2002), in 
their research on applications of DW, found that the bank in this case study 
used the DW information to support a strategic initiative to offer "tailored 
client solutions" in order to develop stronger customer-bank relationships 
and long-term profitability. 

The company used the information in the data warehouse to better un­
derstand the nature of the customer base and account management costs. 
Their data analysis revealed that the bank was suffering losses on free 
checking accounts offered to customers over age 55; further analysis of the 
information revealed that the losses were attributable to customers with 
low balances. Developing this understanding of the customer and product 
costs allowed the company to raise the minimum balance to an amount that 
would reduce losses and minimize customer attrition. The financial ser­
viees company also developed detailed customer profiles generated by 
analysis of customer transactions and demographie data. These profiles 
were used to offer additional products and services to a targeted group of 
customers, and an awards system based on various aspects of the banking 
relationship was established to ensure customer loyalty. 

13.5 Using a Balanced Scorecard to Measure the Effects 
of Oata Warehousing on Organizational Performance 

A traditional ROI calculation could not capture the return on the invest­
ment in the data warehousing described above. The primary benefit of the 
investment is to support a strategy of offering customer solutions; how­
ever, there is no prior history on whieh to base revenue enhancements re­
sulting from better knowledge of customers. The following section de­
scribes how a company such as the one described above might use the 
Balanced Scorecard to measure the impact of BI as part of its overall or­
ganizational performance. 

The reason for the implementation of the data warehouse and related re­
porting in the financial services company was to support the strategic ini­
tiatives of the company. Their stated strategy was to become 'customer in­
timate' and offer 'tailored client solutions' for purposes of obtaining a 
better understanding of the customer and offer products and services that 
are tailored to customer needs, thus building stronger customer relation-
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ships. The company believed that achievement of these goals would lead 
to long-term sustainable profits (Watson, et. al., 2002). 

The first step in the balanced scorecard process is to articulate the strat­
egy and develop a strategy map (Kaplan and Norton, 200 1). The strategy 
map identifies the hypothesized strategie linkages between the four key 
perspectives: financial, customer, internal, and learning and growth. A 
strategy map supporting the organization's stated strategy is included in 
Fig. 13.3. 

Oevelop new 
products to meet 

Fig. 13.3. Strategy Map 

Long Term Profit 
Growth 

Customer 
Intimacy and 

Tailored Solutions 

Understand 
Cross-Seil 
Products 
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Having identified the financial objective of long-term sustainable profits 
and the customer value proposition of providing tailored dient solutions 
and customer intimacy, the strategy map then must focus on the internal 
processes necessary for the strategy to succeed. The financial serviee com­
pany noted that they needed to develop an understanding of who their 
"good" customers were so that they could offer product solutions geared 
toward profitable customers. Three processes were identified: understand 
customer segments, develop new products to meet customer needs, and 
cross-seIl products. The learning and growth component of the scorecard 
identifies the need to have improved access to strategic information. This 
requires the implementation of the information technology infrastructure, 
the data warehouse and related decision support tools for query and analy­
sis. In addition, development of the technieal skills necessary to imple­
ment, maintain, and support the data warehouse are a critical steps in 
achieving the linked goals of the organization. 

Having articulated the strategy and identified the strategie linkages to 
achieve the strategy, the company must then identify the performance 
measures that will enable the company to assess whether the goals and ob­
jectives have been met. For the financial perspective, the goal of long-term 
sustainable profitability can be measured through traditional financial 
measures such as revenue growth, profit growth, revenue mix, and return 
on investment. The customer perspective objective of attaining tailored 
dient solutions can be measured through customer retention rates, meas­
ures of the depth of customer relationships (# accounts and services used 
per customer), and customer satisfaction surveys. Achievement of the in­
ternal business process perspective goal of understanding customer seg­
ments can be assessed through the use of various metrics such as customer 
profitability, share of market segment, revenue from new products, and 
length of the product development cyde. Finally, the achievement of the 
learning and growth objectives can be measuring by examining measures 
such as access to information technology tools and data, system availabil­
ity, response times, employee skills assessments, and employee satisfac­
tion surveys. The objectives and performance measures are summarized in 
Table 13.1. 

Table 13.1. Balaneed Seoreeard 

Balaneed Seorecard Objectives 
Perspective 

Financial Long-term sustainable 
profitability 

Strategie Measures 

Revenue growth 
Profit growth 
Revenue mix 
Return on investment 
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Table 13.1. (cont.) 

Balanced Scorecard 
Perspective 

Objectives 

Customer Tailored customer solu-
tions 

Internal Understanding customer 
segments 

Leaming and Growth Development of infor­
mation systems and em­
ployee skills 

13.6 Conclusions 

Strategie Measures 

Customer retention rates 
Depth of customer rela­
tionships (# accounts 
per customer, # serviees 
per customer) 
Customer satisfaction 
Profit by customer seg­
ment 
Share of market seg­
ment 
Revenue from new 
products 
Length of the product 
development cyc1e 
Access to information 
technology tools and 
data 
System availability 
IT response times 
Employee skills as­
sessments 
Employee satisfaction 
surveys 

Organizations must consider how the use of BI fits into the overall organ­
izational strategy and must determine the key metrics to assess achieve­
ment of these strategies. Most BI applications are relatively new informa­
tion technology tools that enable companies to gain access to much greater 
and more detailed information than ever before. These tools can then help 
companies filter their data to enable more informed decision-making. The 
high cost and complexity of many BI applications cause organizations to 
consider it a high-risk investment. 

The balanced scorecard is a performance measurement system that rec­
ognizes that using only financial performance measures may result in sub­
optimal decisions for firms. To get a true measure of organizational per­
formance, firms must link performance measures to strategy and consider 
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the achievement of organizational goals through the financial, customer, 
internal process, and leaming and growth perspectives. By assessing the 
impact of new BI technology on the achievement of goals in all four of the 
perspectives, an organization will be able to capture the benefits that ac­
crue from investment in BI technology. 

The use of the balanced scorecard to show the strategie linkage between 
key technologies and organizational success can be an effective means to 
measure and assess the potential value of adopting BI technology. 
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Abstract. The 21st century organization is evolving from a bureaucratic 
form based upon hierarchy to a new-form based on knowledge and net­
works. This chapter explores the role of business intelligence in this new­
form organization. It develops a model that positions business intelligence 
as the primary source of explicit knowledge within a stakeholder perspec­
tive, integrating with human and social capital (tacit knowledge sources). 
Stakeholder theory provides a useful theoretical basis for this model as it 
offers a comprehensive way to depict business intelligence as a pathway, 
which enables and captures knowledge. The stakeholder model of business 
intelligence helps to predict value creation in organizations characterized 
by indistinct organizational boundaries, information overabundance, and 
fast-paced change. 

14.1 Introduction 

The firm' s ability to take advantage of data and information as part of 
knowledge construction and utilization becomes more complex with the 
increasing volume of both intemally and extemally generated information. 
Firms are experiencing unparalleled environmental change resulting from 
the new economics of information (Evans and Wurster, 2000) and the in­
creasingly dynamic and global nature of competition (0' Aveni, 1994). Or­
ganizations invest in information technology in an effort to handle the in­
formation glut - gathering, analyzing, and sharing knowledge that can be 
leveraged for competitive advantage. Organizational survival depends on 
the construction and integration of knowledge fostering adaptation to the 
environment. However, organizations can also stimulate environmental 
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change with their knowledge and business practices (Dijksterhuis, et al., 
1999). 

One of the signs of this changing competitive landscape is the move­
ment from hierarchical bureaucratic organizational forms toward a new or­
ganizationaI form that is sensitive to vertical, horizontal, and external chal­
lenges and opportunities. This new structure has been labeled the radix or 
new-form organization (Schneider, 2002) and is characterized by network­
like interfaces up and across functions within the organization. In new­
form organizations, firms recognize that exchanges outside the organiza­
tion, that is, aIong the vaIue chain with suppliers and customers and with 
others in the external environment, are critical to organizational survival 
and growth 

This chapter builds on Schneider's (2002) response to Daft and Lewin's 
(1993) chaIlenge for theory regarding the new-form organization Schnei­
der (2002) developed a model for organizational leadership effectiveness 
based on an organization-environment coevolution framework using the 
stakeholder theory to predict leader effectiveness in organizations charac­
terized by nebulous organizational boundaries, flattened hierarchies, and 
contract work relationships. This chapter applies sirnilar theoreticaI devel­
oprnent to another research question: How does the new-form organization 
affect the integration of business intelligence to enhance value creation? 

A knowledge-based theory view of the firm (Grant, 1996) posits that the 
prirnary role of the firm is the creation and application of knowledge that 
will lead to sustainable competitive advantage. SeveraI perspectives of 
how firms behave and why firms are different are integrated into this 
knowledge-based view including the resource-based view (Bamey, 1991; 
Conner, 1991; Eisenhardt and Schoonhaven, 1996), organizational leam­
ing (Crossan, Lane, and White, 1999; Fiol and Lyles, 1985; Huber, 1991; 
Senge, 1990), and cornpetencies (Helleloid and Sirnonin, 1994; Reed and 
DeFillippi, 1990; Leonard-Barton, 1992; Prahalad and Harnei, 1990). A 
knowledge-based theory defines knowledge as broader in scope than in­
formation, weaving facts with ideas and understanding with action. Thus 
knowledge can be viewed as information combined with social innovative 
capacities and applied to decisions and actions. There are two distinct 
streams of research using the knowledge-based view of the firm, each with 
distinct theories and constructs. These are: 1) the information processing 
view from the information technology literatures, and 2) the behavioral 
processing view from the strategic management and organizational theory 
literatures. Knowledge that is formaIized and codified is called "explicit 
knowledge" and is often equated with the information processing view. 
This knowledge is captured in tangible records, documentation, rules, da­
tabases, etc. Recent advances in information technology, such as business 
intelligence and enterprise resource planning systems, offer fast, inexpen-
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sive ways to capture, apply, and disseminate explicit knowledge. Business 
intelligence is identified as an amalgamation of reporting, data mining and 
online analytical processing applications (Hoelscher, 2002). Business intel­
ligen ce is particularly useful in customer relationship marketing (CRM), 
which requires a massive database engine for conducting complex analyses 
of customer behavior (Boon, 1998). Business intelligence is concerned 
with responding more quickly and flexibly to an increasingly turbulent and 
competitive environment 

The social and cognitive skills embedded in the minds of employees and 
organizational routines are called "tacit knowledge" and are equated with 
the behavioral processing view of knowledge. This tacit knowledge is in­
tangible and difficult to formalize but is "visible" in action and emanates 
from two sources - a social source and a cognitive source. The social 
component is often referred to as communities of practice. Communities of 
practice are nodes for the exchange and interpretation of information, em­
phasizing the learning that people have done together rather than the unit 
they report to, the project they are working on, or the people they know. 
They can retain knowledge in "living" ways, unlike a database or a man­
ual, preserving the implicit aspects of knowledge that formal systems can­
not capture. The cognitive component centers around expertise or skills 
built up over time in actions. Know-how (capacity or learning) is more 
than experience (things undertaken before); it is the cumulative adjustment 
to experience that improves performance over time. It is not just the doing, 
but also the enhancement or fine-tuning of doing 

Traditional information processing knowledge theories have assumed 
that the key to knowledge creation rests primarilyon hardware and soft­
ware platforms efficiently processing information and knowledge internal 
to the firm. Behavioral knowledge theories have focused on resources that 
are unique and not easily imitated as a way to create knowledge; the do­
main of organizational members is largely internal, with few in boundary­
spanning roles (Thompson, 1967). The rapidly changing environment and 
modifications in business practices in response to these conditions have in­
creasingly blurred the heretofore generally separate domains of explicit 
and tacit knowledge and the two corresponding theoretical frameworks. 
How are the explicit knowledge bases and the tacit knowledge bases inte­
grated in the new-form organization? What is the role of business intelli­
gence in this integration? How is integration success measured in a new­
form organization? 

In the attempt to ans wer these questions, recent theorizing about the 
new-form organization is reviewed. A model is developed in which an in­
tegrated explicit and tacit knowledge base is shown to both respond to and 
induce environmental change. Stakeholder theory is drawn upon as the ba­
sis for the stakeholder model of business intelligence, which may include 
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those inside or outside the firm and the integration of tacit and explicit 
knowledge bases. A review of business practices associated with the new­
form organization is given next, from which we see the decline of inde­
pendent silos of information and knowledge and the increase in coordina­
tion and reliance among parts in a connected system. Propositions are de­
veloped regarding business intelligence, based on the changes in the 
business intelligence role and relationships because of the movement to the 
new-form organization and the need to coordinate within and outside the 
firm. 

The stakeholder model of business intelligence contributes to both in­
formation technology and management literatures. It is matched with on­
going organizational trends in which knowledge is increasingly developed 
and used in nonhierarchical relationships, internal and external to the firm 
(Barley, 1990; Davidow and Malone, 1992). The model expands the appli­
cation of stakeholder theory and extends research regarding business intel­
ligence (specifically) and explicit and tacit knowledge bases (generally) to 
the new-form organization. 

14.2 Business Intelligence and the Coevolution of 
Organizations and Environments 

Business Intelligence (BI) has grown in importance, as organizations in­
creasingly perceive the value of their intellectual capital and the potential 
profits of unlocking this capital. This intellectual capital comes in the form 
of the processes, solutions, expertise, and heuristics of individuals and 
groups within the organization that have value in solving problems, identi­
fying opportunities and threats, and improving organizational effectiveness 
harvested from the data provided by BI. Business intelligence is neither an 
Information Technology technique nor a technology. It is a combined or­
ganizational effort aimed at satisfying the information requirements of the 
organization. The aim is to provide access to data that has been integrated 
and cleaned; and then, it can be analyzed, manipulated, transformed, and 
combined to discover correlations, trends, and patterns that offer new in­
sights and aid decision making (Boon, 1998). This chapter looks at the re­
lationship of business intelligence with knowledge, through the lens of the 
coevolution framework (Lewin et al., 1999). 

The new-form organization reflects the transformation from the indus­
trial to the postindustrial or knowledge-based age. While interest in knowl­
edge can be traced back to ancient times, recognition that we are evolving 
into a "knowledge society" has been rising since the mid-1960s (Drucker, 
1968). The increasing importance of knowledge coincides with innova-
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tions in, and widespread adoption of, information technologies and the ac­
ceptance of information as the newest factor of production (Boisot, 1999). 
Knowledge differs from other factors of production (land, labor, and capi­
tal) since it is not subject to diminishing returns; output associated with 
knowledge accumulates at an increasing rate (Boisot, 1999). The informa­
tion processing view defines knowledge as the process of acquiring, orga­
nizing, sharing, retrieving, and updating content throughout an organiza­
tion to all who need it for action (Albert, 1998; Hibbard, 1997). Polanyi 
(1964) called this dimension explicit knowledge that is knowledge whieh 
is formalized and codified. This knowledge is captured in records; and the 
recent advances in information technology off er fast, inexpensive ways to 
capture and apply explicit knowledge. Business intelligence is a major 
component of an explicit knowledge base (Malhotra, 2000). 

Knowledge also resides in human capital, those who are employed to 
think rather than to merely do (Pfeffer, 1996). Knowledge is also the prop­
erty of a collective; this social capital is based on relationships. Organiza­
tions are characterized as cognitive enterprises that leam and develop 
knowledge as a collective (Crossan, Lane, and White, 1999). The organi­
zation's ability to generate collective knowledge is a function of how it 
combines its infrastructure, culture, and processes with its explicit knowl­
edge base. The organization' s capacity to generate value for customers is 
increasingly linked to its treatment of human capital, creation of social 
capital, and use of business intelligence to recognize and to manipulate en­
vironmental factors thus promoting and improving an organization's com­
petitive position. 

The new-form organization is firmly anchored in creating value for the 
customer that is seamless across multiple products, regions, and customer 
groups. Thus it is characterized by permeable boundaries (Kantor, 1990), 
elasticity and nimbleness (Volberda, 1996), and horizontal connections 
across functions, divisions, and geographic regions (Galbraith, 1994). It is 
more open and adaptive than the bureaucratic designs that characterized 
the industrial age (Wheatley, 1992). The new-form organization is weil in­
formed about other firms located along the value chain and looks to utilize 
contractual agreements rather than takeover activity whenever possible to 
enhance strategie opportunities, thus maintaining flexibility. Organizations 
extend relationships outside of traditional boundaries accumulating tacit 
and explicit knowledge sources. These knowledge sources make possible 
and sustain these relationships. Business intelligence facilitates the connec­
tions in the new-form organization, bringing real-time information to cen­
tralized repositories to create rich and precisely targeted analytics that can 
be exploited at every horizontal and vertical level within and outside the 
firm. 
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The coevolution framework makes use of multidirectional causality and 
multiple environments in explaining new organizational forms. Multidirec­
tional causality illustrates how business intelligence press ures, and is pres­
sured by, the environment (See Fig. 14.1). The framework divides the en­
vironment into extra-institutional, institutional and industry. The extra­
institutional forces of technological advances, globalization, and institu­
tional forces that are nation-specific differences in politieal/legal forces, 
capital markets, and demographic/socio-cultural factors help explain varia­
tion in and acceptance of the new-form organization. The industry is the 
competitive dynamics that require and reward speed, flexibility, creativity, 
and adaptability in relation to current and potential competitors. The inter­
nal organizational aspects of the coevolution framework inc1ude strategie 
intent, managerial action, and leadership. 

Extra-lnstltutlonal Instltutional Environment 
Environment • Capital Mar1<ets 

• Teehnologieal Advaneements ~ • Politieal and Legal faetors 
• Globalizalion • Demographie/Socio-Cultural factors 
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Fig. 14.1. A Stakeholder Model of Business Intelligence 

Since the new-form organization is primarily a network, the generation and 
use of information, human capital, and social capital are critieal to knowl­
edge creation and competitive position. Business intelligence is the path­
way that enables and captures this capital development. Traditionally, 
business intelligence has been a function and tool primarily of information 
technology experts. This view should be modified, and stakeholder theory 
contributes the needed theoretieal basis for placing business intelligence in 
the larger context of the new-form organization. 
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14.3 Applying Stakeholder Theory to Business 
Intelligence 

Stakeholder theory conceptualizes the finn as aseries of groups with inter­
locldng relationships (See Fig. 14.2). Stakeholders consist of internal and 
external members, and the organization is viewed as a collection of coop­
erative and competitive interests each possessing intrinsie worth. The 
stakeholder theory does not simply describe existing situations; it also ad­
vocates attitudes, structures, and practices. It requires as its key attribute, 
simultaneous attention to the legitimate interests of all appropriate stake­
holders in establishing procedures, goals, and in day-to-day decision­
maldng (Donaldson and Preston, 1995). Since the purpose of the stake­
holder theory is to both explain and guide the structure and operations of 
the organization through which numerous and diverse participants accom­
plish multiple and not always congruent purposes, the theory can be inte­
grated with literature regarding business intelligence. 

Fig. 14.2. The Stakeholder Model 

Stakeholders have the potential to be influenced or affected by the organi­
zation and/or to influence or affect the organization (Freeman, 1984). They 
pressure the organization through their capability to help or hurt the or­
ganization's ability to create value. The bargaining power of these stake-



234 Claire A. Simmers 

holders influences their appropriation of the profits associated with value 
creation (Schneider, 2(02). Effective business intelligence will gather data, 
analyze it, and disseminate information to these stakeholders to minimize 
threats and maximize potential benefits. For example, a supplier may pre­
sent the chance for a cooperative alliance into a new market where data 
collected on the demographics and psychographics of the market indieate a 
potential market. 

In keeping with much of strategie management theory, the stakeholder 
model of business intelligence has value creation as the dependent vari­
able. Consistent with the knowledge-based theory of the firm, knowledge 
bases should translate into enhanced value creation. Evaluating and meas­
uring value creation is multifarious and the balanced scorecard approach is 
a promising way to capture this complexity Robert Kaplan, an accounting 
professor at the Harvard Business School, and David Norton, president of 
the Renaissance Strategy Group, co-developed the balanced scorecard ap­
proach (Kaplan and Norton, 1996). The purpose of the scorecard is to 
identify and track the key elements that drive performance, providing 
measurement from four perspectives. The financial perspective focuses on 
traditional measures of profitability. The customer perspective centers on 
evaluations of an organization' s relationships with its customers. The fu­
ture perspective assesses the firm's ability to innovate and to learn for fu­
ture value creation. The internal perspective appraises employees and op­
erations. The balanced scorecard approach provides a collection of metrics 
that have the potential to focus on a clear and manageable set of relevant 
performance factors. The balanced scorecard reflects the new-form organi­
zation and the modern business environment based on co-evolution and in­
cludes multiple perceptions and measures of firm performance (See Fig. 
14.1). 

In order to outline the independent variables within the model, the next 
two sections specify how practices associated with the new-form organiza­
ti on both influence and are influenced by knowledge bases. The sections 
correspond to two major bases of knowledge: explicit knowledge and tacit 
knowledge. Each section discusses how evolution to the new-form organi­
zation has affected knowledge. The section on business intelligence devel­
ops a proposition regarding the breadth of business intelligence and value 
creation. Immediately following is the section on tacit knowledge, whieh 
includes a discussion of communities of practiee and customer know-how. 
Propositions are developed regarding tendencies to partieipate in commu­
nities of practiee and the breadth and depth of customer know-how and 
value creation. The final section on organizational attributes, proposes 
some organizational attributes positioned to be partieularly critical to value 
creation. 
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14.4 Business Intelligence within the Stakeholder Model 
of Business Intelligence 

14.4.1 The Literature on Business Intelligence 

Information technologies playacentral role in today's knowledge­
intensive environment. The watchwords for enabling knowledge sharing 
are convergence and integration. The IT systems must be able to merge 
and integrate disparate organizational systems to provide seamless, consis­
tent data flow, connecting individual processes so that data are useful for 
decision-making throughout the entire business system in a timely fashion. 
In the information processing view of knowledge, two technologies have 
been key to improving the quantitative and qualitative value of knowledge 
available: business intelligence and knowledge management. Business in­
telligence has applied functionality, scalability, and reliability of database 
management. Knowledge management technologies combine content 
management systems like enterprise resource planning (ERP) with the 
World Wide Web to derive more value from textual information. While 
these systems have historically been separate, these systems are blending 
over time with technologieal advances (Cody et al., 2(02). We have seen 
some evidence of this mingling in the area of mobile communieation with 
phones, digital cameras and personal organizers being incorporated into a 
single device. 

Business intelligence has evolved from data warehousing with its focus 
on static reporting to a spotlight on intelligence; shifting from data trans­
formation into information as a focal point to data transformation into in­
telligence. Over the past half of a decade, the data warehouse (DW) has 
become a standard component of the architecture and strategie direction of 
most businesses. There is a driving need for businesses to assess and im­
prove their competitive position in the marketplace manifesting itself in 
the race to collect information, analyze results, predict future trends and 
make well-informed tactieal and strategie business decisions. These deci­
sions affect a myriad of corporate subjects, from customers to products to 
suppliers and distributors, for a wide range of industries from retailers and 
manufacturers to banks, healthcare providers and airlines (Moncla, 2000). 

In summary, business intelligence has evolved through aseries of stages 
from single-department content to multi-departmental collaboration, then 
to an enterprise view, and finally to the business value chain. It has moved 
from reactive to proactive (Moncla, 2000). However, as important as busi­
ness intelligence has become, there has been little theoretical development 
and a dearth of empirical studies on either the antecedents or the outcomes 
of business intelligence. The rise of the new business practices in conjunc-
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tion with the rise in business intelligence creates an opportunity to map 
these relationships. 

14.4.2 New Business Practices and Business Intelligence 

To specify the characteristics of knowledge associated with value creation 
within the stakeholder model, this section examines the key business prac­
tices that have developed in the knowledge-driven age. Their effects in­
clude the expansion of business intelligence to include new stakeholders, 
increased demands for information, and increased codification and sharing 
of knowledge brought about through extension into multiple internal and 
external environments. 

14.4.2.1 Activity-Based Cost Accounting 

Activity-based cost (ABC) accounting differs from traditional systems by 
modeling the usage of all organizational resources on the activities done by 
these resources and then linking the cost of these activities to outputs such 
as products, services, and customers (Cooper et al., 1992). The allocation 
of past expenses to products, mainly for inventory valuation purposes, is 
the focal point of traditional accounting systems. In ABC, the costs of re­
sources used to perform organizational activities are measured. An ABC 
system allows contemplation of how resource demands change as deci­
sions get made and enables management of business activities by provid­
ing a cross-functional view of the organization ABC's link to decision 
making is the major departure from traditional accounting systems. The 
use of ABC allows for accurate cost reporting matched with work per­
formed, facilitating decisions about outsourcing, eliminating, and stream­
lining activities (Cooper et al, 1992). Business intelligence facilitates and 
is facilitated by ABC; but more importantly, this relationship enhances 
value creation. 

14.4.2.2 Customer Relationship Management 

Customer Relationship Management (CRM) is a range of marketing and 
sales concepts and techniques that requires a massive database engine for 
conducting complex analyses of customer behavior and defining and moni­
toring micro-segments of the market CRM manages and optimizes cus­
tomer interactions across organization 's traditional and electronic inter­
faces (Ragins and Greco, 2003). It validates that customers are primary 
stakeholders and is used to glean better insight into customers' buying be­
haviors, helping to build competitive advantage. Success of CRM depends 
on a customer-focused strategy implemented with legacy systems and 
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processes and but often with new processes and systems (Hansotia, 2002). 
Failure of CRM is often linked to a lack of focus on business objectives 
and the poor identification and management of scope (Stirnpson, 2003). 
The adaptation functionality of business intelligence is weIl matched with 
the evolving demands of CRM. 

14.4.2.3 Strategie Allianees and Outsourcing 

A characteristie of the existing business setting is that many organizations 
form cooperative interorganizational relationships (Ring and Van de Yen, 
1994). Strategic alliances are driven both by strategie needs to develop or 
enhance competitive advantage and by knowledge opportunities (Eisen­
hardt and Schoonhoven, 1996). Cooperative opportunities, whether for 
joint maximization of complementary assets or for the pursuit of new op­
portunities, present the challenge of coordinating information and creating 
a shared knowledge base. Membership in alliances results in interorganiza­
tional boundary spanning where having common information systems 
heightens productivity and efficiency. 

Outsourcing is having extemal sources for activities that were previ­
ously performed inside the firm. Organizations should outsource those ac­
tivities in whieh the firm has no special capabilities or whieh are not criti­
cal (Saunders et al., 1997). Activities that are outsourced still need to be 
coordinated and integrated by the horne organization. As use of extemal 
parties increases, knowledge coordination facilities the efficient achieve­
ment of goals. Outsourcing results in enhanced roles for business intelli­
gence and increases its role complexity. For example, organizations may 
decide that outsourced activities need access to aggregate demand levels 
for certain products or product groups in order to make better manufactur­
ing planning decisions. 

14.4.2.4 Teams Usage 

Organizations have increased their reliance on teams (Stewart and Manz, 
1995). A team is a collection of task-interdependent individuals who share 
responsibility for outcomes and increasingly manage across organizational 
boundaries. Team effectiveness measured by achievement of organization, 
team and individual goals consists of organizational and team environment 
elements such as reward systems, organizational leadership, communica­
tion, and information systems, team design, and processes, such as team 
size and cohesiveness. Teams are frequently cross-functional with different 
expertise and are often working from different locations. The use of virtual 
teams is rising (Solomon, 2001). Team usage is associated with the expan­
sion of reliance on electronie communieation and the ability to not only 
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share but to create and store information since team members may work in 
different locations at different times and under intense time press ures to 
complete work assignments (Arthanassiou and Nigh 2000). 

It is proposed that those organizations that are viewed as effective 
across multiple stakeholders will tend to engage successfully in the busi­
ness practices outlined here. As organizations develop business practices 
that best suit the environment, the breadth of business intelligence will in­
crease. Thus the coordinated movement to the new-form and the corre­
sponding reliance on business intelligence will heighten the chances of 
value creation. 

PROPOSITION 1. There will be a positive relationship between the 
breadth of business intelligence to include multiple new-form practices 
and value creation. 

14.5 Tacit Knowledge within the Stakeholder Model 
of Business Intelligence 

The review of the new-form organization's business practices indicates 
that, contrary to bureaucratic models, explicit knowledge is no longer 
static, reactive and contained within discrete units; indeed, the very nature 
of business intelligence suggests an integration of explicit and tacit knowl­
edge bases within and outside the organization. The next section reviews 
the literature on tacit knowledge, particularly comrnunities of practice and 
customer know-how, to ascertain the linkages within the stakeholder busi­
ness intelligence model. 

14.5.1 Communities of Practice and Business Intelligence 

The concept of comrnunities of practice refers to a theory that builds on 
learning as social participation (Love and Wenger, 1991). Comrnunities 
are a way of thinking about how work is done and express the idea that 
people leam on the job and learn from working together. Comrnunities are 
not isolated; they interact with each other and can be geographically dis­
persed. The core principles are simple: leaming is social and learning hap­
pens on the job (Stamps, 1997). Comrnunities of practice have been deeply 
rooted in the face-to-face world; it has been generally thought that the con­
ce pt of communities of practice do not transfer to the virtual world (Rob­
erts, 2000; Stamps, 1997). However, more recently, comrnunities of prac­
tice have been described as "a group whose members regularly engage in 
sharing and leaming, based on their comrnon interests." (Lesser and 
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Storck, 2001: 831) Lesser and Storck (2001) suggest that communities of 
practice are engines for the development of social capital and that mem­
bers may not be collocated. Critical dimensions include: structural (indi­
viduals must perceive themselves to be part of a network); relational (a 
sense of trust needs to develop); and cognitive (common interest). While 
face-to-face interaction is important for developing trust, shared reposito­
ries and discussion databases also contribute to the creation and mainte­
nance of trust. Business intelligence provides fertile ground for the learn­
ing and interest sharing, which characterize communities of practice 
Lesser and Storck (200 1) further posit that communities of practice create 
organizational value, identifying four areas of organizational performance: 
decreasing the learning curve of new employees; responding more rapidly 
to customer needs; reducing re-work; and fostering new ideas for products 
and services. In keeping with the development of tacit knowledge through 
communities of practice, I propose that value creation will he enhanced 
when communities of practice and business intelligence are utilized. They 
enhance human and social capital, the building blocks of the new-form or­
ganization. 

PROPOSITION 2a. There will be a positive relationship between the 
breadth 0/ communities 0/ practice and business intelligence. 

PROPOSITION 2b. There will be a positive relationship between the 
breadth 0/ communities 0/ practice and value creation. 

14.5.2 Customer Know-How 

This source of tacit knowledge is a complex construct derived from col­
laborative know-how exarnined by Simonin (1997). Customer know-how 
is the capacity to manage customers; it represents the skill to access and in­
temalize new strategie assets from customers. It is knowledge that is em­
bedded in the minds of employees and organizational routines and repre­
sents organization-wide culture and expertise about customers' current and 
future needs which cuts across departments, individuals and time. Since 
organizations with customer know-how are hetter able to avoid mistakes 
and to resolve problems, they are more likely to develop trust and reputa­
tion with customers, building more customer know-how. I propose that 
business intelligence as an explicit knowledge base and customer know­
how as a tacit knowledge base mutually benefit each other. They are in co­
evolutionary relationships and continue to mingle. Researchers have in­
creasingly drawn attention to the links between learning as represented by 
customer know-how and actual firm performance (Nass, 1994). 
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PROPOSITION 3a. There will be a positive relationship between the 
breadth 0/ customer know-how and business intelligence. 

PROPOSITION 3b. There will be a positive relationship between the 
breadth 0/ customer know-how and value creation. 

14.6 Organizational Attributes within the Stakeholder 
Model of Business Intelligence 

Attributes of the organization mayaIso playamoderating role in the rela­
tionships proposed. They set the backdrop for the enactment of business 
intelligence in the stakeholder model. 

14.6.1 Strategie Intent 

The leveraging of the firm's internal resources, capabilities, and core com­
petencies to achieve an organization's goals in the competitive environ­
ment is strategic intent (Harnel and Prahaladl, 1989). Concerned with win­
ning competitive battles, strategie intent implies a significant stretch for 
the organization. It describes the resolve, stamina, and commitment of the 
organization, emanating from the leadership throughout the organization to 
strive to be the best (Finkelstein and Hambrick, 1990). It is the dream that 
challenges and energizes the organization (Hamel and Prahalad, 1994). V s­
ing the stake holder model implies that the strategie intent must be broad 
enough to include relevant current and future stakeholders. It should not be 
narrowly focused on maintaining position but on competing for the future 
and providing the best for the customer. Strategie intent is consistent with 
and drives the new-form organization business practiees. Business intelli­
gence is a way to disseminate, as weil as coordinate, this strategie intent 
not only within the organization but also throughout the organization's 
stakeholders. 

14.6.2 Leadership 

Leadership roles, relationships and leader attributes may influence how an 
organization acts in the new-form organization. Effective leaders will be 
able to assess stakeholders' respective abilities and whether extra­
institutional and institutional forces represent opportunities or challenges. 
To the extent that leadership is able to discern the importance of often con­
flicting stakeholder interests and demands, the organization will be better 
able to enhance value creation. Leaders need to possess significant cogni-
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tive, emotional, and behavioral abilities to cope with their complex envi­
ronments (Schneider, 2002). Organizations with successful leadership can 
assess the importance of stakeholders, have interpersonal skills to enhance 
human and social capital, and are better able to envision the potential of 
business intelligence. Thus they will be more likely to contribute to value 
creation. 

In summary, value creation is enhanced when strategic intent and lead­
ership look beyond the traditional organizational model of bureaucracy and 
embrace the practiees of the new-form organization emphasizing human 
and social capital that is enabled by business intelligence. Thus I propose 
that the breadth of strategie intent and leadership in terms of stakeholders 
will enhance value creation. 

PROPOSITION 4. There will be a positive relationship between the 
breadth 0/ strategie intent and leadership and value creation. 

14.7 Conclusion 

On one side, business intelligence exists because of changing environ­
mental conditions that affect the organization. Additionally, the emergence 
of the new-form organization has increased the need for business intelli­
gence to res pond to shifting environmental sUIToundings. The stakeholder 
model of business intelligence is different from the dominant conceptuali­
zation of business intelligence that developed under industrial age bureauc­
racy. Traditional IT theories apply within an organizational context of 
c1ear organizational boundaries, a tendency toward hierarchies, and a reli­
ance on back office, c10sed IT architecture. The stakeholder model of busi­
ness intelligence applies to the 21" century comprised of nebulous bounda­
ries within and outside the firm, horizontal organizational designs, team 
work relationships, intense focus on the customer, and reliance on partner­
ships outside of the organization. 

The stakeholder business intelligence model depicted in Fig. 14.1 and its 
related propositions address issues regarding the relationships of business 
intelligence to those outside of the IT domain. The stakeholder model de­
scribes how business intelligence has changed with the new-form organi­
zation; it is offered that explicit and tacit knowledge bases will interact 
within and across organizations. The model is at a preliminary stage and is 
offered with the intention of promoting research to fill the gap between 
theory and practice. It fosters the integration of information theories and 
behavioral theories into a single model, which I believe has the potential to 
more accurately describe practice. In addition, the interplay between busi­
ness intelligence and the extra-institutional and institutional forces should 
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be studied. Differences in business intelligence may tend to emerge as the 
new-form becomes diffused across the globe, reflecting how these forces 
come to shape and are shaped. 

In particular, work is needed on business intelligence integration with 
communities of practice and customer know-how. Business intelligence 
will continue to initiate structure to facilitate goal attainment, but it will 
also foster flexibility and creativity - common characteristics of the new­
form organization (Wheatley, 1992). In the 21 SI century, facilitation of 
knowledge through the integration of explicit and implicit knowledge 
bases is replacing the traditionally separate silos of information technology 
and organizational sciences. While business intelligence remains in part 
about information technology, it is increasingly about developing social 
capital by enabling relationships that offer access to other human capital 
both within and outside the organization. Business intelligence within the 
new-form organization will encourage interactions and connections, incor­
porating technological advances, thus entrenching its role within a larger 
stakeholder model. 
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