


OPTICAL COMMUNICATION THEORY AND
TECHNIQUES



This page intentionally left blankThis page intentionally left blankThis page intentionally left blankThis page intentionally left blank

This page intentionally left blank



OPTICAL COMMUNICATION THEORY AND
TECHNIQUES

Edited by

ENRICO FORESTIERI
Scuola Superiore Sant’Anna, Pisa, Italy

Springer



eBook ISBN: 0-387-23136-6
Print ISBN: 0-387-23132-3

Print ©2005 Springer Science + Business Media, Inc.

All rights reserved

No part of this eBook may be reproduced or transmitted in any form or by any means, electronic,
mechanical, recording, or otherwise, without written consent from the Publisher

Created in the United States of America

Boston

©2005 Springer Science + Business Media, Inc.

Visit Springer's eBookstore at: http://ebooks.kluweronline.com
and the Springer Global Website Online at: http://www.springeronline.com



Contents

Preface ix

Part I Information and Communication Theory for Optical Communications

Solving the Nonlinear Schrödinger Equation
Enrico Forestieri and Marco Secondini

Modulation and Detection Techniques for DWDM Systems
Joseph M. Kahn and Keang-Po Ho

Best Optical Filtering for Duobinary Transmission
G. Bosco, A. Carena, V. Curri, and P. Poggiolini

Theoretical Limits for the Dispersion Limited Optical Channel
Roberto Gaudino

Capacity Bounds for MIMO Poisson Channels with Inter-Symbol Interference
Alfonso Martinez

Qspace Project: Quantum Cryptography in Space
C. Barbieri, G. Cariolaro, T. Occhipinti, C. Pernechele, F. Tamburini, P. Villoresi

Quantum-Aided Classical Cryptography with a Moving Target
Fabrizio Tamburini, Sante Andreoli, and Tommaso Occhipinti

13

3

21

29

37

45

53

63

79

87

Part II Coding Theory and Techniques

Channel Coding for Optical Communications
Sergio Benedetto and Gabriella Bosco

Soft Decoding in Optical Systems: Turbo Product Codes vs. LDPC Codes
Gabriella Bosco and Sergio Benedetto

Iterative Decoding and Error Code Correction Method in Holographic Data
Storage

Attila Sütõ and Emõke Lõrincz



vi

Performance of Optical Time-Spread CDMA/PPM with Multiple Access and
Multipath Interference

B. Zeidler, G. C. Papen, and L. Milstein

Performance Analysis and Comparison of Trellis-Coded and Turbo-Coded
Optical CDMA Systems

M. Kulkarni, P. Purohit, and N. Kannan

95

103

Part III Characterizing, Measuring, and Calculating Performance in Optical Fiber
Communication Systems

A Methodology For Calculating Performance in an Optical Fiber
Communications System

C. R. Menyuk, B. S. Marks, and J. Zweck

Markov Chain Monte Carlo Technique for Outage Probability Evaluation in
PMD-Compensated Systems

Marco Secondini, Enrico Forestieri, and Giancarlo Prati

A Parametric Gain Approach to Performance Evaluation of DPSK/DQPSK
Systems with Nonlinear Phase Noise

P. Serena, A. Orlandini, and A. Bononi

Characterization of Intrachannel Nonlinear Distortion in Ultra-High Bit-Rate
Transmission Systems

Robert I. Killey, Vitaly Mikhailov, Shamil Appathurai, and Polina Bayvel

Mathematical and Experimental Analysis of Interferometric Crosstalk Noise
Incorporating Chirp Effect in Directly Modulated Systems

Efraim Buimovich-Rotem and Dan Sadot

On the Impact of MPI in All-Raman Dispersion-Compensated IMDD and
DPSK Links

Stefan Tenenbaum and Pierluigi Poggiolini

Part IV Modulation Formats and Detection

Modulation Formats for Optical Fiber Transmission
Klaus Petermann

Dispersion Limitations in Optical Systems Using Offset DPSK
Jin Wang and Joseph M. Kahn

Integrated Optical FIR-Filters for Adaptive Equalization of Fiber Channel
Impairments at 40 Gbit/s

M. Bohn, W. Rosenkranz, F. Horst, B. J. Offrein, G.-L. Bona, P. Krummrich

Performance of Electronic Equalization Applied to Innovative
Transmission Techniques

Vittorio Curri, Roberto Gaudino, and Antonio Napoli

113

121

129

137

151

157

167

173

181

189



Contents vii

Performance Bounds of MLSE in Intensity Modulated Fiber Optic Links
G. C. Papen, L. B. Milstein, P. H. Siegel, and Y. Fainman

On MLSE Reception of Chromatic Dispersion Tolerant Modulation Schemes
Helmut Griesser, Joerg-Peter Elbers, and Christoph Glingener

197

205

Author Index 213

Index 215



This page intentionally left blank



Preface

Since the advent of optical communications, a great technological effort has
been devoted to the exploitation of the huge bandwidth of optical fibers. Start-
ing from a few Mb/s single channel systems, a fast and constant technological
development has led to the actual 10 Gb/s per channel dense wavelength di-
vision multiplexing (DWDM) systems, with dozens of channels on a single
fiber. Transmitters and receivers are now ready for 40 Gb/s, whereas hundreds
of channels can be simultaneously amplified by optical amplifiers.

Nevertheless, despite such a pace in technological progress, optical com-
munications are still in a primitive stage if compared, for instance, to radio
communications: the widely spread on-off keying (OOK) modulation format
is equivalent to the rough amplitude modulation (AM) format, whereas the
DWDM technique is nothing more than the optical version of the frequency di-
vision multiplexing (FDM) technique. Moreover, adaptive equalization, chan-
nel coding or maximum likelihood detection are still considered something
“exotic” in the optical world. This is mainly due to the favourable charac-
teristics of the fiber optic channel (large bandwidth, low attenuation, channel
stability, ...), which so far allowed us to use very simple transmission and
detection techniques.

But now we are slightly moving toward the physical limits of the fiber and,
as it was the case for radio communications, more sophisticated techniques
will be needed to increase the spectral efficiency and counteract the transmis-
sion impairments. At the same time, the evolution of the techniques should be
supported, or better preceded, by an analogous evolution of the theory. Look-
ing at the literature, contradictions are not unlikely to be found among different
theoretical works, and a lack of standards and common theoretical basis can be
observed. As an example, the performance of an optical system is often given
in terms of different, and sometimes misleading, figures of merit, such as the
error probability, the Q-factor, the eye-opening and so on. Under very strict hy-
potheses, there is a sort of equivalence among these figures of merit, but things
drastically change when nonlinear effects are present or different modulation
formats considered.



x

This depiction of optical communications as an early science is well re-
flected by the most known journals and conferences of this area, where techno-
logical and experimental aspects usually play a predominant role. On the other
hand, this book, namely Optical Communications Theory and Techniques, is
intended to be a collection of up-to-date papers dealing with the theoretical
aspects of optical communications. All the papers were selected or written
by worldwide recognized experts in the field, and were presented at the 2004
Tyrrhenian International Workshop on Digital Communications. According to
the program of the workshop, the book is divided into four parts:

Information and Communication Theory for Optical Communications. This
first part examines optical systems from a rigorous information theory point
of view, addressing questions like “what is the ultimate capacity of a given
channel?”, or “which is the most efficient modulation format?”.

Coding Theory and Techniques. This part is concerned with the theory and
techniques of coding, applied to optical systems. For instance, different for-
ward error correction (FEC) codes are analyzed and compared, taking explic-
itly into account the non-AWGN (Additive White Gaussian Noise) nature of
the channel.

Characterizing, Measuring, and Calculating Performance in Optical Fiber
Communication Systems. This part describes several techniques for the exper-
imental measurement, analytical evaluation or simulations-based estimation of
the performance of optical systems. The error probability in the linear and
nonlinear regime, as well as the impact of PMD or Raman amplification are
subject of this part.

Modulation Formats and Detection. This last part is concerned with the
joint or disjoint use of different modulation formats and detection techniques to
improve the performance of optical systems and their tolerance to transmission
impairments. Modulation in the amplitude, phase and polarization domain are
considered, as well as adaptive equalization and maximum likelihood sequence
estimation.

Each paper is self contained, such to give the reader a clear picture of the
treated topic. Furthermore, getting back to the depiction of optical communi-
cations as an early science, the whole book is intended to be a common basis
for the theoreticians working in the field, upon which consistent new works
could be developed in the next future.

ENRICO FORESTIERI
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SOLVING THE NONLINEAR SCHRÖDINGER
EQUATION

Enrico Forestieri and Marco Secondini
Scuola Superiore Sant’Anna di Studi Universitari e Perfezionamento, Pisa, Italy, and Photonic
Networks National Laboratory, CNIT, Pisa, Italy.

forestieri@sssup.it

Abstract: Some simple recursive methods are described for constructing asymptotically
exact solutions of the nonlinear Schrödinger equation (NLSE). It is shown that
the NLSE solution can be expressed analytically by two recurrence relations
corresponding to two different perturbation methods.

Key words: optical Kerr effect; optical fiber nonlinearity; nonlinear distortion; optical fiber
theory.

1. INTRODUCTION

The nonlinear Schrödinger equation governs the propagation of the optical
field complex envelope in a single-mode fiber [1]. Accounting for group
velocity dispersion (GVD), self-phase modulation (SPM), and loss, in a time
frame moving with the signal group velocity, the NLSE can be written as

where is the Kerr nonlinear coefficient [1], is the power attenuation con-
stant, and is the GVD parameter being the reference
wavelength, the light speed, and D the fiber dispersion parameter at Let-
ting we can get rid of the last term in (1), which
becomes

Exact solutions of this equation are typically not known in analytical form,
except for soliton solutions when [2–4]. Given an input condition
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the solution of (2) is then to be found numerically, the most widely
used method being the Split-Step Fourier Method (SSFM) [1]. Analytical
approximations to the solution of (2) can be obtained by linearization tech-
niques [5–12], such as perturbation methods taylored for modulation instabil-
ity (or parametric gain) [5–8] or of more general validity [9,10], small-signal
analysis [11], and the variational method [12]. An approach based on Volterra
series [13] was recently shown to be equivalent to the regular perturbation
method [9]. However, all methods able to deal with an arbitrarily modulated
input signal, provide accurate approximations either only for very small input
powers or only for very small fiber losses, with the exception of the enhanced
regular perturbation method presented in [9] and the multiplicative approxi-
mation introduced in [10], whose results are valid for input powers as high as
about 10 dBm. We present here two recursive expressions that, starting from
the linear solution of (2) for asymptotically converge to the exact solu-
tion for and revisit the multiplicative approximation in [10], relating it
to the regular perturbation method.

2. AN INTEGRAL EXPRESSION OF THE NLSE

In this Section we will obtain an integral expression of the NLSE which, to
our knowledge, is not found in the literature. Letting

and taking the Fourier transform1 of (2), we obtain

which, by the position

becomes

Integrating (6) from 0 to leads to

and, taking into account (5), we have

1 The Fourier transform with respect to time of a function will be denoted by the same but capital
letter such that and
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where is the Fourier transform of the solution
of (2) for Letting now so that

and antitransforming (8) by taking into account (3), gives

where denotes temporal convolution, and is the
signal at in a linear and lossless fiber.

3. A FIRST RECURRENCE RELATION
CORRESPONDING TO A REGULAR
PERTURBATION METHOD

According to the regular perturbation (RP) method [9], expanding the opti-
cal field complex envelope in power series in

and substituting (10) in (9), after some algebra we obtain

where we omitted the arguments for the appearing on the left side,
and for those on the right side. By equating the powers in with the
same exponent, we can recursively evaluate all the

As an example, the first three turn out to be
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Turning again our attention to (9), we note that it suggests the following recur-
rence relation

and it is easy to see that

as it can be shown that

This means that the rate of convergence of (13) is not greater than that of (10)
when using the same number of terms as the recurrence steps, i.e., it is poor [9].
We will now seek an improved recurrence relation with an accelerated rate of
convergence to the solution of (2).

4. AN IMPROVED RECURRENCE RELATION
CORRESPONDING TO A LOGARITHMIC
PERTURBATION METHOD

As shown in [10], a faster convergence rate is obtained when expanding in
power series in the log of rather than itself as done in (10). So,
we try to recast (9) in terms of log and to this end rewrite it as

Using now the expansion

we replace the term in (16), obtaining

where, for simplicity, we omitted all the function arguments. So, the sought
inproved recurrence relation suggested by (18) is
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where we used again (17) to obtain the right side of the second equation. Also
in this case as it can be shown that the power series
in of log coincides with that of log in the first   terms.

Notice that evaluated from (19) coincides with the first-order multi-
plicative approximation in [10], there obtained with a different approach. The
method in [10] is really a logarithmic perturbation (LP) method as the solution

is written as

and are evaluated by analytically approximating the SSFM
solution. The calculation of becomes progressively more involved for
increasing values of but that method is useful because it can provide an
analytical expression for the SSFM errors due to a finite step size [10].

We now follow another approach. Letting

such that

for every can be easily evaluated in the following manner. The
power series expansion of in (22) is

where

Equating (10) to (23), and taking into account that we can recur-
sively evaluate the as
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Thus, from the order regular perturbation approximation we can construct
the order logarithmic perturbation approximation. As an example we have

So, once evaluated the from (12), we can evaluate the from (25)
and then through (22), unless is zero (or very small), in which
case we simply use (10) as in this case is also small and (10) is equally
accurate.

5. COMPUTATIONAL ISSUES

The computational complexity of (12), (13) and (19) is the same, and at first
glance it may seem that a order integral must be computed for the
order approximation. However, it is not so and the complexity only increases
linearly with Indeed, the terms depending on can be taken out of the
integration2 and so all the integrals can be computed in parallel. However,
only for these methods turn out to be faster than the SSFM because
of the possibility to exploit efficient quadrature rules for the outer integral,
whereas the inner ones are to be evaluated through the trapezoidal rule as, to
evaluate them in parallel, we are forced to use the nodes imposed by the outer
quadrature rule.

Although (12), (13), (19), and (22) hold for a single fiber span, they can
also be used in the case of many spans with given dispersion maps and per-
span amplification. Indeed, one simply considers the output signal at the end
of each span as the input signal to the next span [9, 10]. We would like to point
out that even if the propagation in the compensating fiber is considered to be
linear, (19) or (22) should still be used for the total span length L, by simply
replacing with the length of the transmission fiber    in the upper limit of
integration and with L in all other places.

2This is apparent when performing the integrals in the frequency domain, but is also true in the time domain
as when is the impulse response of a linear fiber of length

simply corresponds to a fiber of length and opposite sign of dispersion parameter).
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6. SOME RESULTS

To illustrate the results obtainable by the RP and LP methods, we considered
a link, composed of 100 km spans of transmission fiber followed
by a compensating fiber and per span amplification recovering all the span loss.
The transmission fiber is a standard single-mode fiber with
D = 17 ps/nm/km, whereas the compensating fiber has

D = –100 ps/nm/km, and a length such
that the residual dispersion per span is zero.

In Table 1 we report the minimum order of the RP and LP methods necessary
to have a normalized square deviation (NSD) less than The NSD is
defined as

where is the solution obtained by the SSFM with a step size of
100 m, is either the RP or LP approximation, and the integrals extend
to the whole transmission period, which in our case is that corresponding to a
pseudorandom bit sequence of length 64 bits. The input signal format is NRZ
at 10 Gb/s, filtered by a Gaussian filter with bandwidth equal to 20 GHz.

It can be seen that the LP method requires a lower order than the RP method
to achieve the same accuracy when the input peak power increases beyond
6 dBm and the number of spans execeeds 4. As an example, Fig. 1 shows the
output intensity for an isolated “1” in the pseudorandom sequence when the
input peak power is 12 dBm and the number of spans is 5, showing that, in
this case, 3rd-order is required for the RP method, whereas only 2nd-order for
the LP method. As a matter of fact, until 12 dBm and 8 spans, the 2nd-order
LP method suffices for a However, for higher values of
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Figure 1. Output intensity for an isolated “1” with and 5 spans.

and number of spans, i.e., when moving form left to right along a diagonal in
Table 1, the two methods tend to become equivalent, in the sense that they tend
to require the same order to achieve a given accuracy.

This can be explained by making the analytical form (19) of the NLSE so-
lution explicit. Indeed, doing so we can see that the nonlinear parameter
appears at the exponent, and then at the exponent of the exponent, and then at
the exponent of the exponent of the exponent, and so on. So, the LP approxi-
mation has an initial advantage over the RP one, but when orders higher than 3
or 4 are needed, this initial advantage is lost and the two approximations tend
to coincide.

7. CONCLUSIONS

We presented two recurrence relations that asymptotically approach the so-
lution of the NLSE. Although they represent an analytical expression of such
solution, their computational complexity increases linearly with the recursion
depth, making them not practical for a too high order of recursion. Neverthe-
less, for practical values of input power and number of spans, as those used in
current dispersion managed systems, the second-order LP method can provide
accurate results in a shorter time than the SSFM (we estimated an advantage
of about 30% for approximately the same accuracy). Furthermore, we believe
that these expressions can have a theoretical value, for example in explaining
that the RP and LP methods are asymptotically equivalent, as we did.
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MODULATION AND DETECTION
TECHNIQUES FOR DWDM SYSTEMS*
Invited Paper

Joseph M. Kahn1 and Keang-Po Ho2

1 Stanford University, Department of Electrical Engineering, Stanford, CA 94305 USA, e-mail:
jmk@ee.stanford.edu; 2National Taiwan University, Institute of Communication Engineering
and Department of Electrical Engineering, Taipei 106, Taiwan, e-mail: kpho@cc.ee.ntu.edu.tw

Abstract: Various binary and non-binary modulation techniques, in conjunction with ap-
propriate detection techniques, are compared in terms of their spectral efficien-
cies and signal-to-noise ratio requirements, assuming amplified spontaneous emis-
sion is the dominant noise source. These include (a) pulse-amplitude modula-
tion with direct detection, (b) differential phase-shift keying with interferometric
detection, (c) phase-shift keying with coherent detection, and (d) quadrature-
amplitude modulation with coherent detection.

Key words: optical fiber communication; optical modulation; optical signal detection; dif-
ferential phase-shift keying; phase-shift keying; pulse amplitude modulation;
heterodyning; homodyne detection.

1. INTRODUCTION

Currently deployed dense wavelength-division-multiplexed (DWDM) sys-
tems use binary on-off keying (OOK) with direct detection. In an effort to
improve spectral efficiency and robustness against transmission impairments,
researchers have investigated a variety of binary and non-binary modulation
techniques, in conjunction with various detection techniques. In this paper,
we compare the spectral efficiencies and signal-to-noise ratio (SNR) require-
ments of several modulation and detection techniques. We assume that ampli-
fied spontaneous emission (ASE) from optical amplifiers is the dominant noise

*This research was supported at Stanford University by National Science Foundation Grant ECS-0335013
and at National Taiwan University by National Science Council of R.O.C. Grant NSC-92-2218-E-002-034.
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source. We do not explicitly consider the impact of other impairments, such
as fiber nonlinearity (FNL), chromatic dispersion (CD), or polarization-mode
dispersion (PMD).

The information bit rate per channel in one polarization is given by

where is the symbol rate, is the rate of an error-correction en-
coder used to improve SNR efficiency, and M is the number of transmitted
signals that can be distinguished by the receiver. For an occupied bandwidth
per channel B, avoidance of intersymbol interference requires [1]. If
the channel spacing is the spectral efficiency per polarization is

Our figure of merit for spectral efficiency is the number of coded bits
per symbol, which determines spectral efficiency at fixed       and fixed

Binary modulation (M = 2) can achieve spectral efficiency up to 1 b/s/Hz,
while non-binary modulation (M > 2) can achieve higher spectral efficiencies.

Non-binary modulation can improve tolerance to uncompensated CD and
PMD, as compared to binary modulation, for two reasons [2, 3]. At a given
bit rate non-binary modulation can employ lower symbol rate reduc-
ing signal bandwidth B, thus reducing pulse spreading caused by CD. Also,
because non-binary modulation employs longer symbol interval it can
often tolerate greater pulse spreading caused by CD and PMD.

Figure 1. Equivalent block diagram of multi-span system,

In comparing SNR efficiencies, we consider the reference system shown
in Fig. 1. The system comprises     fiber spans, each of gain 1/G, and each
followed by an amplifier of gain G. The average transmitted power per channel
is while the average power at the input of each amplifier is We
assume that for all detection schemes, ASE dominates over other noise sources,
thereby maximizing the receiver signal-to-noise ratio (SNR) [4]. At the output
of the final amplifier, the ASE in one polarization has a power spectral density
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(PSD) given by

where is the spontaneous emission noise factor of one amplifier, and we
define the equivalent noise factor of the multi-span system by

At the input of the final amplifier, the average energy per information bit
is At the output of the final amplifier, the average energy per
information bit is identical to the average trans-
mitted energy per information bit. Our figure of merit for SNR efficiency is the
value of the received SNR per information bit required to achieve an
information bit-error ratio (BER) This figure of merit indicates
the average energy that must be transmitted per information bit for fixed ASE
noise, making it appropriate for systems in which transmitted energy is con-
strained by FNL. Defining the average number of photons per information bit
at the input of the final amplifier and using (3), the figure of merit
for SNR efficiency is

which is equal to the receiver sensitivity at the final amplifier input divided by
the equivalent noise factor of the multi-span system.

The modulation techniques described below can be employed with various
elementary pulse shapes, including non-return-to-zero (NRZ) or return-to-zero
(RZ), and with various line codes, such as duobinary or carrier-suppressed
RZ. In the absence of fiber nonlinearity, with proper CD compensation and
matched filtering, the elementary pulse shape and line code do not affect the
spectral efficiency and SNR figures of merit considered here.

2. DIRECT DETECTION OF PAM

When used with direct detection, M-ary pulse-amplitude modulation (PAM)
encodes a block of bits by transmitting one of M intensity levels.
Henry [5] and Humblet and Azizoglu [6] analyzed the performance of 2-PAM
(OOK) with optical preamplification and direct detection. In order to achieve

2-PAM requires with single-polarization filtering
and with polarization diversity.

We are not aware of an exact performance analysis of M-PAM for
Neglecting all noises except the dominant signal-spontaneous beat noise, at
each intensity level, the photocurrent is Gaussian-distributed, with a variance
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proportional to the intensity. Setting the M – 1 decision thresholds at the geo-
metric means of pairs of adjacent levels approximately equalizes the downward
and upward error probabilities at each threshold. In order to equalize the error
probabilities at the M – 1 different thresholds, the M intensity levels should
form a quadratic series [7]. Assuming Gray coding, the BER is given approxi-
mately by

For M = 2, (5) indicates that is required for which
is lower by 0.2 dB than the exact requirement For (5)
indicates that the SNR requirement increases by a factor

corresponding to penalties of 5.5, 10.7 and 15.9 dB for M = 4,
8, 16, respectively. To estimate SNR requirements of M-PAM with single-
polarization filtering, we assume the exact requirement for M =
2, and add the respective penalties for M = 4, 8, 16.

3. INTERFEROMETRIC DETECTION OF DPSK

Both M-ary phase-shift keying (PSK) and differential phase-shift keying
(DPSK) use signal constellations consisting of M points equally spaced on a
circle. While M-PSK encodes each block of bits in the phase of the
transmitted symbol, M-DPSK encodes each block of bits in the phase
change between successively transmitted symbols [1].

For interferometric detection of 2-DPSK, a Mach-Zehnder interferometer
with a delay difference of one symbol compares the phases transmitted in suc-
cessive symbols, yielding an intensity-modulated output that is detected by a
balanced optical receiver. In the case of M-DPSK, a pair of Mach-
Zehnder interferometers (with excess phase shifts of 0 and and a pair of
balanced receivers are used to determine the in-phase and quadrature compo-
nents of the phase change between successive symbols.

Tonguz and Wagner [8] showed that the performance of DPSK with opti-
cal amplification and interferometric detection is equivalent to standard differ-
entially coherent detection [1]. 2-DPSK requires with single-
polarization filtering and with polarization diversity to achieve

[8]. The performance of M-DPSK for with single-
polarization polarization filtering is described by the analysis in [1].
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4. COHERENT DETECTION OF PSK AND QAM

In optical communications, “coherent detection” has often been used to de-
note any detection process involving photoelectric mixing of a signal and a lo-
cal oscillator [9]. Historically, the main advantages of coherent detection were
considered to be high receiver sensitivity and the ability to perform channel de-
multiplexing and CD compensation in the electrical domain [9]. From a current
perspective, the principal advantage of coherent detection is the ability to de-
tect information encoded independently in both in-phase and quadrature field
components, increasing spectral efficiency. This advantage can be achieved
only by using synchronous detection, which requires an optical or electrical
phase-locked loop (PLL), or some other carrier-recovery technique. Hence,
we use the term “coherent detection” only to denote synchronous detection,
which is consistent with its use in non-optical communications [1].1

In ASE-limited systems, the sensitivity of a synchronous heterodyne re-
ceiver is equivalent to a synchronous homodyne receiver provided that the ASE
is narrow-band-filtered or that image rejection is employed [10]. Most DWDM
systems use demultiplexers that provide narrow-band filtering of the received
signal and ASE, in which case, image rejection is not required for heterodyne
to achieve the same performance as homodyne detection.

Both homodyne and heterodyne detection require polarization tracking or
polarization diversity. Our analysis assumes tracking, as it requires fewer pho-
todetectors. Coherent system performance is optimized by using high ampli-
fier gain G and a strong local-oscillator laser, so that local-oscillator-ASE beat
noise dominates over receiver thermal noise and other noise sources [4]. This
corresponds to the standard case of additive white Gaussian noise [1].

M-ary PSK uses a constellation consisting of M points equally spaced on a
circle. In the case of uncoded 2- or 4-PSK, the BER is given by [1]

where the Q function is defined in [1]. Achieving a BER requires
The BER performance of M-PSK, M > 4 is computed in [1].

M-ary quadrature-amplitude modulation (QAM) uses a set of constellation
points that are roughly uniformly distributed within a two-dimensional region.
In the cases (M = 4, 16, …). the points are evenly arrayed in a

1We do not consider heterodyne or phase-diversity homodyne detection with differentially coherent (delay)
demodulation of DPSK, since the interferometric detection scheme described in Section 3 is mathematically
equivalent [8] and is easier to implement. Likewise, we do not consider heterodyne or phase-diversity
homodyne detection with noncoherent (envelope) demodulation of PAM, since the direct detection scheme
described in Section 2 is mathematically equivalent [8] and is more easily implemented.
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Figure 2. Spectral efficiency vs. SNR requirement for various techniques.

square, while in the cases (M = 8, 32,...). the points
are often arranged in a cross. The BER performance of M-QAM is computed
in [l].

5. DISCUSSION

Fig. 2 and Table 1 compare the spectral efficiencies and SNR requirements
of the various modulation and detection techniques described above. We ob-
serve that for M > 2, the SNR requirement for PAM increases very rapidly,
while the SNR requirements of the other three techniques increase at a more
moderate rate. Note that for large M, the SNR requirements increase with
roughly equal slopes for PAM, DPSK and PSK, while QAM exhibits a dis-
tinctly slower increase of SNR requirement. This behavior can be traced to
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the fact that PAM, DPSK and PSK offer one degree of freedom per polariza-
tion (either magnitude or phase), while QAM offers two degrees of freedom
per polarization (both in-phase and quadrature field components). Based on
Fig. 2, at spectral efficiencies below 1 b/s/Hz per polarization, 2-PAM (OOK)
and 2-DPSK are attractive techniques. Between 1 and 2 b/s/Hz, 4-DPSK and 4-
PSK are perhaps the most attractive techniques. At spectral efficiencies above
2 b/s/Hz, 8-PSK and 8- and 16-QAM become the most attractive techniques.

Table 2 compares key attributes of direct, interferometric and coherent de-
tection. The key advantages of interferometric detection over direct detection
lie in the superior SNR efficiency of 2- and 4-DPSK as compared to 2- and
4-PAM. Coherent detection is unique in offering two degrees of freedom per
polarization, leading to outstanding SNR efficiency for 2- and 4-PSK, and still
reasonable SNR efficiency for 8-PSK and for 8- and 16-QAM. Coherent de-
tection also enables electrical channel demultiplexing and CD compensation.
Coherent detection requires a local oscillator laser and polarization control,
which are significant drawbacks.

Laser phase noise has traditionally been a concern for optical systems using
DPSK, PSK or QAM. Interferometric detection of DPSK can be impaired by
changes in laser phase between successive symbols. In coherent detection of
PSK or QAM, a PLL (optical or electrical) attempts to track the laser phase
noise, but the PLL operation is corrupted by ASE noise. Linewidth require-
ments for 2-DPSK, 2-PSK and 4-PSK are summarized in Table 3. At a bit
rate the linewidth requirements for 2-DPSK and 2-PSK can
be accommodated by standard distributed-feedback lasers. 4-PSK requires a
much narrower linewidth, which can be achieved by compact external cavity
lasers [14].
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Abstract: We show that for optical transmission systems based on duobinary line-coding,
in general the optimum receiver is not based on the optical filter matched to
transmitted pulse-shape. In general, the receiver optical filter must be optimized
for each transmitted pulse within the ISI conditions imposed by the duobinary
line-coding. In order to achieve such a result, we have derived the expression of
the parameter K to be maximized with the purpose to decide the optimal filter
for each pulse-shape.

Key words: optical fiber communication; modulation formats; duobinary coding; quantum
limit; optical filters.

1. INTRODUCTION
The duobinary format was first proposed in the 60’s for radio communica-

tions [1]. Its high spectral efficiency was the aspect that made it attractive in
that context. Later, duobinary was overcome by multilevel schemes that could
reach an even higher bandwidth efficiency. Duobinary has recently re-emerged
in the field of optical communications. Different implementations have been
proposed, among which [2–5]. Comprehensive review papers on the advan-
tages and disadvantages of the use of optical duobinary have been published,
such as [6]. It has been pointed out that duobinary, besides a high bandwidth
efficiency, also features a very high resilience to fiber chromatic dispersion.

Regarding the sensitivity performance of duobinary, diverging opinions ex-
ist. In [2] it was shown that a specific receiver performed in back-to-back
equally well with either conventional IMDD or duobinary, suggesting a simi-
lar performance of the two formats. A more commonly acknowledged notion is



22 G. Bosco, A. Carena, V. Curri, and P. Poggiolini

Figure 1. Duobinary transmitter architecture (top) and analyzed back-to-back system layout
(bottom).

that duobinary may have a sensitivity penalty with respect to IMDD. In [7] we
presented a rigorous analysis of the ASE-noise-limited, back-to-back sensitiv-
ity performance of duobinary, showing that the quantum limit [8] of duobinary
is at least 0.91 dB better than that of IMDD.

After briefly recalling the derivation of such fundamental limit in Section
2, we focus on the pulse dependence of the bit-error rate which is a pecu-
liar characteristic of duobinary transmission. In communication theory it has
been shown that the optimum coherent receiver for intensity modulation sys-
tems is based on a filter matched to the transmitted pulse [9]. In general,
this is valid also for optical systems based on intensity-modulation direct-
detection (IMDD), even though a quadratic detector is used to perform optical-
to-electrical conversion of the signal [10]. In this case the matched filter is
the band-pass optical filter preceding the photodetector. In this work, we con-
sider a simple use-case based on rectangular pulses and filter responses, and
demonstrate that when choosing duobinary line-coding the matched-filter as-
sumption is not valid in general. Moreover, we define the parameter K to be
maximized in order to obtain the optimal receiver filter for a given pulse shape.
For this parameter we report the analytical expression that can be used for any
pulse-shape.

2. QUANTUM LIMIT FOR DUOBINARY

The duobinary TX structure (shown in Fig. 1) that can be found in early pa-
pers [11, 12] and in textbooks [9] is composed by a precoder, which transforms
the information bit sequence into a new bit sequence where
the symbol represents a logical xor operation, followed by the processing:

The bipolar sequence is then used to create the
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transmitted signal:

where is the average power of is the normalized trans-
mission pulse (with unitary power), T is the inverse of the bit-rate and

is the complex unit vector defining the polarization of the modulated sig-
nal. This signal can be either received using a coherent receiver or through
direct-detection.

In optical communications, duobinary transmission is typically obtained
taking advantage of the Mach-Zehnder modulator phase properties and of nar-
row electric filtering: it is called PSBT [4]. On the receiver side, a standard
IMDD receiver is employed. We analyzed an optical duobinary system limited
by ASE noise in back-to-back configuration as shown in Fig. 1. In [7], the
duobinary application to optical communications has been analyzed showing
that the received optical signal after the optical filter at the optimum
sampling instant can be written as:

where if (i.e., and if (i.e.,
is the noise component on the polarization orthogonal to

the modulated signal. Note that the received pulse must comply with the
duobinary ISI condition, i.e., and

The received optical signal is then converted to the decision electric signal
by the photodetector. After photodetection, the noise component affecting the
electrical signal at the optimum sampling instant can be modeled as a 4-degree
of freedom Chi-square random process [7], with variance parameter:

and non-centrality parameter if (i.e., and
if (i.e., is the frequency response

of the receiver optical filter and is the one-side power spectral density of
ASE noise before optical filtering, that in practical systems is set by the overall
amount of noise introduced by the in-line optical amplifiers.

Accordingly to these characteristics of the decision signal and using the the-
ory reported in [9], the expression for the Bit-Error-Rate (BER) for an optical
duobinary system can be analytically written as:
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where is the Marcum Q function of order 2 and is the decision threshold,
that must be optimized for every value of the ratio In any
case, it can be shown that, independently of the value of minimization of
BER corresponds to maximization of the first argument of the Marcum
function. This argument is in fact strictly related to the optical signal-to-noise
ratio (OSNR):

where

3. PULSE SHAPE DEPENDENCE OF BER

The analytical expression of the BER of optical duobinary is similar to that
of IMDD [7], except now the first argument of the depends on the pulse

This result means that, contrary to IMDD, for a given OSNR, different
duobinary pulses may yield different BERs.

To appreciate this, we first assume the transmitted pulse to be a rectan-
gular pulse of duration T, i.e., the simplest and most typical NRZ pulse.
turns out to be a triangular pulse: for
and  for outside [–T/2,3T/2]. We get                             which,
by comparing it to the results presented in [7], shows that there is a penalty
with respect to IMDD of exactly 3 dB.

We then select the duobinary pulse with the smallest possible bandwidth
occupation [9, 11]:

Now we have and the resulting OSNR for
is 16.2, or 12.09 dB, with a gain with respect to IMDD of 0.91 dB. This result
sets a new quantum limit of 32.4 photons per bit for a conventional optical
direct-detection RX.

Between the two considered pulses there is a penalty of almost 4 dB, which
shows that the choice of pulse shape is very critical for duobinary. At present,
we have not been able to prove that the pulse yielding the lowest possible BER
is (7), though we have not been able to find a better performing pulse either.

As a general consideration, we can say that, for any value of OSNR, the best
pulse shape and the best optical filter shape are a unique couple
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Figure 2. Contour plot of K as a function of both the normalized pulse duration of the
transmitted pulse and of the receiver optical filter impulse response

and are the ones which maximize the ratio:

It means that, unlike what happens in standard IMDD systems [10], the
optimum receiver for duobinary is based on the pulse-filter pair that maximizes
the parameter K.

In order to demonstrate that, in general, the optimum filter is not the one
matched to the transmitted pulse shape, we have analyzed the behavior of the
parameter K in a simple scenario for which analytical evaluations are straight-
forward. We assumed that both the transmitted pulse and the receiver optical
filter impulse response have a rectangular shape with duration and re-
spectively. It is important to remark that, in order to comply with the duobi-
nary ISI condition previously reported, and must satisfy the following
two constraints [9]:

1.

2.

(otherwise for some

(otherwise

For each possible pair the value of K has been analytically evaluated
for the considered scenario. Fig. 2 shows the contour plot of the parameter K
as a function of the normalized duration of the transmitted pulse and of
the receiver optical filter impulse response Regions where
and do not satisfy the duobinary ISI condition.
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Figure 3. Plot of the optimum normalized impulse response duration as a function
the normalized duration of the transmitted

Figure 4. Plot of the optimum value of the parameter K as a function of  (solid line).
Dotted line refers to the matched filter (sub-optimum) condition. Results reported as black dots
are obtained through numerical simulation based on error counting.
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The thick solid line corresponds to the case of optical filter matched to the
transmitted pulse. Maximum values of K, i.e., optimal configurations, corre-
spond to the two pairs and
which do not belong to the matched filter category. It demonstrates that, in
general, the optical matched filter is not the optimum for optical systems using
duobinary line-coding. Similar counterexamples can be derived for other pulse
and filter shapes.

Fig. 3 and Fig. 4 show as solid lines the optimum normalized filter duration
and the optimum value of K as a function of respectively. In

Fig. 4, the dotted line refers to the matched filter condition: it can be noted
that whenever a matched filter setup is a possible choice (i.e., in case

so that the duobinary ISI condition is satisfied) there is always
a better filtering option based on a narrower filter (longer impulse response
duration).

As further verification, numerical simulations based on brute-force error-
counting have been carried out: results are shown in Fig. 4 through black dots.
A perfect agreement with the analytical results confirms the previous state-
ments.

4. CONCLUSIONS

We have shown that for optical transmission systems based on duobinary
line-coding, in general the optimum receiver is not based on the optical filter
matched to transmitted pulse-shape. In general, the receiver optical filter must
be optimized for each transmitted pulse within the ISI conditions imposed by
the duobinary line-coding. In order to achieve such a result, we have derived
the expression of the parameter K to be maximized with the purpose to decide
the optimal filter for each pulse-shape.
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Abstract: In this paper, we study the theoretical limits of optical communication channels
affected by chromatic dispersion. By using as a metric the energy transfer ratio,
we find the optimal transmitted pulse shape that allows minimizing the impact
of dispersion, together with an interesting definition of the dispersive channel
equivalent bandwidth. This paper, though mainly theoretical, tries to approach
using a rigorous formalism a problem that is currently receiving large interest,
i.e., the optimization of the transmitter for a dispersion-limited optical system.
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energy transfer ratio.

1. INTRODUCTION

A large amount of theoretical and experimental work has recently focused
on finding efficient modulation formats for the so-called “dispersion-limited”
optical channel [1], i.e., for an optical link mainly limited by fiber chromatic
dispersion. In this paper, we try to approach the problem using a rigorous
theoretical formalism, by solving, under a suitable metric discussed below,
the problem of the optimization of the transmitted input pulse which leads to
the minimization of intersymbol interference (ISI) at the receiver. The paper is
mainly theoretical, and allows to define an interesting equivalent bandwidth for
the disperion-limited channel. Anyway, it is also open to practical application,
as mentioned in a previous paper [2].
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2. MATHEMATICAL ASSESSMENT OF THE
PROBLEM

Being interested in dispersion-limited systems, we focus on a fiber transmis-
sion model which includes first order chromatic dispersion only, neglecting all
other transmission impairments. Thus, we consider the well-known chromatic
dispersion transfer function [1]:

central wavelength and frequency, respectively, while L is the fiber length. As
commonly accepted, we will indicate as accumulated dispersion the quantity

in or equivalently DL in ps/nm. We neglect higher order dispersion,
such as

In order to simplify the expressions, we introduce the Normalized Disper-
sion Index (NDI) 1 defined as:

where is the system bit rate (being the bit duration). The
parameter is quite useful in simplifying the equations, normalizing them to the
system bit rate R or the bit duration In fact, using this notation, the transfer
function and inpulse response become [1]:

so that both time and frequency can be normalized to the bit rate R and bit
duration We assume that the transmitted binary digital signal (complex
envelope optical field) is in the form: where

is the complex envelope of the transmitted pulse for a single bit, and
assumes the values 0 and 1 for a standard OOK modulation. Since the

channel is linear and time invariant (LTI), the resulting pulse at the fiber output
is The goal of our paper is the optimization of the
input pulse under the following assumptions:

The input pulse is strictly time-limited to the interval:

1 The parameter has already been used by other authors, such as [1], this should not be confused with
the optical fiber nonlinear Kerr coefficient.

where is the chromatic dispersion parameter, being D the fiber

chromatic dispersion (usually expressed in ps/nm/km), and and the laser
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As a particular case, we have for a standard memoryless
transmitter, but we will show that the case corresponding to
a transmitter with memory, is extremely interesting in extending the dis-
persion limit. In particular, we will assume where the
(integer) parameter is the transmitter memory. The extension of
our results to a modulation with memory is the main new result of this
paper with respect to our previous paper on the same topic [2]. Using
modulation with memory, the pulse transmitted for each individual bit
has a duration that extends beyond the one bit window, an approach that
is typical in line coding, such as duobinary [1]. As a practical example,
a system working at 10 Gbit/s with will use
pulses at the transmitter side with a duration The particu-
lar case corresponds to a standard, memoryless modulation.
For  it should be noted that the signal coming out of the trans-
mitter is affected by ISI. Anyway, line coding is usually associated with
a propagation channel that, under suitable conditions, reduces or cancels
the amount of ISI present at the transmitter. For instance, optical duobi-
nary can be interpreted as line coding with In fact, the re-
sulting duobinary signal at the transmitter output is strongly affected by
ISI, giving rise to a 3-level eye diagram. In the duobinary case, the ISI
at the transmitter is anyway cancelled by the direct-detection receiver,
which converts the 3-level ISI-affected signal into a standard 2-level sig-
nal without ISI. In general, in line coding or modulation with memory,
a controlled amount of ISI is created at the transmitter in order to have
some kind of advantage at the receiver.

We chose as optimization criterion the maximization of the energy trans-
fer from the input time window I to an output time window:

More specifically, we introduce the input and output energies:

and we maximize over the Energy Transfer Ratio (ETR), defined
as:

The pulses resulting from the optimization process proposed here
will be indicated as “optimal pulses” in the rest of the paper.

The criterion we have chosen is particularly relevant for the case
if we assume symbol-by-symbol detection for a binary memoryless
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receiver (i.e., a receiver taking decision on single received bits). The
concentration of the output pulse energy over a time window is ef-
fective in both minimizing ISI (which is the goal of our paper) and in
increasing the signal to noise ratio at the decision instant for any “rea-
sonable” digital receiver. In fact, the criterion is “exact” for an ideal op-
tical integrate&dump receiver, since in this case the decision sample is
directly proportional to the signal energy over a time window. Any-
way, as we we have shown in [2], it proves a extremely good criterion for
realistic optical receiver structures. We notice that, for we
are considering a somehow non-intuitive system where ISI is strongly
present at the transmitter side, but then ISI is reduced, or even cancelled
at the receiver side by the propagation over the dispersive channel.

We will showed in [2] that the ETR (for for realistic optical
receivers should typically be above 90% to give a penalty due to ISI in
the 1-2 dB range. As a consequence, we will conventionally define in
the rest of the paper the “dispersion limit” as the amount of accumulated
dispersion for a given bit rate that results in an ETR = 90%.

2.1 The fundamental parameters and equations

The ETR optimization problem over a generic LTI system is a canonical
problem that was studied in the past [3,4] and can be reduced to the opti-
mization of a quadratic functional in with a quadratic constraint. For
a generic filter impulse response, it leads to the following Fredholm integral
equation of the second kind:

where the kernel of the integral equation is:

and where the optimal solution is given by the eigenfunction corresponding to
the maximum eigenvalue which is equal to the ETR (7) [3].

This problem has been solved in the literature for several types of band-
limited and standard low-pass filters [3–5]. In this paper, we solve it (for the
first time to our knowledge) considering the fiber dispersive transfer function
(1) as the band-limiting filter. In this case, replacing (3) in (9), by straigthfor-
ward calculations, the kernel can be expressed as:
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2.2 The closed form solution

The integral equation (8), with the kernel (10), can be solved by looking for
a solution in the form where and are real func-
tions of time. This separates the two input pulse contributions that are usually
called amplitude modulation and phase modulation (or chirp). In particular,
we look for a solution of the form:

This “guess” was originally driven by the observation of the numerical results
obtained in [2], and proved to be exact, as shown in the following. By writing

the kernel as where:

and by substituting (11) into (8), the phase terms vanish and the resulting inte-
gral equation simplifies to:

This is thus the fundamental integral equation that allows solving our opti-
mization problem. It turns out that exactly the same integral equation results
from the ETR pulse optimization over an ideal low-pass filter with bandwidth
W and This is a very fortunate case, since the ideal low-
pass filter problem received a lot of attention in the past, in the framework of
fundamental works on communications theory, and it was fully analyzed and
analytically solved in [5]. It leads to an integral equation with kernel:

Thus, the integral equation (13) is mathematically equivalent to the ideal low-
pass case. A full treatment of these results can be found in [6], [7], or in [8],
where the expression of the result in terms of Prolate Spheroidal functions
is given. In particular, it turns out that the solution corresponding to the the
maximum eigenvalue of (13) corresponds to the one maximizing the ETR. By
direct comparison between the kernels (12) and (14), we observe that we have
the following equivalence among parameters:
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Figure 1. Optimal pulses for and values ranging from 0.1 to 0.3 in 0.05 steps.
Time is normalized to

Figure 2. ETR vs. for

The availability of a closed form solution is, in our opinion, the most impor-
tant result of this paper, not only because it gives the optimal pulse expressed
through prolate spheroidal functions [5], but even more because it leads to the
interesting results we illustrate in the following Section. We show in Fig. 1 the
resulting optimal pulses for and values ranging from 0.1 to 0.3 in
0.05 steps, while we show in Fig. 2 the ETR vs. for different values.

3. OPTIMAL CHIRP AND CHANNEL EQUIVALENT
BANDWIDTH

The previous results lead to the following important considerations:
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1.

2.

The optimal pulses have a phase modulation given by or

equivalently, This expression gives the optimal chirp for
pulses launched over a dispersive channel. Interestingly, this result was
already found in [1] using a totally different approach for which anyway
optimality was not proven.

Provided that the pulse chirp is chosen to be optimal, the dispersive chan-
nel is totally equivalent, at least in the ETR sense, to an ideal low-pass
filter with bandwidth:

This result can be usefully interpreted as a definition of the equivalent
bandwidth of the dispersive channel which, to our knowledge, was never
given before in a rigorous form. We note here that dispersive channel
transfer function (1) has a peculiar expression that render most of the
common bandwidth definitions totally useless, since
For instance, the commonly used noise equivalent bandwidth is infinite,
and the 3-dB bandwidth is meaningless.

In the ideal low-pass problem with kernel (14), it can be shown that the
ETR depends only on and the function is mono-
tonically increasing, asymptotically reaching ETR = 1 for
[5]. If we fix to the limiting value ETR = 0.9 (a 90% energy transfer),
the condition must be satisfied [5]. In our case, using

(16), the ETR is a function of only. If we fix and

we have that the ETR is only a function of

In order to have ETR = 0.9, for we have the condition
or equivalently, introducing (2),

This last equation can be interpreted as the theoretical upper bound to the
maximum bit rate that can be achieved over the dispersive optical chan-
nel with limited ISI (i.e. ETR = 0.9) and for the memoryless modulator

From another point of view, if we need to transmit over a fiber with
arbitrary bit rate and dispersion, we can always obtain a limited ISI con-
dition (e.g., provided that we accept a memory at the
transmitter given by:

3.

4.

5.
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This is a novel and important result, stating that, we can limit ISI pro-
vided that the modulator memory is sufficiently large, and optimal
pulses are used. Table 1 reports the amount of accumulated dispersion
that, according to (18), can be tolerated for a 10 and 40 Gbit/s system
for different
The result expressed in (18) also states that the dispersive channel, for
arbitrary values of dispersion, allows an arbitrarily high bit-rate, pro-
vided that is sufficiently large and, obviously, that optimal pulses
are used. Practically, this means that for high dispersion, the optimal
pulses are compressed by the channel from an input duration
to an output duration close to

4. CONCLUSION

We have approached the problem of the optimization of the transmitted
pulse in a dispersion-limited optical channel using a rigorous approach. We
believe that our work, though mainly theoretical, can give a useful insight on
the problem on optical line coding, and be a good complement of the approach
followed in papers such as [1].
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Abstract: We study multiple-access Poisson channels with multiple receivers. Each trans-
mitter sends a sequence of modulated symbols, which may also be affected by
inter-symbol interference. We derive some new formulas for the channel capac-
ity, for the cases of both independent and coordinated transmission. We also
provide some numerical results on the additional power required for efficient
transmission due to the various sources of interference.
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1. INTRODUCTION

A Poisson channel models an optical communication channel in which the
fundamental impairment is shot noise. A signal is observed through a sequence
of arrivals in a detector, and the arrivals follow a (random) Poisson process.
Their position, which we also call arrival instants, counts, or time stamps, are
known with arbitrarily good precision.

We shall study multiple-input multiple-output (MIMO) Poisson channels.
A total of L signals are transmitted, denoted by with These
signals experience static mixing with coefficients by

the mixing coefficients are real positive numbers, The
signals are detected by an array of R elements, each of them detecting a signal

The arrival times at receiver are denoted by
Sect. 2 presents the capacity of an unconstrained MIMO channel, which

corresponds to an ideal, non-dispersive, infinite-bandwidth system.
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Some constraints typical of a practical optical channel are imposed in Sec-
tion 3, where closed-form bounds to the capacity are presented and computed.
Following standard practice, the signals are modulated with On-Off Keying
(OOK), and are given by:

With no loss of generality, we assume the following: is the energy for
the “on” symbol; are the modulation symbols; in the
modulation pulse, real-valued, positive and of area 1; is the relative delay
of channel a total of N symbols are transmitted. Note that dispersion is
modelled as inter-symbol interference. Fig. 1 depicts the sequences transmitted
in a system with two input channels.

Figure 1. Transmitted signals: 2 OOK parallel channels.

2. UNCONSTRAINED MIMO POISSON CHANNEL

We extend the formula for single-input single-output (SISO) Poisson chan-
nel [1] with the following:

THEOREM 1: For a Poisson channel with R receiver lines, the mutual infor-
mation between the input intensity and the output

is given by:

where is the expectation over a past from

instant seen at receiver and is defined as the expected value of the
projection from the past

Note that the past is arbitrary, and need not be the causal ordering
of time. The proof can be found in Appendix 2. The proof is constructive,
and also provides a capacity-achieving input distribution. Similar to the SISO
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channel (see Kabanov [1], Davis [2] and Wyner [3,4]), a simple two-valued
signal, such that all L signals are simultaneously active or inactive, is enough
to achieve capacity. The distribution of the on and off states can be found
in [3,4]. If the signal duration is made ever smaller, all available degrees of
freedom are used.

3. CONSTRAINED MIMO POISSON CHANNELS

In presence of modulation, we calculate the capacity per channel use, having
defined a channel use as a symbol interval of duration T:

In practice, the limit will be truncated to a small value of N, and we shall
assume that convergence in N has been achieved.

Even though (2) is a closed formula, it is not easily applicable to situations
with bandwidth limitations, inter-symbol interference, and dispersion. The
expectation operator is not easily tractable. Lapidoth and Moser
[5] have recently calculated upper and lower bounds for the SISO discrete-
time Poisson channel. They approximate the differential entropies in Eq. (4)
by using some properties of Poisson rv. We are, however, interested in the
continuous-time channel, for which their approximations fail.

An alternative route starts at the expression with the differential entropies
(for a proof, see Appendix 2):

Our calculations of the channel capacity will nevertheless involve several
approximations:

All symbols are iid (no space-time coding). This is equivalent to
having equiprobable signals

Instead of the exact arrival times we use the number of arrivals. We par-
tition the time axis in disjoint intervals, and count the number of arrivals
in each, which we denote by and for the whole partition. Due to the
data processing inequality this may in general decrease the mutual infor-
mation, as there may be information in the arrival instants. Appendix 2
elaborates on the relationship between the differential entropy and
the entropy and the conditions under which they are equivalent.

Taken together, we obtain a lower bound to the channel capacity. Furthermore,
as we are interested in symmetric situations, all users are assumed identical;
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this implies in particular that there information rates and energies are identical.
A simple upper bound is then obtained by considering the single-user capacity:
the presence of other users cannot increase the average amount of information
that can be transmitted.

Fig. 2 shows the capacity, measured in bits per symbol period (T), for an
OOK scheme, and estimated with the equations presented above. The pulses
have a length equal to as indicated in the plot, so that they may overlap
with each other, a model for dispersion. The capacity is estimated in bits per
symbol period, so that the maximum is 2, as there are two input channels. The
channel matrix has a flat spatial response, The second
user has a delay Note that the model also corresponds to a situation
with a single user corrupted by ISI. For comparison purposes, we also report
the unconstrained capacity, and show the losses incurred by binary modulation,
and then by multiple-access effects.

Figure 2. Capacity with OOK, from exact calculations and from simulations.

APPENDIX
The proof presented here is based on simple information-theoretic arguments, and as such

differs from previous ones [1], which made use of martingales.
We start by stating two lemmas that will be used later. The proofs are sketchy, thanks to their

simplicity.

LEMMA 2: Let be a Poisson random variable with parameter where is itself randomly
distributed in an interval [0, A], A 0, with a density The conditional entropy
is given by:
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with and

PROOF: As A 0, we can safely disregard second-order terms in A. The Poisson
distribution tends to a Bernoulli variable, with only two possible values, 0 and 1. From the
definition of entropy, in the limit A 0, and disregarding second order terms we obtain the
desired expression.

LEMMA 3: Let  be a Poisson random variable with parameter where  is itself randomly
distributed in an interval [0, A], A 0, with a density The entropy is given by:

with and

PROOF: The same approximations mentioned in the proof of Lemma 2 are needed here.
Now we are in position of proving Theorem 1:
PROOF: Let us divide the observation interval in M disjoint cells of length

each. M depends on T and so as to satisfy Each cell is centered at a point
This creates a lattice of M × R observation cells, M for each of the R receivers.

Let us denote a cell with with the obvious meaning for the indices and

1.

2.

The input in interval is given by Let us denote the input
in the cell by and the set of all inputs by

The output is the number of arrivals in and is Poisson distributed with
parameter For M large  enough, and a fixed          the number of arrivals is
Bernoulli distributed alone the receivers. Let us define as the number of arrivals
in the cell and

The mutual information between the input intensities and the arrivals is now given by:

Let us start with the conditional entropy For a given intensity the outputs are
conditionally independent. We apply Lemma 2 to each of these terms:

Let us now go back to the term We now define the past as the set of all cells coming
before and denote it with 1. For the time being we leave the ordering arbitrary.

1 Any ordering would be valid, and that natural need not be followed.
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We can decompose it as a sum:

From the memoryless property of the Poisson process, the sequence
forms a Markov chain, so that we can define an a posteriori probability

We now define an equivalent as the expected value of the estimate of from
the past, and whose density is given by

We now invoke Lemma 3 to calculate the value of

This allows us to rewrite Eq. (A.7) in a more convenient form:

We now exploit the fact that by construction,

Common terms vanish in Eqs. (A.6) and (A.12), and the mutual information is given by:

2Note that if there is no statistical correlation among the past will not give extra information on
the present, and the a posteriori probability will be irrelevant.

A. Martinez
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where the last equality follows from the same reasoning as in Eqs. (A.13)–(A.16). Finally, in
the limit the summation becomes an integral, and we obtain

is the continous-time ordering derived from the discrete equivalent

APPENDIX B
THEOREM 4: For a given channel intensity defined in a time interval
the entropy of the observed sequence of arrival times is given by:

PROOF: Starting with the definition of entropy, and using the well-known expression for
the probability we get:

where we group the terms in the sum so that each consists of arrivals. Let this contribution
to the entropy be denoted by By symmetry, the partition of the interval is such
that it covers an area exactly of the total area of the original interval. We thus obtain

After some more calculations, we obtain

where and Putting all terms together:
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APPENDIX C
PROPOSITION 5: Let the signal intensity be piecewise-constant, with the points of
change (discontinuity) denoted by may be infinite for a countable number of
discontinuities. Each interval is then of the form let us define Let

denote a vector with the number of arrivals at each interval, and the corresponding arrival
times. The probabilities and are linked via the following equation:

PROOF: The signals are constant in each interval so that the is a
function of the interval number only. If we now integrate over all possible arrival sequences
compatible with a given vector we obtain

Using the constantness property, we obtain the desired equation by grouping terms.

PROPOSITION 6: Under the assumptions of Proposition 5 the entropies  and
are related via the following equation:

PROOF: Note that the extra factor in Eq. (C.1) does not depend on the signal but
only on the instants so that the same constant of proportionality holds for total probabilities

We can again decompose the integration over in terms for fixed    For fixed  all the
compatible terms do not depend on time, and the integral of is very
easy, that of a constant. We now exploit that this integral gives the same proportionality term as
Proposition 5, and simple calculations yield now Eq. (C.4).
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Abstract: The purpose of this project is to improve the techniques of Quantum Cryptogra-
phy, to realize a Quantum Key Distribution (QKD) in free space with an orbiting
satellite using nowadays technology. With this experiment we characterize the
properties of a single photon communication channel from an orbiting satellite
in space to a ground based station. We used the facilities of the ASI laser rang-
ing station MLRO (Matera) and the satellite for geodesy Lageos I, equipped
with corner-cube retroreflectors, to simulate a single photon transmission from
an orbiting satellite.
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1. INTRODUCTION

Quantum mechanics provides powerful tools that form one of the corner-
stones of scientific progress, and which are indispensable for nowadays tech-
nology. The most important areas where the applications of Quantum mechan-
ics will be crucial in the next future are the new developments in modern com-
munication and information-processing technologies, namely Quantum Com-
munication, Quantum Teleportation with entangled states and Quantum Com-
putation. Quantum Cryptography is the most promising application of Quan-
tum Communication in every day’s life of the next future, together with Quan-
tum Teleportation [1–4]. Here the fundamental properties of quantum mechan-
ics are used to enhance the power and potential of today’s communication and

1

2
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security systems, providing a secure alternative to the conventional encryp-
tion methods that will resist also quantum computer attacks. While Quantum
Teleportation and Quantum Computation mainly utilize entanglement between
two or more particles, Quantum cryptography can also be performed even with
single quantum particles.

Single photon communication

Single photon communication allows an ideally secure generation and dis-
tribution of a cryptographic key between two distant parties. Quantum Key
Distribution (QKD) in fact uses the fundamental laws of quantum mechanics
that describe the transmission of quantum states of the light [5–7]. The dis-
tribution of the cryptographic key must be secure against the attack of a third
party that tries to acquire information with an eavesdropping technique. The
vital advantage quantum mechanics provides lies in the impossibility that an
eavesdropper (Eve) can intercept the secret key, made up of individual quanta,
without revealing her presence to Alice, the sender and Bob, the receiver, since
such interception unavoidably alters and destroys the quantum state of the pho-
ton. An attack may be made by Eve who secretly attempts to determine the
key intercepting the travelling photons from Alice to Bob. By performing a
sequence of measurements on these quanta, Alice and Bob determine the key
they will use to encrypt their message. This aspect derives directly from the
laws of quantum mechanics and it is also known as “No-cloning theorem”,
which states that it is not possible to duplicate a generic single quantum state
without measuring it, thus without perturbing it in an irreversible way. The
measurement on a quantum state in fact has not the meaning of revealing in-
formation coded in the quantum state, as it happens for the classical case. The
sender Alice builds the cryptographic key with a sequence of single quanta
prepared in different complementary quantum states. The easiest way is the
use of the polarization states associated to single photons. The sender Al-
ice randomly prepares the state of a photon and sends it to the receiver Bob.
He then establishes the cryptographic key by independently performing a se-
quence of random polarization measurements on the photons. Both Alice and
Bob will independently generate two random sequences of “0”s and “1”s cor-
responding to the different outcomes of their polarization measurements. The
cross-correlation of the random sequences and the protocol chosen by Alice
and Bob will generate the quantum key. The two major protocols are those by
Bennett and Brassard [8] and Bennett [9] (see [10] for a review). The applica-
tion of space and astronomical technologies to Quantum Communication will
make possible the realization of a future quantum cryptography-based network
of Satellites and ground stations which will guarantee a completely secure,
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global, long-range communication system: a novel field which will disclose
entirely new ways of exchanging information between distant observers.

2. THE Q-SPACE PROJECT

The theoretical properties of quantum information and the feasibility of
quantum communication in practical situations have been already elucidated
by many experiments carried out in laboratories on the ground.

Our experiment points out the fundamental advantages to be obtained by us-
ing a Space system, advantages that could lead to a deeper understanding of the
theory and to novel utilisation. The aim of this experiment is to realize the first
quantum communication from satellite to ground with single photons. This
link is realized with the Matera Laser Ranging Observatory (MLRO) in con-
junction with an existing retroreflecting satellite such as Lageos [11]. A laser
beam, collimated by MLRO, will illuminate the retroreflectors onboard Lageos
and simulate the transmission of single photons from satellite to ground. After
the retroreflection, the detection and characterization of the quantum state as-
sociated to each photon through MLRO itself will simulate the QKD process.
In this experiment we simulate Alice, the sender, located on the satellite and
Bob, the receiver, in the ground station.

2.1 Description of the experimental setup

2.1.1 Properties of MLRO laser ranging system. The laser ranging
station is equipped with a 1.5 meter mirror telescope with astronomical quality
optics, Cassegrain configuration f/212, long Coudé. The beam divergence is
“diffraction limited” and can be tuned in a continuous way from around 1” to
20”. The alt-azimuth mount is capable of a tracking velocity of 20 deg/sec in
azimuth and 5 deg/sec in elevation, with a tracking accuracy of 1 arcsec RMS.
The MLRO laser is an active hybrid ND:YAG configured to emit 40 ps fast
pulses in the wavelength of 532 nm with an impulse of 100 mJ/pulse in the
monochromatic setup. The averaged estimated number of photons per pulse is

The clock of the laser system is 10 Hz, with a range timing accuracy
better than 2 ns, which is too slow to realize a quantum key with single photons
from the satellite. This immediately requires, that the pulse rate of the laser is
increased by many orders of magnitude. At 10 Hz pulse rate, it would require
30 days to capture 1 single event for the best case.

2.1.2 Properties of the retroreflecting targets. Here the ground based
station MLRO acts as photon source for the orbiting Alice. To simulate Alice
on the satellite, we will use mainly the Laser GEOdynamics Satellite 1 LA-
GEOS 1 (ASI/NASA), a spherical-shape satellite for geodesy equipped with
corner-cube retroreflectors, diameter 60 cm, with perigee height of 5900 km.
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The satellite is equipped with 426 retroreflectors built in such a way to send
most of the signal back to the same direction of the incident light. Each retrore-
flector is essentially a cylindrical piece of glass having a 3.8 cm in diameter and
a 3-surface reflecting corner.

2.1.3 The quantum transceiver. We use the laser ranging facility of
MLRO to center the satellite with high precision and its optical transmission
line for our optical transmission/receiver device, the Quantum transceiver (QT).

Figure 1. Schematic of the Quantum transceiver.

QT is equipped with a weaker, but higher repetition rate laser, able to real-
ize a quantum key distribution. The laser is a Nd:YAG laser with a passive Q-
switching and integrated second harmonic generator, centered at 532 nm, with
repetition rate of 17 kHz, which emits about photons per shot. The trans-
mission and receiving line have the same optical paths, and use the polarization
of light to discriminate the outgoing and incoming signals. The transmission is
realized by opportunely polarized collimated pulses, focalized onto a pinhole,
and expanded to the exit pupil diameter of the MLRO telescope by the off-axis
parabola. After the retroreflection from the satellite, the beam passes again
through a pinhole is recollimated with a lens, and directed by the polarizing
beamsplitter to the detector, a Si-APD photon counter. To reduce the noise due
to the light background (atmosphere, celestial sources, environmental, etc. )
we choose a very small field of view, centered on the satellite position, with
radius 1.4 to 2.2 arcsec. An additional improvement is given by the insertion
of a narrowband filter with 0.15 nm of FWHM in the optical path to the detec-
tor and the time-tagging, obtained by setting up a set of time-windows, where
to look for a positive detection by calculating the time of flight of laser pulse.
This would allow us to label each possible photon reflected from the satellite,
even if embedded in the background light, with a certain, finite, probability of
success.
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3. CATCHING THE PHOTON

3.1 Orbital fit and the link budget equation

The time of flight of the photons retroreflected by the satellite is varying
in time, during the motion of the satellite itself. To determine exactly the set
of coincidences for the time-tagging, we performed a polynomial fit obtaining
only a few ns RMS difference between measured and fitted range points.

Figure 2. Lageos 1 : time of flight of a photon (from 40 to 58 ns) vs time.

A better determination of the time of flight can be obtained with Geodyn II
(NASA/GSFC) program [5], with an actual error of 5-6 mm RMS in the posi-
tion of the satellite. The post fit radial residuals for a good pass observed by
MLRO is less than 1 cm RMS (often less than 5 mm RMS) for all targets. We
now consider how to achieve single photon transmission from the satellite and
single photon reception at the MLRO station by calculating the energy budget
of the retroreflected light to choose the right energy to be transmitted. The
returned energy is given by the link budget equation, which gives the num-
ber of reflected photons and then the number of photoelectrons, depending on
different situations during the observation.

here is the detector quantum Efficiency, the transmit path efficiency,
receive-path efficiency, the receiving aperture area of the telescope,   the
atmospheric transmission, cloud transmission, the laser energy pulse,
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the satellite backscattering cross section and the transmit gain. A quite
comprehensive description of the link budget calculation is given by Degnan
[12]. The link budget is function of R being the distance of the satellite
from the earth (another way of expressing it, is by using the square of the
beam divergence D). The main limiting factor of the efficiency is the size of
the retroreflectors, which are only 3.8 cm in diameter. Furthermore, since the
satellite is not stabilized, the retroreflectors must have some beam spreading.
Taking now into account the effective area and the diffraction effects of the
Lageos retroreflectors and of MLRO telescope, the total efficiency would then
be about i.e., 0.0001–0.1 retroreflected photons per pulse.

3.2 Atmospheric seeing problems

The Earth’s turbulent atmosphere causes stars to “twinkle” and their inten-
sity undergo rapid fluctuations. This also happens for the signal sent by Alice
on the satellite.

Figure 3. Power Spectrum of Arcturus from 3 to 55 Hz.

The measured probability distributions for the arrival of the photons in time
arise from a combination of the atmospheric fluctuations with the Poisson dis-
tribution of the photon counts. Previous studies on the analysis of atmospheric
intensity scintillation of stars [13] show that the time distribution of the photon
counts is quite complicated, which cannot easily fit neither with a Poissonian
nor a Lognormal distribution. We characterized the effects due to the seeing,
and the eventual loss in the transmission, by measuring the intensity of some
test stars with our transceiver. In our power spectrum analysis of the signal
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of Arcturus, Bootis, we find two peaks below 10 Hz, which can be ascribed
to the guiding of the telescope. The effects of seeing, due to the atmospheric
turbulence tilt of the wavefront, are in the peaks seen at higher frequencies.

3.3 Acquisition from ground targets

The calibration of our instrument was obtained by measuring the return sig-
nal from a selected ground target (corner cube), located at 42.25 m, i.e., with
a time of flight of 150.92 ns for each photon. We obtained 100% of returns.
In Fig. 4 we report the log of the number of the returned signal counts from
50000 pulses vs. the difference between the expected time of flight and the
actual arrival time within 10 ns.

Figure 4. Logplot of the measured returns from a fixed target and difference between the time
of flight and the detected time.

The main central peak contains almost all the returns and its width is caused
by the non perfect regularity in the sequence of the laser pulses due to the Q-
switching mechanism of the laser; the other peak on the right is negligible, and
can be caused by electronics bouncing. The data acquisition and analysis from
orbiting satellites are now in progress.

4. CONCLUSIONS
The first simple experiments made during the realization of the Matera-

LAGEOS link, show that with nowadays technology the realization of a quan-
tum cryptography link is feasible, without requiring much extra equipment,
which can then serve as the basis for future large scale projects using dedi-
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cated space systems. This will be probably the first in the world experiment
of such kind. This application represents the “quantum leap” that will trans-
form a classical optical communication channel in a quantum channel, where
it is possible to implement secure communication protocols based on Quantum
Cryptography.
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Abstract: We propose an encryption method obtained combining low-light optical com-
munication, in the limit of quantum key distribution (QKD) techniques, and
classical cryptography with pre-shared key. We present a toy-application to the
telemetric data transmission Formula 1 racing.

Key words: optical communication; secure communication; cryptography; quantum cryp-
tography.

1. INTRODUCTION

The recent method proposed to create and distribute securely a quantum en-
cryption key to send secure messages takes its vital inspiration from the basic
laws of quantum mechanics. Quantum cryptography started with the studies by
Bennett and Brassard in 1980s and by Bennett in 1992 [1,2] as a new method
for generating and distributing secure cryptographic keys using the properties
of Quantum Mechanics. In contrast to existing methods of classical key distri-
bution (CKD), quantum key distribution, QKD bases its security on the laws
of nature. The impossibility of cloning or measuring a quantum state without
inducing an irreversible collapse of its wavefunction ensures the build-up of a
secure encryptographic key distribution between two parties. For a review see
e.g. [3]. Similar experiments [4, 5] illustrated the feasibility of quantum en-
cryption in practical situations. Free-space QKD was first realized [6,7] over
a small distance of 32 cm only with a point-to-point table top optical path, and
recently improved in atmospheric transmission distances of 75 m [8] in day-
light and 1 km [9] in nighttime over outdoor folded paths, where the quanta

3
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of light were sent to a mirror and back to the detector. A daylight quantum
key distribution had been realized over a distance of 1.6 km by Buttler et al.
[5]. Recently Aspelmeyer et al. realized a quantum key distribution over the
Danube using entangled photons [10]. Several groups have also demonstrated
QKD over multi-kilometer distances of optical fiber [11–17] and recently real-
ized a version of the experiment “in the real world”, in which Alice and Bob
were connected with 1.45 km of optical fiber sharing entangled photons. The
average raw key bit rate was found to be about 80 bits/s after error correction
and privacy amplification. idQuantique, MagiQ technologies and NEC realized
commercial applications of secure quantum key distribution [18–20]. MagiQ
technologies guarantee, for example, a fast-generating quantum key rate of 10
keys per second. The field is now sufficiently mature to be commercially im-
plemented and to be a tool in fundamental research beyond the foundations of
quantum mechanics and basic physics [21,22].

2. QKD TO UPDATE A “MOTHER KEY”

In this paper we suggest a simple procedure to aid the classical crypto-
graphic methods with Quantum Cryptography, when the environmental con-
ditions and/or the requirements of obtaining a long key in a short time strongly
play against QKD. This procedure will increase, time-by-time, with the one-
time-pad methods of Quantum Cryptography, the global security of the scheme.
This method was studied to improve the security of bi-directional telemetry of
race cars in view of possible, future, quantum computer attacks.

A classical cryptographic scheme can be reduced to three main quantities:
m the message, k the key and c the code, with the corresponding random
variables M, K and C that describe their statistical behaviours. The encod-
ing C = Code(M,K) and the decoding M = Dec(C,K) are suitable deterministic
processes which are described by a set of instructions that require a compu-
tational effort that depends both on the length of the cryptographic key and on
the chosen protocol. Even if modern classical encryption protocols, based on
the computational complexity of their encoding algorithms, still resist to the
attacks made with nowadays technology, they will become vulnerable in the
next future to the attacks of quantum computers, e.g. with Shor’s algorithm
(for a review, see [23]).

This problem will be avoided with a fast-generating QKD scheme that will
change the key with a rate much faster than the computational time needed to
break the code, without giving enough time to the cracker to get the encoded in-
formation. In environmental conditions with high bit error rate the application
of this procedure will become more and more difficult giving more chances to
the cracker to break the code.
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We propose a simple thought experiment, in a noisy environment, as alter-
native to realize a secure fast encryption in real time using an ancillary key
obtained via QKD, to update a classical pre-shared cryptographic key k with a
simple change, such as bit shift or another more complex cyphertext method.
k, the mother cryptographic key, can be previously securely loaded in a secure
environment.

The updating process of k  is a simple encryption of k  itself with and the
new key thus obtained, is used to
encrypt new messages. has a randomly variable length that depends on the
efficiency the of QKD process:

This method will be less and less useful in the limit of the ideal case, i.e.
when This satisfies the prescriptions of a perfect se-
cure scheme for the encryption of k, and the space of obtainable new keys is
the space of the messages M = K, and the space of generated codes is
given by the new key In this limit we have the classical, safest, encryption
procedure: the key has the same length as the message to be sent but it is also
the case in which the methods of QKD are fully applicable.

In the worst case, if a run of the QKD updating process does not have suc-
cess and is the null set, the map Cod becomes the identity map and

ensuring that the message will be in any case encrypted by the previous
key.

The two encryption methods, classical and quantum, are combined together
to increase the security of the transmission. The intrinsic weakness of the
classical key distribution between two distant parties, can be aided by the im-
possibility of a third-party eavesdropping with QKD, while the failures due to
the non-optimal environmental conditions which usually play against QKD in
the building quickly a key in real time, are supported by previously selected
cryptograms and CKD with a pre-shared key.

A possible application is the realization of a secure communication of tele-
metric data between two parties in relative motion. An example is a key ex-
change between an airplane and a ground station or between a race car and the
Box. Real-time telemetric data transmission needs in fact an immediate and
secure encoding process, which cannot be easily guaranteed at the moment
using only QKD.

3. TOY-APPLICATION IN F1 RACING
Here we studied the possible application of this method to encrypt the teleme-

try of a race car during a Grand Prix. Alice is located at the Box, while Bob is
driving the car. Alice and Bob initially share a secret classical cryptographic
key k with length N exchanged before the race, and choose a classical protocol
to realize a secure communication such as DES, 3DES or AES. The Quantum
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Cryptographic Key obtained by exchanging single-photon pulses from the
box line to the car during a passage close to the box has the purpose to give
to the on-board computer only information to start cyphertext methods on the
mother Key.

The immediate advantage is that with this method we can, in principle, real-
ize quite a secure encryption only adopting a mother key 256 bit long, reducing
the additional computational requirements to the onboard electronics.

To realize a single-photon QKD from the box to the car in a race track we
also have to satisfy some precise requirements:

Strong weight constrains: no mechanically moving parts to realize po-
larization swapping no laser devices mounted into the car.

The usual procedure of Quantum key authentication utilizes the resources
onboard the car and is convenient to embed them inside the telemetric
data.

Data transmission must be classically encrypted even in the case of QKD
failure.

The laser must works in non-visible light at 1550nm, and this procedure
is safe for the driver: each pulse is in fact made with a very faint source,
ideally from 0.1 to 1 photon per shot as required by QKD.

1.

2.

3.

4.

In the simplest case, the car is equipped with a set of passive detectors device
realized with single-photon detectors, polarizers and fiber-injection optics as
in the figure. The noise due to the environmental light is screened by a nar-
rowband filter centred at the laser’s wavelength of about 1550 nm. Each of the
polarizers has different orientations, according with the chosen QKD protocol.

During each passage Alice tracks the car and tells Bob via radio to switch
on the electronic control that will activate each of its detectors in a random se-
quence, which will realize Bob’s polarization swapping. Alice sends a random
sequence of polarized photon pulses. Alice and Bob will publicly announce
their keys via telemetry and will decide whether to encrypt k.

With a commercial LiNbO3 modulator, Alice can produce ideally a ran-
dom sequence of polarization swapping with a clock rate up to the GHz rate.
Previous experiments showed a clock rate up to 1-MHz [5] for daylight QKD.

In the simplest case, the tracking could be realized by a fixed direction
beam-expander, and the car, passing through the region illuminated by Alice’s
laser would capture some photons to realize the quantum key. With an angular
beam width of 0.5° Bob obtains a laser beam expanded up to 20 cm at about
20 m of distance. This would need a fast and efficient QKD process. In fact,
for a car travelling at 100 m/s at a distance of 20 m, the beam crossing time is
the order the millisecond, which means that we would need 1 MHz of photon
counting independently from its polarization state, to build a 256 bit key at
each passage.
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With a GHz modulator and a laser attenuation to 0.1–1 photons/pulse (as
required by single-photon QKD) the total detection efficiency needed is 1/100.
The emission of radiation by the car and the track at that specific wavelength
can is considered almost constant within the tracking time.

A further step would be the application of adaptive optics to improve the
pointing of Alice’s source to Bob.

We could think to extend this procedure of cryptographic key updating also
to the case in which the quantum communication channel is replaced with a
faint source of polarized photons, even if low-light optical communication is
in principle different from QKD.

4. CONCLUSIONS
We proposed a study of feasibility for a method of mixed quantum and clas-

sical cryptography with an application to race car telemetry encryption in real
time. This method would guarantee the presence of a cryptographic key for a
secure telemetry also when the quantum channel is affected by strong noise.
We proposed to extend this procedure also when the distribution of the auxil-
iary key is realized with low-light optical communication.
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Figure 1. Scheme of the device onboard Bob’s car.
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Abstract: Channel coding is a fundamental tool to improve performance in most of the dig-
ital transmission systems. By yielding the same performance with a significant
saving in the transmitted power (the coding gain), channel coding helps increas-
ing capacity in cellular systems, repeater spacing in terrestrial links, reducing
the antenna size in deep-space communications, etc. It is now widely used also
in optical communication, which, however, poses severe and peculiar challenges
to the code design and implementation. The aim of this tutorial paper is to frame
channel coding in optical systems by describing currently used coding schemes
and strong future candidates promising higher coding gains. A rich annotated
bibliography concludes the paper.
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coding.

1. INTRODUCTION

Channel coding has been known from more than half a century as a powerful
mean to trade bandwidth with power using binary encoders, first, and then also
to save power at no bandwidth expense with trellis-coded modulation (See [1],
Chapters 10–12).

Central to the use of channel coding is the concept of coding gain, defined
as the difference (normally expressed in decibels) between the signal-to-noise
ratio per information bit needed to reach a desired bit error probability with-
out and with coding, respectively. In Fig. 1 the bit error probability promised
by information theory (owing to the famous Shannon Capacity Theorem) is
plotted versus the minimum signal-to-noise ratio, expressed as the ratio be-
tween the energy per information bit and the noise power spectral density
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Figure 1. Bit error probability versus minimum signal-to-noise ratio for binary antipodal
transmission over additive white Gaussian noise channel [1].

The channel is the additive white Gaussian noise (AWGN) channel. In
order to evaluate the potential coding gain, also the uncoded curve referring to
binary antipodal modulation is reported. Curves are labeled by the code rate

defined as the ratio between the data rate at the input and the output of the
channel encoder. Without bandwidth limitations (curve labeled by
coding gains up to 12 dB are theoretically possible at a bit error probability of

Note that the coding gain increases for decreasing bit error probability
because of the different slopes of coded versus uncoded curves.

During the past decades, channel coding has been used extensively in most
digital transmission systems, from those requiring only error detection, to those
needing very high coding gains, like deep-space links.

For quite a while, on the other hand, optical communication systems have
ignored channel coding, until it became clear that it could be a powerful, yet
inexpensive, tool to add margins against line impairments such as amplified-
spontaneous emission (ASE) noise, channel cross talk, nonlinear pulse dis-
tortion, and fiber aging-induced losses. The use of channel coding in high-
capacity wavelength-division multiplexed (WDM) fiber-optic links can then
increase amplifier spacing, transmission distances and/or reduce optical power
and the nonlinear effects that are tightly depending on it. Nowadays, channel
coding is a standard practice in many optical communication links.

Turbo codes have been proposed for the first time in 1993 in a paper by
Berrou et al. [2] that showed astonishing performance: a rate-1/2 turbo code
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together with a binary PSK (BPSK) modulation in an AWGN channel showed
coding gains very close (0.5 dB) to the Shannon capacity limits using rela-
tively simple component codes and large interleavers. The huge interest raised
by turbo codes led researchers in the field to resurrect and improve the so-
called low-density parity-check (LDPC) codes, proposed by Gallager [3]. The
two classes of codes share a relatively simple, yet suboptimum, decoding al-
gorithm that works recursively by performing local calculations and diffusing
them back and forth to the other local atomized decoders until a high reliability
on the information bits is achieved. Turbo and LDPC codes have revolution-
ized coding theory, and already found their way as standard in many impor-
tant applications, like third generation cellular systems (W-CDMA), CCSDS
telemetry channels, DVB-S2, and others. Their use in optical communication,
as well as, for example, in magnetic recording, is still under heavy investiga-
tion and discussion.

This paper is tutorial in nature, and intends to describe the challenges of
channel coding as applied to optical communication, the coding schemes that
are presently used as de-facto standards, and the perspectives of employing
turbo and LDPC codes as replacements with larger coding gains.

2. THE “STANDARD” CODING SCHEME
AND ITS AVATARS

The use of channel coding in optical communication poses severe challenges
to the designer. In fact, the code must guarantee at one time:

Large coding gains (typically, greater than 6 dB) at very low bit error
probabilities

High code rates, with overheads typically lower than 25%

Very high information rates, up to 40 Gbit/s.

The aforementioned set of requirements has driven the first proposals of chan-
nel codes for optical communication:

Large coding gains at very low bit error probabilities require codes with
large minimum distance, capable of avoiding the phenomenon known
as “error floor”, i.e., a significant reduction of the slope of the bit error
probability curve at medium-low bit error probability values

Algebraic block codes with large block sizes (to guarantee a large
coding gain according to Shannon Theorem) are suitable candidates.

High code rates also point to algebraic block codes, which in the range
of code rates close to one behave better than convolutional codes.

The very high information rates pose a severe complexity constraint, fa-
voring hard decoding as opposed to soft decoding, which would require
very fast ADC converters. Initially, the information rate requirement has
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Figure 2. Performance of the RS (255,239) code versus factor Q for uncoded and RS
(255,239)-coded transmission [9].

been satisfied by demultiplexing the data flow into a suitable number of
parallel flows at lower rate on which coding was applied, and successive
multiplexing of the coded streams for optical transmission, with inverse
operations at the receiver site. Typical information rates of the parallel
flows was in the order of 1 Gbit/s, or slightly less. Recently, VLSI chips
implementing co-decoders at information rates as high as 40 Gbit/s have
been described [15].

It should then be clear why the first experiments of channel coding applied
to optical communication were based on Reed-Solomon (RS) codes, which
are non-binary, systematic linear cyclic codes, leading to the ITU G.975, then
G.709 recommendation [17]. In it, the RS (255,239), characterized by a small
overhead around 6.7% was suggested. This code, when hard-decoded with
the standard algebraic decoding algorithm, yields a coding gain of 5.8 dB at
a bit error probability of (see Fig. 2, where the factor Q in dB is de-
fined as Other reasons for using RS codes with hard decoding are
the availability of relatively low-complexity decoding algorithms, and well-
understood and proved analytical models guaranteeing the performance at all
bit error probabilities.

For high-capacity wavelength WDM long-haul systems using 40 Gbit/s chan-
nels increased coding gains are necessary, since higher bit-rate signals are more
vulnerable to the fiber nonlinearity and dispersion and thus have less system
margins. The coding gain can be slightly increased by moving some timid steps
from hard to soft decoding [16]. To achieve significantly higher coding gains,
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Figure 3. Block diagram of the concatenation of two RS encoders separated by an interleaver.

Figure 4. Performance of the concatenation of the code RS (255,239) with itself or with RS
(255,223) versus factor Q [9].

the standard way is to add redundant bits to the code word, thus increasing
the overhead and, consequently, the signal bandwidth and the related complex-
ity of the electronic and optical devices. A “classical” solution suggested and
tried for optical communication [19,20] consists in the concatenation of two
RS codes separated by an interleaver whose role is to spread the errors not
corrected by the inner decoder over several outer encoder code words so as to
increase the correction capability (see Fig. 3).

Concatenating two RS (255,239) codes leads to an overhead of 13.8% and
yields a coding gain of roughly 7.4 dB. The concatenation of a RS (255,239)
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Figure 5. Performance of the hard iterative decoding algorithm applied to the concatenation
of the code RS (255,239) with itself versus Q factor [9].

with a RS (255,223) has an overhead of 22% and a coding gain of 7.9 dB. In
both cases, hard decoding applied to both inner and outer codes, an interleaving
depth of 32 RS symbols and a bit error probability of are assumed (see
Fig. 4).

Hard decoding of the inner and outer codes is not the optimum (maximum-
likelihood) decoding algorithm for concatenated codes, as Forney showed in
his seminal PhD thesis on the subject [4]. A step forward in the right direc-
tion, still constraining the two decoders to work in a hard fashion, consists in
iterating the decoding algorithms several times, hoping that residual errors at
one iteration will be corrected in the next ones. An example is shown in Fig. 5,
where the performance of the hard iterative decoding algorithm applied to the
concatenation of the code RS (255,239) with itself is shown, with 1 to 4 itera-
tions. The overhead is still the same as before, i.e. 13.8%, but the coding gain
increases to 8.3 dB. There is no scope in increasing the number of iterations,
as the gain saturates soon after.

3. THE IMPACT OF SOFT ITERATIVE DECODING

It is well known in the coding community that convolutional codes pos-
sess an inherent advantage over algebraic block codes since their maximum-
likelihood (ML) decoding algorithm, the celebrated Viterbi algorithm [1], has
almost the same complexity in its hard or soft versions. The same is far from
true for algebraic block codes, for which ML soft decoding algorithms are or-
der of magnitude more complex than the hard ones. Typically, soft versus hard
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Figure 6. BER vs. Q factor after 5 iterations using a product code

decoding offers an advantage in coding gain of roughly 2 dB. While soft de-
coding applied to the RS codes used so far in optical communications, although
widely investigated in the recent literature [18], appears to be too complex at
the data rates of interest, new forms of code concatenations with soft turbo-like
iterative decoding have been proposed as the new frontier of channel coding
for optical communication. In the following, we will describe the two most
investigated (for optical applications) classes of codes endowed with iterative
soft decoding algorithms, the so-called block turbo codes and the LDPC codes.

In both classes, the soft information from the communication channel to be
used in the iterative decoding algorithms depends on the a-priori conditional
probabilities, which in turn depend on channel noise statistics and receiver op-
erations. If the communication channel can be properly modeled as an AWGN
channel, the probability density function of the received signal is Gaussian and
the log-likelihood ratio of the decision variable assumes a very simple form
(proportional to the output of the receiver matched filter).

On the other hand, in long-haul amplified optical systems, the presence of
a quadratic element (the photodetector) placed between the optical and the
electric filters, leads to a strongly non-Gaussian noise at the output of the re-
ceiver [33]. Then, the exact expression of the a-priori conditional channel
probabilities has to be found and used, in order to properly design an iterative
decoding algorithm suitable to optical systems. In [33] it is shown that the
modeling of the optical system as a Gaussian channel yields rather unreliable
results when applied to the design of iterative soft decoding algorithms to be
used in practical receivers. As an example, Fig. 6 shows the bit error proba-
bility (denoted by BER in the figure) at the output of an optical system as a
function of the Q value. The solid line shows the results obtained evaluating
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Figure 7. Schematics of a product code [28].

the log-likelihood ratio using the Karhunen-Loeve (K.L.) technique described
in [33], which takes into account all the propagation effects of the optical fiber,
while the dashed line is referred to the results obtained evaluating the LLRs
using the Gaussian approximation.

4. TURBO PRODUCT CODES

The use of turbo product codes [28], a class of codes belonging to the wider
class of serially concatenated codes with interleaver [5], characterized by two
block codes concatenated with a classical row-column interleaver, has been at
first proposed for optical communication systems in [29].

Product codes are serially concatenated codes, composed by two systematic
linear block codes with parameters and where and stand
for codeword length and number of information bits respectively. The product
code is obtained (see Fig. 7) by placing information bits in an array of rows and
columns, coding the rows using code and then coding the columns
using code The parameters of the product code are
and The code rate is given by the product of the two rates of
the constituent codes, while the Hamming distance is equal to the sum of the
Hamming distances of the constituent codes. It is thus possible to build very
long block codes with large minimum Hamming distance by combining short
codes with small minimum Hamming distance.

The sub-optimum, yet yielding a good performance/complexity trade-off,
decoding procedure for such codes is based on iterating some sort of soft in-
formation on the reliability of information bits from one decoder to the other,
until a reliable decision can be made.

The iterated soft information is, in its optimal form, the so-called extrinsic
information, obtained by the a-posteriori probability of input (or output) bits
to (from) each decoder. These quantities can be evaluated through the BCJR
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Figure 8. BER vs. Q factor after 5 iterations using a product code The
solid line shows the results obtained without quantization, while the dashed lines are referred to
the results obtained using 2 (diamonds), 3 (stars), and 4 (circles) quantization bits.

algorithm [6], which is easily applicable to convolutional codes, but requires a
larger effort for block codes, which do not possess a regular trellis configura-
tion. In the case of block codes, it is customary to derive the soft information
in a suboptimum way through a slight modification [28] of the Chase algo-
rithm [7].

In [29–33] a product code composed by two (128,113) extended BCH codes
was considered, which corresponds to a 28% overhead. The simulation results
show a 7 dB coding gain of the product code with respect to the uncoded OOK
at (see Fig. 6), which corresponds to more than 2 dB gain with respect to
the standard RS (255,239) code at the same bit error probability.

As already mentioned, optical communication systems require very high bit
rates, which, in turn, make accurate A/D conversion a difficult issue. The effect
of quantization on the performance has been evaluated in [29–33]. The results
show that four bits of quantization yield almost ideal performance, whereas
using only two bits corresponds to a 1.5 dB penalty. The performance of the
TPC with 3 bit soft decision is superior by about 0.6 dB to that of TCP with
2 bit soft decision, which is superior by about 0.4 dB to that of the TPC with
hard decision for (see Fig. 8). As expected, better quantization improves
the code performance, but A/D conversion is difficult at high speeds such as 10
Gbit/s. So, from a hardware implementation perspective, it can be concluded
that 3 bits for the log-likelihood ratios representation is a reasonable perfor-
mance/complexity trade-off [31]. The state-of-the-art result in the use of block
turbo codes for optical communication is the experimental demonstration of a
coding gain of 10.1 dB at using 12.4 Gb/s block turbo code with 21%
overhead and 3-bit soft decision [32].
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5. LOW-DENSITY PARITY-CHECK CODES
Low-density parity-check (LDPC) codes, introduced by Gallager in 1962 [3],

are excellent candidates for optical communication applications due to the in-
herent low complexity of both encoders and decoders [37]. A low-density
parity-check (LDPC) code is a binary linear block code characterized by a
sparse parity parity-check matrix H, i.e., a matrix containing a very small num-
ber of ones. Gallager’s original codes were regular LDPC codes: the number
of ones in any row (and in any column) is equal to a fixed, very small number.
In their original version, the performance of LDPC codes over the binary-input
additive white Gaussian noise channel are only slightly inferior to that of paral-
lel or serially concatenated convolutional codes (turbo-like codes as described
in Section 2). Irregular LDPC codes [35,36] obtained by allowing different de-
grees for each node (variable or check), outperform regular LDPC codes and,
for some values of the defining parameters, can outperform turbo codes.

In [34] it was shown that the encoding complexity of both regular and irregu-
lar LDPC codes is provably linear with the block size, without any restrictions
on the parity-check matrix. Every LDPC code can be represented by a sim-
ple bipartite graph (a graph containing only two kind of nodes) composed by

check nodes, corresponding to the code parity check equations
(H rows), variable nodes, corresponding to the codeword bits (H columns)
and a number E of edges connecting variable and check nodes (check node
and variable node are connected if the bit of H is equal to one). LDPC
codes can be decoded by various belief-propagation decoding methods such as
one-step majority-logic decoding, bit-flipping, and iterative decoding based on
the sum-product algorithm [8]. Although sum-product iterative decoding has
been demonstrated to perform well in various types of channels, it is compu-
tationally intensive and it is not clear whether it is suitable for optical commu-
nications at data rate 40 Gb/s or not. However, the min-sum version of this
algorithm (MSA), which is an approximation of the “a posteriori” probabil-
ity decoding, requires only simple addition and “finding minimum” operations
and, as such, is suitable for high-speed optical transmission.

In [37–39] the authors used finite geometric and combinatorial designs of
LDPC codes because they require only simple encoders and decoders and
because they assure large minimum codeword distances. In order to assess
the performance of the proposed coding scheme, a very realistic simulation
model was used, which takes into account in a natural way all major impair-
ments in long-haul optical transmission such as amplified spontaneous emis-
sion (ASE) noise, pulse distortion due to fiber nonlinearities, chromatic dis-
persion, crosstalk effects, intersymbol-interference, etc. As noted in [33], this
approach gives much better picture on the code performance than commonly
used AWGN channel noise model [30].
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Figure 9. Irregular LDPC codes performance [39].

In [39] the authors compare the performance of two irregular LDPC codes
(LDPC (3367, 3094) and LDPC (3367,2821)) with a standard RS (255,239)
[23], showing that for BER of the coding gains are 6.7 dB and 8.1
dB, 2–3.2 dB better than that of the RS (255,239) code (see Fig. 9). It is
also shown that the irregular LDPC (3367,2821) gives comparable results with
Turbo block code BCH [30] (of redundancy 28%) although it has
smaller redundancy (19%). Much higher coding gains are expected for lower
BERs.

In terms of quantization effects, LDPC codes seem to be more robust than
TPC [40]. Comparing Fig. 10 with the previous Fig. 8 shows that for LDPC
codes 2 bits of quantization yield already a very little loss.

A common problem in assessing the suitability of both turbo-like and LDPC
codes to optical communication is the already mentioned phenomenon of error
floor. Indeed, extrapolation of the curves obtained by simulation at bit error
probabilities in the range which are still obtainable by simula-
tion, to lower values like is a very dangerous and risky operation, since
the slope of the curve can decrease very sensibly and lead to far too optimistic
results.

Without resorting to simulation, an analytical estimate of the error floor be-
havior would be possible through the knowledge of the code minimum weight
and the number of codewords with that weight. This, however, has been proved
to be in general a problem with a non-polynomial complexity [13], and more
viable ad-hoc solutions for LDPC codes are still an open research problem.
More can be said for turbo-like codes and TPC [11]. A recent result [12] has
shown that even the knowledge of the minimum distance does not provide re-
liable estimates of the error floor behavior, because of the suboptimality of the
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Figure 10. BER vs. Q factor using an LDPC code LDPC(3276,2556), with a maximum
number of iterations equal to 25. The solid line shows the results obtained without quantization,
while the dashed lines are referred to the results obtained using 2 (diamonds) and 4 (circles)
quantization bits.

iterative decoding algorithm. Indeed, while the minimum distance is strictly
related to the asymptotic performance of maximum-likelihood decoding, the
iterative turbo or message-passing algorithms can be thought of as maximum-
likelihood algorithms working on an extended code, whose minimum distance
can be significantly lower than the one of the original code.

The final word, then, is that the only way to claim the superiority of these
new candidate channel codes for optical communication is to build fast de-
coders and let them work for a while, until bit error probabilities as low as

have been reliably estimated. By simulation, this task would require
years even with state-of-the art optimized simulators.

A different approach consists in adding to turbo-like or LDPC codes an
outer algebraic coding schemes such as BCH and RS, in order to improve the
overall performance by lowering the error floor [14]. This approach is worth
investigating also because the error floor of LDPC in the presence of burst
of errors due to nonlinearities and signal dependent noise has not yet been
assessed.

6. HIGH-SPEED PARALLEL DECODER
ARCHITECTURES

As already mentioned, very high-speed (up to 40 Gbit/s) RS hard decoders
have been already implemented. The design of very high-speed iterative de-
coders, to reach decoding rates of the order of the Gbit/s, require highly parallel
decoding architectures. The decentralized decoding structure for LDPC codes
is highly suitable to parallel decoding, provided that the “collision” problem



Channel Coding for Optical Communications 75

is avoided for parallel accesses to the memory banks. The same is true, al-
though requiring a further effort of reducing the bi-directional sliding window
soft-input soft-output (SISO) algorithm for turbo decoding to work on inde-
pendent windows of data, for turbo-like codes. The collision problem in read-
ing/writing from/into memory can be avoided by proper design of the parity-
check matrix for LDPC codes (or of the interleaver for turbo-like codes) [41],
or through a reworking of the addressing strategy that fits every LDPC or turbo-
like encoder [46]. Examples of already implemented high-speed decoders can
be found in [42–45]. A completely different approach to achieve very high
decoding speeds consists in the analog implementation of the SISO algorithm
using sub-threshold CMOS technology [48–51].

7. ANNOTATED BIBLIOGRAPHY

In this section, we list, for the reader who desires to delve deeper into the
subject, a collection of papers categorized according to their subject. The first
subsection contains basic papers on the subject of turbo and LDPC codes, as
well as a pair of tutorial presentations on coding for optical communication.
The second subsection deals with the use of RS codes for optical communica-
tion, and a recent paper of soft decoding for RS codes. The third one enumer-
ates some recent papers reporting experimental results on optical communica-
tion systems using RS channel codes. The fourth subsection refers to block
turbo codes, in general and applied to optical communication. The fifth one
deals with LDPC codes, mainly applied to optical systems. In the sixth sub-
section we list decoder architectures designed to achieve a high throughput.
Finally, in the last subsection, a few papers presenting different approaches in
terms of coding schemes are inserted.
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Abstract: We consider the use of two classes of forward error correction (FEC) codes
(concatenated codes with interleaver and LDPC codes) in optical communica-
tion systems. Soft iterative decoding is applied to both class of codes. In the
simulations, the optimum log-likelihood ratio to be provided to the soft decoder
in the optical channel environment is evaluated. Simulation results refer to prac-
tical turbo-product and LDPC codes, and encompass the effect of quantization
on the log-likelihood ratio. The results show that LDPC codes give better re-
sults than turbo product codes. Moreover, they turn out to be more robust to
quantization.

Key words: optical communication; low-density parity-check codes; product codes; soft-
decision decoding; quantization.

1. INTRODUCTION

Iterative decoding [1,2] is a powerful way of increasing the coding gain up
to performance close to Shannon’s theoretical limits. This can be obtained by
using different concatenations of two (or more) generally simple constituent
encoders with an interleaver in between. A sub-optimum decoding algorithm
[2], whose arithmetic complexity is independent from the block size, has been
presented. It iterates some sort of soft information from one decoder to the
other and in a few iterations yields performance close to those obtainable by
maximum-likelihood decoding.

Another class of block codes which exploits the advantages of iterative
decoding is constituted by the so-called Low-Density Parity-Check (LDPC)
codes [3]. In a recent paper [4] the authors show that the error performance and
decoder hardware complexity can be greatly improved by using LDPC codes
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together with a soft iterative decoding process based on the belief propagation
algorithm [5].

The soft information from the communication channel to be used in the it-
erative decoding algorithm depends on the a-priori conditional probabilities,
which in turn depend on channel noise statistics and receiver operations. If the
communication channel can be properly modeled as an additive white Gaus-
sian noise (AWGN) channel, the probability density function (pdf) of the re-
ceived signal is Gaussian and the log-likelihood ratio (LLR) of the decision
variable assumes a very simple form (proportional to the output of the receiver
matched filter).

On the other hand, in long-haul amplified optical systems, the presence of a
quadratic element (the photo-detector) placed between the optical and the elec-
tric filters, leads to a strongly non-Gaussian noise at the output of the receiver
[6]. It is clear that, in order to properly design an iterative decoding algorithm
to be used in optical systems, the exact expression of the a-priori conditional
channel probabilities has to be considered. In our simulations, we used the
technique presented in [6] in order to properly evaluate such probabilities.

In Section 2, we describe the optical communication system analyzed in
the paper. Sections 3 and 4 are devoted respectively to the description of the
concatenated block codes and LDPC codes used in the simulations. Finally,
in Section 5 some simulations results are presented. Since optical communi-
cation systems require very high bit rates, which, in turn, make accurate A/D
conversion a difficult issue, we show also the effects of quantization on the
codes performance [7, 8].

2. THE OPTICAL SYSTEM MODEL

A schematic representation of a digital optical communication system is
shown in Fig. 1. The transmitter generates on-off keying pulses, which pro-
pagate along the optical fiber. At the receiver side, the signal passes through
an optical pre-amplifier, followed by the optical filter the photo-diode
(modeled as an ideal square-law detector) and an electric filter whose
impulse response includes that of the photo-diode. The presence of optical
amplification in the system makes the effects of shot noise and dark current
negligible with respect to the Gaussian amplified spontaneous emission (ASE)
noise introduced by the optical amplifiers [9]. The output of the electric filter
is sampled at the optimum sampling instants where T is the sym-
bol interval, to generate the soft sample sequence that represents the sufficient
statistics to be used in subsequent processing.

When coding is used at the transmitter, one can either hard detect the sample
sequence and provide the obtained digits to the decoder for hard decoding, or
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suitably process it to obtain the soft reliability measure to be provided to the
decoder in the case of soft decoding.

In the case of binary codes and soft decoding, the optimum (maximum-
likelihood or maximum-a-posteriori) decoder will be based on the knowledge
of the likelihood functions, i.e., the pdfs of the signal at the electrical filter
output conditioned on the transmission of a 0,1, and evaluated at the output
of the sampler [10].

In our simulations, we used the Karhunen-Loeve technique described in [6]
in order to evaluate the exact log-likelihood functions to be passed to the soft
iterative decoder.

3. CONCATENATED BLOCK CODES

Stemming from the proposal of turbo codes [1], the application of con-
catenated block codes with interleaver in their serial form [2] known as turbo
product codes to optical communication systems has been considered [7]. The
sub-optimum, yet yielding a good performance/complexity trade-off, decoding
procedure for such codes is based on iterating some sort of soft information
from one decoder to the other, until a reliable decision on the information bits
can be made.

The iterated soft information is, in its optimal form, the extrinsic informa-
tion, obtained by the a-posteriori probability of input (or output) bits to (from)
each decoder. These quantities can be evaluated through the BCJR algorithm
(see [11] for a slightly more general description of it), which is easily applica-
ble to convolutional codes, but requires a larger effort for block codes, which
do not possess a regular trellis configuration. In the case of block codes, it is
customary to derive the soft information through a slight modification [12] of
the Chase algorithm [13]. The algorithm used in Section 5 is the one in [12]

Figure 1. Optical system schematics.
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slightly modified in notations to accommodate a non Gaussian channel [6]. In
one case, in Section 5 we have also used the optimum SISO algorithm.

4. LOW-DENSITY PARITY-CHECK CODES

One major criticism concerning LDPC codes has been their apparent high
encoding complexity. Whereas turbo codes can be encoded in a linear time, a
straightforward encoder implementation for an LDPC code has a complexity
that is quadratic in the block length [14]. In the design of our LDPC codes we
used the technique at first proposed in [15], which makes the encoding com-
plexity linear without the need of any pre-processing operation on the parity-
check matrix. Moreover, in order to generate LDPC codes with good perfor-
mance, we used the Progressive Edge Growth algorithm presented in [16].

The decoding algorithm used in Section 5 is the logarithmic version of the
standard Sum-Product iterative decoding algorithm, described in [5]. Also in
this case the decoding algorithm needs to be slightly modified in order to ac-
commodate a non-Gaussian channel.

5. APPLICATIONS AND SIMULATION RESULTS

5.1 Optical system description

The results reported in the following sections are obtained evaluating the
bit-error rate (BER) of a 10 Gbit/s back-to-back optical system through direct
error counting applied to the simulation model described in Section 2. The
general scheme of an optical system employing FEC was shown in Fig.1. The
encoded data are transmitted on the optical channel using an on-off keying
(OOK) modulation technique with NRZ optical pulses (raised-cosine shaped
with roll-off 0.8). The receiver is composed by a raised-cosine optical filter
(roll-off 0.25) with bandwidth 20 GHz, followed by an ideal photo-diode and
a 5-pole Bessel electric filter with bandwidth 8 GHz.

5.2 Simulation results

We will focus on four different coding configurations: two turbo product
codes, and and two LDPC codes, LDPC(3276,
2556) and LDPC (16384,14080). For the first three codes the redundancy is
around 28%, while the last LDPC codes has a much lower redundancy (16%),
which makes it more suitable for the use in a highly bandwidth efficient optical
communication system.

In the first set of simulations, we simulated the two product codes [12], each
composed by two extended BCH codes. For both codes, the same simulation
parameters (for their definition, see [6]) have been used. The scaling factor
is In the Chase algorithm,
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Figure 2. BER vs. Q factor after 5 iterations using a product code Solid line:
sub-optimum algorithm [12]. Dashed line: optimal SISO algorithm [11].

thirty-one test sequences have been used, and the parameter has been chosen
equal to 4. Five iterations have been used in the iterative algorithm, since the
gain in terms of Q becomes negligible for additional iterations.

The BER as a function of the Q factor per information bit measured on the
received electrical signal is reported in Fig. 2 for the Two differ-
ent decoding scheme have been used: the sub-optimum algorithm for near-ML
decoding described in [12] (squares) and the optimal a-posteriori probability
SISO algorithm described in [11] (circles). The loss due to the use of the ap-
proximate algorithm is of the order of 0.5 dB at

The results relative to the are shown in Fig. 3. The solid line
corresponds to the unquantized version of the decoding algorithm. To evaluate
the effect of quantization on the performance, we show in Fig. 3 also the results
obtained when using a finite, and low, number of bits to uniformly quantize the
soft information at the output of the channel. The clipping threshold has been
optimized for each number of quantization bits. The results show that four bits
of quantization yield almost ideal performance, whereas using only two bits
corresponds to a 1.5 dB penalty.

In the second set of simulations, we simulated two LDPC codes. The first
one, LDPC(3276,2556), has the same rate as the code. The
maximum number of iterations in the decoding algorithm has been chosen
equal to 25, so that the product between the code length and the number of
iterations is the same as the one of the BCH code. The number of non-zero
entries in the parity check matrix is 15120 (about 0.64% of the total number of
bits in the matrix).
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Figure 3. BER vs. Q factor after 5 iterations using a product code The solid
line shows the results obtained without quantization, while the dashed lines are referred to the
results obtained using 2 (diamonds), 3 (stars), and 4 (circles) quantization bits.

Figure 4. BER vs. Q factor using an LDPC code LDPC(3276,2556), with a maximum
number of iterations equal to 25. The solid line shows the results obtained without quantization,
while the dashed lines are referred to the results obtained using 2 (diamonds) and 4 (circles)
quantization bits.
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Figure 5. BER vs. Q factor using an LDPC code LDPC(16384,14080), with a maximum
number of iterations equal to 25. The solid line shows the results obtained without quantization,
while the dashed lines are referred to the results obtained using 2 (diamonds) and 4 (circles)
quantization bits.

The BER as a function of the Q factor per information bit measured on the
received electrical signal is reported in Fig. 4. The solid line corresponds to
the unquantized version of the decoding algorithm, while dashed lines have
been obtained using a finite, and low, number of bits to uniformly quantize
the soft information at the output of the channel. The clipping threshold has
been optimized for each number of quantization bits. The results show that this
LDPC code has better performance than the previously analyzed turbo product
code (the gain is of the order of 0.5 dB at Moreover, it is more robust to
quantization: using only two quantization bits, the loss is at is less than
0.5 dB.

The second LDPC code, LDPC(16384,14080), has been chosen with a sig-
nificantly higher rate than the other codes, in order to increase the bandwidth
efficiency of the system. The maximum number of iterations in the decod-
ing algorithm is again 25. The number of non-zero entries in the parity check
matrix is about 0.14% of the total number of bits in the matrix.

The BER as a function of the Q factor per information bit measured on the
received electrical signal is reported in Fig. 5. The solid line corresponds to the
unquantized version of the decoding algorithm, while dashed lines have been
obtained using quantization. The results show that this LDPC, which has the
same codeword length as the yields similar performance as
the product code, but with a sensibly higher code rate.
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6. CONCLUSIONS

In this paper, we have compared the performance of two different classes
of FEC codes in an optical communication system scenario. Simulation re-
sults refer to practical turbo-product and LDPC codes that have been proposed
to replace the Reed-Solomon codes in optical communication systems, and
encompass the effect of quantization on the log-likelihood ratio. The results
show that LDPC codes give in general better results than turbo product codes.
Moreover, they turn out to be more robust to quantization.
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ITERATIVE DECODING AND ERROR CODE
CORRECTION METHOD IN HOLOGRAPHIC
DATA STORAGE

1 Optilink Ltd, Bánhida 24, 1116 Budapest, Hungary, attila.suto@axelero.hu;
Budapest University of Technology and Economics, Budafoki 8, 1111 Budapest, Hungary,
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Abstract: We propose a technique for data detection in two-dimensional page-access op-
tical memory. The technique combines correlation decoding by the use of the
Reed- Solomon algorithm with decision feedback to improve the symbol-error-
rate performance in a system corrupted by intersymbol interference. By using
the addition information of Reed-Solomon decoder, it is possible to increase ef-
ficiency of block decoding algorithm by correction the first order local errors in
the received block code. We find experimentally that the feedback decision can
improve data density by 11% during page recovery.

Key words: holographic data storage; intersymbol interference; channel modeling; decod-
ing; error correction coding.

1. INTRODUCTION

We are developing a holographic memory system (HMS) based on polariza-
tion holography in thin-film photo-anisotropic polymer storage material [1].
A spatial light modulator (SLM) as two-dimensional data page using sparsely
constant weight modulation coding feeds data into the system [2]. The in-
formation is stored in spatially filtered Fourier holograms. The coherent two-
dimensional image is reconstructed by a pixelated detector (CCD) that con-
verts the coherent images into electric signals. The original information can
be recovered after decoding and error correction coding (ECC). In data stor-
age systems the data density is the most important parameter. To increase data
density higher signal to noise ratio (SNR) is necessary. More data processing
time and redundancy that is appended to the source data can increase the SNR.

1 and 2

2
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For optimum condition it is necessary to find a trade-off among data density,
processing time and redundancy. A raw error ratio of is suitable for ECC
to achieve the acceptable user error rate. This value can be reached from
different SNR in function of decoding method and processing time consump-
tion. The SNR and processing time can be optimized in a given HMS.

Conventional error-correction coding techniques [3,4] can be used to reduce
the minimum signal-to-noise ratio that is required to achieve an acceptable
symbol error rate and can therefore be used to increase the data density. Ba-
sically there are two approximations to solve the above-mentioned problem.
First, the decoded data stream is feed into a Reed-Solomon ECC system [5]
that can recover data through the noisy channel. This type of solution is ef-
fective when we have no information about the decoding defects. The second
ECC method is the so-called Viterbi detection [5], which gives suitable result if
the channel noise of the holographic system is known exactly. In fact, the real
situation is that one part of noise comes from a well-described noise model;
another part of noise may be estimated only during the decoding process.

In the following we present data organization of our HMS and the idea of an
iterative decoding and feedback ECC process. We outline experimental system
and the results of performed measurements with different ECC and decoding
methods. We show effectiveness of our iterative decoding with ECC feedback
to the achievable data density of the holographic system.

Figure 1. Schematic diagram of holographic memory system in the architecture.

2. CHANNEL MODEL

The schematic of a (focal length), telecentric HMS is shown in Fig. 1.
Each of the two lenses in the system performs a Fourier-transform (FT)
operation, leading to the SLM being imaged onto the CCD. The aperture in
the FT plane helps to minimize the blockage of useful signal and to maximize
the storage density. The storage medium is placed priori to the first FT plane
so that we can record a hologram. The system uses a grid of input-plane SLM

and
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pixels to represent binary 1’s and 0’s. We assume that the HMS is used in
pixel-matched mode, wherein each SLM pixel is imaged onto one CCD pixel.

Several factors affect the pixel values output of the CCD. The optical aper-
ture and the contrast ratio are main important factors that affect the CCD out-
put value. Imaging imperfections of the optical system can be represented to
the first order by the point-spread function (PSF). The PSF characterizes how
much a point source spreads in consequence of the non-ideal imaging system.

The width of PSF is inversely proportional to the width of aperture in the
frequency plane. If the input pattern in the object plane were a point source,
the 2D field distribution in the output plane would correspond to the PSF. The
PSF for the system with a square aperture of width would be

Here is the wavelength.
Interpixel cross talk, also called intersymbol interference (ISI), can arise

owing to the finite optical aperture and the limited modulation transfer func-
tion of the system. ISI is systematic in nature and is therefore predictable
for given system parameters, whereas optical scattering and electric noises are
random. There are two models to study the effects of an aperture in the Fourier-
transform plane of a imaging system. The first model is referred to as the
convolution model. This model calculates the predicted spatial distribution at
various planes in the imaging system by performing the appropriate convo-
lutions of the input image distribution dictated by Fourier transform theory.
The second model is referred to as the fast Fourier-transform (FFT) model.
This model also calculates the predicted spatial distribution of the signal at the
hologram plane (aperture plane) but differs from the convolution model in that
a two-dimensional FFT routine is used rather than convolution integral in the
computation. We used FFT model to study the above-mentioned holographic
memory system, the model is useful for the inclusion of arbitrary data formats
and apertures because it is not necessary to express these patterns in an analytic
form, and because its execution requires relatively little computational time.

The two-dimensional FFT of the input plane (data page) was performed by
using the Cooley-Tukey FFT algorithm. FFT’s were performed on each of
the rows and then on the columns to give the complex-valued distribution of
the Fourier transform plane. The effect of the aperture in the Fourier trans-
form plane was included by multiplying the Fourier-transform distribution by
an aperture function, which consisted of pixels with amplitude one inside the
aperture and amplitude zero outside the aperture diameter. Using this channel
model it is possible to calculate the effect of spatial filtering and finite SLM
contrast with different 2D data pages.
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For a given aperture, SLM fill factor and noise level the Signal to Noise
Ratio (SNR) is defined as

where mean average value of the ON and OFF pixel distribution and
mean their variance.

It is desirable to know how the SNR as defined in Eq. 2 scales with symbol
error rate (SER) for a holographic storage system where symbol means one
code word created by the encoder. We present several methods in the following
section to approve SER in function of SNR.

3. SOURCE ENCODING AND DECODING
Input data are converted to binary matrix using Look-up table (LUT). The

purpose of a modulation code is to constrain the digital data patterns that are
recorded. Some patterns are more likely to be corrupted by the channel, while
other patterns may be particularly helpful for a given detection scheme. In
our system we found optimal size of block code and code patterns. We imple-
mented 4 by 4 pixel block code using constant ON pixel ratio. Each pattern
contains three ON pixels in order to maximize signal to noise ratio in the holo-
graphic channel. After read-out data follow the decoding process that identifies
block codes with correlation decoding. Let the noisy received code word be a
vector of length x = y + n, where y is the transmitted code word and n is
the noise vector imposed by the holographic recording-reconstruction process.
An advantage of the constant weight modulation code (fixed ON pixels content
per code word) is that we can implement Maximum Likelihood (ML) detection
to find the most probable transmitted code word. Below we show how ML de-
tection process helps us to choose correctly the minimum-distance valid code
word. Using constant weight code, the decoding algorithm is simplified for the
task of maximum searching. Eq. 3 defines the decoding process labelling with
K(x, y) scalar function.

where is the pattern in the Look-up table, x is vector representation of
the detected pattern. The noise source generated errors can be eliminated using
ECC. A Reed-Solomon code is arguably the most powerful tool in the family
of block codes. The non-binary Reed-Solomon ECC is able to indicate the
success of error correction. The ECC output is able to show defective pat-
terns. The feedback of this information to correlation decoding is useful to
find another pattern, which is the nearest to the previous pattern. The feed-
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back increases the efficiency of the ECC. Fig. 2 shows the process of iterative
decoding using the feedback ECC information.

Figure 2. Data flow with feedback.

The ECC block error control code C consists of a set of M code words
Each code word is of the form

if the individual coordinates take on values from the LUT. The encoding pro-
cess consists of breaking up the data stream into blocks, and mapping these
blocks onto code word in C. Mathematical representation of decoding and ECC
can be written in the following way:

Where DEC function represents the decoding process formulated with Eq. 3.
ECC function name represents Reed Solomon block decoder process. In gen-
eral case this process can be implemented without any feedback decision.
However, the iterative feedback decision increases the effectiveness and noise
tolerance The feedback decision can be written mathematically in the follow-
ing way:

different code words in increasing order. The value depends on the ECC
feedback information, if RS algorithm indicates success during decoding then

else ECC decoding process is repeated while there is a successful ECC
indication or limited by fixed iteration step. Of course data transfer rate will
increase with the value. The advantage of the above-mentioned algorithm
is that the RS ECC with fixed parameter is more efficient than without the

Denote expression the result of the decoding
process with as correlation values of the decoding process for the
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feedback decision method. It is important to find the trade-off between data
transfer rate and tolerance of the noisy channel during optimization of system
parameters.

Figure 3. SER in function of SNR and iteration steps.

4. SIMULATION RESULTS

We show decision algorithms for decoding method with feedback and with-
out feedback. By using the above-mentioned system model different decod-
ing methods could be compared. The system SNR is estimated by using FFT
model of the         Fourier imaging system shown in Fig. 1. The output of the
simulation is the SER. The data page consists of 320×240 pixels with
pixel sizes. The data page is divided into 4 by 4 pixels, which represents one
code word. We used Fourier objective with a focal length of 4.4 mm. The
laser wavelength is 532 nm. During simulation we used interleaved RS en-
coder/decoder with (60,52)(60,54) parameter.

Fig. 3 shows simulated SER in function of the SNR for different steps of
iteration. The is the result of correlation decoding and ECC without
feedback. The result shows that there is a range in the SNR where the feed-
back decision is very efficient. In the SNR range of 2.5÷4 the value of SER
significantly improves in function of the SNR. It comes from the properties of
constrained modulation codes. In the beginning of third section we mentioned
that we use 4 by 4 pixels as code word. This block code contain only 8 bits
so there are several unused code words in the LUT. If the received code word
equals to an unused code word then it is easy to correct it by using feedback
decision. However, the received code word is in the LUT then more iteration
is required to get the right code word.
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Figure 4. Data density in function of processing time consumption for target

5. EXPERIMENTAL RESULTS

The feedback decision was implemented on Texas Instrument’s
TMS320C6201 DSP processor with a Co-Optic Coic5130A RS
encoder/decoder and tested in our HMS.

We compared different methods of decoding and ECC performing experi-
ments with the HMS and determining data density and processing time for a
target SER of Fig. 4 shows how data density depends on the processing
time when using different decoding methods. The #0 means the result of the
global threshold method with ECC. The #1 is the result of the calculation us-
ing local threshold decoding method with ECC. Local threshold method means
that the received code word is sorted in decreasing order and the bits associ-
ated with the largest NON received values (constant weight code) are set to 1,
the remaining positions are set to 0. For #2 we used the correlation-decoding
method (see Eq. 3) without any feedback from the ECC. #3 shows the effect of
feedback ECC processing method. #4 presents the result with iterative

feedback ECC.
Comparing different methods can be concluded that the feedback decision

can increase the data density with about 11% in contrast to correlation decod-
ing. Whereas the iterative decoding with feedback seems capable of providing
as much as 18% density gain compared to simple feedback decision. In con-
trast to simple threshold method, block based modulation codes improve data
density without significant processing time overhead.
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6. CONCLUSION
We have shown a simple channel model for the holographic data storage sys-

tem. We used FFT algorithm for analysis and selection of system parameters
for Fourier-transform imaging system. Sparse modulation block code was
shown as an efficient way to construct 2-D data pages. We used small block
length so a look-up table can be an effective solution. We have shown that
the decoding algorithm provides maximum-likelihood performance in order to
constant weight coding.

We have described a feedback decision detector for use in ISI-corrupted
page-access Fourier holographic memories. The detection method is 2-D, em-
ploying correlation decoding and Reed-Solomon decoder. The incorporation
of feedback improves the SER performance and data density.

We have shown through simulation and experiment that the novel decoding
method can operate at a reasonable SER in a system. We found that a factor-
of-2 improvement in data density can be readily achieved in contrast to simple
threshold method with ECC.
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PERFORMANCE OF OPTICAL TIME-SPREAD
CDMA/PPM WITH MULTIPLE ACCESS AND
MULTIPATH INTERFERENCE
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Abstract: A novel optical modulation scheme employing ultrashort light pulses, modu-
lated with Pulse Position Modulation (PPM) in conjunction with time-spread
Code Division Multiple Access (CDMA) has recently been investigated in a
two part paper by Kim, et.al. Mode-locked lasers producing sub-picosecond
pulses every few nanoseconds are an excellent communication source, provid-
ing many terahertz of coherent bandwidth and a long time interval to spread out
the pulse energy. Time-spread CDMA provides asynchronous multiple-access,
while M-ary PPM provides enhanced throughput, affording up to several Tb/s of
aggregate capacity.

In the previous work, Multiple Access Interference (MAI) was the only source
of degradation considered, and the impact of propagation through a multipath
channel was not addressed. Since PPM is inherently sensitive to multipath inter-
ference, any uncompensated stochastic phenomena producing multipath in the
channel are likely to be the predominant sources of performance degradation. In
this work, we develop a general analysis for the noncoherent detection of PPM
with Gaussian MAI transmitted through a channel with two paths. As a spe-
cific example, we consider a single-mode, (chromatic) dispersion compensated
fiber, where Polarization Mode Dispersion (PMD) is the only significant source
of multipath. To a first-order, this produces two distinct paths with a stochastic
Differential Group Delay (DGD) that is approximately Maxwellian distributed.

Assuming a polarization insensitive receiver, the statistics of the intensity
samples at the M possible pulse positions are derived. The sum of the M-1
conditional pairwise error probabilities forms a union bound for the symbol error
probability. There are three cases of interest, which are bounded analytically.
There is no practical upper bound for the third case, so an approximate solution
is obtained by numerically inverting the characteristic function. Lastly, a bound
on the total unconditional error probability is obtained.

Key words: pulse position modulation; code division multiaccess; time-spread; multipath
interference; multiaccess interference; polarization-mode dispersion.
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1. SYSTEM DESCRIPTION

Figure 1. Block Diagram

Throughout this paper, denotes a real variable with units of seconds, is a
dimensionless real variable, and the letters represent dimensionless inte-
gers. We will define several dimensionless variables and functions normalized
by the ultrashort pulse duration, which is the smallest timescale of interest.

We begin by summarizing the modulation and demodulation process for the
desired user illustrated above in Fig. 1. The original work in [1] contains
detailed definitions and analysis of each signal:

1. Every seconds, a mode-locked laser produces an ultrashort pulse
which has

Peak power
Full Width Half Maximum (FWHM) duration seconds.
Normalized, dimensionless pulse shape function with

Unity peak value and FWHM duration,
Autocorrelation function

2. is first pulse-position modulated to the of M timeslots that are
separated by seconds, producing

3. is then time-spread by multiplying by a unique signature
sequence sequence in the spectral domain.

Compared to the peak power of is reduced by the pro-
cessing gain, and the duration increases by approximately the
same factor.

4. J-1 other asynchronous users produce MAI. For large J and it can
be shown that the MAI is approximately a stationary Gaussian process,

with zero mean and
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Variance

Autocorrelation

5. The aggregate signal is transmitted through a
2-path channel,

6. The decoding spectral filter recovers the shifted ultrashort pulse
from the time-spread pulse

The MAI is uncorrelated and remains statistically identical.
is a random delay removed by proper synchronization.

7. The intensity of is sampled every sec-
onds, producing

8. The timeslot with the largest intensity, is selected as the most
likely pulse position. When a symbol error is made.

2. CHANNEL MODEL

As a specific example, we consider a Single Mode Fiber (SMF) of length L
km with chromatic dispersion compensation. Considering only the first-order
group-delay from PMD with coefficient it has been shown
[2] that the channel can be modeled as a two path channel with a Maxwellian
distributed differential delay:

where is uniformly distributed in (0, 1) and is Maxwellian distributed with

mean variance and pdf [2, 3]

We introduce normalized, dimensionless parameters for the mean delay,
and delay variance, For instance, fs and

corresponds to

2.1 Quantization of and system synchronization

Since the Maxwellian is a continuous distribution over the range it
is convenient to quantize into an integer multiple of the pulse separation,

plus a remainder. That is, where is a nonnegative
integer and is continuous in the interval (0,1). Note that and are both
dimensionless, and when is sufficiently greater than the remainder

is approximately uniform.
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It is assumed that the system is synchronized to the strongest path, (e.g., the
maximum of and so that (in the absence of noise), the largest intensity
sample corresponds to the correct pulse location. Therefore, we redefine as
uniform over and as uniform over with
equiprobably. It can be shown that this random sign has no effect on the symbol
error rate, so we assume

3. INTENSITY SAMPLES
We now define the normalized, dimensionless pulse separation,

so that and the interference autocorrelation function
is We assume is large enough that and

ensuring that, in the absence of multipath, adjacent interference
samples are independent and contributes power to only one sample. For
example, for a Gaussian pulseshape and if

then and
Using linearity and the orthogonality of the polarization modes, it can be

shown that which is the sum

of the intensities from the two polarization modes. This is illustrated below in
Fig. 2.

Figure 2. Intensity Samples and Correlation Function with a delay of pulse positions.

Every sample is the sum of two intensity samples (black and white) from
the two arriving paths. The system is properly synchronized to the strongest
path with the white samples aligned with the peak pulse value at
while the black samples from the weaker path are offset by pulse posi-
tions. The correlation function is also shown in Fig. 2, with the gray
circles illustrating the value of The normalized pulse separation
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is large enough that any two samples of the same color are uncorrelated,
while adjacent samples with opposite color are correlated. Note that
(or 1) yields a degenerate, worst case scenario where the black and white sam-
ples are aligned and completely correlated.

Using to denote the four interference samples, the difference
between the intensity at the correct pulse position, and at any other pulse
position, is defined as:

Thus, a symbol error is made if since and the union bound is
simply the sum of the pairwise error probabilities,

Note that indicies of the white samples are odd, and indicies of the black
samples are even, which implies that only or can be corre-
lated. Furthermore:

The only black intensity samples that can be non-central are

The only black intensity samples in that can be correlated to the white
sample in are and

The only white intensity samples in that can be correlated to the black
sample in are and

Thus, for each value of falls into one of three distinct cases of
interest.

3.0.1 Case I: All of the interference
samples are uncorrelated, and therefore

When there is no multipath and where
is a non-central random variable (RV) with two degrees of

freedom and is a central RV with two degrees of freedom. This is
identical to the error probability for noncoherent binary FSK and yields the
lower bound:

When is a non-central RV with
four degrees of freedom, and is a central RV with

and
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four degrees of freedom as well. This yields the upper bound:

3.0.2 Case II: is identical to
Case I, except that and can be correlated. For
and for Case II reduces to Case I
and with and we obtain the same upper bound

As the correlation increases for a given it reduces the error probability
because partly cancels The lower bound is obtained for (when

with

Noting that is a non-central RV with two degrees of freedom,
while RV with four degrees of freedom, it can be shown
that:

3.0.3 Case III: We consider
noting that is identical except with replaced by

and and are correlated, with When there is no
multipath and we obtain the same lower bound as in Case I,

When and and are both unity. Thus,
and the signal intensity is completely cancelled by the

interference intensity, yielding However, with
and so that and then is identical to the upper
bound of Cases I and II. We conclude that the error rate is heavily influenced
by with no useful upper bound.

3.0.4 Case III Approximate Conditional Error. Let
and denote the conditional pdf, cdf and charac-

teristic function of respectively. Although there appears to be no closed
form solution for the condtional error probability,
it can be found numerically by: Deriving analytically using the
General Hermitian Quadratic form, sampling and computing the
IFFT to find then integrating up to to obtain

This numerical technique has been experimentally validated for
all 3 cases throughout the range of and using both Monte Carlo simula-
tions and the analytical bounds.
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3.0.5 Case III: Approximate Unconditional Error. The unconditional
error for case III is:

Since and are uniform RVs, the unconditional error probability can be
approximated numerically by sampling and solving the conditional error
probability for each combination, and then computing the average. The results
for a Gaussian pulse and are shown below in
Fig. 3 (Left):

Figure 3. Left: Case III unconditional error. Right: Upper bound vs. M and

Beyond there is little performance improvement at high SNR. At
18dB, tripling the pulse separation (to reduces the error rate by less
than 15%.

3.1 Total error probability
The transmitted pulse position and the integer multipath delay govern

how the 3 cases combine to form the total error probability. It can be shown
that case III only affects the test statistic when Since the M
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symbols are equally likely, this probability of interference is given by:

where the integral approximation grows increasingly accurate as
For the Maxwellian distribution, we obtain

where is dimensionless.

It can be shown that the total error probability is a function of bounded
by:

where and the last bound becomes tight with
On the other hand, with then and
These bounds are plotted in Fig. 3 (Right) with for

and

4. CONCLUSIONS

An upper bound on the performance of the CDMA/PPM system with MAI
and a 2-path channel has been derived. The bound was numerically evaluated
for a Gaussian pulse and Maxwellian DGD arising from first-order PMD. For
a small normalized mean delay, the multipath interference was shown to
increase the error rate by several orders of magnitude. On the other hand, this
interference vanishes for a sufficently large With fixed power, mean delay
and maximum error rate, the multipath and multiple access interference will
impose a limit on the symbol size, M, and the number of users, J.
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Abstract: In this paper, we have compared the performance of a Turbo coded and a Trellis
coded optical code division multiple access (OCDMA) system. The compari-
son of the two codes has been accomplished by employing optical orthogonal
codes (OOCs). The Bit Error Rate (BER) performances have been compared by
varying the code weights of address codes employed by the system. We have
considered the effects of optical multiple access interference (OMAI), thermal
noise and avalanche photodiode (APD) detector noise. Analysis has been car-
ried out for the system with and without double optical hard limiter (DHL). From
the simulation results it is observed that a better and distinct comparison can be
drawn between the performance of Trellis and Turbo coded systems, at lower
code weights of optical orthogonal codes for a fixed number of users. The BER
performance of the Turbo coded system is found to be better than the Trellis
coded system for all code weights that have been considered for the simulation.
Nevertheless, the Trellis coded OCDMA system is found to be better than the
uncoded OCDMA system. We can thus conclude that Trellis coded OCDMA
can be used in systems where decoding time has to be kept low, bandwidth is
limited and high reliability is not a crucial factor as in local area networks. Also
the system hardware is less complex in comparison to the Turbo coded system.
Trellis coded OCDMA can be used without significant modification of the ex-
isting chipsets. Turbo coded OCDMA should however be employed in systems
where high reliability is needed and bandwidth is not a limiting factor.

Key words: optical code division multiaccess; optical orthogonal codes; optical multiaccess
interference; avalanche photodiodes; double hard limiters; trellis coded modula-
tion; turbo codes.
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1. INTRODUCTION

Recently, all optical CDMA techniques have received a growing interest.
Optical CDMA (OCDMA) allows multiple users to access the network asyn-
chronously and simultaneously. From the practical view point the OCDMA
network is gaining popularity, since it requires minimal optical signal process-
ing and is virtually delay free. In OCDMA systems, the BER performance is
degraded by the OMAI, which comes from all the other active users. This in
turn ultimately limits the number of active users in a given OCDMA network.
In principle, the weight of an OCDMA address code can be increased to
reduce the BER for a fixed number of active users in an OCDMA system using
an optical orthogonal code (OOC) [1–3]. But use of larger weight results in
higher power losses in an OCDMA system. Moreover, using a larger weight
causes higher system cost, because more optical delay lines are employed in
the OCDMA system and optical combiner of a higher
weight are required.

To reduce the effect of OMAI, thermal noise and APD detector noise error-
correction codes can be used in OCDMA systems. This will permit a choice
of lower weight for OCDMA address codes thus reducing the complexity and
power loss of the OCDMA encoder/decoder. As will be explained later, an
error correction code is used before OCDMA encoding is done at each trans-
mitter and after OCDMA decoding is performed at each receiver. A well
known result from information theory is that randomly chosen code of suf-
ficiently large block length (or the constraint length in case of convolutional
codes) is capable of approaching channel capacity. Berrou introduced a new
class of error correcting codes called “Turbo codes” which offer a substantial
coding gain [4]. They are parallel-concatenated convolutional codes (PCCC)
whose encoder is formed by two (or more) constituent systematic convolu-
tional encoders joined through a pseudo-random interleaver. Due to the use
of pseudo-random interleaver, turbo codes appear random to the channel, yet
posses enough structure so that decoding can be physically realized. The de-
coding is not maximum likelihood (ML) decoding, but tries to approach ML
decoding in an iterative way. For the turbo decoding, MAP (maximum a poste-
riori) is known to be an optimal choice. There are many suboptimal algorithms
such as SOVA (soft output Viterbi algorithm) and Max-log-MAP, which are
less complex than the MAP algorithm. In Trellis coded modulation, coding
and modulation are combined together [5]. Redundancy is introduced by using
more signal points in the constellation than is required for the modulation for-
mat of interest with the same data rate [6]. Convolutional coding is used to in-
troduce a certain dependency between successive signal points. Soft-decision
decoding is performed at the receiver, in which the permissible sequence of
signals is modeled as a trellis structure.
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Figure 1. OCDMA Network using a Turbo/Trellis code.

2. SYSTEM MODEL

Multiple accessing is achieved by having multiple sources, each with its own
code sequence (called address code), and superimposing their transmissions
over a common channel. At the receiver end of the OCDMA system, the optical
pulse sequence is compared to a stored replica of itself (correlation process).
The correlated value is then compared with a threshold level for data recovery.
In an incoherent OCDMA network using optical processing, the data messages
at the active transmitters using an on-off key are first encoded with their desired
OCDMA address code words and are then distributed to each receiver.

Fig. 1 shows the block diagram of a Turbo/Trellis-coded OCDMA system,
where information from each user is first encoded into a turbo/ trellis code by
a turbo/ trellis encoder, which is further encoded with the desired OCDMA
address code at respective transmitters and then distributed to each receiver.
At the receiver side, an OCDMA decoder first decodes the data and then data
is fed to a turbo/ trellis decoder to retrieve the original information sent by the
user. Each transmitter is assigned a unique codeword from an OCDMA address
code. It is assumed that all the optical sources at transmitters are incoherent so
that optical power signals of multiple users occurring at the same time would
incoherently add in intensity at an OCDMA decoder.

Further identical data rates and signal formats are assumed for all the users
and the same effective average power is assumed at the input of each receiver so
that one user should not overwhelm the others [4]. In OCDMA systems, each
data bit ‘1’ from a source is transformed into the desired destination codeword
by using an OCDMA encoder. No light is actually transmitted when each data
bit ‘0’ is issued by the data source. The BER performance of OCDMA systems
is degraded mainly due to OMAI, which comes from all other active users. At
the receiver, the effects of thermal noise and APD noise have been considered.
The binary bit ‘0’ might be mistaken for a binary ‘1’ if OMAI signals are
strong enough to cause a false detection (called 0-error) at the receiver. But
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a false detection of the binary bit ‘1’ is not possible. This is because, with
incoherent optical processing, light powers always add up [2, 3]. OOCs are
used as address codes in the simulation. An OOC is a family of (0,1) sequences
with good auto and cross correlation properties i.e., the auto-correlation of each
sequence exhibits the “thumbtack” shape and the cross-correlation between
any two sequences remains low throughout.

The accumulated output of APD detector during each chip interval has been
approximated as a Gaussian random variable [8]. The received optical signal
intensity over a chip interval is modeled as a Poisson point process. The
average number of photons absorbed is where is the arrival rate of
incident photons due to chip ‘1’ transmission in the signature sequence, which
can be represented as

where is the received optical power at optical correlator, is the APD quan-
tum efficiency, is the Planck’s constant, and is the optical carrier frequency.

The mean and variance of the conditional probability density function of the
accumulated output of APD over the last chip interval can be expressed as:

where G is the average APD gain, is the APD surface leakage current, is
the electron charge, is the total number of marks at the output of the second
optical hard limiter and is equal to if or 0 otherwise, being

3. SIMULATION DETAILS

In this paper, we have analyzed, simulated and compared the performance
of an uncoded OCDMA system (without error control coding), Turbo-coded
OCDMA system and Trellis-coded OCDMA system. The conclusions derived
are entirely based on the results of the simulations carried out for 10 active
users. It is assumed that errors introduced are due to OMAI, thermal noise
and APD noise. Simulation of OCDMA systems required the construction
of OOCs. In addition, Turbo coded OCDMA systems required the construc-
tion of turbo encoding and turbo decoding functions whereas the Trellis coded
modulation systems required trellis transmitter and receiver structures.

The simulation was carried out under the following assumptions:

1. The communication between the transmitters and receivers is pair wise.

the number of non-zero elements, is
the excess noise factor, being the APD effective ionization ratio,

is the variance of the thermal noise, being the receiver
noise temperature, the Boltzmann’s constant, and the receiver load
resistance.
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Figure 2. Turbo encoder.

2.

3.

4.

5.

Transmitter-receiver pair #5 is the pair actually sending data and receiv-
ing data.

All other users send data bits that are randomly generated. Thus, the
OMAI effect of all other users on transmitter-receiver pair # 5 is consid-
ered.

The effects of thermal noise and APD noise are considered.

The various transmitter-receiver pairs send data synchronously with re-
spect to each other.

The data being sent by users other than user # 5 is assumed to be truly random.
Therefore, with all specifications being the same, if the simulation is repeated,
the bit error rate is bound to be different. Hence, to arrive at a generalized
value of bit error rate for an OCDMA system with a particular set of specifi-
cation, numbers of simulations were carried out and average results taken into
consideration.

The generator matrix of recursive systematic encoder (RSC) employed by

the turbo encoder used in the simulation is or

(1, 7/5, 7/5) in octal, where feed forward generator
feedback generator Fig. 2 gives the block diagram of the
turbo encoder used in the simulation. The turbo decoder used in the simulation
employs Max-logarithmic-MAP algorithm.

The architecture for the transmitter for trellis-coded scheme is given in
Fig. 3(a) [6]. The data frame has two slots to represent the state of the input
data. If the information bit is same as the preceding digit, then it is encoded
into the first slot. Once input data transits from 1 to 0 (or 0 to 1), then it is
encoded into the second slot. Hereafter, the precoded data frame is sent to
the optical sequence encoder in the upper arm or lower arm for spreading into
signature sequence.

If the input data bit is 1, then data frame is transmitted through the upper
arm. On the other hand if input data bit is 0, then data frame is transmitted
through the lower arm. Thus there are four possible data symbols, and we
denote them as and respectively. The precoded data symbols are
illustrated in Fig. 3(b).
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Figure 3. a) Transmitter architecture; b) Precoded data symbol.

Figure 4. State transition diagram. Figure 5. Receiver using DHL and MLSD.

If the input data bit is 1, then is transmitted if previous bit was also 1,
otherwise is transmitted. If the input data bit is 0 then is transmitted if pre-
vious bit was also 0, otherwise is transmitted. Fig. 4 shows the resulting state
transition diagram. Each user is assigned, two mutually orthogonal signature
sequences generated from time-shifted versions of OOCs.

The correctness of the simulations was tested thoroughly by checking user
data and user code words for each bit transmitted. For example: if all other
users except user # 5 send only the data bit ‘0’, there will be zero OMAI and
number of erroneous bits received should be zero and hence, BER would be
zero.

Receiver using double optical hard limiters and maximum likelihood se-
quence detector (MLSD) is shown in Fig. 5.

4. SIMULATION RESULTS

BER for various values of threshold for uncoded OCDMA, Turbo coded
OCDMA and Trellis coded OCDMA systems are plotted. Fig. 6 compares the
BER performance of the uncoded OCDMA system with and without the use
of double hard limiter. The system, which includes the double hard limiter, has
an improved BER performance than a system without it.

Fig. 7 shows the bit error rate performance versus threshold for an OCDMA
system employing optical orthogonal codes without coding, with Turbo coding
and with Trellis coding.

From these we can infer that for a fixed weight, all the three systems have
minimum BER performance when the threshold at the receiver is equal to the
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Figure 6. Bit Error Rate versus threshold for OCDMA systems based on (100,5,1,1) (left)
ar

Figure 7. Bit Error Rate versus threshold for OCDMA systems based on (100,5,1,1) (left)
and (100,7,1,1) (right) OOC for fixed weight with Turbo Coding and with Trellis Coding.

weight of the codes. A fixed weight Trellis coded or Turbo coded system is
better than the uncoded system. Both Trellis and Turbo codes reduce the error
floor. The improvement in BER performance can be interpreted as gain due to
coding. The decoder of both codes account for the effect of OMAI, thermal
and APD noise. The performance of Turbo coded system is found to be better
than Trellis coded system. It is also observed that the system with higher code
weight can yield better performance.

Figure 8. Bit Error Rate versus number of users for OCDMA systems based on (100,5,1,1)
(left) and (100,7,1,1) (right) OOC for fixed weight with Turbo Coding and with Trellis Coding.

On the left of Fig. 8 we report the bit error rate performance of the system
for a variable number of users, when we employ codes with a constraint length
of 100 and weight of 5. Multiple access interference is the major deterioration
source for the system performance. It can be seen that an increased number of



5. CONCLUSION
The performance analysis of Turbo-coded OCDMA system and Trellis-

coded OCDMA system was accomplished and a comparison between the two
systems was made. The simulation results show that the BER performance of
Turbo-coded systems is better than that of the Trellis-coded systems. Never-
theless the Trellis-coded system is better than the uncoded OCDMA system.
The BER for both the coded systems is observed to increase as the threshold
decreases below its ideal value, which is the weight of the OOC. As the num-
ber of users increase the performance of both Trellis- and Turbo-coded systems
appears to degrade. We can thus propose that the Trellis-coded system can find
applications in systems where bandwidth is a crucial factor, decoding time has
to be kept low and high reliability is not a constraint. Also the hardware com-
plexity of a Trellis-coded OCDMA system is comparatively less as compared
to a Turbo-coded OCDMA system. It can be used without much modification
of the existing chipsets. It is ideal for LAN applications. Turbo-coded systems
should be used where reliability is very important. However, bandwidth used
is more than that used for a Trellis system.
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users will cause a penalty on the system performance, in either coding schemes.
It can be observed that for lesser number of users the BER performance is
better. On the right of Fig. 8 we report the bit error rate performance of the
system for a variable number of users, when we employ codes with a constraint
length of 100 and weight of 7. Although the increase in code weight provides
somewhat of an increased performance the change is not very significant.
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Abstract: In this paper, we outline a methodology for calculating the performance — in
particular the bit error rate — in optical fiber communications systems. We pro-
pose the development of an interlocking set of mutually-validating models that
range from approximate and system-specific models that are computationally
rapid to slower and generic models that are highly accurate. Experimental vali-
dation plays an important role in the methodology. We describe the progress in
our research group toward fulfilling the goals prescribed by the methodology.

Key words: amplifier noise; simulation; bit error rate.

Calculating the performance in optical fiber communications systems in
which nonlinearity plays a significant role in transmission is difficult. The dif-
ficulty is further enlarged by the complex way in which different modulation
formats — such as the return-to-zero, chirped-return-to-zero, and differential-
phase-shift-keying — interact with modern-day receivers. The details of the
optical filtering, electrical filtering, and internal nonlinearity can significantly
impact the performance in even a standard receiver with hard-decision decod-
ing. The use of foward error correction and signal processing further compli-
cates the calculation of the performance.

The basic difficulty stems from nonlinearity. It has been known since the late
19-th century that nonlinearity poses fundamental difficulties because it can
lead to chaos and other highly complex behavior [1]. At the same time, the low
error rates that are desired, typically on the order of make it impossible
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to use Monte Carlo simulations. Sometimes, in practice, it is possible to split
the problem in two by considering just the error rate in the absence of forward
error correction and assuming that the error rate is a known function of the
error rate prior to correction. However, that is only possible to do accurately
when the noise distribution prior to the correction is Gaussian, which is not
always a good approximation [2], and when the weight enumerator function of
the error-correcting code is known, which is true for Reed-Solomon codes and
some other commonly used codes [3], but is not true in general.

Given the importance of this problem, it is not surprising that dozens of pa-
pers have been published on it in the past decade. These papers explore a wide
variety of approximations that are described as “analytical,” “semi-analytical,”
“semi-empirical,” and so on. They are usually aimed at one aspect of the prob-
lem while ignoring others. For example, they might focus on nonlinearly-
induced self-phase modulation, while ignoring timing jitter and the impact of
the receiver, or they may consider the receiver while neglecting any transmis-
sion effects. Terms may be dropped from the propagation equations for math-
ematical convenience with no clear understanding of the physical meaning of
the resulting approximation. Validation, if it is done at all, may be done using
Monte Carlo computer simulations where it is not possible to obtain enough
realizations to really determine the accuracy of the new method, or with ex-
periments where it is unclear whether the inevitable disagreements between
theory and experiment exist are due to experimental error, approximations in
the theory, or both. Under these circumstances, it is hard to rely upon these
theoretical models when new systems are being designed. So, the deluge of
papers on this issue continues.

It is our view that a different theoretical methodology is needed, and we
describe it here.

First, it is important to carefully distinguish between a theoretical validation
using a less approximate but more computationally time-consuming theory and
an experimental validation. Neither is sufficient by itself. The purposes of
both are different. The former tests whether the approximations that have been
made to solve an equation are sufficiently accurate. The latter tests whether the
equations that are being solved contain the correct physics. It is our view that
any theoretical method must be compared to highly accurate simulations. In
the case of bit error ratio (BER) calculations, that implies carrying out Monte
Carlo simulations using importance sampling techniques where needed to ex-
plore very low BERs [4]. There are many in our field who are still unfamiliar
with these techniques, but our view is that they must become familiar with them
in order to properly validate the results of reduced models. Ultimately, it is de-
sirable to create an interlocking set of mutually-validating models that span
the range from closed form expressions that are highly approximate and apply
only to specific systems, but are computationally rapid, to computer Simula-
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tions that are computationally slower, but are more generic and are in principle
highly accurate.

This set of models must be subjected to careful experimental validation.
Without this validation, one cannot be certain that the models that have been
developed are based on the correct physics. The aim of this validation should
be to examine the correctness of the underlying assumptions that are common
to the whole set of models, including the least approximate, not to validate the
use of approximations that are used to reduce the models.

Second, it is important when making approximations to have a clear under-
standing of their physical meaning and when they are expected to be valid.
This analysis will allow the user to understand at least roughly when the ap-
proximations are expected to fail. Purely mathematical approximations are of
little use because one cannot rely upon them when changing parameters. This
physical understanding should be carefully validated.

We will briefly describe here work to accurately calculate BERs that has
been carried out in our research group in recent years. This work exhibits
many but not all of the features of the proposed methodology. We finish by
describing the work that needs to be done.

Figure 1. Schematic illustration of different methods for modeling noise-dominated systems.
The models range from highly accurate and generic, but computationally intensive on the left
to highly approximate and system-specific, but computationally rapid on the right. We show
the models that have been historically used (a) without and (b) with the models that we have
recently developed.

Historically, the approaches for calculating the BER have been of two types,
as shown schematically in Fig. 1a. At one extreme are complete computer sim-
ulations based on standard Monte Carlo methods. In principle, with accurate
transmitter, fiber, amplifier, and receiver models, one can keep all the nonlinear
effects in the problem and calculate the probability distribution functions of the
voltage for both the marks and the spaces at the decision point in the receiver.
From there, one can in principle determine the optimum threshold voltage in
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a hard-decision receiver, the minimum BER in any receiver, and other quanti-
ties of interest. In practice, one cannot calculate the large number of samples
that are needed to accurately determine the distributions. To calculate a BER
on the order of would require on the order of samples, and a BER
on the order of is a more typical target at the present time. Even if one
supposes that one is using a forward error correcting code whose properties are

tional cost is approximately noise-free simulations. Both approaches can
easily access BERs of We have applied both methods to a prototypical
undersea system, and the two agree completely. We show the results for the
probability distribution functions of the voltages at the decision point in the
receiver in Fig. 2.

While neither method is strictly new, both required significant development
in order to be applied to optical fiber communications systems with important
transmission nonlinearity. The development of these methods for optical fiber
communications methods is a significant step in our program of developing

known, and that one need “merely” calculate a BERs of or it is still
not feasible to calculate accurately using standard Monte Carlo simulations for
a broad parameter range. Thus, there is clearly a need for reduced approaches.
The most widely used reduced model is to simply ignore the nonlinear interac-
tion between the signal and the noise during transmission and treat the noise as
additive, Gaussian, and white at the entry to the receiver. In this case, there is
no need for computationally intensive Monte Carlo simulations. A somewhat
more advanced approach is to treat the signal as a continuous wave source dur-
ing transmission [3]. This approach takes into account parametric signal-noise
beating. It is known that simplified approaches are sometimes wrong. They
disagree with each other and from the means and standard deviations that are
calculated using standard Monte Carlo simulations. However, without meth-
ods that can quantify the errors, it has not been possible to determine precisely
when these methods would be applicable.

In recent years, we have developed two methods that lie between the full
Monte Carlo simulations and the reduced methods just described, as shown
schematically in Fig. 1b. The first is a deterministic method that we refer to
as the covariance matrix method. It neglects the noise-noise beating during
transmission. In this case, the noise distribution for both the marks and spaces
will obey a multivariate Gaussian distribution prior to the receiver and can be
determined by calculating the covariance matrix [5]. Determining the voltage
probability distributions for the marks and the spaces at the decision point in
the receiver is well-understood for square-law receivers [5]. The computational
cost is approximately equal to 200 noise-free simulations in the cases that we
studied. The second approach uses multicanonical Monte Carlo simulations
[6]. This method is an adaptive importance sampling method and accounts for
all the nonlinear effects during transmission and in the receiver. The computa-
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Figure 2. Comparison of the covariance matrix method to multicanonical Monte Carlo sim-
ulations for a prototypical undersea channel system. This figure is taken from [6], and the
parameter values are given there.

an interlocking set of methods that will allow one to accurately calculate the
performance in these systems. However, there is much that is still lacking. A
discussion of the key missing elements follows:

(1) The approaches that we described are appropriate for noise-dominated
systems, in which there are no significant pattern dependences among the bits.
Nonlinearly-induced pattern dependences in transmission and pattern depen-
dences in the receiver can contribute significantly to the spread of the voltage
distribution of the marks and the spaces. Numerous reduced models have been
developed in recent years to capture one aspect or another of these effects. Our
own group has made progress recently [7] in developing both deterministic and
statistical models that can handle these problems and test the simpler and more
approximate models that abound in the literature. However, much remains to
be done.

(2) In the context of noise-dominated systems, our new models work quite
well. However, they are too slow computationally for broad parametric stud-
ies. It is an important part of the methodology that we outlined to compare
reduced models like the widely-used additive-white-noise-Gaussian model to
less approximate models. That will let users know when they can safely use
the approximate models and when they are expected to fail.

(3) Receivers are becoming increasingly sophisticated and often contain
nonlinear elements, signal processing, and forward error correction. To date,
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virtually all the work on BER calculations has assumed that the problem of
determining the error rate due to transmission and the improvement that can be
expected from signal processing and forward error correction are completely
independent. This assumption requires careful validation. Moreover, the im-
provement to be expected from error correction cannot be exactly calculated
unless the weight enumerator function is known, and that is not the case for
some codes that closely approach the Shannon limit, like LDPC (low-density
parity check) codes. Our colleagues have made important progress recently in
applying the multicanonical Monte Carlo method to these codes [8], but more
needs to be done.

(4) Experimental validation has yet to be carried out for the noise-dominated
models that we have developed. We have the ability to carry out sophisticated
recirculating loop experiments. However, our ability to validate the theory has
been impeded by polarization effects in transmission and pattern dependences
in the receiver [9, 10]. We have gone a long way toward overcoming these
difficulties and hope to report validation experiments in the near future.

In conclusion, a plethora of theoretical papers have appeared in the literature
in recent years that are aimed at calculating the performance — most partic-
ularly the BER — of optical fiber communications systems with important
transmission nonlinearity. These models usually cover only one aspect of the
problem and are only partially validated if at all. We propose a methodology
for calculating performance that calls for the development of an interlocking
set of models, from highly reduced models that are approximate and system-
specific, but are computationally rapid, to simulation models that in principle
contain all the physics, but are computationally slow. These models should
cover all aspects of the problem. Experimental validation is an important com-
ponent of the methodology. Our research group has made important progress
towards carrying out the outlined program; however, much remains to be done.
The participation of numerous colleagues in creating and experimenting with
reduced models has continued and will continue to play a crucial role in the for-
mulation of the set of interlocking models that we have outlined. However, it is
our hope that the methodology that we have presented will be broadly adopted
and that our colleagues will participate in the development of the whole set of
models that is needed.
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Abstract: A novel, fast, accurate and simple method for outage probability evaluation
in compensated systems is proposed. The Monte Carlo method is applied to
Markov chains to drastically reduce the number of simulations required to es-
timate rare events. The accuracy is quite independent of the outage probability
value to estimate, and the uncertainty can be continuously monitored and re-
duced at will.
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1. INTRODUCTION

Several techniques have been studied and implemented for the evaluation
of the outage probability of optical systems due to polarization mode
dispersion (PMD). In particular, two different approaches can be used: the an-
alytical evaluation of based on simplified (first- or second-order) PMD
models and their related statistics [1,2], or the estimation of by averag-
ing a high number of simulations based on a complex all-orders PMD model,
such as the random waveplate (RWP) model. Usually, analytical methods are
very fast, but not so accurate, whereas simulations require a very long com-
putational time. In particular, standard Monte Carlo (MC) techniques are un-
feasible for low values when adequate confidence intervals
are required. Recently, different MC techniques, based on important sampling
(IS) [3], or multicanonical MC (MMC) [4], have been proposed to reduce the
number of simulations required. Here we propose a novel approach, based
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on a Markov chain Monte Carlo (MCMC) technique (see [5] and references
therein), for a fast and accurate estimation of down to extremely low
values. The method is based on a one-shot MC integration, as in standard MC,
with a straight evaluation of It doesn’t require an iterative procedure for
subsequent approximations of the probability density function (pdf), as MMC,
reducing the number of simulations required and avoiding stability problems.
The accuracy can be increased at will by increasing the number of simula-
tions, and can be continuously monitored while performing the evaluation. The
method is compared to the analytical method in [2] and to standard MC in the
case of a first-order compensated system, showing an excellent agreement.

2. MARKOV CHAIN MONTE CARLO METHOD

In this paper, we use the bit-error-rate as a figure of merit of the system
performance, considering as the threshold value defining the
outage condition. Thus, is the probability that Letting

can be evaluated as

where is the outage indicator function, being the unit
step function, and the pdf of E. The fiber is described with high ac-
curacy (all-orders PMD) by means of the RWP model: W waveplates with
fixed delay and W polarization rotators1, with independent and uniformly
distributed random rotation angles A generic realization is deter-
mined by the random variable (r.v.) and E turns out to be
a r.v. itself, The model can not be used to analytically evaluate

but can be used to draw samples according to this pdf. A standard
approach is the MC integration of (1) based on independent samples: N inde-
pendent trials are performed, drawing N independent r.v. and the
RWP model is used to evaluate the corresponding r.v. distributed
according to Then, is estimated by the average

The strong and weak law of large numbers ensure that the estimate in (2) can
be made arbitrarily accurate by increasing N, thus requiring a high number of

1In some cases, and also in this paper, polarization scramblers, rather than simple rotators, are placed
between the waveplates. Two parameters are used for each section, and their pdf is such to obtain a uniform
distribution of the PMD versor on the Poincaré sphere. For the sake of simplicity, here we describe the
simpler model with rotators.
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simulations. Indeed, to estimate from the rate of outage events, several
events must be observed. Thus, N is inversely proportional to itself. In
practice, standard MC is feasible only for To overcome this
limitation, some techniques have been proposed, such as IS [3] or MMC [4].
In particular, MMC is based on an iterative procedure to build subsequent ap-
proximations of Each iteration, a Markov chain is generated, and the
samples are used to build a histogram-based approximation of This
approximation is used in the next iteration to build a new Markov chain and
refine the approximation. Finally, is evaluated by integrating
Our very simple idea is to use Markov chains only to force the model to gen-
erate events according to a modified pdf, with a higher probability of
outage events. In this case, a one-shot MC integration can be performed, and

can be straight estimated by the samples mean, as in (2), without going
through the estimation of The increased number of outage events in

reduces the number of simulations required. Obviously, (2) must be
consequently modified to compensate for this artificial increase. The modi-
fied pdf can be obtained by generating a Markov chain, with the
desired limiting distribution by means of a rejection algorithm [5]. In
particular, we choose

where C is a normalization constant, and T is a parameter determining the
probability enhancement of outage events, playing the same role as the “tem-
perature” in simulated annealing, to which MCMC is closely related. In this
case, the Metropolis rejection algorithm [6] can be used to generate the Markov
chain. A generic sample, is obtained from the previous one,

by means of a small random perturbation The provi-
sional sample, with is evaluated, and is accepted

and with a probability

where and rejected and otherwise.
The perturbation is a vector of W independent Gaussian r.v., with zero
mean and variance generating a random walk in the with an
average step Different pdfs for such as a uniform pdf, could be used
as well. Under standard conditions for Markov chains, the dependence of the
generic realization on any fixed number of early realizations
disappears as and the distribution of approaches a station-
ary form To demonstrate that converges to the desired pdf in
(3), we first analyze a simpler case, when (4) is not applied. In that case, the
random perturbation generates a pure random walk, the generic config-
uration has a uniform limiting distribution and, consequently, has the
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limiting distribution When the stationary distribution is reached, an
equilibrium equation holds

In (5), is the probability that the random perturbation causes
the transition whereas is the probability that it
causes the opposite transition. Hence, for is
the probability of an upward transition, whereas
is the probability of a downward transition. Eq. (5) means that, once the
stationary distribution is reached, downward and upward transitions must be
equiprobable. When applying (4) to the Markov chain generation, an analo-
gous equilibrium equation holds

The conditional probabilities in (6) can be evaluated considering that the prob-
ability to get state starting from state E, or vice versa, is equal to
the probability that the random perturbation causes the transition, multiplied
by the probability that the transition is accepted, obtaining

By using (7) and applying L’Hôpital’s rule, we can write a differential equation
for

where the prime denotes derivative with respect to E. Integrating (8), we ob-
tain

where all constant values have been grouped into the constant C. This proves
that the limiting distribution of the Markov chain is our desired pdf (3). Using
the modified pdf, we can rewrite (1) as

and, since the ergodic theorem allows us to substitute the expected value with
the time average over the sequence, as in standard MC we can estimate (10)
from the samples mean
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Similarly, the normalization constant C can be estimated as

3. ACCURACY

When dealing with MC methods, the very important question of how much
simulations are needed to reach a satisfactory accuracy arises. Notice that

itself in (2) or (11), is a r.v., and as in standard MC the samples
in (2) are independent, the variance of the estimate is

Defining the relative uncertainty as the ratio between the standard deviation
and itself

we see that can be arbitrarily decreased by increasing the number of simu-
lations N. From (14), for a fixed uncertainty N is inversely proportional to

making the method unfeasible for too low values. For instance, only
simulations are needed to estimate with a 10% uncertainty,

but quite simulations to estimate with the same uncer-
tainty. Instead, in the proposed method the uncertainty is strongly reduced by
using the modified distribution and N is quite independent of
However, two counter-factors pose a limit to the method: the normalization
constant C has to be estimated too, and the samples in (11) are
not independent. In particular, the higher the correlation between the samples,
the lower the statistical importance of each sample and the higher the variance
of the estimate. Moreover, the correlation makes more difficult to estimate the
uncertainty. From (11) and (12), the estimate can be written as

that is, the ratio between the estimated outage term and normalization term
The variance of the ratio can be estimated as
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where and are the variance of the variance of and their
covariance, respectively, and can be estimated as suggested in [7]. The samples
are subdivided into L groups of K consecutive samples each. The sample
means and for are evaluated for each group, and
and are estimated as

The uncertainty can not be predicted a priori, as in standard MC, but can be
continuously monitored while performing the simulations. Thus, the desired
accuracy can be fixed, and the simulations stopped when it is reached.

The method is very simple and can be straightforwardly implemented. Only
two parameters have to be adjusted: T and the average step Their opti-
mization is not critical, but some guidelines can be given to reduce the number
of simulations required. In particular, the parameter T is used to increase the
probability of outage events: the lower T, the higher the probability of an
outage event. A too high T value makes the outage events improbable and,
in the limit the distribution and the method be-
comes a standard MC. Otherwise, a too low T value makes the non-outage
events improbable, causing the opposite problem. Thus, T should be chosen
to balance the number of outage and non-outage events. For instance, if we
want to estimate in the range a good choice for T is such
that where is the difference between the most probable
value of E (the back-to-back value can often be used), and the outage limit
(E = –12). On the other hand, the average step plays a fundamental role
to control the degree of correlation between the samples of the Markov chain.
When a step is accepted, the correlation between the previous and next sample
depends on the variation of the configuration Thus, their correlation de-
creases for an increasing On the contrary, when a step is refused, the next
sample coincides (and thus is fully correlated) with the previous one. Hence,
their correlation increases for an increasing since the higher the average
step, the higher the probability that a step will be refused. Since a high corre-
lation between the samples reduces their statistical importance, the correlation
should be minimized in order to minimize the uncertainty. Thus, should be
chosen to balance the correlation induced by accepted and refused steps. As a
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Figure 1. Outage probability and rela-
tive uncertainty vs. number of simulations.

Figure 2. Outage probability vs. mean
DGD in a first-order compensated system.

matter of fact, we found that the optimization of is not critical, and a value
in the range 1 ÷ 10 can be used in most practical cases.

4. RESULTS
The proposed method has been used to estimate the outage probability of a

system with a 3-dB OSNR margin and first-order PMD compensation. For a
given mean DGD, the following very easy procedure has been followed:

Definition of the RWP model to be used (number of waveplates, …).

Choice of parameter T and average step

Generation of the Markov chain according to (4), with continuous update
of and according to (15)–(17).

Stop when the desired uncertainty is reached.

As an example, in Fig. 1 and are reported as a function of the num-
ber of samples N, for a mean DGD equal to 30% the bit-time. The RWP model
was used with 100 waveplates with fixed DGD and polarization scramblers.
Each simulation, E was analytically evaluated as in [8]. In this case, follow-
ing the guidelines in the previous section, we chose T = 0.7 and A
fast convergence of can be observed. About 200000 samples are needed
to achieve a 10% relative uncertainty, but only 50000 to achieve a 20% rel-
ative uncertainty. Considering a confidence range of we can pose

Finally, in Fig. 2 is plotted as a function of
the mean DGD, and three different evaluation methods are compared: the an-
alytical method in [2], a standard MC method (high values), and the proposed
method (low values). The excellent agreement is twofold valuable: it proves
the accuracy of the proposed method, and extends the validation of the analyt-
ical one down to very low OP values. For high values of only a little
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increase of the probability of outage events is needed, and can be obtained with
a high T. In this cases, the method is practically reduced to the standard MC.

5. CONCLUSIONS

A novel approach to the evaluation of the outage probability of compen-
sated systems through simulations has been proposed. It is based on a MC
integration applied to Markov chains (MCMC) and is very fast and accurate.
An excellent agreement with a recently proposed analytical method [2] has
been demonstrated for first-order compensated systems, both proving the ac-
curacy of MCMC and extending the validity of [2] down to very low values.
With respect to the analytical method, the proposed MCMC is based on an all-
orders PMD model and can be used regardless of the complexity of the PMD
compensator. Moreover, with respect to standard MC, it allows a fast and accu-
rate evaluation down to extremely low values. Finally, with respect to iterative
MC procedures, such as MMC, it is based on a one-shot MC integration and
on the straight evaluation of without the need of an histogram-based
pdf estimation, and without any problem related to the stability of the iterative
procedure. Thus, the accuracy of the method can be increased at will. A pro-
cedure for the continuous monitoring of the uncertainty has been described as
well, allowing to stop the integration when the desired accuracy is reached.

REFERENCES
H. Bülow, “System outage probability due to first- and second-order PMD,” IEEE Photon.
Technol. Lett., vol. 10, pp. 696–698, May 1998.

E. Forestieri and G. Prati, “Exact analytical evaluation of second-order PMD impact on the
outage probability for a compensated system,” J. Lightwave Technol., vol. 22, pp. 988–996,
Apr. 2004.

S. L. Fogal, G. Biondini, and W. L. Kath, “Multiple importance sampling for first-
and second-order polarization-mode dispersion,” IEEE Photon. Technol. Lett., vol. 14,
pp. 1273–1275, Sep. 2002.

A. O. Lima, J. I. T. Lima, J. Zweck, and C. R. Menyuk, “Efficient computation of PMD-
induced penalties using multicanonical monte carlo simulations,” in Proc. ECOC’03,2003.
Paper We3.6.4.

J. C. Spall, “Estimation via Markov chain Monte Carlo,” IEEE Contr. Syst. Mag., pp. 34–
45, Apr. 2003.

N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E. Teller, “Equation
of state calculations by fast computing machines,” J. Chem. Phys., vol. 21, no. 6, pp. 1087–
1092, 1953.

W. K. Hastings, “Monte Carlo sampling methods using Markov chains and their applica-
tions,” Biometrika, vol. 57, pp. 97–109, 1970.

E. Forestieri, “Evaluating the error probability in lightwave systems with chromatic dis-
persion, arbitrary pulse shape and pre- and postdetection filtering,” J. Lightwave Technol.,
vol. 18, pp. 1493–1503, Nov. 2000.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]



A PARAMETRIC GAIN APPROACH TO
PERFORMANCE EVALUATION OF DPSK/DQPSK
SYSTEMS WITH NONLINEAR PHASE NOISE

P. Serena, A. Orlandini, and A. Bononi
Università degli Studi di Parma, Dipartimento di Ingegneria dell’Informazione
Parco area delle scienze 181/A, 43100 Parma (Italy)

serena@tlc.unipr.it

Abstract: We present a novel method based on parametric gain (PG) to study the impact of
nonlinear phase noise in dispersion-managed differentially phase-modulated op-
tical transmission systems. By linearizing the interaction of signal and noise, the
received ASE is approximated as a stationary Gaussian process, whose statistics
are found by using a low-pass filtered version of the modulating signal. The
BER is then evaluated by adapting standard methods for quadratic detectors, for
single-channel binary and quaternary PSK systems, both for NRZ and RZ sup-
porting pulses. We show that in the RZ case parametric gain causes a larger
penalty than in the NRZ case, and that DQPSK is less robust to PG than DPSK.

Key words: phase noise; differential phase-shift keying (DPSK); differential quadrature phase-
shift keying (DQPSK); parametric gain; Gaussian noise.

1. INTRODUCTION
Optical phase shift keying (PSK) modulation formats are an interesting

alternative to on-off keying (OOK) for long-haul transmission systems, be-
cause of their lower optical signal-to-noise ratio (OSNR) requirements, which
leads to reduced power and thus reduced Kerr nonlinearities. PSK formats are
usually implemented as differential binary (DPSK) or quaternary (DQPSK)
schemes [1,2]. DPSK encodes the information onto the differential optical
phase between adjacent bits which can be either 0 or while DQPSK uti-
lizes two orthogonal DPSK signals, which leads to four possible values of
the differential phase 0, thus doubling spectral efficiency. However,
PSK formats are extremely vulnerable to nonlinear phase noise [3] arising by
the nonlinear interaction of signal and amplified spontaneous emission (ASE)
noise during propagation. Such an interaction manifests itself also as a para-
metric gain (PG) of the received ASE noise. It has been experimentally shown
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that, in 10 Gb/s DPSK systems, the statistics of the decision variable in pres-
ence of nonlinear phase noise develop a much larger skewness than without
nonlinearity, and resemble an exponential distribution [1]. Attempts have been
made to theoretically study the statistics of the nonlinear phase noise (and an
exact expression has been found only at zero group-velocity dispersion (GVD)
[4]), in order to assess the performance of DPSK receivers based on ideal phase
discriminators.

In this work we instead address the performance of realistic PSK receivers
based on Mach-Zehnder delay demodulators. Although the statistics of the
signal-inflated ASE noise depart from Gaussian at either very large signal lev-
els or at zero GVD, we first show that in practical systems, working at suf-
ficiently large OSNR and in which some local GVD is present, the received
ASE noise can still be reasonably described by a Gaussian process.

While with non-return to zero (NRZ) supporting pulses the intensity is con-
stant and the received ASE is a stationary process, in presence of return-to-zero
(RZ) pulses the ASE parametric gain becomes time dependent, and thus the
ASE is a non-stationary process. The exact non-stationary statistics of the ASE
can in principle be obtained through a computationally heavy method based on
the linearized solution of the nonlinear Schrödinger equation (NLSE) [5]. In
this work, we find instead an equivalent stationary ASE process yielding the
correct statistics of the decision variable. The bit-error rate (BER) is finally
evaluated by a suitable modification of well-established methods for quadratic
detectors in Gaussian noise [6].

We apply our model to provide a comparative study of the performance of
single-channel dispersion managed DPSK and DQPSK systems, both for NRZ
and RZ supporting pulses. Results are provided in terms of OSNR penalties for
different system bitrates, in-line residual dispersion and cumulated nonlinear
phase.

2. SYSTEM SET-UP

In Fig. 1 we schematically describe the single channel dispersion-managed
DPSK multi-span system studied in the following sections. Before and af-
ter the transmission link, pre- and post- compensating fibers are optimized in
presence of PG for each launched power value, while all spans have identical
residual dispersion, varied in a suitable range at different bitrates. The receiver
has an optical Gaussian filter of bandwidth being R the system
bitrate, followed by a Mach-Zehnder interferometer with one bit delay equal
to T = 1/R. Half the sum of the input fields at times and is detected
by one photodetector, while half the difference is detected by the other. The
difference between the received currents is then filtered by a Butterworth 2nd
order filter, of bandwidth and finally sampled. For the DQPSK
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Figure 1.     Set-up of the single channel dispersion managed DPSK system.

format, we consider two independent DPSK demodulators for the detection
of the in-phase and quadrature signal components, with an additional delay of

and in each of the Mach-Zehnders [2]. We approximate the DQPSK
in-phase and quadrature components as independent random variables (RVs),
so that the BER is the average between the BER on each of such components.

3. ASE STATISTICS

Figure 2. Contour plots of ASE PDF before the receiver for OSNR=25 dB,
and (left) or (right).

It is known that signal and ASE have maximum nonlinear interaction strength
at zero GVD, so that in such a case the received ASE has statistics far from
Gaussian. We estimated the joint probability density function (PDF) of the
in-phase (real) and quadrature (imaginary) received ASE components through
a Monte Carlo simulation of a single fully-compensated fiber span with an
NRZ-DPSK signal (see Fig. 1) operating at a received OSNR of 25 dB (over
0.1 nm), with a transmission fiber chromatic dispersion equal to either 0
or 4 ps/nm/km and for an average cumulated nonlinear phase
At we obtained the joint PDF contour levels shown in Fig. 2 (left),
which confirm that Kerr nonlinearity alone causes a non Gaussian ASE. When
including fiber GVD, we obtained the contour levels shown in Fig. 2 (right),
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which have an elliptical shape, typical of a Gaussian bivariate distribution. We
conclude that even a small amount of fiber GVD tends to reshape the ASE
joint PDF towards a Gaussian distribution, provided that the OSNR is suffi-
ciently large. Being the single span a worst case for the Gaussian assumption,
such a conclusion holds also for multiple spans, where the increased number
of independent noise sources accelerates the convergence to a Gaussian PDF.

4. MODEL FOR NOISE PROPAGATION

In this section we calculate the ASE noise statistics starting from a linearized
solution of the NLSE [5] applied to long periodic dispersion-managed systems.
For such systems the local dispersion is a function, being the
distance, which can be written as where

is the span-averaged dispersion, i.e. the in-line residual dispersion per
unit length, and is the local deviation from the average, with
L equal to the single span length. In this context, the dynamic behavior of the
propagating field can be described by a “slow” length scale and a “fast” scale

which allows to study the NLSE by a multiple scale approach [7].
First, let us assume the transmitted signal to be a continuous wave (CW).

By writing the NLSE in terms of its characteristic lengths and exploiting the
multiple scale method, we obtain that the noise field propagates as:

where is the span-averaged dispersion length, be-
ing the signal wavelength and the supporting pulse duration. The differ-
ential dispersion length accounts for the
deviation of the dispersion length of the transmis-
sion fiber from the span average value, i.e. is
the attenuation (or effective) fiber length, is the transmission fiber non-
linear length, proportional to the inverse of the signal power P. All the dis-
persive lengths are referred to being the signal duty-cycle, and

is the frequency normalized to is a Langevin Gaussian forc-
ing term with autocorrelation at times equal to

where is the white ASE power spectral density
(PSD) per unit length and is the Dirac delta function. Eq. (1) is a linear dif-
ferential equation with constant coefficients which can be cast in closed form in
terms of a matrix exponential. For a given distance this solution scales with
the dimensionless parameters and



A Parametric Gain Approach to .... 133

Being a Gaussian stationary noise, is again a stationary Gaus-
sian stochastic process, whose PSD can be obtained in a closed form.

In the DPSK modulated case, the nonlinear length is now a function
of time, and eq. (1) does not apply. In such a case the linearization approach
yields a linear time-varying approximation of the NLSE, whose solution still
yields a Gaussian, but non-stationary noise. However, eq. (1) reveals that, at a
specific the noise field depends only on the neighboring frequency samples
within a proper bandwidth, which is essentially set by and slightly
varies with the CW power P. Such a bandwidth corresponds to a finite mem-
ory window in the time domain. Hence, we expect that signal modulation adds
only a small perturbation to eq. (1), which can still be used for evaluating the
noise statistics at any time by substituting the signal power with a
slowly varying, low-pass filtered version of it obtained by means
of a windowed Fourier transform. We found that a proper filtering window is

Whenever PG is the main impairment

to system performance, we assume that the signal has no inter-symbol inter-
ference (ISI), i.e. Hence, at each sampling time of
a RZ-DPSK signal with sinusoidally-varying intensity profile, the noise PSD
can be evaluated by solving (1), where is calculated with the effective
power value:

where is the peak power, while for NRZ-DPSK coincides with
(which is also the average power). By this way, the noise can be assumed as sta-
tionary for BER computation. Note that, since the noise PSD can be obtained
in a closed form, our solution can then be applied to a fast BER algorithm,
which avoids the computational burden of the exact method proposed in [5].

5. RESULTS AND DISCUSSION

We first tested our model by trying to replicate the experimental results in
[1], Fig. 3 shows the Q-factor penalty measured in [1] with circles and the
prediction of our model (solid line) with NRZ- (left) and RZ-DPSK (right)

for a launched power of 7 dBm. For the system parameters see [1].
For the RZ case, we plot the Q penalty obtained by using either the average

or the peak or the effective power in the ASE PSD evaluation.
From the comparison with experimental data, is found to give the best
approximation. In Fig. 4 we also numerically tested our BER results obtained
with (circles), (diamonds) and (up-triangles) and by comparing
them to the exact BER (down-triangles) evaluated with the algorithm proposed
in [5]. We studied a 20-span fully compensated RZ-DPSK system
(see Fig. 1), with a GVD transmission fiber at
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Figure 3. Q-penalty versus transmitted OSNR for NRZ- (left) and RZ-DPSK (right) for the
experimental system tested in ref. [1] with a launched power of 7 dBm.

(i.e., R = 40 Gb/s) and for an average The best fit is given
by using while use of or under/overestimates the BER.

Having tested the accuracy of our model for BER calculation, we then ap-
plied it in a comparative study among NRZ- and RZ-DPSK and DQPSK sys-
tem performance (see Section 2), evaluated for varying system parameters.

In Fig. 5 we plot the OSNR penalty versus for
(triangles), (circles) and (diamonds)

computed with (solid line) and without (dashed line) PG, for NRZ- (left) and
RZ-(right) DPSK (top) and DQPSK (bottom) signals. The in-line residual dis-
persion is optimized with PG. In the NRZ case the performance is set by PG
at low while self-phase modulation (SPM) induced signal distortion
is dominant at high For this reason, the relative penalties between the
curves with and without PG decrease for increasing in both DPSK
and DQPSK case. RZ pulse coding is more robust to ISI both with

Figure 4. BER versus OSNR for a 40 Gb/s 20-span full compensated system. Triangles up:
exact BER [5]. Triangles down: proposed model by using eq. (2). Circles/Diamond: proposed
model with
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and without PG at high while at low it has worse perfor-
mance than NRZ coding [1], as expected since is doubled. Note that,
at a fixed the reduced distance among the DQPSK symbols reduces
its robustness to SPM distortion. In Fig. 6 we focused on the OSNR penal-
ties plotted versus for the same system of Fig. 5, now studied for

at R = 40 Gb/s and RZ coding. Since DQPSK
supports two channels at an halved symbol rate compared to DPSK, it is found
to be much less robust to PG, being PG much stronger at lower symbol rates.
For the same DPSK system studied in Fig. 6, we investigated the RZ-DPSK
dependence on the normalized in-line dispersion per span In Fig. 7 we
show the contour plots of the additional OSNR penalty due to PG versus
and Best performance is found for negative in-line dispersion, where a
large tolerance to variations is found up to

6. CONCLUSIONS

We showed that in dispersion-managed DPSK and DQPSK systems the im-
pact of nonlinear phase noise can be studied by a parametric gain approach
which describes the ASE noise with Gaussian statistics, for which we provide
a simple and accurate model. Such a model is applied to BER evaluation for

Figure 5. OSNR penalties versus for NRZ- (left) and RZ- (right) DPSK (top) and
DQPSK (bottom) modulation formats with (solid line) and without PG (dashed line). Triangles:

Circles: Diamonds:
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Figure 6. OSNR penalties versus
for RZ-DPSK (circles) and DQPSK (no
symbols) with (solid line) and without PG
(dashed line) at

Figure 7. Additional OSNR penalties
due to PG for RZ-DPSK at
versus and

quadratic detectors in Gaussian noise. We found that even if RZ coding is
more tolerant to SPM distortion than NRZ, it is less robust to PG, whose effect
is enhanced by signal modulation. DQPSK doubles the spectral efficiency of
DPSK at the price of a reduced tolerance to PG.
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Abstract: Signal distortion due to intrachannel cross-phase modulation and four-wave-
mixing limits transmission distances in ultra-high bit-rate optical communica-
tions. To gain an understanding of the effects of nonlinear pulse interactions
and to quantify the effectiveness of new methods to suppress them, accurate
characterization techniques are required to isolate the effects of fibre nonlinear-
ity from the other impairments which occur in transmission. In this paper, we
discuss two techniques: firstly, the direct measurements of the signal waveform
distortion (pulse timing jitter, amplitude fluctuations, and FWM-induced ‘ghost’
pulse power) and, secondly, measurements of the BER-dependence on optical
signal launch power. We describe the use of these characterization methods to
investigate the suppression of nonlinear distortion through the use of optimized
dispersion maps, alternate-polarization and alternate-phase return-to-zero signal
formats.

Key words: dispersion management; optical fiber nonlinearity; four wave mixing; cross phase
modulation.

1. INTRODUCTION
Limits to the transmission distances achievable in high bit-rate systems are

imposed by nonlinear refraction. The intensity modulation of the signals in-
duces optical phase shifts due to the intensity-dependence of the refractive in-
dex of the transmission fibres. In WDM systems with narrow channel spac-
ing, the nonlinear refraction leads to interactions between channels through



138 R. I. Killey, V. Mikhailov, S. Appathurai, and P. Bayvel

cross-phase modulation (XPM) and four-wave-mixing (FWM). As the channel
bit-rate and channel wavelength spacing is increased, the impact of these inter-
channel effects is reduced, due to the walk-off between the channels caused
by the fibre dispersion, and intrachannel nonlinear effects become increasingly
dominant. These effects result from the dispersion-induced pulse broadening
and the consequent nonlinear interaction between overlapping pulses within
the same channel.

As in the multi-channel case, the pulse overlap leads to cross-phase modu-
lation and four-wave-mixing. These effects were investigated experimentally
and numerically in [1–10] and a number of methods have been proposed and
demonstrated aimed at suppressing intrachannel nonlinear distortion, through
optimization of the dispersion map and pre-compensation [11–16], the use of
optimized signal formats [17], in particular the use of phase modulated return-
to-zero formats [18–26], alternate-polarization RZ [27–29], subchannel mul-
tiplexing [30], polarization mode dispersion-supported transmission [31] and
channel precoding [32].

In this paper, we describe experimental and numerical techniques developed
to characterize intrachannel cross-phase modulation and four-wave-mixing in
long-haul 40 Gbit/s systems. We explain how these techniques can be used
to quantify the improvements in performance achievable using new methods,
including optimized dispersion maps and novel modulation formats.

2. CHARACTERIZING INTRACHANNEL
NONLINEAR DISTORTION

One challenge faced in characterizing any physical effect in optical signal
transmission is that of isolating it from the numerous other effects which occur
simultaneously. The goal of our research was to isolate and quantify the im-
pact on the system performance of intrachannel XPM and FWM, separating it
from other effects including amplifier noise, chromatic dispersion, polarization
mode dispersion and transmitter and receiver patterning.

Methods of measuring the nonlinear distortion include direct BER and Q-
factor measurements, and measurements of the signal eye diagrams and signal
waveforms using sampling oscilloscopes, for a range of signal launch powers
and transmission distances. In the following sections, simulations and experi-
mental measurements of nonlinear pulse interactions in 40 Gbit/s transmission,
carried out with the group’s recirculating fibre loop testbed, are described.

2.1 Signal waveform distortion

An effective method of characterizing the effects of intrachannel nonlinear
distortion is the direct measurement or calculation of the signal waveform dis-
tortion after transmission. Three measures of distortion can be used: pulse



Characterization of Intrachannel Nonlinear Distortion 139

timing jitter, resulting from XPM, pulse amplitude fluctuations arising from
both FWM and XPM, and ‘ghost’ pulse power, transferred from the pulses to
the zero bit slots through FWM. The effectiveness of the use of novel signal
formats and optimized dispersion maps in reducing nonlinear pulse interac-
tions can be demonstrated by showing the reduction of these three effects.

2.1.1 Optimization of pre-compensation. In our initial studies, timing
jitter and ghost pulse power were calculated for typical system parameters us-
ing the split-step Fourier algorithm for a single channel 40 Gbit/s link employ-
ing standard single-mode fibre (SMF), with dispersion D = 17 ps/(nm·km),
fibre nonlinear coefficient and loss Each
span comprised 60 km of SMF with dispersion compensating fibre following
each span (Fig. 1) [8].

Figure 1. Transmission system with N spans, pre-compensation dispersion and residual
dispersion per span

Unchirped RZ pulses, which are more robust than NRZ [17], with 9 ps
FWHM were transmitted, encoded with 256-bit random bit sequences. Ideal
transmitter and receiver characteristics and the assumption of noiseless am-
plifiers allowed the investigation of distortion due solely to the fibre nonlin-
earity. The system considered was a 12 span link, with each span exactly
post-compensated by DCF and the optical launch power was 6 dBm. An ef-
fective technique to suppress intrachannel nonlinear effects is the optimization
of the signal waveform at the input to the link. In particular, the use of simple
pre-compensation can have a significant effect on the quality of the received
signal [2,8,13,14,16]. In this study, the effect of using pre-compensation at
the transmitter was explored by carrying out multiple simulations with a range
of pre-compensation values from 0 to -600 ps/nm. In each case, additional
dispersion was added at the receiver to ensure the total link cumulative disper-
sion was zero. It can be seen from Fig. 2 that the timing jitter varied between
values of 0.4 and 1.4 ps, and was minimized at one particular value of pre-
compensation, approximately -200 ps/nm.
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Figure 2. Intrachannel cross-phase modulation (IXPM) timing jitter and intrachannel four-
wave-mixing (IFWM) power (normalised to peak power of ‘ones’) after transmission over 12
spans.

Figure 3. Optical eye diagrams, with (left), –240 (centre) and –400 ps/nm (right).

The growth of the four-wave-mixing induced ghost pulse power was also
calculated for the same systems. The plot shows that this transmission impair-
ment is also strongly dependent on the input signal waveform, with excessive
pre-compensation leading to greater pulse overlap and hence increased FWM.
As for the case of timing jitter, the ghost pulse power was minimized with pre-
compensation at the transmitter of approximately -200 ps/nm. Fig. 3 shows
the eye diagrams of the received signals for three values of precompensation,
0, -240 and -400 ps/nm [8]. With no pre-compensation, timing jitter resulting
from XPM dominates, while with excessive pre-compensation of -400 ps/nm,
the increased overlap of the pulses results in increased FWM, clearly observ-
able in the eye diagrams as ghost pulses in the zero bit-slots.

2.1.2 Alternate-polarization RZ format transmission. Following the
simulations characterizing nonlinear pulse interactions in 40 Gbit/s transmis-
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sion, recirculating fibre loop experiments were carried out in which the timing
and amplitude jitter, and ghost pulse power, were measured using a high speed
sampling oscilloscope (Fig. 4) [28]. An optical time-division-multiplexing
transmitter was used to obtain the 40 Gbit/s signal, allowing the effects of
varying the relative states of polarization of adjacent pulses to be investigated.

Figure 4. Recirculating loop experimental set-up with optical time-division multiplexed
transmitter (EAM – electroabsorption modulator, SC-DCF – slope compensating dispersion
compensating fibre, PC – polarization controller, AOM – acousto-optic modulator).

Standard single-mode fibre was employed, with the parameters used in the
simulations described in the previous section. The amplifier span length was
61 km and the signal launch power into each span was kept constant at 7 dBm.
Multiple signal traces were measured, and the timing and amplitude jitter were
extracted from the measured waveforms [28]. The measured values of jitter are
plotted in Fig. 5. With parallel polarization states of the pulses, the increase in
the experimentally observed timing jitter due to XPM, was 2.4 ps after 7
spans, corresponding to 9.6 % of the bit period. The use of optimal dispersion
pre-compensation of –200 ps/nm at the transmitter in the simulation, not used
in the experiment, led to a lower calculated value of

The effect of using alternating pulse polarization states was to reduce by
32 %, to 1.6 ps after 7 spans, and this was in good agreement with the reduction
predicted by the split-step Fourier simulations. The XPM from adjacent pulses
reduces by 2/3, assuming linear polarization is maintained during transmission,
and reduced by approximately 1/2 if the polarization varies randomly. How-
ever, pulses spaced by two bit-slots are still co-polarised, and, as the pulses
spread over multiple bit periods, XPM due to pulses in the same 20 Gbit/s trib-
utary channel is significant, explaining the lower than 2/3 reduction in timing
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Figure 5. Experimental (left) and calculated (right) values of XPM-induced timing jitter with
parallel (squares, dashed line) and orthogonal (circles, solid line) adjacent pulse polarization
states.

jitter with alternating polarization in both the experimental measurements and
the simulations [28].

Intrachannel four-wave mixing leads to the transferral of energy between
the pulses, resulting in pulse amplitude distortion, After transmission over
7 spans, the increase in was 0.046, normalised to the average pulse ampli-
tude (Fig. 6) [28]. The use of alternate polarization states was expected to be
effective at reducing the amplitude distortion, as the FWM efficiency reduces
to zero for waves with orthogonal polarization states. This was experimentally
confirmed, with a reduction in of 56 % after 7 spans, while the correspond-
ing reduction predicted by the split-step Fourier simulations was 76 %.

Figure 6. Experimental (left) and calculated (right) values of FWM- and XPM-induced pulse
amplitude distortion with parallel (squares, dashed line) and orthogonal (circles, solid line)
adjacent pulse polarisation states.
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2.1.3 Alternate-phase RZ format transmission. The work of a num-
ber of groups has shown that alternate-phase return-to-zero (AP-RZ) signal
format is effective in reducing the distortion caused by nonlinear pulse inter-
actions [18,20–25]. To investigate this technique, a comprehensive set of ex-
periments were carried out to characterize the effects of intrachannel XPM and
FWM through measurements of the signal waveform, taken with a sampling
oscilloscope. The AP-RZ transmitter is shown in Fig. 7 [25].

Figure 7. AP-RZ transmitter

Conventional RZ and alternate-phase RZ, with a sinusoidal phase modula-
tion with peak-to-peak amplitude of and a time period twice the bit pe-
riod, were compared. Initially, the optimum values of pre-compensation were
found through simulations, with 5 dBm launch power, which predicted that the
optimum amount of pre-compensation is dependent on the format used. The
values of -250 ps/nm and -100 ps/nm were optimum for the conventional RZ
and AP-RZ formats respectively.

Next, the systems were experimentally tested using the recirculating fi-
bre loop. The experimental set-up, shown in Fig. 8, employed two cascaded
electro-absorption modulators (EAMs) driven by the 40 Gbit/s pattern gener-
ator and a 40 GHz clock signal respectively, to generate an RZ
signal with pulse width of approximately 11 ps [25]. A phase modulator driven
by a 20 GHz clock signal was then used to impose a optical phase differ-
ence between adjacent pulses to generate the AP-RZ format. The signal was
launched into the recirculating loop consisting of a span of 60 km SMF post-
compensated by 12 km of dispersion compensating fiber. The span residual
dispersion of -6 ps/nm, was compensated by a tunable dispersion compensator
before the receiver. The 40 Gbit/s signal was transmitted together with five
CW WDM channels (Fig. 8) to allow the control of the signal launch power
and OSNR (described in more detail in the following section). At the loop
output the signal channel was filtered using one port of a flat-top AWG, de-
tected with a photodiode with bandwidth > 45 GHz. Pre- and post- compensa-
tion, with optimum values of dispersion determined by the simulations, were
experimentally implemented by cascading appropriate lengths of normal and
anomalous dispersion fiber, ensuring that the cumulative dispersion over the
entire transmission distance was zero. The signal power launched into the pre-
and post-compensation was approximately 0 dBm.



144 R. I. Killey, V. Mikhailov, S. Appathurai, and P. Bayvel

Figure 8. Experimental recirculating loop set-up with AP-RZ transmitter and pre-
compensation

The received RZ and AP-RZ signal waveforms, back-to-back and after
transmission over 240 km with 10 dBm launch power, with and without pre-
compensation, were measured using a high speed sampling oscilloscope.

The waveform of the signals encoding the 11111011111 bit sequence at
the input of the link is plotted in Fig. 9(a) [25]. The effect of intrachannel
four-wave-mixing can be clearly seen in the waveforms after transmission in
Figs. 9(b) and 9(c). With the conventional RZ format, the bit slot carrying
the centre zero bit becomes indistinguishable after transmission over 240 km
due to the growth of the ghost pulse. Switching on the phase modulator in
the transmitter significantly reduces the impact of FWM between the pulses,
reducing the growth of the shadow pulse, as can be seen in Fig. 9(c). Figs. 9(d)
and 9(e) show the effect of optimizing the pre-compensation, with the zero bit
becoming clearly defined in both cases.

Methods of characterizing nonlinear pulse interactions through the measure-
ment and calculation of the distortion of the received signal waveforms have
been described in this section. These techniques are useful in understanding
the nonlinear effects and demonstrating their suppression through optimized
signal formats and dispersion maps. A second method of quantifying the non-
linear pulse interactions is to measure the effect of varying the signal launch
power on the received signal Q-factor and bit-error-rate, and in the next section,
experiments based on direct BER measurements are described.
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Figure 9. Experimentally measured 11111011111 bit sequence before and after transmission
over 240 km of standard single-mode fibre with 10 dBm launch power showing the FWM-
induced ghost pulse and its suppression through the use of the AP-RZ signal format and op-
timized pre-compensation. (a) Output from transmitter. Signals after transmission: (b) RZ
with no pre-compensation, (c) AP-RZ with no pre-compensation, (d) RZ with -250 ps/nm pre-
compensation and (e) AP-RZ with -100 ps/nm pre-compensation.

2.2 Characterizing nonlinear distortion using BER
measurements

In this method, the signal power launched into the spans is varied, and the
range of launch powers which achieve a given bit-error rate, for example

after transmission over a given distance is recorded. If the optical
signal-to-noise ratio (OSNR) is kept constant while the signal launch power
is varied, the measured BER values give a clear indication of the effects of
signal distortion due to fibre nonlinearity. Hence, in these measurements, it is
important to be able to vary the signal power without varying the noise figure of
the loop EDFA [14,25]. In the experiments described in this section, this was
achieved by combining five CW WDM channels with the 40 Gbit/s channel at
the input to the recirculating fibre loop (Fig. 8). The signal power was varied
by changing the coupling ratio between the 40 Gbit/s channel and the CW
channels whilst keeping constant the pump currents of the loop EDFA and
therefore its gain, total output power and noise figure [25].
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2.2.1 Optimizing the dispersion map. Fig. 10 shows a measurement
of the range of launch powers for which for a single channel 40
Gbit/s system employing conventional RZ signal format, non-zero dispersion-
shifted fibre (NZ-DSF) with D = 4 ps/(nm.km), with a 75 km amplifier span
length and span dispersion compensation following each span. The lower val-
ues of the launch power represent the noise limit, below which the OSNR at
the receiver was too low to achieve Increasing the signal launch
power into the amplifier spans until the BER increased to at each distance
allowed the tolerance of the signal format to nonlinear effects to be determined.
The plot in Fig. 10 shows launch power limits without pre-compensation at
the transmitter, and with optimum pre-compensation of -40 ps/nm following
the transmitter. In both cases, optimized post-compensation was used at the
receiver. While the lower limit on the launch powers remained relatively un-
affected, as optimizing the dispersion map had little effect on the OSNR, the
upper limit was increased by up to 2 dB through the use of pre-compensation.
The optimized dispersion map allowed the distance with to be
increased from 825 km (11 spans) to 1125 km (15 spans). Using this experi-
mental technique of measuring the upper and lower launch power limits while
keeping the OSNR constant allowed the cause of the improved performance,
the suppression of the intrachannel nonlinear effects, to be verified.

Figure 10. Measured upper and lower limits on optical launch powers in 40 Gbit/s transmis-
sion over non-zero dispersion-shifted fibre to achieve

2.2.2 BER measurements with alternate-phase RZ signal format.
The same measurement technique was employed to investigate the improve-
ment in performance in the transmission of the AP-RZ signals described in the



Characterization of Intrachannel Nonlinear Distortion 147

previous section. The measured upper limits to the signal launch power for
the 40 Gbit/s RZ and AP-RZ transmission are shown in Fig. 11 [25]. It can
be seen that with no pre-compensation, the alternate-phases of adjacent pulses
in the AP-RZ format signals resulted in a 2.6 dB increase in the nonlinearity-
limited launch power after 240 km compared to that with the conventional
RZ format. With pre-compensation of -250 ps/nm, the nonlinear limit for the
conventional RZ format was increased by 4.5 dB for the same distance. The
highest nonlinear limit was obtained with the AP-RZ format, with -100 ps/nm
pre-compensation. In this case, the maximum launch power was 0.5 dB higher
than the optimum values with RZ at a distance of 240 km [25].

in transmission over standard single-mode fibre with pre-compensation values of 0, -100
and -250 ps/nm.

3. CONCLUSIONS
We have described how intrachannel nonlinear effects lead to distortion

in ultra-high bit-rate transmission systems, and discussed the importance of
isolating and characterizing these effects to determine optimum design rules
for the suppression of pulse interactions. Techniques for characterizing intra-
channel XPM and FWM, including the calculation and measurement of the
signal waveform distortion and measurements of the received signal BER,
were discussed and examples of the use of these characterization methods
were presented. Calculations of the pulse timing jitter and ghost pulse powers
were used in determining the optimum values of pre-compensation. Measure-
ments of timing jitter and pulse amplitude fluctuations, taken with a high-speed
sampling oscilloscope, were used in comparison of parallel- and alternate-

Figure 11. Experimentally measured nonlinearity limited launch powers to achieve
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polarization RZ formats in optical time-division multiplexed transmission. Mea-
surement of the reduced growth of ghost pulses in the zero bit slots in alternate-
phase RZ identified the reduced impact of FWM as the explanation for the
improvement in the performance of this novel signal format compared to con-
ventional RZ.

Measurements of bit-error-rates for a range of optical launch powers and
transmission distances were carried out to characterize nonlinear pulse interac-
tions in systems employing both standard SMF and non-zero dispersion shifted
fibre, with a variety of signal formats and dispersion maps. In conventional
RZ transmission over non-zero dispersion-shifted fibre, the use of optimum
pre-compensation was shown to allow an increase in the transmission distance
from 825 km to 1125 km with The combined use of alternate-
phase RZ and optimized pre-compensation was investigated, and increased
maximum optical launch powers by up to 5 dB were experimentally demon-
strated. It is expected that the continued use of the characterization techniques
described in this paper will be invaluable in future work on novel signal for-
mats and optimized dispersion maps required to extend transmission distances
at 40 Gbit/s channel rates and beyond.
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Abstract: We derive mathematically and verify experimentally the effect of thermal chirp
on interferometric crosstalk reduction in directly modulated systems.
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1. INTRODUCTION
Interferometric homodyne crosstalk is a well known detrimental effect in

fiber optic communication networks. The induced power penalty in directly
modulated systems is lower as compared to externally modulated systems due
to chirp [1–3]. As the frequencies of the desired signal and interferer change
due to chirp the mixing noise may have a non-zero intermediate frequency
(which equals the difference in frequencies), and therefore is filtered by the
receiver. In DFB lasers thermal chirp is the dominant cause for the reduced
penalty, while adiabatic chirp and transient chirp have a lesser effect: adiabatic
chirp affects the mixing between mark bits and space bits which has a negli-
gible contribution to power penalty, and transient chirp is avoided by proper
design of the laser and driving. In this work we present theoretical and experi-
mental analysis of the crosstalk induced power penalty based on mathematical
analysis of the PDF (Probability Distribution Function) of the crosstalk noise
generated by homodyne mixing of directly modulated DFB lasers.
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2. CROSSTALK PDF CALCULATION

We define the signal field as

and the interferer field as

where is relative to the signal power, are the angular frequencies
of the fields. These frequencies change due to chirp. represent
the digital data stream with 1 for a mark bit and for a space bit, be-
ing the modulation extinction ratio. are the random phase noise
processes of the lasers. The current created by the mixing of these fields is:

where is the beating fre-
quency, and We have assumed a unit responsivity
and polarization match and bit timing match between the two fields. We as-
sume an integrate-and-dump receiver and calculate the intensity of the sampled
crosstalk noise

where T is the bit period. The conditional PDF of the beat noise is hence given
by [ref]

where we use In the case of heterodyne mixing between two
non-chirped lasers (as in external modulation systems) this equation gives the
PDF of the noise as a function of the heterodyne frequency. In the existence of
thermal chirp the PDF of the beat noise is given by

where is the PDF of the beating frequency, related with the frequency
chirp.

Distribution of thermal frequency chirp

In [1,2], the laser temperature and thermal chirp evolution are calculated as
a function of the modulation current waveform. We used the presented method
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to calculate the PDF of the laser frequency. Mark bits and space bits are con-
sidered separately. We observed that for data rates exceeding l00Mb/s the beat
frequency distribution (of mark and space bits separately) is well approximated
by a truncated Gaussian distribution.

where is the thermal chirp standard variation variance and is a normaliza-
tion factor. We assume here mixing between two DFB lasers with similar chirp
behaviour. As shown in [2] as the data rate decreases the thermal chirp variance
increases which reduces the induced power penalty. The thermal chirp can
be found by measurement of the laser thermal time constants [1] and the simu-
lation presented in [3] or alternatively measured directly using the method we
presented earlier [4].

The error probability is calculated separately for each of the four combina-
tions of due to the different values of noise amplitude (A in eq. 5
), in each case. We assume that mark and space bits have a large frequency dif-
ference due to adiabatic chirp and therefore their mixing is filtered completely.
The effect of linear crosstalk i.e. the signal due to the detection of is
also considered. The total noise PDF is given by convolution with the additive
Gaussian noise of the receiver

3. THEORETICAL AND EXPERIMENTAL RESULTS
We measured the standard variation of the thermal chirp of a commercial

DFB laser in the method presented in [4]. The results were
GHz/mA and GHz/mA at 622Mb/s and 2.5 Gb/s respectively.
Based on these measurements we calculated the expected power penalty for
homodyne crosstalk when using this laser. The integral in (6) was calculated
numerically. In Fig. 1 we present an example of the PDF calculation of (6) that
demonstrates the effect of thermal chirp on the PDF. Different modulation cur-
rents amplitudes are considered at 2.5 Gb/s. As the current amplitude increases
the effect of thermal chirp also increases and the noise PDF migrates from the
well known two-pronged shape to a ’centralized’ shape.

We then experimentally measured the power penalty. In the experiment the
directly modulated DFB laser was mixed with an externally modulated laser
rather then performing a delayed self homodyne mixing in order to avoid cor-
relation between the frequency chirp of the signal and interferer
The standard variation in (7) was corrected for this case. The extinction
ratio was 8dB, and the modulation current was 35 mA p/p. Since the thermal
chirp is enhanced by long runs of mark or space bits, therefore sensitive to the
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Figure 1. Theoretical PDF of crosstalk noise at 2.5 Gb/s at different modulation currents:
blue-10 mA, green-15 mA, red-25 mA.

data pattern, we selected a PRBS pattern, rather then 8B10B coding,
for example, which is expected to minimize the effect of thermal chirp. Bit
alignment and polarization alignment were monitored and maintained.

Figure 2. Theoretical and experimental results of homodyne crosstalk induced power penalty.

The theoretical and experimental results are summarized in Fig. 2. A signifi-
cant power penalty reduction is observed at 622 Mb/s as compared to the exter-
nal modulation (chirp free) case. This effect appears weaker also at 2.5 Gb/s.
The stronger penalty reduction effect at 622 Mb/s is due to both the larger
thermal chirp variance and the longer integration time (narrower filtering) at
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622 Mb/s. The measured penalties are in good agreement with the theoreti-
cal prediction, even though about ~0.5 dB lower than the theoretical calcula-
tions due to imperfect polarization and wavelength match. A modest (almost
negligible) improvement in power penalty relative to external modulation is
expected at 10 Gb/s systems.
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Abstract: The impact of MPI in all-Raman multi-span dispersion-compensated links was
studied. D+/D- and D+/D-/D+ compensation schemes were considered, for both
IMDD and DPSK. OSNR penalties were calculated for several system config-
urations. Our analysis confirmed that the D+/D-/D+ OSNR penalty is typically
much less than that of the D+/D- scheme. We then estimated the increase, due
to MPI, in the number of spans required to satisfy a target OSNR for a given
total link length, taking into account Kerr nonlinearities. Somewhat unexpect-
edly, it turned out that such increase can be very significant (up to 15-20%) with
the D+/D- scheme and lower but non-negligible (5-10%) with the D+/D-/D+
schemes. DPSK is typically less impacted than IMDD across all configurations.

Key words: Raman amplification; differential phase-shift keying (DPSK); multipath inter-
ference (MPI); double Rayleigh back scattering (DRBS); ultra-long-haul.

1. INTRODUCTION

Raman amplifiers can provide improved system OSNR with respect to ED-
FAs. However, if the span length is increased to reduce the number of re-
peaters, the needed Raman gain goes up and MPI (Multi-Path Interference)
may develop.

MPI is signal light that reaches the end of the fiber after suffering a dou-
ble reflection due to Rayleigh Back-Scattering [1]. Although the amount of
double-back-scattered light is very low, a high level of Raman gain can make it
non-negligible. MPI light is no longer correlated to the originating signal and
behaves as noise [2], effectively reducing the OSNR at the RX.
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Experimental investigations have shown that effective area management can
reduce MPI by properly selecting fiber types and by symmetrically compen-
sating for dispersion in a D+/D-/D+ sequence, as opposed to the conventional
D+/D- configuration [3,4].

In this paper we carry out a quantitative theoretical analysis of the impact of
MPI generated along multi-fiber-type spans. We compute the OSNR penalty
due to MPI for a wide range of span-lengths and total lengths. We investigate
both D+/D- and D+/D-/D+ compensation schemes, for both IMDD and DPSK.
The penalty plots are both signal-bandwidth and bit-rate independent, so they
need not be rescaled if these quantities vary.

Results confirm the great effectiveness of the D+/D-/D+ [4] configuration,
which makes the OSNR penalty small in most practical cases. On the con-
trary, MPI may have a significant impact in D+/D- configurations, both with
SMF/DCF and NZDSF/DCF. We also show that DPSK is substantially less
sensitive to MPI than IMDD.

We then evaluate the maximum link length vs. span length in the presence
and absence of MPI. To obtain meaningful results, we also take into account
the level of generated Kerr non-linearity, which we do by constraining the non-
linear phase shift [4–7] to a fixed value. This investigation reveals that in
certain system configurations, the impact of MPI can be very significant even
for the D+/D-/D+ compensation scheme, when such impact is expressed as an
increase in number of spans (or a reduction of the span length) caused by MPI
for a given total link length.

2. THEORETICAL APPROACH

Throughout the paper we assume that Raman gain exactly compensates for
loss in each span. The MPI power reaching the end of a single-span Raman
amplifier made up of just one fiber type can be written as [1]:

where is the average signal power at the end of the fiber and is the
MPI coefficient, given by:

with R being the fiber Rayleigh backscattering coefficient, and

where is the Raman gain in the fiber section between and
and is signal loss [2]. In compensated spans, more than one fiber type is
present and (1) has to be modified to include the contributions of all spliced
sections. In D+/D- spans, three MPI contributions must be taken into account:
when reflections take place both inside the D+ fiber; both in the D- fiber; one in
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the D- fiber and one in the D+. In D+/D-/D+ configurations, six contributions
must be considered: three from each fiber alone, two from adjacent fibers and
another one when reflections occur in the first and last D+ fibers. All these
different contributions are depicted in Fig. 1.

Figure 1. All the possible dual-reflection contributions to MPI. Case (a) refers to a D+/D-
span. Case (b) refers to a D+/D-/D+ span. The various contributions have been labelled accord-
ing to the fiber types where the reflections occur.

Analytically, for the D+/D- span becomes:

and for the D+/D-/D+ span:

where and are the individual fiber backscattering coefficients. The
various K’s appearing in (5) were derived adapting (3). The full, lengthy ex-
pressions of all the K’s will be reported elsewhere due to lack of space in this
paper. We neglected higher-order (more than two) reflections because they
typically become relevant when first-order reflections have already reached
system-intolerable levels. Once we have we can calculate the system
OSNR at the RX for a link with identical spans:

where and are the ASE noise and MPI power produced by each
Raman amplifier. Note that both the Raman ASE noise and Raman gain were
computed taking accurately into account the presence of different fiber types
in the span.

Typically, system designers set a target system OSNR to ensure proper op-
eration and margins. We call it and, for an actual system to operate
properly, it must be that OSNR from (6) satisfies: We call
this “the constraint”. From (1) and (6), the minimum launched signal
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power required to satisfy is given by:

If we now used from (7) in a system where MPI was not present, we
would clearly get and specifically:

Comparing with we can assess the OSNR degrada-
tion due to the presence of MPI. Substituting from (7) into (8) we find:

and finally the penalty in dB, that we call is:

3. PENALTY RESULTS

To analyze the impact of MPI, penalty contour plots of were
drawn for D+/D- and D+/D-/D+ configurations. Different types of D+ fiber
were used: SLA, SMF and NZDSF. DCF and IDF were used as D- fibers.
Fiber data is shown in Table 1. We computed the OSNR penalty assuming

equal to either 14 dB or 11.5 dB. These are reasonable values for
IMDD and DPSK, respectively, assuming the use of FECs and
a system margin of 3 to 4 dB. Note that to express all OSNRs, we chose an
ASE noise bandwidth equal to the bit rate. This way, all penalty results turn
out to be completely independent of the bit rate, i.e., the penalty contour plots
apply to any bit rate. Note that, in order to assign individual lengths to the
different fiber types within a span, we assumed that dispersion was fully com-
pensated for in each span. We must also point out that certain combinations of
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Figure 2. Contour plot of the OSNR penalty in dB, due to MPI as a function of
span length and number of spans for (a) D+/D- with SMF/DCF; (b) D+/D- with NZDSF/DCF;
(c) D+/D-/D+ with SLA/IDF/SLA.

span lengths and number of spans in the plots of Fig. 2 may require values of
from (7), which could excite excessive SPM/XPM/FWM. However, dif-

ferent transmission formats, different values of channel spacing and different
system parameters may all lead to very different maximum tolerable launched
powers Therefore, we decided to first quantify the MPI impact alone
and disregard all other impairments. Later, in Section 4, we will try and insert
Kerr nonlinearities in the picture, using a simplified approach.

From the penalty contour plots we see that MPI can have a very substan-
tial impact in the D+/D- SMF/DCF configuration. The impact is somewhat
lessened by using NZDSF/DCF, thanks to the lower amount of DCF needed to
compensate for the smaller NZDSF dispersion, but it may still be significant in
long-haul systems.

The D+/D-/D+ SLA/IDF/SLA configuration, using state-of-the-art fibers,
shows instead a very low MPI impact all the way up to trans-oceanic lengths,
even using very long spans. At 9,000 km, with 90 km spans, the expected
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penalty is only about 0.22 dB. In Section 4 we will see that these numbers are
deceptively small, since even in the D+/D-/D+ configuration there may be a
non-negligible practical system impact. At any rate, the D+/D-/D+ configu-
ration greatly outperforms the D+/D- in terms of generated MPI noise, which
is much lower. Finally, DPSK is always substantially less impacted (in terms
of ) than IMDD, especially in ultra-long-haul links. This can be
understood by looking at the rightmost side of (10). Given a certain link, the
only parameter affected by switching between IMDD and DPSK is
Since DPSK tolerates a lower this clearly causes (10) to be smaller.

4. ACCOUNTING FOR FIBER NONLINEARITIES

We already pointed out that the different combinations of span length and
number of spans in the plots of Fig. 2 correspond to different launched powers
and therefore to different levels of Kerr nonlinearities. The main problem with
that approach is that it does not allow to find a direct answer to the question of
how greatly MPI impacts the system in terms of reducing the maximum total
length and maximum span length. This is ultimately what a system designer
is interested in. To carry out such an analysis realistically, it is necessary to
set the level of non-linearity in the system to a fixed value. One approximated
way to do so is through the so-called non-linearity parameter [4–7]. By
definition:

where is the signal power (per channel) along the span, is the fiber
non-linearity coefficient and is the number of spans.

has the physical meaning of the total SPM phase shift accumulated by a
single channel along the whole system and is measured in radians. Therefore,
it is reasonable to think that it somehow “measures” SPM rather accurately. As
for the other Kerr effects, the XPM phase shift is directly proportional to
whereas FWM is proportional to However, even forcing a constant
across different system span lengths and total lengths does not really ensure
that we are operating with a constant penalty from non-linearity, because many
system parameters such as dispersion maps greatly influence the impact of
nonlinearities. However, fixing  is the best that can be done in a relatively
simple way to account for Kerr effects, so we decided to adopt this method
nonetheless.

In practical systems, may vary quite substantially. For instance [6]
is a 10,000 km low-non-linearity system where On the other
hand, in [7] a 9200 km system is reported having a “high” We
assumed a total per-channel equal to 1.5 radians, which is a “medium”
level of non-linearity. Once a fixed      is forced, not all points in the plots
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Figure 3. Maximum total system length versus span length with D+/D- SMF/DCF for (a)
IMDD and (b) DPSK; with D+/D-/D+ SLA/IDF/SLA for (c) IMDD and (d) DPSK, assuming a
constant value of the system non-linearity parameter

of Fig. 2 become feasible. Forcing this constraint, it is possible to extract
from Fig. 2 those combinations of and for which
These combinations will give us the maximum system length as a function of

In Fig. 3 we show the results for IMDD. As expected the impact of
MPI is substantial in the D+/D- SMF/DCF case. For instance, in the absence
of MPI it is possible to use 100-km spans to reach 4500 km using IMDD.
However, the presence of MPI forces a reduction of the span length to 86 km,
which translates into a 16% increase in the number of spans needed. This is
a rather large impact in terms of system economics. With DPSK, there is a
13.5% increase at 6000 km.

Surprisingly, the impact of MPI may also be substantial in the D+/D-/D+
SLA/IDF/SLA case. If we pick IMDD with the typical trans-pacific length of
8400 km, we see that in the absence of MPI it would theoretically be possible
to use 100 km spans. However, when MPI is present, goes down to
91 km. as a result goes up 10%, a large number for a D+/D-/D+
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scheme which from the calculations of Section 3 seemed to incur
a completely negligible penalty. DPSK is again a better performer and at 8500
km for ultra-long spans (130-140 km) the increase in number of spans is about
5.5%, a lower but still non-negligible number.

5. CONCLUSIONS
We were able to draw bit-rate and signal-bandwidth-independent plots of

the MPI OSNR penalty for a wide range of all-Raman amplified systems, using
IMDD and DPSK. We also imposed a fixed non-linearity level on the system
by constraining the parameter. This way, we were able to clearly assess
the total-length to span-length tradeoffs due to MPI.

The OSNR penalty results turned out to essentially confirm what could be
inferred by the existing experimental evidence, i.e., in D+/D- systems MPI may
be very significant whereas in D+/D-/D+ systems the apparent penalty values
are low. However, the constant non-linearity analysis revealed a somewhat dif-
ferent picture. The penalty in terms of the increase in number of spans needed
to reach a certain distance may be large and economically very significant,
even in D+/D-/D+ systems, especially when span lengths are stretched to re-
duce the number of repeaters. In such scenarios MPI is a non-negligible factor
that should be taken into account and carefully dealt with. DPSK is typically
better than IMDD.
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1. INTRODUCTION

The most simple method to transmit digital data consists of a simple on-
off keying technique. However, as simply illustrated in Fig. 1, for advanced
modulation formats we can not only make use of the light intensity, but we can
also make use of its phase and polarization.

The goal for designing novel modulation formats consists of achieving noise-
tolerant and distortion-tolerant transmission systems. For receiving these mod-
ulated signals both coherent and incoherent receivers may be used. In this
overview we will restrict ourselves to modulation formats where direct (inco-
herent) detection can be used.

2. CLASSIFICATION OF MODULATION FORMATS

As a first classification we may distinguish between phase and amplitude
modulated signals. But even if we just consider modulation formats based on
amplitude keying there is a great variety as outlined in Fig. 2 [1].
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Figure 1. Signal space in intensity, phase and polarization for novel modulation formats.

The simplest method consists of simple binary on-off keying where we can
either use NRZ (non-return-to-zero) or RZ (return-to-zero) formats which may
be combined also with chirp [2], yielding, e.g. single-sideband based (VSB,
SSB) formats [3], chirped NRZ (C-NRZ) [4] or chirped RZ (CRZ, ACRZ).
Phase coding may result in CSRZ (carrier-suppressed RZ) [5], duobinary (DB)
[6] or alternate-mark-inversion (AMI) [7] formats.

Figure 2. Amplitude modulation formats [1].

As an alternative to amplitude modulation formats there is a growing inter-
est in phase modulation formats as illustrated in Fig. 3 [1]. In particular, by
using binary RZ-DPSK (DPSK-differential phase shift keying) record trans-
mission distances could be achieved [8]. Phase modulation techniques are at-
tractive also for multi-level modulation, where in particular quaternary DPSK
(DQPSK) is of special interest [9].
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Figure 3. Phase modulation formats [1].

It is very difficult to make general statements on the performance difference
between different modulation formats. However, a few general guidelines can
be given:

RZ behaves better than NRZ with respect to nonlinear impairments in the
fiber line [10] and with respect to receiver sensitivity. RZ suffers, however,
from a stronger signal degradation due to chromatic dispersion.

Duobinary and multi-level formats exhibit a lower spectral width and thus
allow for a higher spectral efficiency. They are also more tolerant with respect
to chromatic dispersion.

By using balanced receivers phase modulated signals achieve a higher re-
ceiver sensitivity than similar amplitude modulated signals. E.g., binary DPSK
balanced receivers exhibit a 3dB sensitivity improvement over on/off-keying
[11].

3. EXAMPLES

In order to demonstrate that the actual performance prediction is not trivial
an RZ transmission with very tight optical filtering (corresponding to 40 Gbit/s
channels with 50 GHz channel spacing) are considered. If we consider there in
Fig. 4 in an RZ-based amplitude modulated signal a sequence of 4 succeeding
pulses with different phases, we may attribute the phase signatures to different
modulation formats [12] including alternate polarization schemes (denoted as
APol in Fig. 4) if the polarization is switched from pulse to pulse.

Even though the differences between these modulation formats in Fig. 4
appear small, there are substantial differences between the eye diagrams of
these formats if tight optical filtering is applied (as required for 40 Gbit/s sys-
tems with 50 GHz channel spacing) as shown in Fig. 5 [12]. Without chro-
matic dispersion there is an advantage for the AP90-RZ scheme (90° phase
shift between pulses), but for increasing chromatic dispersion the best results
are achieved for the APol-CS-RZ scheme (alternate polarization carrier sup-
pressed RZ). Fiber nonlinearities (IFWM) can be reduced by AP90-RZ and
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Figure 4. On/off keyed RZ signals with different phase and polarization signatures [12].

PAP-RZ [13, 14]. Polarization switched schemes are also exhibiting improved
performance for NRZ-based schemes [15].

By combining polarization multiplexing and multi-level modulation schemes
very high spectral efficiencies can be obtained, with a spectral efficiency of,
e.g. 1.6 bit/s/Hz for a polarization multiplexed DQPSK scheme [16, 17].

4. SUMMARY AND CONCLUSIONS

One must be very careful with general statements for pro and con with re-
spect to specific modulation formats, but a few guidelines have been identified
as follows:

RZ behaves better than NRZ, but it occupies a larger spectral width.

Duobinary and multi-level formats allow for a higher spectral efficiency
and higher chromatic dispersion.

DPSK has a 3dB sensitivity advantage if balanced receivers are used.

Transmitting the data in alternate polarizations may also yield a perfor-
mance improvement.
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Figure 5. Dispersion Tolerance of on/off keyed RZ signals with different phase signatures in
the case of 50 GHz optical filtering [12].
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Abstract: In M-ary differential phase-shift keying (DPSK), information bits are
encoded in the phase difference between successive symbols, where
assumes values in the set When we have
conventional DPSK, while when we have offset DPSK. Using numerical
analysis, we investigate the performance of binary and quaternary offset DPSK
for arbitrary in the presence of fiber chromatic dispersion (CD) and first-order
polarization-mode dispersion (PMD). We show that the choice of may strongly
affect the tolerance of offset DPSK systems to CD and PMD.

Key words: optical fiber communication; chromatic dispersion; polarization-mode disper-
sion; differential phase-shift keying (DPSK); modulation formats.

1. INTRODUCTION

Differential phase-shift-keying (DPSK) is a class of modulation techniques
that encodes information bits in the phase difference between suc-
cessive symbols, with assuming values in the angle set

When we have conventional DPSK, while when
we have offset DPSK [1,2]. The parameter M is the dimension of the

signal set, with M = 2 and 4 corresponding to binary and quaternary DPSK,
respectively. In this paper, to denote specific values of and M, we use the
notation When is indefinite, we use M-DPSK.

In the last several years, 2-DPSK and 4-DPSK have been extensively em-
ployed in high-capacity, long-haul optical transmission experiments. Initial ex-
periments used only conventional DPSK [3,4], i.e., 0-2-DPSK and 0-4-DPSK,
in part, because of the ease of generating or phase
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Figure 1. Schematic diagram of optical receivers for (a) and (b)

differences using Mach-Zehnder modulators (MZM). Recent transmission ex-
periments using [5] showed that outperforms 0-2-
DPSK in the presence of strong optical filtering and polarization-mode disper-
sion (PMD). In this paper, using quasi-exact numerical analysis, we investigate
the performance of and in the presence of optical filter-
ing, chromatic dispersion (CD) and first-order PMD when assumes arbitrary
values. We show that for M-DPSK, M = 2 or 4, as increases from 0 to
the tolerance to CD decreases; however, if strong optical filtering is used, the
tolerance to first-order PMD can increase.

2. SYSTEM MODEL AND BER CALCULATION

We assume that appropriate modulators are used to modulate or
signals. The modulated signal is then passed through an optical

bandpass filter, which corresponds to the multiplexer in a multi-channel sys-
tem, and is launched into the optical fiber. The fiber is assumed to be lossless.
In the fiber, the optical signal is affected by CD and first-order PMD. The im-
pact of fiber nonlinearity is neglected in this work.

After transmission through the fiber, the signal is received by an appropriate
receiver. Fig. 1 shows the designs of receivers for and
The received signal passes into a lumped optical amplifier, which adds ampli-
fied spontaneous emission (ASE) noise. We assume that ASE noise dominates
over shot noise and thermal noise in the receiver. The amplifier output is fil-
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tered by an optical bandpass filter, and is passed into an optical delay-line
Mach-Zehnder interferometer, which demodulates the received DPSK signal.
We let T denote the information bit duration. In 2-DPSK receivers (Fig. 1(a)),
the upper branch of the interferometer delays the optical signal by the symbol
duration T and the lower branch shifts the phase of the optical signal by In
4-DPSK receivers (Fig. 1(b)), a pair of interferometers is used to demodulate
in-phase (I) and quadrature (Q) components of the signal, respectively. In the
I interferometer, the upper branch delays the optical signal by the symbol du-
ration 2T, and the lower branch has an excess phase shift of In the
Q interferometer, the upper branch also delays the optical signal by 2T, while
the lower branch has an excess phase shift of

The bit-error ratio (BER) for DPSK in the presence of CD and PMD is
calculated using the method proposed in [7, 8]. Briefly, this method expands
the optical noise in a Fourier series using a Karhunen-Loeve series expansion
(KLSE) and invokes a matrix formulation to express the decision sample in
a non-central quadratic form of Gaussian random variables, which has a non-
central chi-square distribution. The moment generating function of decision
samples is obtained and the BER can be evaluated from it using the inverse
Laplace transform and saddle point integration approximation. We refer to
this procedure as the KLSE method, following [8] which describes in detail its
application to DPSK systems with CD and first-order PMD. Although only the
case is considered in [8], the KLSE method can be easily adapted to
arbitrary

To verify the accuracy of the KLSE method for and
we compare the BERs obtained using the KLSE method to those obtained by
Monte-Carlo simulation. The system configuration is as follows. The optical
bandpass filters in both the transmitter and receiver are second-order Gaussian
filter having equal 3-dB bandwidths given by (full-width at half-maximum).
The electrical lowpass filter is a fifth-order Bessel filter with a 3-dB cutoff
frequency of The values of and other system parameters are shown
in Table 1.
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Figure 2. Comparison of the BERs obtained by the KLSE method and by Monte-Carlo
simulation.

We assume the optical signal is launched into the fiber with equal projec-
tions into the two principal states of polarization, causing the worst-case PMD
effect. First-order PMD is parameterized in terms of the ratio of differ-
ential group delay (DGD) to bit duration. CD is characterized by the product

in the units of where R is the bit rate, i.e., R = 1/T, D
is the fiber CD parameter and L is the fiber length.

The BERs obtained using the KLSE method and Monte-Carlo simulation
are presented in Fig. 2. In systems, the transmitted signal power (at
the modulator output) is 25 photons/bit, and D = 0 ps/km/nm. In

systems, the transmitted signal power is also 25 photons/bit,
and D = 0 ps/km/nm. Fig. 2 shows that BERs computed by the KLSE

method are in excellent agreement with Monte-Carlo simulation. Fig. 2 also
shows that in systems, the BER vs. curve is symmetrical with
respect to the horizontal and vertical axes. In other words,

and systems have identical BERs. For
this reason, when we investigate the performance of in next section,
we consider only. Furthermore, as the BER changes smoothly and
monotonically as increases from 0 to we can focus on the three typical
cases: and In systems, the BER vs. curve is
nearly circular. In fact, it is symmetrical with respect to four axes: horizontal,
vertical, and For this reason, we consider two typical
cases for 4-DPSK:
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Figure 3. CD and PMD power penalty of and systems.

3. CD AND PMD PENALTIES FOR AND

In this section, we present the power penalties of and
caused by CD and first-order PMD. The bit rate, elementary pulse shape, filter
types, filter bandwidths and the noise figure of the optical amplifier are the
same as in Section 2. The optical signal is still launched into the fiber with
equal projections into the two principal states of polarization. We separately
vary one of and while setting the other to zero, and calculate the
power penalty at a BER of Note that our system design uses strong
optical filtering, as in [5].

Fig. 3 presents the calculated power penalties at BER for
and All the power penalties are referred to the quantum limits for

BER, which are 21.8 photons/bit and about 31 photons/bit for 2- and 4-
DPSK, respectively. The decision threshold is always optimized to minimize
BER; we find that the optimal threshold often deviates from zero by as much
as 0.5% of the peak-peak excursion of the decision samples.

In the upper row of Fig. 3, we observe that for as increases
from 0 to the CD penalty increases and the PMD penalty decreases. The
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Figure 4. CD and PMD power penalties of 0-2-DPSK and versus optical
bandwidth

CD penalty difference between 0-2-DPSK and increases with
approaching about 2 dB for The PMD

penalty difference between 0-2-DPSK and is about 1 dB for
These observations suggest that when strong optical filtering is

used with 2-DPSK, the optimal choice of depends on the relative strengths
of CD and PMD in a given system. An explanation of why 0-2-DPSK and

have different tolerances to CD and PMD has been given in [9].
We now focus on the bottom row of Fig. 3. We observe that for

as increases, the CD penalty increases and the PMD penalty decreases, simi-
lar to the case of However, the variation of CD and PMD penalties
is not significant: 0-4-DPSK has only 0.4 dB lower CD penalty than

These two techniques have almost identical PMD penalties when
When has a PMD penalty about 0.4 dB

lower than 0-4-DPSK.
When the bandwidth of the optical filters is increased, the CD and PMD

penalties of system is changed. We consider  as an ex-
ample. Fig. 4 shows the CD penalties at and
the PMD penalties at versus the bandwidth of the optical fil-
ters. Focusing on the penalty difference between 0-2-DPSK and
instead of the individual penalties, we see that the difference in PMD penalties
decreases as increases, and becomes negligible when 2.25R. By
contrast, there is a substantial CD penalty difference between 0-2-DPSK and

although the penalty decreases for large Therefore, with
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weak optical filtering, 0-2-DPSK is preferable over because the
two techniques have similar PMD penalties, while the former technique has a
smaller CD penalty.

4. CONCLUSIONS

We evaluated the CD and PMD power penalties of and
systems. For (M = 2 or 4), with either weak or strong op-

tical filtering, when increases from 0 to CD power penalty increases.
In the presence of strong optical filtering, when increases from 0 to
PMD power penalty will decrease. However, the variation of CD and PMD
penalties with is not significant in system.
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In high bitrate optical transmission systems the dynamic changes of the trans-
mission channel easily exceed the system tolerances for an error free operation.
To meet the tolerances an adaptive equalizer is necessary. We demonstrate the
capabilities of planar lightwave circuit integrated optical FIR-filters for an adap-
tive compensation of optical fiber channel impairments with electrical spectrum
monitoring as feedback in simulations and measurements at 40 Gb/s.
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1.

The adaptive distortion compensation of fiber channel impairments in cur-
rent and next generation high speed optical transmission systems is of high in-
terest. With increasing bitrates and increasing complexity of the optical layer,
signal distortions are increasing, while the tolerances of the system are decreas-
ing. The dynamic changes of the transmission channel due to chromatic dis-
persion (CD), polarization mode dispersion (PMD) and nonlinear distortions,
such as self-phase modulation (SPM), easily exceed the tolerable amount for
an error free operation of the transmission system. To compensate for these
time and frequency varying distortions and to meet the system tolerances, a
static compensation approach is not sufficient anymore and an adaptive solu-
tion for equalization is necessary.

INTRODUCTION

3
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Adaptive equalization schemes exist in the electrical and in the optical do-
main. The electrical equalizers operate behind the opto-electrical conversion.
Due to the envelope demodulation of the photo diode, the carrier and phase
information get lost. Implemented filter structures are finite impulse response
(FIR) and decision feedback (DF) [1] equalizers operating up to a bitrate of
10 Gb/s. A new approach is maximum likelihood sequence estimation (MLSE)
[2], but not yet implemented for high bitrates.

Optical equalizers have advantages in comparison to electrical ones, as they
are not bitrate limited due to the electronics and operate in front of the nonlin-
ear photodiode. Reported adaptive optical equalization experiments compen-
sate either for chromatic dispersion or polarization mode dispersion by devices
that model the inverse system, e.g. CD compensation by fiber bragg gratings
(FBG) and etalons or PMD compensation by cascaded polarization control and
birefringent elements [3-6].

Figure 1. Schematic structure of an integrated optical FIR-lattice filter: cascaded symmetrical
and asymmetrical Mach-Zehnder Interferometers (MZI).

Within our approach, a planar lightwave circuit (PLC) integrated optical
FIR-filter offers a large variability in compensating for distorting effects. These
filter structures have variable complex coefficients and the transfer function can
be arbitrarily tuned. Not only a single fiber impairment e.g. CD, SPM, or PMD
can be compensated for, but also combinations of all these distortions [7-9]. In
addition, optical FIR-filters have a periodic frequency response and tunable
center wavelength. By matching the frequency response periodicity (i.e. the
free spectral range (FSR)) to the channel grid, a single filter can equalize a
number of WDM channels simultaneously. An efficient way of implementa-
tion is a lattice filter, which consists of cascaded symmetrical and asymmetrical
Mach-Zehnder Interferometers (MZI), Fig. 1.

The device we used for the experiments is a order lattice filter with a
FSR=100GHz. It it designed and fabricated using the IBM high-index-contrast
SiON technology [10]. The die size is 16 × 12 mm.

Apart from the equalizer itself, a feedback signal for the automatic adapta-
tion is necessary. Criteria for the adaptive control have been proposed in the
time as well as in the frequency domain, e.g. eye opening, Q-factor, bit error
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rate or intersymbol interference and vestigial side band filtering, narrow optical
filtering, monitoring a subcarrier, the clock intensity or the electrical spectrum
[7–9,11–15].

In the time domain the classical adaptive equalization scheme in commu-
nication theory, the minimization of the intersymbol interference (ISI) with a
Least Mean Square (LMS) error algorithm is a promising approach [7]. But
the ISI generation is problematic at high bitrates and not yet implemented.

To demonstrate the adaptive capabilities of the optical FIR-filter, we choose
electrical spectrum monitoring as adaptive feedback for simultaneous CD and
PMD compensation, because of its sensitivity to both, good correlation to the
signal distortions, simplicity and ease of implementation [8,9].

2. ADAPTIVE COMPENSATION OF CD AND PMD
WITH ELECTRICAL SPECTRUM MONITORING
AS FEEDBACK SIGNAL

Figure 2. System setup: adaptive equalization with optical FIR-filters and electrical spectrum
monitoring. When compensating for PMD, this polarization splitted setup is necessary. Each
polarization is equalized with a separate filter. For CD compensation, a single filter without
polarization splitting is sufficient.

In contrast to the time and optical frequency domain criteria, adaptive feed-
back solutions within the electrical spectrum are fast, inexpensive and easy to
implement by electrical bandpass filters and power monitoring. We demon-
strate a strategy of monitoring a single frequency for combined adaptive CD
and PMD compensation in a 40 Gb/s NRZ transmission setup, Fig. 2.

Signal distortions are determined through changes of the transfer function
of the optical fiber. The optical fiber transfer function is reflected in the power
spectral density or the electrical spectrum of the received signal. Monitoring
the power of the bandpass filtered received electrical signal for various dis-
persion values results in an oscillating characteristic with a global maximum

or minimum at zero chromatic dispersion for linear
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Figure 3. Power response of the received bandpass filtered electrical signal for distortions
due to CD (left) and PMD (right) at 40 Gb/s.

transmission, Fig. 3a. The bandpass filtered electrical PMD signal has well
defined alternating power maxima and minima at a differential group delay
(DGD) of e.g. n-times for a center frequency of Fig. 3b.

For a unique adaptive solution, the feedback signal has to be strictly mono-
tone increasing or decreasing up to the point of minimal signal distortion.
Therefore the operation range of the power response of the bandpass filtered
electrical signal depends on the bandpass filter center frequency e.g. D =
±180ps/nm or DGD = 25 ps for The operation range is in-
creasing with decreasing center frequencies. But the center frequency should
be chosen as large as possible, because the steepness of the power response
and the adaptation speed is decreasing with smaller center frequencies.

The adaptive compensation of CD and PMD, respectively, using the feed-
back signal generated by an electrical bandpass filter with a center frequency

is demonstrated in two experiments, Fig. 4a and b.

Figure 4. Adaptive compensation results: (left) residual CD of the transmission channel &
equalizer, eye pattern, BER; (right) residual DGD of the transmission channel & equalizer, eye
pattern, BER.
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From a starting point of approximately D = 120ps/nm residual dispersion
at the receiver, the adaptive control algorithm varies the resid-

ual dispersion of the equalizer until the optimum CD value is reached. For CD
compensation only, a single filter is sufficient. The polarizations do not have to
be splitted as indicated in Fig. 2. In a few iteration steps the eye pattern diagram
is well opened, the bit error rate reduced and the dispersion compensated.

For PMD compensation, the orthogonal polarization modes have to be split-
ted, each polarization equalized by a separate filter and the polarizations com-
bined (polarization splitted setup), see Fig. 2. The starting point is a DGD value
of 23 ps at the receiver. The adaptive equalizer compensates for the DGD in
a few iteration steps, the eye pattern diagram is well opened, the bit error rate
reduced.

Figure 5. Power response of the received bandpass filtered electrical signal for distortions
due to CD and PMD at 40 Gb/s: bandpass center frequency (left),
(right).

For the combination of both signal distortions, PMD and CD, the bandpass
filtered electrical signal power is a two dimensional function depending on the
amount of CD and DGD with a global maximum at zero CD and DGD, Fig. 5.
Therefore, electrical spectrum monitoring can be used to compensate for CD
and DGD simultaneously. The simultaneous equalization of CD and PMD is
shown experimentally, Fig. 6, and by simulations, Fig. 7.

In the measurement the transmission channel is set in a first step to a GVD
value of 100 ps/nm. While compensating for GVD only, a sensitivity gain of
4.5 dB and a sensitivity penalty of less than 1 dB in comparison to the back
to back case at a is measured. Next, a PMD setting of the
transmission channel of DGD = 25 ps is compensated. The initially closed
eye pattern is clearly opened and the resulting sensitivity penalty is approxi-
mately 1 dB. Finally the transmission channel is set to GVD and PMD values
of GVD = l00ps/nm and DGD = 25ps. Equalizing the combination of
PMD and GVD, the completely closed eye pattern is clearly opened and the
sensitivity penalty is less than 1.5dB.
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Figure 6. Measurements results of simultaneous CD and PMD compensation: (left) BER,
(right) eye pattern diagrams.

Figure 7. Simulation results of simultaneous CD and PMD compensation: (left) w/o
equalizer, (right) with adaptive equalizer.

The limits of this setup can be demonstrated by looking at the simulated eye
opening penalties (EOP). The characteristic 1 dB EOP line is increased from
D = 60ps/nm and DGD = 12 ps without equalizer up to D = 140ps/nm
and DGD = 24 ps with equalizer. Exceeding the operation range leads the
adaptive algorithm to converge into a local maximum. To increase the opera-
tion range, the bandpass filter frequency has to be decreased or combined with
a bandpass filters of lower center frequency. For better equalization results
inside the adaptation region, the filter order has to be increased.

3. CONCLUSION

PLC integrated optical FIR-filters structures are a promising optical device
to adaptively compensate for a single or combinations of several fiber chan-
nel impairments. The footprint is very small, and the filter coefficients, i.e the
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transfer function, can be fast and easily tuned by the thermo-optic effect. Elec-
trical spectrum monitoring is a powerful, robust, fast and easy to implement
solution for the adaptive feedback with a good correlation to signal distortions
due to CD and PMD. Additional distortions due to SPM or chirp will be com-
pensated by balancing the impact of SPM and residual CD into an optimum.
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Abstract: We investigate in this article the use of electronic equalization on dispersion li-
mited systems for different modulation formats. Besides analyzing equalization
on standard NRZ intensity modulation as a reference, we focus on two advanced
modulation formats, Duobinary and Differential Phase Shift Keying (DPSK)
which are recently gaining large attention. We demonstrate that the introduc-
tion of an electronic equalizer strongly improves standard NRZ performance,
whereas it has a limited effect on Duobinary and DPSK formats. Moreover, we
give rules for the optimal choice of the equalizer transversal filter parameters,
i.e., the number of taps and the delay between taps.

Key words: Q -factor; electronic equalization; FIR filters; modulation formats; intersymbol
interference; chromatic dispersion; optical communication.

1. INTRODUCTION

The use of electronic equalization as a way to mitigate the effects of Inter-
Symbol Interference (ISI) in traditional communication systems (i.e., wireless
and copper wireline systems) has been deeply studied, and a large literature
is available [1, 2]. In general, all these techniques are based on the use of a
transversal digital filter (which acts as a Finite Impulse Response (FIR) filter)
at the receiver with a proper choice of taps parameter.

In early nineties, Winters et al. [3] proposed for the first time the use of
electronic equalization in optical communication systems. This approach has
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recently gain momentum, as it is today seen as a cheaper (even though less
performing) alternative to all-optical equalization. Several solutions have been
proposed, mainly in order to reduce the system impact of chromatic dispersion
(CD) [4,6] and Polarization Mode Dispersion (PMD) [5].

Electronic compensation in optical systems still lacks a complete theoretical
understanding. This is mainly due to the fact that the analysis carried out
for equalization of linear channels in traditional communication systems [1,2]
cannot be directly applied to the optical environment, where CD and PMD are
linear at the “optical” level, but (particularly for CD) become nonlinear at the
receiver side after the photodiode “square-law” conversion [4–6].

In this article, we focus on CD electrical compensation for system limited by
Amplified Spontaneous Emission (ASE) noise, focusing on advanced modula-
tion formats. Recently, alternative modulation formats have been proposed in
order to overcome linear and non-linear propagation limits of standard NRZ.
Among these formats, the most promising for an advantageous implementa-
tion seem to be the Differential Phase Shift Keying (DPSK) [7] and the optical
Duobinary (DB) [8]. Anyway, the combination of advanced modulation for-
mats with electronic equalization has not been deeply studied yet, at least to
our best knowledge.

The purpose of this work is thus twofold. On one side, we analyze the
impact of electronic equalization on DB and DPSK modulation formats, com-
paring the results to standard NRZ, which is taken as a reference. On the other
side, we present a set of results on the optimization of number of taps of the
equalizer transversal filter and delay between taps (for each modulation for-
mat).

The paper is organized as follows. In Section 1.1 we describe the reference
scenario and the equalizer scheme together with the algorithm used for the
evaluation of the FIR filter coefficients. In Section 2 we present the simulation
results, demonstrating that the electronic equalization may strongly improve
NRZ performance, but has a limited effect on systems based on DB and DPSK
modulation formats. Finally, in Section 3, we draw the conclusions and envi-
sion possible evolutions of this work.

1.1 System setup

We analyzed and simulated [9] the system scenario shown in Fig. 1, cor-
responding to an externally modulated system limited by the accumulation
of ASE noise and by CD-induced intersymbol interference, while we neglect
other effects, such as fiber nonlinearities. These assumptions are reasonable
for high capacity metro and extended metro links using SMF fibers, a scenario
that is today gaining increasing attention, due to the new optical market trends.
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Figure 1.  Block diagram of the analyzed system setup.

We considered a Gbit/s systems using a chirp-free external Mach-
Zehnder amplitude Modulator (MZM) at the transmitter side. For the three
considered modulation formats, the MZM operates according to different dri-
ving schemes. Let be the driving voltage for a minimum (maximum)
of the MZM transfer function, and the resulting on-off volt-
age swing. In order to produce standard NRZ modulation, the MZM is simply
driven between and voltages. For the DPSK modulation format, the
input digital stream is first differentially preceded, then the MZM is driven be-
tween the two voltages This scheme yields a two level phase
modulation associated to “0” and radians. To obtain a DB modulation, the
input digital stream is processed by the duobinary precoder and then filtered
using a narrow lowpass electric filter (5 pole Bessel filter with -3 dB band-
width equal to 0.25 · [8]. The filtered sequence is used to drive the MZM
between the two voltages

The modulated optical signal is sent to an optical channel affected by CD
and ASE noise. For all modulation formats, results will be presented as a func-
tion of the Optical Signal to Noise Ratio (OSNR) (calculated over an optical
bandwidth of 50 GHz) at the receiver input.

We assumed to use a standard optical receiver, based on a order Super-
Gaussian optical filter, having a -3 dB bandwidth equal to an
ideal photodiode and a typical order electrical filter -3 dB bandwidth

for NRZ and DPSK. For the DB format only, we used an



192 V. Curri, R. Gaudino, and A. Napoli

electrical filter with a value that, according to [8], optimizes
DB tolerance to CD.

We analyze a standard equalizer structure based on a transversal FIR filter in
a feed-forward equalization configuration [1], i.e., a filter that, when receiving
an electrical signal generate at its output the signal:

where is the number of taps, the delay between taps and the taps
coefficients, which are optimized using the strategy described in the following
section.

System performances were evaluated by using the Q-factor defined as
(2 BER), where BER stands for the Bit Error Rate and is the

inverse of the complementary error function. In this paper, the Q factor is
always presented in dB units defined as We
spanned system parameters (OSNR and CD) in order to cover the 12-18 dB
range for the Q-factor.

2. SIMULATION AND RESULTS
As an optimization strategy, we used standard numerical optimization rou-

tines (such as the Quasi-Newton method [10] and the simplex search method
[11] implemented inside the commercial software Matlab™ based on finding,
for each system realization, the vector of taps coefficients that maximizes
the Q-factor, i.e., that minimizes the BER.

Besides the tap coefficients, we also investigate different values for the delay
and the number of coefficients In particular, we explored

and (where is the bit duration) and 7
9 and 15.

For each system setup, we performed an accurate time-domain simulation
[9] of the signal propagation, then we optimized the equalizer FIR coefficient
and obtain the resulting Q-factor. The simulated digital stream was a
PRBS sequence. We explored accumulated chromatic dispersion values
in the [0,4600] ps/nm range, and OSNR [9,15] dB range. We presented all
results showing the trace connecting all points giving rise to a Q-factor equal
to 17 dB (corresponding to BER ~ in the and OSNR plane.
Basically, we show a plot of the OSNR required to get Q = 17 dB for each
value of We compared each system with and without equalizer.

We start by investigating, for the standard NRZ format, the influence of the
tap delay and the number of taps Results are shown in Fig. 2; the
different curves refer to the unequalized system, and to the equalized system
for (i.e., an extremely long transversal filter) and tap delays

,



Performance of Electronic Equalization 193

and Contrary to the typical results shown for example in
[1], we show that gives poor performances, while a great improve-
ment is obtained by using Moving to gives only
marginal improvement, showing that for our considered setup is
a good choice. We explain this results as follows. Most standard studies on
equalization [1,2] assumes that a “matched” filter precedes the equalizer. In
most cases an integrate & dump filter with integration time is assumed as
a reference. In this situation, choosing a delay is useless, since the
transversal filter acts on samples that are already correlated on a time win-
dow by the filter preceding the equalizer. On the contrary, in our scenario we
assumed typical optical and electrical filter that are always significantly larger
than a “matched” filter, and thus correlate the signal on a time window smaller
than consequently justifying a tap delay smaller than

After setting we investigated the performance for different
values. We show in Fig. 3 the results for the cases and

15. This figure shows that a FIR equalizer with more than 7 taps does not in-
crease performances. We notice here that a filter with 7 taps and
has a total “memory” equal to approx. 4 bits. We observed that for high di-
spersion values, the seven taps coefficients are approximately symmetric with
respect to the central taps, as can be expected from the symmetric nature of the
dispersion impulse response. This physically means that the equalizer “han-
dles” a time window with a range around the sampling time of each bit.

Using these optimized parameters and Fig. 3
shows that electronic equalization can greatly improves performance for the
standard NRZ format. We define the CD limit as the value giving a 2-dB
OSNR penalty with respect to the back-to-back configuration; in Fig. 3 it can
be observed that the back-to-back configuration requires an OSNR=11 dB (in
order to give a Q-factor equal to 17 dB), so that the 2-dB OSNR penalty cor-
responds to the points of the curve that crosses the OSNR=13 dB level. Using
this reference, we observe an improvement from 750 ps/nm in the unequalized
case to 1550 ps/nm in the equalized case, i.e, approximately a doubling of the
dispersion limit.

Finally, we compared in Fig. 4 all the considered modulation formats with
(dashed lines) and without (solid lines) equalization. This is the fundamental
result of this article, showing that, for DPSK and DB, electronic equalization
does not significantly increase performance. Using the same reference intro-
duced for NRZ, it can be seen that electronic equalization improves the disper-
sion limit by only 250 ps/nm for both DPSK and DB. The limited benefit given
by electronic equalization on these two modulation formats is not easy to be
intuitively interpreted. A first observation is that both formats generates an
electrical signal that, even without chromatic dispersion, shows a strong cor-
relation over a one bit time window. This is due to the very narrow filtering
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Figure 2. OSNR vs. @ Q = 17 dB for the NRZ-OOK format. Different dotted curves
refers to and and The unequalized curve is shown as
comparison.

Figure 3. OSNR vs. @ Q = 17 dB for the NRZ-OOK format. Different dotted curves
refers to and 15, and The unequalized curve is shown as
comparison.

at the transmitter side for duobinary, and by the receiver interferometric filter
for DPSK. Moreover, in the case of duobinary, the format is intrinsically ex-
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Figure 4. OSNR vs. @ Q = 17 dB for the NRZ-OOK, DPSK and DB format. Equal-
ized results are obtained with and for NRZ-OOK and DPSK, and

and The unequalized curves are shown as comparison.

tremely robust to CD, as it has been shown in many papers, such as [8]. In
fact, observing Fig. 4, it can be noted that the DB format, without equaliza-
tion, reaches approximately the same performance of the back-to-back NRZ
(Q = 17 dB with only OSNR = 11.2 dB) for The corre-
sponding eye diagram is this situation is nearly ISI-free, and thus it cannot be
significantly improved by equalization.

Finally, we notice that for all formats, and even without dispersion i.e., in
the back-to-back configuration, equalization improves performance of approx.
0.5 dB with respect to the unequalized system. This result can be explained by
observing that, since our strategy optimizes taps coefficients using Q/BER as a
target, it minimizes both ISI and noise. Thus, the resulting receiver equivalent
filtering function tends to be closer to an ideally matched filter in the equalized
case.

3. CONCLUSIONS
For the first time, to our best knowledge, we presented a comprehensive

analysis of electronic equalization in connection to advanced modulation for-
mats, showing that the use of electronic equalization based on FIR filter, while
giving great benefit to standard NRZ, gives only limited advantages for DB
and DPSK.
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Abstract: Theoretical bounds for maximum likelihood sequence estimation (MLSE) for
intensity modulated fiber-optic links using an integrate and dump receiver struc-
ture are derived. These bounds are used to compare performance of different
modulation formats. We show that while significant performance differences
exist when bit-by-bit detection is used, the performance differences between
modulation formats are less significant when using a MLSE receiver structure.

Key words: maximum likelihood estimation; intersymbol interference; modulation formats;
optical fiber communication.

1. INTRODUCTION

The origin of most intersymbol interference (ISI) in single mode fiber op-
tic links is the frequency dependence of the index of refraction that results in
Group Velocity Dispersion (GVD) [1-2]. Currently, almost all deployed fiber
optic links employ incoherent on-off keying (OOK) that relies on the detection
of the presence of optical energy (Mark) or the absence (Space) in a single bit
slot. Consequently, the energy leakage from Marks to Spaces caused by ISI
leads to performance degradation and is the motivation for the development of
mitigation techniques.

The importance of GVD mitigation has attracted significant interest from
the scientific and engineering communities. Both all-optical and all-electrical
solutions have been proposed [2]. The vast majority of these techniques, such
as dispersion compensating fiber and active dispersion compensating modules,
rely on the physical characteristics of GVD. Electrical equalization techniques,
on the other hand, are potentially lower in cost and more flexible. This paper
considers the application of maximum likelihood sequence estimation (MLSE)
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[3, 4] to mitigate GVD using a simple square-law detector coupled with an
integrate-and-dump receiver structure that is used in most current optical com-
munication systems.

MLSE has been previously considered for optical communications in [5]
where a theoretically optimal receiver incorporating a combination of a bank
of matched filters and a Viterbi Algorithm was suggested for the mitigation of
polarization mode dispersion (PMD). Recently, a mathematical treatment of
signal dependent noise in conjunction with MLSE was presented in [6]. How-
ever, it is currently not practical to employ a large number of reconfigurable
filters in existing optical links where a simple integrate-and-dump filter is al-
most universally used. The use of an integrating filter implies that the detection
process will be sub-optimal. The goal of this paper is to quantify, for the first
time, the reduction in performance resulting from utilization of this practical,
but suboptimal, filter in conjunction with MLSE in fiber optic links.

2. MLSE IN FIBER OPTIC LINKS

In contrast to the RF communication systems that perform linear detection
of amplitude and phase, optical communication systems employ non-coherent
square-law detection where the output is proportional to the magnitude squared
of the optical field. A standard MLSE algorithm cannot be directly applied for
this type of receiver structure, but must be modified to make it efficient. We
start by assuming an Additive White Gaussian Noise (AWGN) model where
the noise in the channel is dominated by additive electrical noise. This model
is valid for short haul and metropolitan links that either contain no optical am-
plifiers, or where the noise is dominated by the noise component originating in
the detector and the electronics in the post-detection circuitry [7]. The AWGN
noise model allows relatively simple and direct evaluation of the performance
of MLSE for fiber optic communication links.

As discussed in [4, 5], the optimal receiver for an AWGN channel with
a power spectral density where ISI spans consists of a set of

matched electrical filters. The outputs of these matched filters are then
used as an input for the Viterbi Algorithm. Adopting the labeling from the
system block diagram in Fig. 1, the log-likelihood function for the detected
signal vector after the integrator may be written as

1The span of ISI is defined as the number of bit intervals on one side of a mark in which the integrated
power after detection is larger than 1% of the power contained in a mark after propagation.
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where is a set of noiseless response vectors corresponding to an input vector

T is the signaling interval and is the Euclidean norm. The
log-likelihood of Eq. (1) defines the metric that is used by the Viterbi Algo-
rithm. The complete process can be interpreted as a search for a sequence of
noiseless responses that is closest, in the Euclidian sense, to the received signal
vector.

Figure 1. System block diagram

2.1 Error probability and performance

The use of the Viterbi Algorithm allows for a rigorous error analysis. With
the Euclidean distance interpretation of Eq. (1), the event that the Viterbi Al-
gorithm has chosen an incorrect sequence, i.e., other than the one actually
transmitted, implies that the Euclidean distance from the received vector to an
incorrect vector is smaller than that to the correct one. Thus, the probability
that an incorrect sequence is preferred by the Viterbi Algorithm is related to
the Euclidean distance between two vectors [4]

Specifically, in the case of AWGN with a noise power we can express
the pair-wise error probability between sequences and as

where in the last expression, is the complementary error function. The
binary error vector satisfies the modulo 2 addition relationship
that describes the error event of mistaking the vector for Bounds for the
probability of error using the non-optimal filter in a high SNR regime may be
derived following [4, 8-9] and can be written as
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In Eq. (3), is the signal space minimum distance and

and are coefficients that depend on the signal space config-
uration and but are independent of the noise characteristics. While the
magnitudes of and affect the bounds, their contribution is
only significant in a low SNR regime due to the sharp descent of the erfc func-
tion [4]. This low SNR regime is generally not used for fiber-based optical
communication systems.

Figure 2. MLSE performance for different amounts of accumulated dispersion for NRZ
format at 10 Gbps. Fiber propagation was simulated using the Virtual Photonics Transmission
Maker software package. The solid dots are the results of simulation. The fine dashed lines are
the bounds given in Eq.(3) for the suboptimal integrating receiver. The coarse dashed lines are
simulations of an optimal MLSE receiver. The results of bit-by-bit detection are also shown.

Fig. 2 shows the performance of the NRZ format for four different amounts
of accumulated dispersion, including the error bounds defined in Eq. (3). Sig-
nal space minimum distances were found by an exhaustive signal space search.
As expected, MLSE outperforms the bit-by-bit integrate-and-dump receiver
whenever ISI is present. It is noticeable that the performance power penalty
increases with the amount of the accumulated dispersion and can become as
large as 6 dB in Fig. 2d where a span of 5 bits of ISI results in a completely
closed eye. The deterioration in performance closely matches the reduction in
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the value of As previously stated‚ the optimal detector would have to
rely on a bank of filters matched to each one of the possible channel
responses for bits of ISI. The output would subsequently be used by the
Viterbi Algorithm. What is somewhat surprising is that there is a relatively
small power penalty‚ (2-3 dB on average)‚ for using the suboptimal integrat-
ing receiver structure (dots in Fig. 3) relative to the much more complicated
matched filter receiver structure (coarse dashed line). The small power penal-
ties are partially explained by noting that the information carrying waveforms
with widths less than the symbol interval broaden as they propagate in the
fiber. The impulse response of the fiber channel for these longer distances
more closely matches that of the fixed integrating filter reducing the overall
power penalty. This explanation is supported by the fact that the reduction in
performance matches the reduction in the average SNR caused by the utiliza-
tion of the mismatched filter.

Figure 3. (a) Minimum distance as function of the accumulated dispersion for bit-
by-bit detection for four modulation formats. (b) Minimum distance as function of the
accumulated dispersion for sequence estimation for four modulation formats.

The preceding analysis can also be applied to the assessment of the perfor-
mance of an MLSE applied to different modulation formats in comparison to
the bit-by-bit decision. As already stated‚ for AWGN channels in a high SNR
regime‚ is the parameter that defines performance. On the other hand‚ the
probability of error for bit-by-bit decision in AWGN is given by [10]

For the case of signal independent noise‚ where
is the RMS noise and are the average signals corresponding to a

Mark and Space respectively. The performance is determined by the separation
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of the two symbols‚ and the expression for Q can be rewritten
as

Fig. 3 shows the comparison in performance of MLSE performed for three
popular modulation formats: RZ (two different pulse shapes)‚ NRZ and the
duobinary format [11]. Results were generated assuming equal average power
for all four signal waveforms at the input to the fiber‚ and neglecting fiber atten-
uation to emphasize performance dependence on the waveform evolution. The
received waveforms in the absence of noise were generated using VPI‚ while
the signal space minimum distances were determined using well-established
algorithms [12]. We note that‚ unlike the bit-to-bit case‚ where doubinary sub-
stantially outperforms other formats for values of the accumulated dispersion
above 1000 ps/nm‚ when MLSE is performed‚ the difference in performance
between the three formats is considerably reduced. In particular‚ the perfor-
mance of the NRZ format approaches a doubinary format to within 2 dB. The
cost of this modest power penalty is a more complex Viterbi Algorithm which
is a consequence of a larger span of ISI for NRZ due to the larger transmitted
spectrum relative to duobinary signaling. Consequently‚ there is a clear engi-
neering trade-off between the transmitter complexity‚ the amount of launched
power‚ and receiving structure. Note additionally that signal space minimum
distance values for the two detection strategies in Figs. 3a and 3b start from
approximately the same value. As a result‚ we can conclude that the MLSE
approach provides the improvement in performance by taking advantage of
operating in a higher dimensional space. The signal space of the bit-by-bit
detection is a projection of the MLSE space onto a single dimension. The min-
imum distance for the bit-by-bit detection is therefore necessarily compressed
and eventually goes to zero when the eye completely closes.
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ON MLSE RECEPTION OF
CHROMATIC DISPERSION TOLERANT
MODULATION SCHEMES
Combining Chirped NRZ and Duobinary Transmission with EDC
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Abstract: Maximum likelihood sequence estimation (MLSE) in the electrical domain at
the receiver of an optical fibre link is investigated as a means to improve the
dispersion tolerance of the modulation formats chirped NRZ (CNRZ) and optical
duobinary modulation (ODB).

Key words: optical fiber communication; electronic dispersion compensation; equalizers;
maximum likelihood estimation; chirp modulation; optical duobinary modula-
tion.

1. INTRODUCTION

Already back in 1990 Winters [1] recognized the potential of electrical sig-
nal processing for reducing the distortions of optical fibre systems. As electri-
cal equalisers are placed at the receiver after the optical front end‚ they can be
easily combined with different modulation formats and optical measures that
aim at an improved dispersion tolerance. However‚ whilst most of these meth-
ods have been investigated intensely‚ there is only very few information on the
benefit of combining them with electrical signal processing. In [2] linear feed
forward filter equalisation (FFE) of chirped transmission was considered‚ and

*The work reported in this paper has been supported in part by the German Ministry of Education and
Research (BMBF) under contract number 01 BP 260. The authors are responsible for the content of this
paper.
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simulation results on a decision feedback equalizer (DFE) receiver for chirped
and duobinary transmission are given in [3].

Maximum likelihood sequence estimation (MLSE) was shown in several
publications to be superior over FFE and DFE type equalizers (see e.g. [4]).
By now‚ with the advent of analogue/digital converters at 10 Gb/s and the
progress of semiconductor development‚ the implementation of MLSE equalis-
ers even at 10 Gb/s has come into reach. Therefore‚ in this paper the reception
of chirped NRZ (CNRZ) and optical duobinary (ODB) modulation with an
MLSE type receiver is investigated.

In the following section the basic conditions that allow the application of
MLSE in the efficient form of a Viterbi equaliser are revisited. Then‚ the third
section shows simulation results based on the model of the MLSE introduced.
The requirements on the clock recovery of an MLSE receiver are discussed. A
comparison of the modulation formats CNRZ and ODB modulation in combi-
nation with a distortion tolerant MLSE receiver is made.

2. MLSE FOR NONLINEAR CHANNELS
Maximum likelihood sequence estimation for nonlinear channels relies on a

shift register type model with finite memory‚ i.e.‚ the output signal during
the time interval depends only on a finite number of input sym-
bols with denoting the state of the shift register
at time instance

The waveform called chip‚ is zero outside the interval (0‚ T). The
noise process is assumed to be white and signal independent. The opti-
mum receiver for such a nonlinear channel with finite memory is a bank of

filters matched to  with symbol spaced sampling and followed
by a comparison algorithm selecting the most probable sequence [5]‚

where denotes the sampled output at time instance of the matched
filter for Due to the finite memory of the channel‚ finding the most
likely transmitted sequence can be done very efficiently by means of the Viterbi
algorithm (see e.g. [6]).

As a matched filter bank is too complex for an optical receiver‚ a simple low
pass filter is used instead for the rest of this paper. The output signal of the low
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pass filter is sampled with a frequency of resulting in oversampling
for each bit. The branch metric of the Viterbi algorithm finally is approximated
as (see e.g. [7])

where denotes the sample of symbol after low pass filtering.
For calculating the branch metrics of the Viterbi algorithm the probability

density functions of the sampling values have to be calculated or estimated. In
this paper an histogram based method employing a finite quantisation of the
sampling values‚ as suggested in [8]‚ is used for this estimation. This approach
automatically accounts for non-Gaussian distribution functions and for signal
dependent noise.

Note that the well known union bound approximation for estimating the
performance of MLSE for low bit error rates is also valid for finite states non-
linear channels as long as the noise is signal independent and its probability
distribution function is known. But in contrast to the linear case‚ the distance
of all pairs of sequences have to be considered‚ not just the distance of all se-
quences with respect to the all zero sequence. An efficient method to calculate
these distances‚ based on a modification of the Viterbi algorithm‚ is given in
[5]. In case of signal dependent noise as for optically amplified systems with
dominating ASE noise‚ however‚ the distance of the sequences is not the only
metric that determines the error rate of the system. Therefore the union bound
approach is no longer valid in its simple form.

3. TRANSMISSION SCENARIO AND RESULTS

The simulation results given in this section focus on a 10.7 GHz metro trans-
mission over standard single mode fibre (SSMF) with a typical dispersion pa-
rameter of 17ps/(nm·km). The transmission model is a single channel‚ single
span scenario with a launch power in the linear regime. The optically pream-
plified receiver front-end consists of an EDFA and a 50 GHz super-Gaussian
filter followed by a photodiode and a 7.5 GHz 5th order Bessel filter. Only
optical amplifier noise is considered.

Albeit the MLSE is in principle optimum with respect to the sequence error
probability‚ a feasible implementation has to assume a certain channel memory
and to restrict the resolution of the analogue/digital converter. Our simulation
model is based on a moderate 4 state trellis and a linear signal quantisation of
4 bits with equally spaced double sampling. For the FFE (DFE) a tapped delay
line structure with 6 taps (4 feed forward and 2 feedback taps) is assumed‚ all
of them spaced by T/2‚ where T is the bit time.

The system performance is evaluated by means of Monte-Carlo simulations.
It is expressed as required optical signal to noise ratio (OSNR) in 0.1 nm band-
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width to reach a bit error ratio (BER) of sufficient for error-free
operation with enhanced forward error correction (EFEC). For all results an
optimized static sampling phase is assumed.

Figure 1. Required OSNR for a bit error ratio of chromatic dispersion for standard
NRZ transmission and different dispersion compensating receivers.

Fig. 1 displays the required OSNR for increasing chromatic dispersion of
NRZ transmission with different receivers. The label “opt. threshold” denotes
a standard receiver with threshold optimization. In addition to the MLSE‚ an
FFE and a DFE is shown for comparison. As expected‚ the MLSE provides
the best performance‚ followed by the DFE. The FFE gives satisfactory results
only for low OSNR penalty values‚ where all equalisers perform very similar.

3.1 Static sampling phase sensitivity

Electrical signal processing not just simply extends the dispersion tolerance‚
it also influences the sensitivity of the receiver in terms of static sampling phase
deviations‚ as shown in Fig. 2. Given is the required OSNR for a certain bit
error ratio for different values of the static sampling phase. For the same value
of chromatic dispersion‚ the sampling phase of an MLSE receiver is less critical
compared to a standard receiver with threshold optimization. For increasing
values of dispersion‚ however‚ the performance of the MLSE gets mutch more
sensible to static deviations from the optimum sampling phase. Therefore‚
in a hardware realisation it is very important that the clock recovery operates
reliable at high distortions and a very low BER. The curves for the MLSE are
given for half of the sampling phase range only‚ due to an equally spaced 2-fold
oversampling. Higher values of the sampling phase lead to a sampling of the
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Figure 2. Sampling phase sensitivity of NRZ for a standard receiver with threshold optimiza-
tion compared to a MLSE receiver. The required OSNR for a bit error ratio of is plotted
vs. different static shifts of the sampling time. At 3500 ps/nm the eye is completely closed.

neighbouring bit with the second sample and thus to a considerably increased
error rate. Note that in case of MLSE reception the optimum sampling phase
for 1500 ps/nm and 3500 ps/nm is not at the center of the eye but rather at
approx. T/4 for the first sample and 3T/4 for the second one.

3.2 Chirped NRZ modulation
The simulation model for chirped NRZ (CNRZ) transmission assumes a

Mach-Zehnder modulator (MZM) with a fixed chirp parameter (Henry
factor) [9] of Such a Henry factor can be achieved without addi-
tional costs by an asymmetric structure of the modulator arms (as obtained by
using z-cut

The dispersion tolerance of CNRZ is given in Fig. 3. Compared to ordi-
nary NRZ the dispersion tolerance curve of the chirped version is no longer
symmetrical with its optimum at zero dispersion but is rather shifted to posi-
tive values of the chromatic dispersion with an improvement of approximately
0.5 dB at the optimum value of 600 ps/nm. For both modulation formats‚ an
MLSE allows more than 1000 ps/nm of increased chromatic dispersion at an
OSNR penalty of 2 dB. However‚ whilst the increased dispersion tolerance of
NRZ also applies for negative values of the cromatic dispersion‚ with CNRZ
the benefit of the MLSE for negative chromatic dispersion is very small. But
this does not matter in the scenario considered in this paper‚ where no opti-
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Figure 3. Required OSNR for a bit error ratio of chromatic dispersion for chirped
NRZ transmission with a chirp parameter of

cal dispersion compensation is assumed and therefore negative values of the
chromatic dispersion cannot occur.

3.3 Optical duobinary modulation

The optical duobinary signal is generated by tight electrical filtering of the
Mach-Zehnder driving signal using a 10th order Bessel filter with a FWHM
bandwidth of 2.5 GHz. This signal drives the MZM in push-pull configuration
with the bias point at zero output‚ and a driving amplitude of thus creat-
ing an optical pseudoternary signal where marks that are separated by an odd
number of spaces show a phase difference of of the electrical field [10]. The
optical bandwidth (e.g. from multiplexers) is assumed to be large enough to
have no significant influence on the signal.

The results for optical duobinary transmission with different distortion equal-
izing receivers is given in Fig. 4. At an OSNR penalty of 2 dB the MLSE still
can achieve an improvement of approximately 1000 ps/nm in chromatic di-
spersion tolerance‚ whereas the gain of the FFE and DFE based equalizers
is quite small. Optical duobinary transmission combined with a MLSE re-
ceiver is able to reach 250 km of standard single mode fibre (SSMF) without
additional dispersion compensation‚ whereas for chirped NRZ transmission
with MLSE only 150 km can be reached. However‚ the better performance of
ODB/MLSE comes at the expense of a more complex and costly transmitter‚
whereas chirped transmission does not incur any additional cost.
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Figure 4. Required OSNR for a bit error ratio of chromatic dispersion for optical
duobinary transmission.

4. CONCLUSIONS

Combining EDC with modulation formats such as chirped NRZ and optical
duobinary transmission is a powerful tool to increase the transmission reach
of 10 Gb/s metro systems without the need of optical dispersion compensation
making it attractive for a seamless upgrade of 2.5 Gb/s systems. Comparing
different EDC schemes‚ MLSE delivers the best performance and allows for

150 km transmission when combined with CNRZ and 250 km transmis-
sion when combined with ODB. In addition‚ the use of EDC provides further
benefits such as an increased robustness against PMD which cannot be miti-
gated by CNRZ or ODB modulation.
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