


CPM in
Construction
Management

James J. O’Brien, P.E., PMP
Fredric L. Plotnick, Esq., P.E.

Sixth Edition

McGraw-Hill

New York Chicago San Francisco Lisbon London Madrid
Mexico City Milan New Delhi San Juan Seoul
Singapore Sydney Toronto


http://dx.doi.org/10.1036/0071457690

Copyright © 2006, 1999, 1993, 1984, 1971, 1965 by The McGraw-Hill Companies, Inc. All rights
reserved. Manufactured in the United States of America. Except as permitted under the United States
Copyright Act of 1976, no part of this publication may be reproduced or distributed in any form or by
any means, or stored in a database or retrieval system, without the prior written permission of the pub-
lisher.

0-07-158911-2
The material in this eBook also appears in the print version of this title: 0-07-145769-0.

All trademarks are trademarks of their respective owners. Rather than put a trademark symbol after
every occurrence of a trademarked name, we use names in an editorial fashion only, and to the bene-
fit of the trademark owner, with no intention of infringement of the trademark. Where such designa-
tions appear in this book, they have been printed with initial caps.

McGraw-Hill eBooks are available at special quantity discounts to use as premiums and sales promo-
tions, or for use in corporate training programs. For more information, please contact George Hoare,
Special Sales, at george_hoare@mcgraw-hill.com or (212) 904-4069.

TERMS OF USE

This is a copyrighted work and The McGraw-Hill Companies, Inc. (“McGraw-Hill”) and its licensors
reserve all rights in and to the work. Use of this work is subject to these terms. Except as permitted
under the Copyright Act of 1976 and the right to store and retrieve one copy of the work, you may not
decompile, disassemble, reverse engineer, reproduce, modify, create derivative works based upon,
transmit, distribute, disseminate, sell, publish or sublicense the work or any part of it without
McGraw-Hill’s prior consent. You may use the work for your own noncommercial and personal use;
any other use of the work is strictly prohibited. Your right to use the work may be terminated if you
fail to comply with these terms.

THE WORK IS PROVIDED “AS 1S.” McGRAW-HILL AND ITS LICENSORS MAKE NO GUAR-
ANTEES OR WARRANTIES AS TO THE ACCURACY, ADEQUACY OR COMPLETENESS OF
OR RESULTS TO BE OBTAINED FROM USING THE WORK, INCLUDING ANY INFORMA-
TION THAT CAN BE ACCESSED THROUGH THE WORK VIA HYPERLINK OR OTHERWISE,
AND EXPRESSLY DISCLAIM ANY WARRANTY, EXPRESS OR IMPLIED, INCLUDING BUT
NOT LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. McGraw-Hill and its licensors do not warrant or guarantee that the func-
tions contained in the work will meet your requirements or that its operation will be uninterrupted or
error free. Neither McGraw-Hill nor its licensors shall be liable to you or anyone else for any inaccu-
racy, error or omission, regardless of cause, in the work or for any damages resulting therefrom.
McGraw-Hill has no responsibility for the content of any information accessed through the work.
Under no circumstances shall McGraw-Hill and/or its licensors be liable for any indirect, incidental,
special, punitive, consequential or similar damages that result from the use of or inability to use the
work, even if any of them has been advised of the possibility of such damages. This limitation of
liability shall apply to any claim or cause whatsoever whether such claim or cause arises in contract,
tort or otherwise.

DOI: 10.1036/0071457690


http://dx.doi.org/10.1036/0071457690

¥ Professional

Want to learn more?

|

ﬁ"/ 7 \We hope you enjoy this
McGraw-Hill eBook! If
you' d like more information about this book,
its author, or related books and websites,
please click here.



http://dx.doi.org/10.1036/0071457690

For more information about this title, click here

Contents

Preface xv
Acknowledgments  xix

Part 1. Introduction to CPM Planning and Scheduling

Chapter 1. Introduction to CPM Planning and Scheduling

1.1,
1.2,
1.3.
1.4.
1.5.
1.6.
1.7.
1.8.

Scheduling is for Everyone

We Teach Carpentry—Not “How to Use Your New Power Saw”
History of Scheduling Systems

The Ordered “ToDo” List

Gantt Charts and Bar Charts

Development of the Critical Path Method of Scheduling
Development of the PERT Method of Scheduling
Comparison of CPM and PERT

Chapter 2. Project Control Systems Evolve in Academia

2.1.
2.2,
2.3.
2.4,
2.5.

1960-1965: Logic Systems Gain Acceptance
1966-1970: The Fight between CPM and PERT
PDM

SPERT and GERT

RDCPM™

Chapter 3. Project Control Systems Evolve in the Marketplace

3.1.
3.2,
3.3.
3.4.
3.5.
3.6.
3.7.
3.8.

Commercialization 1965-1970
Commercialization 1970-1980
Early Legal Recognition

PCs 1980-1990

PCs 1990-2000

PCs 2000-2005

PCs 2005-2010

The Sixth Edition

TGy
N= OO0 uhs~w W

'y
al

N = =t =t -
O © o N O

25

25
26
26
27
27
28
29
30


http://dx.doi.org/10.1036/0071457690

iv Contents

Part 2. The Theory of CPM Planning and Scheduling

Chapter 4. Your New Tool—Read Before Using

4.1.
4.2,
4.3.
4.4.
4.5.
4.6.
4.7.
4.8.
4.9.
4.10.

Primavera and Your Power Saw—Useful but Dangerous Tools
How Does Primavera (or Other Scheduling Software) Work?

What Goes In ...

The Initial Logic Network—Input
The Logic of the Logic Network
Arrow Diagram

Logic Diagrams

Logical Loop

Non-construction Examples
Summary

Chapter 5. Network Construction

5.1.
5.2.
5.3.
5.4.

Form and Format

Events

Problems with Multisheet Networks
Summary

Chapter 6. The Durations of the Logic Network

6.1.
6.2.
6.3.
6.4.
6.5.

Definition of an Activity

Setting a Minimum and Maximum Duration
Estimating versus Scheduling Durations
CPM versus PERT Durations

Summary

Chapter 7. What Comes Out...

741.
7.2.
7.3.
7.4.
7.5.
7.6.
7.7.
7.8.
7.9.
7.10.

Attributes of an Event

Attributes of an Activity

The Forward Pass—Tg, ES, and EF
The Backward Pass—T,, LF, and LS
The Backward Pass—TF, FF, and IF

Calculating the Attributes of an Event or Activity

The Forward Pass—Tg, ES, and EF
The Backward Pass—T,, LF, and LS
The Backward Pass—TF, FF, and IF
Summary

Chapter 8. Cranking the Engine

8.1.

8.2.

Manual and Computer Solutions for PERT and ADM—

The Matrix Method

Manual and Computer Solution for PERT and ADM—

The Intuitive Method

35

35
37
37
37
38
38
41
45
46
48

49

49
51
61
63

65

66
67
69
70
72

73

74
74
75
75
75
77
77
78
79
80

81

81

88



8.3.
8.4.
8.5.
8.6.
8.7.
8.8.
8.9.
8.10.
8.11.

8.12.

Chapter

9.1.
9.2,
9.3.
9.4.
9.5.
9.6.
9.7.
9.8.
9.9.
9.10.
9.11.
9.12.
9.13.
9.14.
9.15.
9.16.
9.17.
9.18.
9.19.
9.20.
9.21.
9.22.
9.23.
9.24.
9.25.

Chapter

10.1.
10.2.
10.3.
10.4.
10.5.

Activity Start and Finish Times
Critical Activities

Total Float

Free Float

Independent Float

Time Scale Network
Computation Time

Writing Your Own CPM Software

Manual and Computer Solution for PDM with Durations
Between Activities

Summary

9. Adding Complexity

Enhancements to the Basic System
Original versus Remaining Durations
Percent Complete

Defined Subtasks and Check-off Updating
Calendar versus Work Period Conventions
Multiple Calendars

Multiple Starting and Ending Activities
Artificial Constraints to Dates

Artificial Constraints to Algorithms
Negative Float

Definition of Criticality

Continuous versus Interruptible Performance
Actual Start and Finish Dates

Retained Logic versus Progress Overrides
Events and Milestones

Hammocks and Summary Network Logic
Summary Activity Bars

User-defined Code Fields

Adding Resources to Activities

Adding Costs and Cost Codes to Activities
Resource Driven Scheduling

Master Schedules Local versus System-wide Updating
Activity Types

Hierarchical Codes

Summary

10. PDM and Precedence Networks

Precedence Logic

Work Package Calculations
Computer Calculation
Project Example

Summary

Contents

\'

93
95
97
100
102
104
105
105

108
110

111

111
112
112
113
115
116
118
120
123
123
124
129
129
130
131
132
133
136
136
137
139
140
142
144
146

147

148
152
153
156
159



vi Contents

Chapter

11.1.
11.2.
11.3.
11.4.
11.5.
11.6.
11.7.
11.8.
11.9.
11.10.
11.11.
11.12.
11.13.

Chapter

12.1.
12.2.
12.3.
12.4.
12.5.
12.6.

Part 3.

Chapter

13.1.
13.2.
13.3.
13.4.

13.5.
13.6.
13.7.
13.8.
13.9.

Chapter

14.1.
14.2.
14.3.
14.4.
14.5.
14.6.
14.7.

11. Respecting the Power of PDM

Durations between Activities: Percent Lead/Lag Relationships
Defining Overlapping Activities: Durations between Activities
Negative Durations between Activities

Remaining Durations between Activities

Impact of Percent Complete Upon Durations between Activities
PDM and Hammocks

Continuous versus Interruptible Progress

Undefined Subtasks and Relationships to Other Activities
Multiple Calendars

Retained Logic versus Progress Override

Total Float Calculation

Erroneous Loop Errors

Summary

12. Enhancements and Extensions by Software Vendors

Overview of Primavera Project Planner P3
Overview of Suretrak Project Planner

Overview of P3e/c Primavera Program Manager
Overview of Primavera Contractor

Overview of Microsoft Project Professional 2003
Overview of Welcom Open Plan

The Tools of CPM Planning and Scheduling

13. Measure Twice—Cut Once

Preparing to Collect the Input
The Pure Logic Diagram
A Team Effort ... on the Blackboard or Sketch Pad

Format for Ease of Data Collection versus for Ease of Data Entry
to Chosen Software

Bar Chart: May Be Based upon Logic, but Is not a Logic Network
Logic Restrained Bar Chart

Freehand

PERT

Summary

14. Choosing Codes

Calendar

Deliverable and Responsible Entity: SHT1, SHT2, RESP, and SUBC
Key Resources: CRTY, CRSZ, MHRS, SUPV and EQUIP

O.T., Night Work, and Special Supervision or Inspection
Quantities and Rates of Productivity

Location, Location, Location

Budget Codes for Cost of Labor, Equipment, and Materials

161

161
163
170
170
171
172
175
177
178
179
180
181
182

183

183
184
186
188
188
189

197

197
198
198

198
199
200
200
200
205

207

207
210
211
211
211
212
213



14.8.
14.9.
14.10.

Contents

A Word About Codes Tied to the Activity ID
A Word About Aliases
Summary

Chapter 15. Acquiring Information to Initial Schedule

15.1.
15.2.
15.3.
15.4.
15.5.
15.6.
15.7.

The Activity Description—a Gross Abbreviation

Activity ID, Activity Codes and Logs

The Activity Further Defined by Resources Assigned

The Activity Further Defined by Predecessors and Successors
The Checklist of Sub-tasks

The Checklist of Sub-deliverables (Events)

Summary

Chapter 16. Acquiring the Durations

16.1.
16.2.
16.3.
16.4.
16.5.
16.6.

16.7.
16.8.
16.9.

Best Estimate with Utilization of Resources Envisioned

Compare with PERT Durations: Optimistic, Most Likely, Pessimistic
Schedule Durations versus Estimating Durations

Estimated Durations versus Calculated Durations

Do We Add Contingency Here?

Estimated Durations versus Expected Completion Dates:
“as Good as the Promise”

Productivity
Durations and the Project Calendar or Calendars
Summary

Chapter 17. Specifying the Relationships Between Activities

17.1.
17.2.
17.3.
17.4.

17.5.
17.6.
17.7.

17.8.

17.9.
17.10.
17.11.
17.12.
17.13.
17.14.
17.15.
17.16.
17.17.
17.18.
17.19.

Mandatory and Discretionary Physical Restraints
Mandatory and Discretionary Resource Restraints
Mandatory and Discretionary Timing Constraints

The Misuse of Restraints and Constraints: “Nailing the Bar Down
Where It Belongs”

The Need to Document the Basis of Each Restraint and Constraint
Choosing the Type of Relationship between Activities

The Case for Restricting Relationships to Traditional “FS”
Without Lag

The Need for Non-Traditional Relationships

The Desire for Non-Traditional Relationship and Resulting Misuse
Non-Traditional Relationships Supported by Popular Software
Minimum Restrictions for Proper Usage of PDM

Review the Strengths of ADM: Expand the Definitions

Start of Each Activity Must Have Predecessor

Finish of Each Activity Must Have Successor

Real World Relationships between Activities

The Final Forward Pass

The Final Backward Pass

Choosing the Algorithm for the Initial Schedule

Summary

vii

215
216
216

219

220
221
221
221
222
222
222

223

223
224
224
225
225

226
226
226
230

231

231
232
233

234
234
234

235
235
237
238
239
239
239
239
240
240
24
241
243



viii Contents

Chapter 18. Example Project: The John Doe Project

18.1.
18.2.
18.3.
18.4.
18.5.
18.6.
18.7.
18.8.
18.9.
18.10.
18.11.

Acquiring Information to Initial Schedule
Choosing Appropriate Codes
Activity List

Could We Prepare a Bar Chart?
Network Logic in ADM

Logic Changes Examples
Network Logic in PDM
Populating the Codes
Checking the Output

Calendar Dates

Summary

Part 4. The Practice of CPM Planning

Chapter 19. Equipment and Workforce Planning

19.1.
19.2.
19.3.
19.4.
19.5.
19.6.
19.7.

Workforce Leveling

Computerized Resources Planning

Multiproject Scheduling

Turnaround Application

Examples of Resource Loading on John Doe Project
Resource Leveling Significance

Summary

Chapter 20. Procurement

20.1.
20.2.
20.3.

Scheduling Materials Procurement
John Doe Example
Summary

Chapter 21. Preconstruction

21.1.
21.2.
21.3.

Predesign Phase
Design
Summary

Chapter 22. Evolution of the Project Schedule

22.1.
22.2.
22.3.
22.4.
22.5.
22.6.
22.7.
22.8.

Preliminary Schedule
Preconstruction Analysis
Contractor Preconstruction Analysis
Milestones

The John Doe Schedule

Resources

Fast Track

Responsibility

245

245
246
246
253
254
262
263
265
265
274
276

277

279
287
292
296
300
302
305

307

307
317
320

321

323
325
333

335

335
336
336
337
338
339
34
342



22.9.
22.10.
22.11.
22.12.
22.13.

Contents

Schedule versus Calendar
Contingency

Schedule Manipulation
Working Schedule
Summary

Chapter 23. CPM and Cost Control

23.1.
23.2.
23.3.
23.4.
23.5.
23.6.

CPM Cost Estimate
Progress Payments

Cost Forecasting
Network Time Expediting
Minimum Cost Expediting
Summary

Part 5. The Practice of CPM Scheduling

Chapter 24. Let’s Look Under the Hood at the Engine

24.1.
24.2.
24.3.
24.4.
24.5.
24.6.
24.7.
24.8.
24.9.
24.10.
24.11.

Primavera Project Planner P3

Project and Activity Codes for Organizing Project Data
Entering Data

Debugging and Diagnostic Tools: Improving the Logic Network
Viewing Output

On-screen Formats

Viewing Output: Tabular Formats

Viewing Output: Graphical Formats

Entering Update Data

Primavera Project Manager: P3e/c

Summary

Chapter 25. Converting the Team Plan to the Calculated Schedule

25.1.
25.2.
25.3.
25.4.
25.5.
25.6.
25.7.
25.8.
25.9.
25.10.
25.11.
25.12.

25.13.
25.14.

Data Entry Made Easy

Check and Set Schedule Algorithm Options

First Run and De-bugging the Logic

Loop Detection and Correction

Technical Review: The Primavera Diagnostic Report
Beyond the Primavera Diagnostic

First Review of Calculated Output: Reality Check #1
Detail Views of Output of Schedule Calculations
Time Scaled Logic Diagram

Tailoring Initial Output to the Chosen Audiences
Whatever Owner Wants, Owner Gets

“You Can’t Always Get What You Want, But . . . You Get
What You Need”

Reports and Views for the Foreman Performing the Work
Reports and Views for the Contractor’s Superintendent

ixX

342
344
349
350
353

355

355
358
362
369
375
379

383

383
392
393
395
397
397
400
401
404
405
411

413

413
414
417
418
419
422
427
427
434
435
435

436
437
440



X Contents

25.15.
25.16.
25.17.

Chapter

26.1.
26.2.
26.3.
26.4.
26.5.
26.6.
26.7.

Chapter

27.1.
27.2.
27.3.
27.4.
27.5.
27.6.
27.7.
27.8.
27.9.
27.10.

27.11.
27.12.
27.13.

27.14.
27.15.
27.16.
27.17.
27.18.
27.19.
27.20.
27.21.
27.22.
27.23.

Chapter

28.1.
28.2.
28.3.
28.4.
28.5.

Reports and Views for the Contractor’s Upper Management

The Narrative Report for Each Audience
Summary

26. Engineer’s Review of the Submitted Initial CPM

Legal Aspects of a Review

Reviewing the Plan

Technical Review

Reschedule and Review the Diagnostic Report
But Is the Logic Realistic? The Smell Test
Project Calendar or Calendars

Summary

27. Updating the Schedule

Why Update the Schedule?

Acquiring the Data for an Update

Distinguishing Updates from Revisions

Purpose of an Update

The Purpose of a Revision

Who Should Collect Data for an Update

Who Should Prepare Data for a Revision

Information Required for Schedule Control: AS, RD, AF
Determination of Actual Start and Actual Finish Dates
Determination of Remaining Duration of Activities:
Repeat the Steps of the Master

Expected Completion and Renewing Promises
Automatic Updates

The Forgotten Step: Determination of Remaining Duration
Between Activities

Save and Rename: Naming Strategies

Reports and Views to Assist Acquiring Data for an Update
Electronic Tools to Assist Acquiring Data for an Update
Choosing the Correct Algorithm for Updates

Scheduling the Update: Interpreting the Results
Technical Review: the Primavera Diagnostic Report

What to Look for when Reviewing the Update

Tailoring Update Output to the Chosen Audiences

The Narrative Report for Each Audience

Summary

28. Engineer’s Review of the Submitted Update

Is This an Update or a Revision?
The Technical Review

The Critical Path

What to Accept and What to Reject
Summary

442
443
444

445

447
448
449
449
452
453
453

455

456
457
459
459
460
460
460
461
461

461
462
463

463
465
468
469
469
469
470
471
472
473
474

475

475
476
477
477
478



Contents

Chapter 29. Revising the Logic Network

29.1.
29.2.
29.3.
29.4.
29.5.

“What If” versus Committed Changes

Changes: Approved, Constructive and at Contractor’s Cost
Revised Baseline

Update then Revise

Summary

Chapter 30. Engineer’s Review of the Submitted Revision

30.1.
30.2.
30.3.
30.4.

Minor Revision
Major Revision
Recovery Schedule
Summary

Chapter 31. Case Histories

31.1.
31.2.
31.3.
31.4.
31.5.
31.6.
31.7.
31.8.
31.9.
31.10.
31.11.
31.12.
31.13.
31.14.
31.15.
31.16.

Chicago Courthouse

Times Tower

Airport Construction

High-Rise Construction

NASA

Housing

Manufacturing Facilities

SEPTA RailWorks

New Jersey Turnpike Authority 1990-1995 Widening Program
JFK Redevelopment

Toronto Transit’s “Let’s Move” Program
Phoenixville-Mont Claire Bridge
Graduate Hospital Diagnostic Building
Interstate 76, 202 & 422 Interchange
CPM Preparation Time

Summary

Chapter 32. Additional Exercises for Students of Project Controls

32.1.
32.2.
32.3.

Sample Problems
Navigating the Enclosed CD-ROM
Answers to Sample Problems

Part 6. Advanced Topics

Chapter 33. Specifying CPM

33.1.
33.2.
33.3.
33.4.

Attorney’s Viewpoint to Writing a CPM Specification
Pure Logic Drawing

Content of the Logic Network

Updates and Revisions

Xi

479

479
481
482
483
483

485

485
487
487
487

489

489
490
490
491
493
493
494
495
496
497
500
503
506
508
510
513

515

515
517
520

525

525
526
527
529



xii Contents

33.5.
33.6.
33.7.
33.8.

Standard References
Sanctions

Sample CPM Specification
Summary

Chapter 34. CPM in Claims and Litigation

34.1.
34.2.

Introduction
Evidentiary Use of CPM

Chapter 35. Delay Analysis

35.1.
35.2.
35.3.
35.4.
35.5.
35.6.
35.7.
35.8.
35.9.
35.10.
35.11.
35.12.
35.13.
35.14.
35.15.
35.16.
35.17.
35.18.
35.19.

Delay versus Disruption
Responsibility/Types/Force Majeure
As-Planned Logic Network
As-Should-Have-Been CPM Network
As-Planned Schedule

As-Built Schedule

As-Built Logic Network

Causative Factors

As-Impacted Logic Network
As-Impacted Schedule

Time Impact Evaluations

Zeroing Out

Zeroing to a Collapsed As-Impacted Logic Network
Limitations of the TIE Methodology

TIE Example of John Doe Project
Windows Analysis

Zeroing Out within the Windows Analysis
Windows Example of John Doe Project
Summary

Chapter 36. Disruption Analyses

36.1.
36.2.
36.3.

Chapter 37. Advanced Topics: Resource Leveling and Smoothing

37.1.
37.2.
37.3.
37.4.
37.5.
37.6.

Traditional Methodologies
CPM Out-of-Sequence Methodology
Summary

Resource Leveling and Smoothing
Limitations of Algorithms

Driving Resources

Resource Calendars

Practical Solutions

Summary of Resource Leveling

Chapter 38. Advanced Topics: PERT, SPERT, and GERT

38.1.
38.2.

PERT
SPERT

530
532
533
534

535

535
537

545

545
546
548
550
551
552
553
554
556
557
557
558
559
560
561
567
569
569
570

571

571
572
574

575

575
576
576
577
578
579

581

582
582



Contents

38.3. GERT
38.4. Computers Add Power
38.5. Summary

Chapter 39. Conclusion

Appendix A. Sample CPM Specification as a Guideline for
Preparing Your Own Specification

Appendix B. Unified Facilities Guide Specification
Appendix C. Notation for RDCPM
Glossary 635

Acronyms and Symbols 641
Index 643

xiii

586
587
588

589

591

607

631



ABOUT THE AUTHORS

JaMES J. O’BRrIEN, P.E., PMP, CVS, was vice chair of the board
of O’Brien-Kreitzberg & Associates, Inc., the construction
management firm that handled the renovation of San
Francisco’s cable car system. He was also the program
manager for the redevelopment of JFK International Airport.
Mr. O’'Brien is the author or editor of many other books,
including Contractor’s Management Handbook, Second
Edition; Construction Management: A Professional Approach;
Value Analysis in Design and Construction; and Scheduling
Handbook, all published by McGraw-Hill. He is a registered
Professional Engineer in New York, New Jersey,
Pennsylvania, and many other states. Mr. O’Brien is a Fellow
of the American Society of Civil Engineers, the Project
Management Institute, the Construction Management
Association of America, and the Society of American Value
Engineers International. He is also an active member of the
Association for the Advancement of Cost Engineering
International. Mr. O’Brien is a charter member and a vice
president of the PMI College of Scheduling.

FrEDRIC L. PLOTNICK, ESQ., P.E., is CEO and principal
consultant of Engineering & Property Management
Consultants, Inc. He has bachelor’s and master’s degrees in
civil engineering and is a registered Professional Engineer
in Pennsylvania, New Jersey, and Florida. He is also an
attorney and a member of the bars of Pennsylvania, New
Jersey, and Florida. Mr. Plotnick is an adjunct professor of
the departments of Civil Engineering, Engineering
Management, and Construction Management at Drexel
University, Philadelphia, Pennsylvania. He is a past
president of the Philadelphia chapter of the Pennsylvania
Society of Professional Engineers, past Construction Group
chair of the Philadelphia section of the American Society of
Civil Engineers, and member of the Association for the
Advancement of Cost Engineering International. He is a
charter member and director of Academic Liaison and the
Technical Track of the annual conference of the PMI College
of Scheduling.

Copyright © 2006, 1999, 1993, 1984, 1971, 1965 by The McGraw-Hill Companies, Inc.
Click here for terms of use.



Preface

The original purpose of this book, in 1965, was to present and discuss the
critical path method (CPM) and its use in the construction industry. At
that time, CPM was a young but proven technique—usually considered
to be optional. When the second edition was published in 1971, the net-
work approach to scheduling was becoming a regular requirement in con-
struction contracts. The third edition, published after 25 years of
experience in the application of CPM, described highlights of that expe-
rience and its significance to the practical use of CPM.

The basic strength of CPM continues to be its ability to represent
logical planning factors in network form. One reviewer noted: “Perhaps
the most ironic aspect of the critical path method is that after you under-
stand it, it is self-evident. Just as an algebra student can apply the
rules without full appreciation of the power of the mathematical con-
cepts, so can the individual apply CPM or its equivalent without fully
appreciating the applicability of the method.”

The book first describes the development of CPM and its practical use
in the construction industry. The basic technique is described in suffi-
cient depth for the reader to apply it to practical construction situations.
The John Doe case study is used throughout the book to describe basic
CPM network techniques and then to illustrate such special functions
as updating, cost control, resource planning, and delay evaluation.
Optimum methods of specifying the use of CPM are described in suffi-
cient detail to be incorporated directly into construction specifications.

Since the second edition, CPM has become widely utilized as an ana-
Iytical tool in the evaluation, negotiation, resolution, and/or litigation of
construction claims. This aspect is thoroughly explored in the current edi-
tion. Legal precedents for the use of CPM during litigation are provided.

In the 1980s, computer calculation shifted from mainframe programs
to personal computers (PCs). PCs were the wave of the past two decades.
The ubiquity in the 2000s of the internet and the wave of additional
interconnectivity linking individual PCs now has the appearance of
coming full circle and bringing back to CPM many of the strengths and

XV
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weaknesses of the era of the mainframe. However, the approaches and
procedures suggested in the first five editions are, almost without excep-
tion, still valid.

Network techniques are basic and logical, but assimilation of the net-
work concept does take time. Further, an effort is required to build an
experience level, which in turn builds confidence. This book aims to be
a useful element in the development of that conceptual experience and
confidence on the part of new users of CPM techniques.

James J. O’'Brien, PE., PMP

I was introduced to the concepts of CPM as a student in college for 2 weeks
in a course covering many aspects of construction management. It was a
revelation and led to additional independent study, including a grant of
computer time (on the giant mainframe) from Drexel University’s
Computer Center (Philadelphia, PA), on which my first CPM software
program was written. It was at this time that I realized the potential
value of CPM to resolve disputes involving delay that planted the seed for
my future legal education.

Several years past, during which I worked for several construction and
consulting firms, and a stint as assistant corporate counsel for a large firm
involved in international construction. In 1983, I formed EnProMaC
(Engineering & Property Management Consultants, Inc.) Interestingly,
in 1983 Joel Koppelman and Dick Faris formed Primavera Systems. One
of my first efforts was to rewrite my CPM software program to run on my
Osbourne I (a pre-IBM PC with 64 KB of RAM and 90 KB of floppy disk
storage) running as a routine under dBASE II (a database program by
Ashton Tate). At that time, I never dreamed that a market might exist
for such software—assuming such could be rewritten for user friendliness.

The success that Messrs. Koppelman and Faris achieved in launching
Primavera is largely based upon their attention to making their software
user friendly—and in giving their customers that which is asked for.
CPM theory has a number of limitations, as does any system that
attempts to model reality. Bending the rules of CPM analysis can, in some
instances, circumvent these limitations. In many cases special features
have been added to Primavera, which have legitimate uses in very lim-
ited situations, but which should be used with extreme care. The many
competitors of Primavera also have added features that extend and
modify the basic concepts of CPM—each in their own fashion—and each
that differ subtly from each other. One of my contributions to the 5th edi-
tion was to address these special features, and the proper use of them.

One of the factors in forming EnProMaC was that, in 1982, Drexel
University asked me to create a course on CPM. I have been teaching that
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course, as well as courses on contracts and specifications, engineering law,
and project administration, ever since. The give and take of classroom
discussion with students ranging from candidates for a 30-hour certifi-
cate (through the local GBCA) to candidates for the Ph.D. degree over
these many years has further pushed me to more fully examine the
mathematics behind CPM and other scheduling systems. It is my hope
that my contributions to this edition will bring the confluence of the
basic theory of mathematics, the applied discipline of engineering, and
the framework for collaboration by adversarial parties provided by the
study of law, all to assist the practitioner of planning and scheduling.

Fredric L. Plotnick, Esq., PE.
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Chapter

Introduction to CPM
Planning and Scheduling

This introduction discusses some factors that make the case for why
planning and scheduling is best performed by the Critical Path Method
(CPM). It covers some of the history behind its development and relays
some thoughts on where the process may be going in the future. The
interplay between the theory of mathematics that underlies the method-
ology and the modifications needed to make the methodology more prac-
tical are themes that continue throughout the text. It is hoped that the
conclusion drawn by the reader will be that it is the Scheduler who
must balance these two ideals, mathematics and engineering, to provide
a useful and user friendly tool to the users of CPM in construction man-
agement, manufacturing, software design and other users in the world
of projects that must be finished on time and within budget.

1.1. Scheduling is for Everyone

Scheduling is a discipline that is performed by every person, every day.
Should you first shave or brush your teeth in the morning? If you are
scheduling for one person only, the process is rather simple. You can pre-
pare a “ToDo” list and then choose in what order the items on it are to be
performed. However, the choice of what to do first is not completely
random. Perhaps there are physical restrictions, such as “shower before
dressing” or “cook breakfast before eating.” Perhaps there are logistical
restrictions, such as combining one trip to buy milk, pick up the dry clean-
ing, and refuel your car, rather than making three trips to accomplish
these three items on your “ToDo” list. Perhaps the order of performance
1s pure personal choice, such as put on right shoe before left shoe.
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4 Introduction to CPM Planning and Scheduling

Even at this simple level, not all is what it seems to be. If you are in a
hurry, you might begin eating a portion of your breakfast while still cook-
ing the rest. If your dry cleaner is open only from 10:00 AM to 6:00 PMm
and if your car is very low on gas, you may have to refuel on your way to
work, pick up your dry cleaning at lunch, and buy milk on the way home
from work. If you have a foot or leg injury, you may need to put on your
left shoe first.

If you want to schedule the tasks of two or more persons or the work
flow of two or more machines (even if both are under the supervision of
one person), the process becomes much more complex.

1.2. We Teach Carpentry—Not “How to Use Your New Power Saw”

If the process of scheduling were a simple matter, requiring merely rote
actions without the need for thought, perhaps good schedules could be
created by a software Wizard. After clicking your way through a preset
series of screens, you would have your schedule. Perhaps, then, the
request of an old client for a device where building blueprints are fed in
one end and a schedule is printed out the other end would be feasible.
Alas, it is not so—scheduling is a complex process and the mathemati-
cal underpinning is at the level of rocket science.

Scheduling is an application of special knowledge or judgment of the
mathematical, physical, or engineering sciences to the conception or
implementation of creative work. Scheduling, formally or informally,
good or bad, is practiced in the planning, progress, and completion of
designs, analyses, or implementation performed in connection with util-
ities, structures, buildings, machines, equipment, processes, systems,
works, projects, and industrial or consumer products or equipment of a
mechanical, electrical, electronic, chemical, hydraulic, pneumatic, geot-
echnical, or thermal nature. The wording of the preceding sentence is
taken from the statute defining Engineering for a reason, that being,
that scheduling is a branch of engineering.

Implicit in the teaching of engineering, or of the supporting fields
of science and mathematics, is the need to understand the process and
not merely to blindly trust the black box desired by that old client. It
is important to understand the mathematical underpinning of modern
CPM software rather than to merely begin clicking away. Children
are still taught how to add and how to spell even though they have
access to calculators and computer aided spell-checks. One reason is
that even the best spell-check software can leave errors uncaught.
Another reason is to understand what the numbers on calculators
mean. Many of us may remember a freshman physics class where we
were taught that 2.5 x 3.01 is not equal to 7.525, but rather to 7.5, since
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the result will never be more accurate than the least accurate input.
(For those who have not taken Freshman Physics, 2.50 x 3.01 = 7.53
and 2.500 x 3.010 = 7.525.)

Even the terminology can be misleading. CPM was once noted as a
tool in the process of Planning and Scheduling. First we must plan,
then we can use the computer to perform the rote calculations (that we
understand and could perform given time) to generate the schedule,
and then we must read the output with a knowledge of the assumptions
and tolerances involved. Today, however, we can purchase software that
includes a Wizard to simplify or ignore the need for planning, perform
the calculations while allowing user overrides to generate the “correct”
or “desired” result, and provide killer report and graphics applications
to display the schedule results.

It is the purpose of this text to teach carpentry and not merely the fea-
tures and benefits and how to use your new power saw. It is the purpose
of this text to teach the process of planning and scheduling by means of
the Critical Path Method of Analysis. We can best start by reviewing how
this field of mathematics and engineering was developed.

1.3. History of Scheduling Systems

The Critical Path Method (CPM) was developed specifically for the plan-
ning of construction. The choice was fortuitous, since construction
accounts for more than 10 percent of the annual gross national product.
Almost every activity and every person is affected to some degree by new
construction or the need for it. Most projects are started well after the
need has been established, seeming to follow the whimsy, “If I'd wanted
it tomorrow, I'd have asked for it tomorrow.”

The construction industry is a heterogeneous mix of companies rang-
ing in size from the large operations to one-person operations. No matter
the size, construction companies face similar situations and, to some
degree, similar pressures. Many factors, such as weather, unions, acci-
dents, capital demands, and work loads, are either beyond individual
control or difficult to control. New problems in project approvals due to
increased public awareness include pollution and ecological controls.
CPM does not offer clairvoyance, but it does assemble all the informa-
tion to the project managing team.

Initially, CPM spotlighted construction and the contractor. The owner,
architect, engineer, and public agencies involved in a project are like the
backer, producer, and director of a Broadway show: Without them, the
show cannot go on, and any lack of competence, motivation, or interest
on the part of any one of the team members can delay a project. However,
the contractor is the performer who ultimately makes or breaks the
construction show.
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The typical contractor is a planner who generally uses instinctive
methods rather than formal scheduling. Prior to 1957, contractors had
little choice than to operate this way because no comprehensive, disci-
plined procedures for planning and scheduling construction projects
existed. And prior to the mid 1980s, contractors desiring to utilize the
benefits of the newer methods had to rely upon outside consultants,
who in turn had to rely upon computer service bureaus and their large
mainframe computers.

One of the keys to the success of CPM is that it utilizes the planner’s
knowledge, experience, and instincts in a logical way first to plan and
then to schedule. CPM can save time through better planning, and in
construction, time is money.

The Egyptians and Romans worked construction miracles in their
day, and surviving ruins attest to the brilliance of their architecture, but
little is known of their construction planning and scheduling. Other
historical project managers included Noah, Solomon, and the unknown
architect who designed the tower of Babel. Again, history records much
about the construction details but little about the methods of control.

1.4. The Ordered “ToDo” List

Many of us make lists of things to do (i.e., a ToDo list.) Those who are
well organized may make the list in a logical order—for example, a shop-
ping list based upon the layout of a store or supermarket. Perhaps a
fanatic to organization may first make a list of activities (or, from our
example, items to be purchased) and then copy it a second time to the
preferred order that it is to be performed. The use of word processing
or organizing software adds a modern wrinkle to this age-old method of
planning and scheduling. However, there are no rules widely published
to guide the development of “ToDo” lists.

1.5. Gantt Charts and Bar Charts

In the mid-nineteenth century, at least one writer discussed a work
versus time graphical representation very similar to today’s bar charts,
but it remained for Henry L. Gantt and Frederick W. Taylor to popularize
their graphical representations of work versus time in the early 1910s.
Their Gantt charts were the basis for today’s bar graphs, or bar charts.

Taylor and Gantt’s work was the first scientific consideration of work
scheduling. Although their work was originally aimed at production
scheduling, it was readily accepted for planning and recording the
progress of construction. Today, the bar graph remains an excellent
graphical representation of activity because it is easy to read and under-
stood by all levels of management and supervision.
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If the bar graph is so well suited to construction activity, why look for
another planning aid? Because the bar graph is limited in what infor-
mation it can retain. In preparing a bar chart, the Scheduler is influ-
enced almost necessarily by the desired completion dates, often working
backward from the completion dates. The resultant mixture of planning
and scheduling is, unfortunately, no better than wishful thinking.

When a bar graph is carefully prepared, the Scheduler goes through
the same thinking process as the CPM planner. However, the bar graph
cannot show (or record) the interrelations and interdependencies that
control the progress of the project. And, at a later date, even the origi-
nator is often hard pressed to explain the plan by using the bar graph.

Figure 1.5.1 1s a simplified bar chart of the construction of a one-
story office building. Suppose that, after this 10-month schedule has
been prepared, the owner asks for a 6-month schedule. By using the
same time for each activity, the bar chart can be changed as shown in
Figure 1.5.2. Although the chart looks fine, it is not based on logical plan-
ning; it is merely a juggling of the original bar graph.

The general contractor usually prepares the overall construction plan,
which is sensible because the schedules of the other major contractors
depend on the general contractor’s schedule.

Note that in Figures 1.5.1 and 1.5.2, the general contractor’s work is
broken down in some detail, with both the mechanical and electrical work
shown as continuous lines that start early and end late. In conformance
with the bar graph “schedule,” the general contractor will then often
push the subcontractors to staff the project as early as possible with as

Organize —
Site layout  jmemm=

Excavate -

Foundations —

Slab -
Structure —_—
Roof -
Walls —
Glaze _—
Exterior doors -_—

Inferior partitions ——

Ceilings —

Paint —
Floor tile -
Mechanical
Electrical
Furnishings —_—

TmeinmonthsQ 1 2 3 4 5 6 7 8 9 10

Figure 1.5.1 Bar chart for a one-story building.
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Figure 1.5.2 Revised bar chart for a one-story building.

many mechanics as possible. Conversely, the subcontractors want to
come on the project as late as possible with as few mechanics as possi-
ble. The result is that the general contractor will often complain that
the subcontractors are delaying the project through lack of interest. At
the same time, the subcontractors will often complain that the general
contractor is not turning work areas over to them, forcing them to pull
out all of the stops to save the schedule.

As in most things, the truth lies somewhere between the extremes.
CPM offers the means to resolve these differences with specific infor-
mation rather than generalities.

The bar chart often suffers from a morning glory complex: It blooms
early in the project but is nowhere to be found later on. We can suppose
some general reasons for this disappearing act. Prior to the construc-
tion phase, the architect, the engineer, the owner, or all three are trying
to visualize the project schedule in order to set realistic completion
dates. Most contracts will require the submission of a schedule in bar
graph form soon after a contract is awarded. Once the project begins to
take shape, however, this early bar chart becomes as useful as last
year’s calendar because it does not lend itself to planning revisions.

Although progress can be plotted directly on the schedule bar chart,
the S curve has become popular for measuring progress. The usual S
curve consists of two plots (Figure 1.5.3): the scheduled dollar expen-
ditures versus time and actual expenditures versus time. Similar S
curves can be prepared for labor hours, equipment and material acqui-
sitions, concrete yardage, and so on. Though this presentation can be
interesting, it does not provide a true indication of project completion.
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Figure 1.5.3 Typical S curve.

For instance, a low-value critical activity could delay the project com-
pletion far out of proportion to its value.

Misuse of bar charts does not prove that they should be discarded. To
throw out bar charts is like throwing out the baby with the bath water.

1.6. Development of the Critical Path Method of Scheduling

In 1956, the E. I. DuPont de Nemours Company set up a group at its
Newark, Delaware, facility to study the possible application of new man-
agement techniques to the company’s engineering functions.’ The plan-
ning and scheduling of construction projects was one of the first areas
studied. The group had a UNIVAC I computer (the third unit built) at
its disposal, and they decided to evaluate the potential of computers in
scheduling construction work. Mathematicians worked out a general
approach; they theorized that if the computer was fed information on the
sequence of work and the length of each activity, it could generate a
schedule of work.”

In early 1957, the Univac Applications Research Center, under the
direction of Dr. John W. Mauchly, joined the effort with James E.

'Hayward and Robinson, Preliminary Analysis of the Construction Scheduling Problem,
internal paper, Engineering Department, DuPont Company, December 1956.

2James E. Kelley and Morgan R. Walker, “Critical Path Planning and Scheduling,”
Proceedings of the Eastern Joint Computer Conference, pp. 160-173, Dec. 1-3, 1959; see
also James E. Kelley, “Critical-Path Planning and Scheduling: Mathematical Basis,”
Operations Research, vol. 9, no. 3, pp. 296-320. 1961.
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Kelley, Jr., of Remington Rand (UNIVAC) and Morgan Walker of DuPont
in direct charge at Newark, Delaware. The original conceptual work was
revised, and the resulting routines became the basic CPM. It is inter-
esting that no fundamental changes in this first work have been made.?

In December 1957, a test group was set up to apply the new technique
(then called the Kelley-Walker methods). The test team (made up of six
engineers, two area engineers, a process engineer, and an estimator) and
a normal scheduling group was assigned to plan the construction of a
$10 million chemical plant in Louisville, Kentucky.

As a control, the new scheduling team worked independently of the
normal scheduling group. This is the only documented case of a com-
prehensive comparative CPM application. The test group had not been
part of the development of the CPM method, but members were given
a 40-hour course on the technique before starting the test.

The network diagram for the project was restricted to include only the
construction steps. The project was analyzed beginning with the com-
pletion of its preliminary design. The entire project was subdivided into
major areas of scope, and each of the areas was analyzed and broken
down into the individual work activities. These activities were dia-
grammed into a network of more than 800 activities, 400 of which rep-
resented construction activities and 150 design or material deliveries.

The ability of the first team was such that a larger-capacity computer
program had to be developed for support. By March 1958, the first part
of the network scheduling was complete. At that time, a change in cor-
porate outlook, plus certain design changes, caused a 40 percent change
in the plan of the project. Both planning groups were authorized to modify
the plan and recompute schedules. The revisions, which took place during
April 1958, required only about 10 percent of the original effort by the
CPM test team, substantially better than the normal scheduling group.

One significant factor involved the determination of critical delivery
items. The normal scheduling group arbitrarily assigned critical cate-
gories, which the CPM group determined from its network analysis.
From the analysis, it was determined that only seven items were criti-
cal, and three of these were not included in the normal scheduling
group’s list.

The initial test scheduling was considered successful in all respects.
In July 1958, a second project, valued at $20 million, was selected for
test scheduling. It also was successfully scheduled. Since the first two
projects were of such duration that the complete validity of the system

*James E. Kelley, “Computers and Operations Research in Road Building,” Operations
Research, Computers and Management Decisions, Symposium Proceedings, Case Institute
of Technology, January 31-February 1 and 2, 1957.
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could not be established, a shorter project, also at DuPont in Louisville,
was selected for scheduling.

The third project was a shutdown and overhaul operation involving
neoprene, and one of the materials in the process was self-detonating,
so little or no maintenance was possible during downtime. Although
the particular maintenance effort had been done many times, it was con-
sidered to be a difficult test of the CPM approach.

In the first CPM plan, the average shutdown time for the turnaround
was cut from 125 to 93 hours, and in later CPM applications, it was fur-
ther cut to 78 hours. The resultant time reduction of almost 40 percent
far exceeded any expectations.”

1.7. Development of the PERT Method of Scheduling

The development of CPM was enhanced when the U.S. Navy Polaris pro-
gram became interested in it. The Polaris program staff had developed
its own network system known as performance evaluation and review
technique (PERT). The DuPont work is considered antecedent material
for the development of PERT.

The Polaris fleet ballistic missile (FBM) system was initiated in early
1957. To manage the program, a Special Projects Office (SPO) was estab-
lished under the direction of Admiral Raborn. The Office is generally
credited with having developed the PERT system.

One of the key people involved in the development of PERT was
Willard Fazar, who noted that the various management tools available
for managing the Polaris program did not provide certain information
essential to effective program evaluation. In particular, they did not
furnish the following:

1. Appraisal of the validity of existing plans in terms of meeting program
objectives
2. Measurement of progress achieved against program objectives
3. Measurement of potential for meeting program objectives
The search for a better management system continued throughout
the fall of 1957. At that time, the Navy was cognizant of the develop-

ment of CPM at DuPont. In January 1958, the SPO initiated a special
study to determine whether computers could be used in planning and

*Hayward and Robinson, Preliminary Analysis of the Construction Scheduling Problem,
Engineering Department, DuPont Company, December 1956.
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controlling the Polaris program, and on January 27, 1958, the SPO directed
a group to undertake the task of formulating the PERT technique.”

The goal of the group was to determine whether improved planning
and evaluating research and development work methods could be
devised to apply to the Polaris program, which involved 250 prime con-
tractors and more than 9,000 subcontractors.

The PERT program evolved, and included the development of detailed
procedures and mechanics phases, which were reported in formal doc-
uments. The PERT method, as described in the phase II report, was
designed to provide the following:

1. Increased orderliness and consistency in planning and evaluating
2. An automatic mechanism for identifying potential trouble spots

3. Operational flexibility for a program by allowing for a simulation of
schedules

4. Rapid handling and analysis of integrated data to permit expedi-
tious corrections

The PERT system, programmed at the Naval Ordinance Research
Calculator, was implemented in the propulsion component, which was
followed by an extension to the flight control and ballistic shell compo-
nents, and finally, to the re-entry body and guidance component.

About a year after the start of the PERT research, the system was
operational. This was outstanding considering the typical 36 percent
time overrun for developing other weapons systems.

Following its success in the Polaris program, PERT was incorporated
voluntarily in many aerospace proposals in 1960 and 1961. In some
proposals, PERT was added principally as window dressing to make the
proposal more attractive to the government. But thanks to its basic
soundness and the acumen of the engineering staff members involved,
PERT often stayed on as a useful planning tool even though it had
entered some companies through the backdoor.

1.8. Comparison of CPM and PERT

The key difference between CPM and PERT is that one identifies activi-
ties of finite and reasonably estimated duration while the other identifies

®D. G. Malcolm et al., A Network Flow Computation for Project Cost Curves, Rand Paper
P-1947, Rand

Corporation, March 1960; D. G. Malcolm, J. H. Roseboom, C. E. Clark, and W. Fazar,
“Applications of a Technique for Research and Development Program Evaluation,”
Operations Research, vol. 7, no. 5, pp. 646—-699, 1959; and W. Fazar, “The Origin of PERT,”
The Controller, vol. 30, pp. 598 ff., December 1962.
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events of zero duration separated by “some form of activity” only loosely
understood to be performed within a range of possible durations. This
range of durations varies from an optimistic estimate (or shortest time until
the next event will occur) to a “most likely” estimate to a pessimistic esti-
mate. This dichotomy was understandable since the duration of an activ-
ity, relating to a known quantity of work, was fairly capable of estimation;
the duration between events, based upon a scope only vaguely under-
stood, was much more a “guestimate.”

The theory behind the PERT method was based upon the interplay
between these estimates of duration and the statistical likelihood of a
project outcome as the actual duration experienced may fluctuate among
the three. However, the early computers of the 1950s and even the 1960s
did not have the necessary speed or memory to fully utilize the theory
and the three estimates were usually combined into one (often by sep-
arate calculation by hand alongside the computer) using the formula

DUR:W

where O = Optimistic,
M = Most Likely and
P = Pessimistic.

The important distinction to remember, before considering the newer
offshoots of CPM, is that CPM measures performance of defined activ-
ities and the durations of defined activities, while PERT measures the
reaching of defined events and the passage of time between these events.
Another important difference is that CPM durations are of defined
events, while PERT durations are of undefined activity between events.
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Chapter

Project Control Systems
Evolve in Academia

By 1960, John Mauchly had left Sperry Rand and formed Mauchly
Associates in Fort Washington, PA. Jim Kelley rejoined Mauchly
Associates as a principal. Mauchly Associates had a consulting group
who both taught CPM principles to in-house industry groups, such as
petrochemical and pharmaceutical, and applied CPM to projects, in par-
ticular, in the construction industry.

2.1. 1960-1965: Logic Systems Gain Acceptance

True conceptual design and testing of CPM was accomplished from 1955
to 1960. In the 5 years that followed, an almost evangelical enthusiasm
spurred the conversion of the conceptual into the practical utilization.
Many public seminars were given and great project engineer exposure
to the techniques was achieved.

Development was spurred especially by three factors: First, the orig-
inating DuPont group disseminated information on the planning tech-
nique to DuPont customers as part of an overall service policy. Second,
the Remington Rand Company, in further computer applications,
assisted many of its computer clients in the application of CPM to plan-
ning problems. Third, the originating team went into private practice
and actively developed the concept and the techniques of applying CPM
to a broad range of projects and problems.

The construction industry in general (and the petrochemical indus-
try in particular) became the greatest single area of CPM application.
This was fortunate, because CPM had no sponsorship by a particular
agency or group; it had to develop and grow on its own merits.

15

Copyright © 2006, 1999, 1993, 1984, 1971, 1965 by The McGraw-Hill Companies, Inc.
Click here for terms of use.



16 Introduction to CPM Planning and Scheduling

A 1965 survey revealed that only 3 percent of the nation’s contrac-
tors actively used CPM, but since most of the users were larger con-
tractors, about 20 percent of the nation’s major construction companies
were actively scheduling with CPM. Of the contractors using CPM, 90
percent were satisfied with the investment in time and effort it
required. Actual dollars-and-cents savings in scheduling time and costs
were hard to identify, but CPM users believed that savings often
exceeded 10 percent.

PERT owed much to the earlier work by Kelley and Walker. Ironically,
after a courtesy review of their own work as converted into PERT, Kelley
and Walker were astute enough to use the term “critical path” as the new
caption of their Kelley-Walker (“main chain”) technique.

CPM enthusiasts saw PERT as a competitor and as a factor frag-
menting the enthusiastic, but limited, market for network techniques.
This feeling was intensified in 1962 when Secretary of Defense
MacNamara drafted an executive regulation stating, in effect, that the
existence of two different network-based scheduling systems was con-
fusing and that, henceforth, all Department of Defense organizations
would use PERT. At the time, this appeared to enhance the development
of PERT as a system at the expense of CPM.

PERT was applied to part of the Atlas E and to all the Atlas F site acti-
vation programs. It was also used in the Titan I, Titan II, and Minuteman
site activation programs. Although the application varied from site to site
and program to program, the approach used in Titan I is representative.

A site activation PERT network was developed for each site that was
limited to the events that would occur at that site. Within that site net-
work, individual networks were developed. The networks were so
arranged that they were compatible with networks prepared by Corps
of Engineers contractors as well as planned delivery schedules.

The Corps of Engineers Ballistic Missile Coordinating Office
(CEBMCO) used a network monitoring system to monitor the current
status of the Titan complexes. The cost of the monitoring system was
about 0.5 percent of the site construction cost.

Although large weapons systems and space systems accounted for
the largest number of PERT networks and the greatest expenditures on
PERT, a number of other agencies picked up the new technique. The
Atomic Energy Commission (AEC) used PERT to plan and control the
development of new components for atomic weapons. The National
Aeronautics and Space Administration (NASA) made broad use of PERT
and a form of PERT termed “NASA-PERT” (actually an activity-on-
arrow CPM-type network) in its space program planning. Also, such
firms as RCA and General Electric, which had recognized the potential
of networking in the late 1950s, applied network techniques to their
space projects.
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2.2. 1966-1970: The Fight between CPM and PERT

The concept period of the 1950s and the training and development of the
1960 to 1965 period, continued in the latter part of the 1960s. Although
not apparent at the time, acceptance of network techniques broadened
as the result of a number of independent factors:

1. The size of programs, such as Apollo, demanded an integrated proj-
ect control system, and NASA-PERT (or CPM) offered the best vehi-
cle for this type of system.

2. The evolution of network scheduling as a device for controlling a
single project was extrapolated into a program control system in
which a number of projects could be simultaneously integrated and
controlled.

3. The logical basis of the network approach, irrespective of its computer-
oriented identity, resulted in an increasing acceptance of its usefulness.

4. Academicians, particularly in civil engineering curricula, recognized
the validity of network scheduling as a project control approach, and
they were incorporating it into the undergraduate curriculum.
Graduating engineers were predisposed to use networks.

The Corps of Engineers, the Navy, and NASA were already utilizing
network systems. Other agencies, such as the AEC, the Veterans
Administration, and the General Services Administration, followed in
their footsteps.

The initial development of CPM included a sophisticated cost opti-
mization approach developed by Kelley and Walker that was included
as part of the basic CPM algorithm. This algorithm combined infor-
mation on crash and normal costs for each activity and estimated an
optimal completion time for the overall project. From a theoretical
viewpoint, the system is most interesting, but difficulties in collect-
ing the supporting cost and time information have precluded its wide
use.

The Kelley-Walker group (Mauchly Associates) also developed a com-
puterized approach to using CPM networks for scheduling labor, which
was called the resource planning and scheduling method (RPSM).
Concurrently, the CEIR computer consulting organization worked in
collaboration with DuPont to develop the resource allocation and labor
planning system (RAMPS). Although used on a very limited basis, the
extensions were well tested in field applications.

Current computer capabilities have resulted in a number of approaches
and proprietary systems. Although today’s computer technology greatly
facilitated the efficiencies of the computer program systems, the basic
principles have not changed.
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By 1962, the PERT team had released PERT/Cost, which combined
cost reporting with the PERT network and came to be required in many
aerospace and defense contracts. The system is technically correct,
although it is based on a rather simple premise that the combined cost
of the various components completed in a project, when extended, will
provide a meaningful prediction of the completion date of the overall
project.

Most of the difficulties encountered in using the system have occurred
in collecting costs that can be meaningfully combined with the network.
The difficulties in reconciling an internal accounting system with the
special PERT/Cost breakdown lead the government to the approach
designated cost/schedule control systems criteria (CSCS).

International Business Machines Corporation (IBM), NASA, the Navy,
and others prepared their own versions of PERT and PERT/ Cost. IBM
and McDonnell Automation combined forces to prepare a coordinated
version of PERT and PERT/Cost, designated project management sys-
tems, or PMS. Although substantial technology was applied in the pro-
gramming and testing of computer systems for PERT and PERT/Cost,
applications tended to simplify theoretical approaches.

Variations of both CPM and PERT were developed by many organ-
izations, usually to get special systems to respond to special require-
ments. Variations of PERT included SPERT, GERT, MERT, and other
systems with acronyms that designated the changes entailed. CPM
was recast into precedence networks (PDM), which were substan-
tially different in approach but provided essentially the same calcu-
lated result.

2.3. PDM

Professor John W. Fondahl, of Stanford University, the early 1960 expert
on noncomputerized solutions to CPM and PERT networks, was one of
the early supporters of the precedence method, or PDM. He called it the
circle and connecting arrow technique. His study for the Navy’s Bureau
of Yards and Docks included descriptive material and gave the technique
early impetus, particularly on Navy projects.

An IBM brochure credited the H. B. Zachry Company of San Antonio
with the development of the precedence form of CPM. In cooperation
with IBM, Zachry developed computer programs that could handle
precedence network computations on the IBM 1130 and IBM 360. This
was particularly significant because in 1964, C. R. Phillips and J. J.
Moder indicated the availability of only 1 computerized approach to
precedence networks versus 60 for CPM and PERT.

Creation of an alternate format for preparing CPM networks required
new naming conventions to distinguish between the two. The form for
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traditional CPM networks was originally termed the AOA or “activity
on arrow” variant of CPM. The form for new style precedence networks
was originally termed the AON or “activity on node” variant of CPM. In
the AON variant, the activity description is shown in a box (or node) with
the sequence, or flow, shown by interconnecting lines. In most cases,
arrowheads are not used, although this leaves more opportunity for
ambiguous network situations.

Because the terms AOA and AON are similar, and possibly because a
box only represents a node to a mathematician, AOA became known as
ADM or “arrow diagramming method” and AON became known as PDM
or “precedence diagramming method.” Often, specifications copied from
older specifications may refer to the CPM being prepared in the AOA or
AON method. A sad reflection upon the care in which such engineering
documents are written is that it is not unusual for a specification to
require the CPM to be prepared using the AOA methodology and to run
the schedule upon the latest version of Primavera software (which only
supports PDM.)

Computer users have always preferred the PDM format because it
readily lends itself to graphical output. Another advantage claimed for
PDM is that the diagram is “cleaner” and, therefore, easier to follow. The
simplifying factor results from the fact that “redundant” restraints are
not required in PDM (as they are in CPM) to create unique activity
numbers (i.e., when activities span between the same two events).

Until recently, schedulers could request that their network computer
calculations be performed in either ADM (activity-on-arrow) or PDM
(precedence diagramming method). Primavera’s scheduling software
had been typical of this two-way option (i.e., ADM or PDM). However,
when Primavera software writers created a Windows version, they opted
to use PDM as the platform for the flagship program. The impact on
scheduling in the construction industry is substantial and is addressed
in this book.

2.4. SPERT and GERT

CPM and PERT are based upon mathematics and professors of mathe-
matics were quick to note many of the new insights opened by this new
branch of mathematics. If an estimate of duration is merely an estimate
and subject to a level of uncertainty, what might happen if randomly
some of the durations were raised and others lowered? If two or more
paths of the logic network were fairly close, this modification may well
shift the critical path and overall duration of the project. CPM provides
a set date upon which a project is expected to be complete. What is the
probability of the project finishing on that date, on an earlier date or on
a later date? If each of the durations of activities (in CPM) or between
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events (in PERT) were randomly chosen between the Optimistic, Most
Likely, and Pessimistic Durations, we would get one value for an end
date. Repeat this process 100 or 1000 times and we get probabilities of
completion over a range of dates.

Unfortunately, computers in the 1950s were not powerful enough to
perform such analyses for more than demonstration logic networks of
few activities. Today, there are software programs (and supporting hard-
ware) that can perform 1000 iterations for logic networks of several
thousand activities in under a minute. Thus, not only can the Scheduler
determine the date on which the project can be expected to be complete
but also the probability of that expectation.

The mathematics behind neither CPM nor PERT permits Boolean
‘OR- logic. If an activity in the logic network “A” is followed by two
other activities “B” and “C,” it 1s assumed that both can start upon the
completion of “A.” It is also assumed that “B” can start independently
of “C” and vise versa, either starting before the other or both at once.
In the real world this is not always true; sometimes you can start “B”
or “C” but only one at a time (the Boolean -OR-.) Sometimes you can
only perform “B” and “C” if both are performed concurrently.
Sometimes the choice of which can be performed first is subject to the
status (started or completed) of a fourth activity “D.” And sometimes
the choice of successor is based upon a test—pass and go down one
path—fail and go down the other path. In the case of a failed test, the
logic network can even loop around to retake the test after corrective
measures have been taken. None of these possibilities are supported
by the mathematics of CPM or PERT. However, many of these possi-
bilities are supported by mathematical models envisioned in the 1950s
through today and more recently supported (at least in part) by
modern software programs generically noted as GERT programs. As
PERT was the acronym for Performance Evaluation and Review
Technique, GERT became the acronym for Generalized Evaluation
and Review Technique.

2.5. RDCPM™

“The more things is different, the more they’s the same.” At of the turn
of the millennium, PDM supplanted ADM in the majority of the sched-
uling world. And yet, numerous serious practitioners noted flaws in the
implementation of PDM and many bemoan the loss of rigor of the ADM
system. Recent developments highlighted in the professional and tech-
nical societies and in academia have drawn attention to the focus upon
information relating to individual and groups of activities and the lack
of focus upon the relationships between these activities that was the
hallmark of the original ADM and PERT methodologies.
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Key among these concerns was a lack of a specific definition of rela-
tionships between activities other than the traditional “Finish 100% to
Start Next” relationship, the description of the reason for a specific rela-
tionship between activities and whether the relationship is mandatory
or optional, the ability to footnote the duration between activities (lag)
to the same degree as that afforded durations of activities, and the fail-
ure to calculate or provide access to the calculation of the attributes of
these relationships. Research publications submitted in various tech-
nical venues, including the Project Management Institute’s College of
Scheduling, the Association for Advancement of Cost Engineering
International, and the American Society of Civil Engineers, all raise
these issues and suggest various means to work around the problems.
Invariably, the proposed solutions suggest something akin to the need
for “dummy activities” that carry logic between “real activities” (this
being the hallmark of the original ADM system).

Posited by the authors of this text is a system that adds the follow-
ing functionality to a scheduling system. Since the focus of the major-
ity of these embellishments relates to the relationships between
activities, a suggested label for this system is RDM or Relationship
Diagramming Method. A fully integrated system is also under develop-
ment by the authors for general dissemination but subject to certifica-
tion under the trademark of RDCPM "™,

The key aspects of a RDCPM™ or RDM system include the ability to:

m Identify nodes representing events or points of time at each point
where restraints converge. Such nodes will be similar to the i-node of
ADM but are established not for the purpose of data entry (as in
ADM), but rather for identifying points of merge bias (where several
restraints or logic lines come together) and the “mini-milestones” that
these points represent.

m Identify the rationale or reason for each restraint, both by a code and
description thereof. A physical restraint (erect the walls before the
roof) is the most obvious example. Other types of restraint are
resources including crew, equipment, reusable forms and others all
already part of the thinking of the team preparing the CPM. However,
by expanding the recording of assumptions behind the plan used to
prepare the schedule, additional power may be gained such as (1)
automated guarantees that each activity in the network is preceded
by a physical restraint, (2) permitting “what-if” analyses of the impact
of limiting or not limiting crews by various craft, reusable forms, or
other specific resources, (3) sorting and selecting by reason for rela-
tionship, and (4) providing an automated guide to areas of possible cor-
rective action when various events threaten to delay or disrupt timely
completion of a project.
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Expand sort and select capabilities to the text of the activity descrip-
tion and various activity codes of the predecessors and successors of
an activity. For example, a selection may highlight each instance
where work by the mechanical subcontractor is immediately followed
by work by the electrical subcontractor.

Expand the types of relationships between activities to account for how
people actually plan their actions, rather than to match the options
set by software designers. For example, few people would say “Bob is
starting a 30-day activity next week and Mary will start her activity
15 days after Bob has started without regard to how much progress
Bob has made.” Rather, more people will say, “Bob is starting a 30-day
activity next week and Mary will start her activity when Bob is 50 per-
cent complete.” Thus, if the scope of Bob’s activity changes or if his
productivity is other than expected, there will be an automatic change
to the lag between the start of work for Bob and Mary.

Provide the same level of control over lag durations (between activi-
ties) as is (1) provided for activities, such as choice of calendar and (2)
range of duration for those systems that support PERT and SPERT
style calculations.

Expand the types of duration to include a Trend Duration (“TD”)
based upon an adjustably damped comparison between original and
actual durations classified by similar work scopes. A separate SPERT
style calculation could then be run based upon both the original and
trend durations.

Wrap in the power of GERT types of relationships including (1) B or
C to follow A but not both at once, (2) logical loops to cover test fail-
ure, corrective action, and retesting, and (3) choice of action based
upon progress or status of other activities within the logic network.

Expand the algorithms used to handle situations where actual per-
formance bypasses the planned logic and where work is performed out-
of-sequence. In addition to the choices of “retained logic” that assumes
an activity started out-of-sequence to be suspended until its prede-
cessors are 100 percent complete, or “progress override” that assumes
that once an activity is started out-of-sequence that the violated pred-
ecessor logic is no longer important, there may be a “modified progress
override” that assumes that the activity started out-of-sequence may
continue to zero remaining duration, but that successors thereof may
not start until its predecessors are complete. The choice of algorithm
should further be expanded from a project-wide decision to one which
may be set by type of restraint (“retained logic” for “physical”
restraints, “modified progress override” for “resource” restraints) or
even on a restraint by restraint setting by the Scheduler.
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m Expand the types of float to include (1) a multi-calendar float (“MF”)
attribute to uniformly report float on a chain of activities having dis-
similar calendars and (2) a secondary or junior float (“JF”) attribute
to indicate the float of support activities leading to an i-node or merge
point that is selected to be driven by another chain of activities. (This
1s similar to free float but is attributed to all preceding activities
rather than only the immediate preceding activity.)

Many other academic users and practitioners of CPM have suggested
similar and other extensions to CPM. Many variants of CPM and exten-
sions thereto exist in university computers. Eventually one of the estab-
lished software vendors or a new entrant will make such extensions
commercially available, and if they are successful, all other vendors
will rush to copy the new algorithms. Thus, just as PDM replaced ADM
and has become the primary method used in the construction industry
today, so too will RDCPM™ or some other diagramming method become
the standard of tomorrow. Notwithstanding, the basic rules of planning
and scheduling are immutable and it is the hope of the authors that all
users of CPM will understand and appreciate the basics, whichever
conventions and software is used.
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Chapter

Project Control Systems
Evolve in the Marketplace

By the period of 1965 to 1970, CPM theory had been disseminated
through academia and the value of computerization had been proven.
It was now up to the commercial venture groups to write and market soft-
ware services to bring this new technique to the marketplace. Again, that
this initial development was specifically for construction was fortuitous,
since it was in this field that there was a general understanding that
the manager of a construction project was to be given unrestricted con-
trol over that project. The evolution of CPM was to support this person
and not to report the performance of this individual to an “upper man-
agement.”

3.1. Commercialization 1965-1970

From 1965 to 1970, networking tools evolved into project control systems
(PCS), usually for the purpose of managing large programs or multi-
project programs. PCS approaches were developed for many projects,
including the World’s Fair in New York City, Expo ’67 in Montreal, con-
struction for the State University of New York, the Apollo launch com-
plex at Cape Canaveral, and the Bay Area rapid transit system (BART),
but the availability of tremendous amounts of project information, how-
ever important and meaningful, presented a new problem. Previously,
although decisions had been based on sparse and limited information,
the executive mind was essentially uncluttered by facts. Now, with proj-
ect and resource information flowing in, managers had to determine
which data were important and which could be disregarded to reach or
establish alternatives for decisions.
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3.2. Commercialization 1970-1980

The 1970s were highlighted by several diverse new influences that encour-
aged the acceptance and utilization of the PCS approach. First, engineer-
ing school curricula added both network techniques and computer
applications to their undergraduate curricula, which resulted in a more
natural utilization by recent engineering graduates. Second, the evolution
of construction management and better management control became an
important corollary by the utilization of construction management. Also
during this time, a dramatic increase in construction litigation citing delay
as a reason for damages made schedules and their utilization more impor-
tant to both plaintiff and defendant. The existence and proper utilization
of a CPM plan was a significant factor in either supporting a contractor’s
claim or defending the role of the owner-construction manager in coordi-
nating a project. Finally, the dramatic evolution in computer compatibil-
ity not only made basic network systems more available, but also provided
an economical support for the implementation of network systems that
both tracked a schedule and correlated it with costs and resources.

3.3. Early Legal Recognition

The courts gave early recognition to the validity of CPM. In 1972 (Appeal
of Minmar Builders, Inc. GSBCA No. 3430, 72-2 BOA), the court rejected
a claim based on bar graph schedules, stating: “The schedules were not
prepared by the Critical Path Method (CPM) and, hence, are not pro-
bative as to whether any particular activity or group of activities was
on the critical path or constituted the pacing element for the project.”
Also in 1972, a Missouri Court (Natkin & Co. v. Fuller. 347 F Supp 17)
stated that bar charts did not “afford an overall coordinated schedule
of the total work covered by the contract.” An Illinois court (Pathman
Construction Co. v. Hi-Way Electric Co. 65 I11. App. ad 480, 382 N.E. 2d
453,460) in 1978 noted that “technological advances and the use of com-
puters to devise work schedules and chart progress on a particular proj-
ect have facilitated the court’s ability to allocate damages.”

Early courts stressed the transparency of the original CPM presen-
tations. This may be compared to the court’s reaction to the modern vari-
ant of PDM as cited in Donahoe Constr Co. ASBCA #47,310 et al. 98-2
BCA 4/30.076 (1998.) This case, as discussed in Construction Scheduling,
Preparation, Liability and Claims, 2nd edition, by Jon Wickwire,
Thomas Driscoll, Stephen Hurlbert, and Scott Hillman (Aspen,) notes
that the court found “the utility of the baseline CPM schedule as a
benchmark for measuring delays in a window analysis was rendered
largely ineffective due to improper use of leads and lags.” Perhaps the
most succinct comment by the court in this 1992 case was that the court
found incredible the contractor’s expert analysis that “only the first five
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days of each activity [footings and slab on grade] were on the critical
path.” Perhaps only a portion of the footing and slab were critical, but
since there was only one activity each without detail, the court was not
going to take the “say so,” by even a well-respected expert.

Thus the shift from more difficult to code to a computer but trans-
parent ADM to the more easy to enter to a computer but opaque PDM
could not come at a more problematic time than as the courts trans-
formed from the Frye, or “follow the expert you feel more credible,”
approach to the Daubert, or “show me, Mr. Expert, what you did,” stan-
dard now used in federal and many state courts. The key to the early
legal recognition of CPM was its total simplicity once it was explained.
But as computers got more powerful, software incorporated new features
and extensions that might not be deemed so simple.

3.4. PCs 1980-1990

The 1980s saw a shift from mainframe software (MSCS/Project2/Artemis)
to personal computer-oriented programs (Primavera, Aldergraf, MicroPert).
This shift brought Schedulers face-to-face with the computer screen.
Because many engineering undergraduates became personal computer
(PC) users in college and scheduling software became so affordable, many
smaller organizations began applying scheduling in-house.

In 1982, a review of 40 CPM/PDM programs showed:

Number of programs Percentage of total
Arrow diagram 35 87.5
Precedence 32 80.0
Both 26 65.0

Of the 40 programs, 30 required expensive mainframe hardware. Of the
10 mini-computer programs, the purchase price for 9 averaged $35,500. The
tenth sold for $1.1 million. Most of the programs could be leased for $1200
to $3500 per month (with lease payments credited to purchase). Thus, the
high cost of software made service bureaus a practical way to process net-
works. At least 5 of the 40 programs were offered only through service
bureaus. In the early 1980s, 8 of the 40 programs in the 1982 survey had
been converted into a PC version. The conversions included PROJECT/2,
by Project Software Development, Inc. and MSCS, by McAuto. The third
edition of this text (1984) listed 68 sources for CPM/PDM software.

3.5. PCs 1990-2000

By 1992, 32 of the 40 programs available in 1982 had disappeared, and
so had most, if not all, of the service bureaus. The 68 sources for
CPM/PDM software listed in 1984 showed only 10 “survivors” by 1992.
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Primavera Systems was on both the 1984 and 1992 lists of CPM/PDM
software firms. Having crossed the millennium, Primavera Systems
has become THE software for the construction industry, with more than
35,000 members of the construction industry holding over 350,000
licensed copies of P3 Primavera Project Planner and Suretrak. This
well exceeds 95 percent of the market.

The widespread use of PCs by the 1990s transformed the use of CPM.
Previously, each “run” of the software had a significant expense and often
was available only once per day (running overnight from a service bureau)
unless the user was willing to pay an even higher fee for “premium time”
use. Project personnel often spent many hours carefully reviewing the
input to assure that a “run” would not be wasted by either an error mes-
sage or a bad result. All at once users could make multiple runs, allow-
ing the computer to be used to “locate” errors of the input. Additional runs
could be made for various “what if” scenarios and further refinement of
claims analysis allowed the use of the Windows (or multiple time period)
methodology first discussed in the 4th edition (previously known but
deemed too expensive to pursue other than as an academic exercise).

Coincident with the more popular use of the Windows methodology
for analysis of delay, was the introduction of the similarly named
Windows operating system by Microsoft. And with the more powerful
computer architectures now possible with this more powerful operating
system, many software companies, including those providing CPM soft-
ware, were required to rewrite their software from scratch. In addition,
a new and potentially “larger than the construction world” customer base
for CPM software, that of the IT or information technology world, began
to develop a desire for CPM. This customer base, having a less detail-
oriented need for the rigor of classical CPM, usually desired the PDM
variant that allowed a good deal of “fudge” in defining the relationship
of one “activity” to another. This general shift from ADM to PDM through
the 1990s led to further discussion of this variant in the 5th edition.

3.6. PCs 2000-2005

The use of Primavera’s newer flagship software, P3e Primavera Program
Manager, by the intellectual technology, aerospace, manufacturing, and
other industries now exceeds 1,000,000 licensed copies, although this rep-
resents only a fraction of the larger market, which is dominated by
MicroSoft Project. (The IT and other industries account for some portion
of the P3 and Suretrak licenses, and a growing number of the construc-
tion industry companies are converting to Primavera’s P3e/c for con-
struction as well as Primavera’s latest offering Primavera Construction.)

The large number of non-construction users and their differing needs
now drives the development of software upgrades. This group typically
sees a smaller distinction between tasks, activities, and projects—one
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individual’s “project” may be to personally prepare the code for one module
of a larger piece of software, all of which are part of a “program.” Keeping
track of the progress of these highly trained individuals (or resources) who
may be working at various locales around the world, is more of a matter
of coordination than the choreography necessary for running a once-off
construction project.

The newest features of the software, therefore, are focused upon collab-
oration and reporting of various levels of detail (from “task” to “activity” to
“summary activity” to “project”) to upper levels of management, prefer-
ably on a real-time basis. It is expected that any individual or “resource”
performing “work” will do so on a computer. The concept that productivity
can be measured by each swing of a hammer recorded on a real-time basis
much like a click on the keyboard is obviously not correspondent with the
real world of construction. However, the software continues to provide the
basic calculations necessary to schedule a logic network if a proper logic net-
work is prepared by the project team.

The latest “improvements” to the software provided by various vendors
also assist project managers (and the Scheduler serving the project man-
ager) to provide better communication to upper management and other
interested parties. The tools are still good and new features add value; how-
ever, the default is that the features are tweaked to the larger marketplace
of IT and not construction. It is a paradox that this new power made avail-
able to the casual user makes it ever more important that the user be
knowledgeable in the underlying theory of CPM. Proper understanding
and use of these new tools that are not necessarily tweaked to construc-
tion and related fields is required and is addressed in this edition.

3.7. PCs 2005-2010

The mighty ship USS Scheduling is coming full circle. While once-upon-
a-time, project managers could not understand “these new-fangled” logic
networks that were run by “computer specialists” from headquarters and
preferred the use of “old fashioned” bar charts, the advent of untethered
PCs in the 1980s led to the general acceptance of CPM by project man-
agers and their staff members. The consolidation of PCs to a worldwide
network (and the attendant need for network administrators setting stan-
dards above the level of a project, even to the suggestion that there should
be a standard method or “module” to install pipeline or erect a wall) has
led many project managers to leave the preparation of professional sched-
ules to the professionals and to plan their jobs with the module barchart
blocks, rather than at the level of detail grudgingly accepted in the 1970s
to 1990s. It is all fine and well that the accounting department need not
expend resources to measure project productivity in the field, but if the
cost 1s to add an additional burden to the already overworked project
manager and reduce the usefulness of the schedule to this project, the
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field may fall back upon the bar chart and even the old ToDo list to
manage the project.

A successful project trumps all, however, and the successes of better
project managers who properly use the new tools will again lead others
to relearn the lessons of the 1970s and 1980s. Perhaps we will have
stealth project managers running bootleg CPM schedules under the
radar. Perhaps these most successful project managers will demand
and get the autonomy necessary to base their project plan upon the
needs of the project and not other more global concerns. Perhaps the
mighty ship USS Scheduling will continue another 180 degrees and
usher in a new era of personal computing where a wireless connection
to the web is used to provide and not drain resources from the project
managers’ credo, that is, the project comes first.

3.8. The Sixth Edition

The construction industry has long recognized this text as the leading
scheduling authority. Many specifications prepared by the leading engi-
neering design firms throughout the United States specify that the proj-
ect CPM is to be prepared and administered in accordance with the
principles stated in the text. In June 2004, the Planning & Scheduling
Committee of AACE International recommended the 5th edition as the
primary reference to be used to prepare for their new Planning and
Scheduling (PSP) Professional Certification examination.

In 2002, a charter group (including co-authors O’Brien and Plotnick)
formed the Project Management Institute (PMI) College of Scheduling
(COS). One of the several reasons for forming the COS is the concern
of many experienced schedulers that many bad construction schedules
are being generated by “screen jockeys” using powerful software, such
as Primavera P3, without a sound underlying understanding of sched-
uling and/or construction. A number of the issues raised with misuse
of the additional power of such powerful software are addressed in
Chapter 9 (Adding Complexity.)

All prior editions emphasized the development of a logical plan as
the base of a meaningful schedule. In PDM output, the logic of the plan
may not be clear or evident. This edition demonstrates the proper
use of popular scheduling software products (such as Primavera’s P3
and P3e/c). It also demonstrates how the software can be misused
(intentionally or unintentionally) to produce or force incorrect results.
A comparison is made between the P3 and P3e/c programs where appli-
cable and the features of these products are compared with other pop-
ular software products.

There are options and practices described in the 6th edition that can
result in output in which the logic plan can be more readily apparent.
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Two published articles in the Technical Track at the COS first annual
conference in 2004 addressed this problem with a new mathematical
approach, which was highlighted in the ENR coverage of the conference.
These insights are added to the 6th edition.

Case studies of the successful use of CPM scheduling on major proj-
ects in the past 5 years are updated. The chapter on the use of CPM in
claims and litigation is expanded to include references to relevant liti-
gation in the past 5 years. Use of a Windows approach in Time Impact
Analysis is discussed in more detail. This consideration is important in
determining whether delays are concurrent (or non-concurrent), which
is important in allocating responsibility for delay. A chapter on the use
of CPM in determining and proving disruption has also been added.

In the 5th edition, Chapter 26 closed the book with a brief reference
to advanced topics such as PERT, SPERT, and GERT. These topics and
risk analysis in scheduling are expanded with examples and illustrations.

The 6th edition expands the hands-on coverage of microcomputer
software systems first covered in the 5th edition. A significant part of
this coverage in the previous edition consisted of 43 screen inputs and/or
outputs of the Primavera P3 System. Comments from users of the text
noted that these screen shots were shrunk to 6" x 9" page size, making
them hard to read. This problem was exacerbated by printing the screens
in black and grey tones and equated to watching color TV on a black and
white set. This edition necessarily has similar screens: however, the
attached CD has the same screens in color and larger size (i.e., the size
of the computer screen, which is almost three times the size of the
screens in the book). We also added new P3 and P3e/c screen examples
to this edition.

Over time, a dichotomy developed between ADM and PDM users.
Primavera cut the Gordian knot by selecting PDM exclusively. On the
other hand, to toss out all ADM experience would be an unconscionable
waste. Two construction management professors, Richard Smyth at New
York University and Fredric Plotnick at Drexel University, both said that
ADM was the only way to teach scheduling theory, and that PDM had to
be given its due as THE way to calculate and present schedules today.
Each said that they do that by separating theory and computer practice.

As a result, this book is organized into the following sections:

I. INTRODUCTION TO CPM PLANNING AND SCHEDULING
II. THE THEORY OF CPM PLANNING AND SCHEDULING
III. THE TOOLS OF CPM PLANNING AND SCHEDULING
IV. THE PRACTICE OF CPM PLANNING
V. THE PRACTICE OF CPM SCHEDULING
VI. ADVANCED TOPICS



This page intentionally left blank



Part

The Theory of CPM
Planning and Scheduling

Copyright © 2006, 1999, 1993, 1984, 1971, 1965 by The McGraw-Hill Companies, Inc.
Click here for terms of use.



This page intentionally left blank



Chapter

Your New Tool—
Read Before Using

Attached to the rear cover of this text is a CD-ROM disk including a fully
functional demonstration copy of the Primavera P3 software product.
This demonstration copy is limited only in the number of activities that
can be included in schedules calculated with the software. Also pro-
vided is a fully functional, 90-day trial copy of Primavera Construction.
(This may be extended by purchase of a license from Primavera).
However, like the instructions provided when you purchase a new power
saw, it is highly recommended that you fully read how these products
work before you attempt to use them.

4.1. Primavera and Your Power Saw—Useful but Dangerous Tools

The defacto standard for scheduling software in the construction indus-
try has been Primavera Project Planner, also known as P3. In 2000,
Primavera Software Systems improved upon its P3 software with the
introduction of Primavera Program Manager P3e for use by the manu-
facturing and IT industries, and subsequent release of Primavera
Program Manager for Construction P3e/c. However, due to the addi-
tional power of P3e/c, requiring additional computer resources and train-
ing (both at the user and at the administrator level) in return for limited
additional benefits for most small- to medium-sized contractors, engi-
neers, and owners involved in the construction industry, P3e/c has not
quite yet taken off in the construction venue. This shift from “the super-
intendent does it all on his laptop” to “the organization’s administrator
sets company-wide coding standards” created some resistance to con-
version. This resistance may change as the additional features of ver-
sion 5.0 are recognized or yet other features are added that are of benefit
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to this large base of smaller users. At some point, there may be a mas-
sive shift to the newer system. Primavera recognized this in 2004 to
some extent with the release of a “P3e/c Lite,” marketed as Primavera
Construction and aimed at small- to medium-sized construction firms.
Then again, as databases become larger, tie-in applications more
desired, and wireless technologies become ubiquitous, P3e/c may be
leapfrogged by an even more useful platform by Primavera. Similarly,
the competitors of Primavera are not sleeping. However, for purposes
of demonstration of the working of a standard CPM software tool, this
text features Primavera Project Planner P3 with references to the other
software provided by Primavera and its competitors where appropriate.
The major differences that distinguish one software system from another
are the ease of input, the ease of and variety of means of reporting output,
and the features that permit the user to get around some of the limitations
of the mathematics upon which CPM is founded to more perfectly model
the real world. As noted in the introduction to this text, in the real world,
you may begin eating a portion of your breakfast while still cooking the
rest. But would you ideally plan to do it on a regular basis? Even here, you
are planning and scheduling your activities. You may begin drinking your
coffee while cooking an egg, but you will want to heat the pan prior to pour-
ing the egg in. If you desire a breakfast sandwich, you will hopefully start
the toast going before the egg is fully cooked. Primavera (and other soft-
ware systems) permits you to show cooking and eating the breakfast as
overlapping activities without the need to show the detail of how and how
much overlap is to be accomplished. The bar chart provided by Primavera
(see Figure 4.1.1) may well show the two activities as starting at the same
time. Worse, if not careful, the software may show you completing the
eating before completing the cooking. To reiterate, it is the intention of this
text to teach the proper means of planning and scheduling as well as the
shortcut tools available so that your schedules will not make this mistake.

Figure 4.1.1 Original plan is start cooking (10 min) and begin eating while finishing cook-
ing. Actual was started cooking breakfast, dropped eggs, cleaned up, continue cooking.
CPM scheduled at start and rescheduled at 5-min point.
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4.2. How Does Primavera (or Other Scheduling Software) Work?

Quite a bit of discussion of the mathematical origins of CPM analysis and
the migration of pure mathematics to an engineered system for the plan-
ning, scheduling, and control of a project, has been presented. At first, the
process of CPM may seem trivial or it may seem strange and rather coun-
terintuitive, but like any system based in mathematics, it is grounded in
basic axioms. Modern software systems are forgiving and may allow the
user to ignore some of these axioms, but only at the risk that if not truly
understood, the calculated output may be less than accurate.

4.3. What GoesIn...

Any project can be subdivided into a list of activities or tasks. For pur-
poses of precise terminology of the Critical Path Method of Planning and
Scheduling, tasks are scopes of work that are components of activities.
An activity can be composed of one or several tasks. The order in which
the tasks of an activity are performed may be irrelevant or may be so
obvious that formal instructions would not be given to those perform-
ing such tasks. Thus, when changing a tire on a vehicle, the activity
“remove lug nuts” is composed of tasks “remove first lug nut,” “remove
second lug nut,” etc. and need not be separately specified, while the
tasks of the activity “replace and tighten lug nuts” may either be stated
as separate activities or not, depending upon the experience of the
person placed in charge of this scope of work.

The level of detail of specific activities may vary, but it is an axiom of
all Critical Path Methods of scheduling that each activity (or specified
portion thereof) can start only upon 100 percent completion of some
other activity (or specified portion thereof), except for a first or starting
activity that does not have a stated predecessor. With an event-based
system, such as PERT, each specified event can occur only after some
other event has occurred, other than a first or starting event that does
not have a stated predecessor. The methodology supports only “hard”
relationships, even if the relationship is loosely defined, and does not
support “fuzzy” relationships, of what may occur. Even the probabilis-
tic methodologies of SPERT and GERT are based upon “hard” estimates
of probabilities, and not merely upon random choice. CPM is a discipline
of engineering and not merely an application of intuition. This is the
basis of its many strengths, as well as its weaknesses.

4.4. The Initial Logic Network—Input

Often forgotten in classes on use of scheduling software is the idea that the
software is only a tool and that the output will only be as good as the input.
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This is the GIGO or “Garbage-In, Garbage-Out” rule. The purpose of the
software tool is to assist with some of the laborious calculations that are
required by this mathematical analysis but still requires care with the
input, much like a power saw cuts through wood faster and cleaner than
a hand saw, but still requires care in measuring where to cut.

4.5. The Logic of the Logic Network

The backbone of the traditional implementation of the Critical Path
Method is a graphical model of a project. The basic component of the
model is the arrow. Each arrow represents one activity in the project.
The tail of the arrow represents the starting point of the activity, and
the head represents the completion. The arrow is not a vector and it is
not drawn to scale. It can be curved or bent as required; however, it
cannot be interrupted because it is a separate entity.

Typical activity
Start = Finish

4.6. Arrow Diagram

The arrows are arranged to show the plan, or logical sequence, in which
the activities of a project are to be accomplished. This is done by answer-
ing two questions with each arrow:

1. Which arrows (activities) must precede this one?

2. Which arrows (activities) must follow this one?

The resulting logical flowchart is a network of arrows, usually referred
to as either the arrow diagram or the network. For example, consider a
routine checkup of your car as a project. Assume that you want the fol-
lowing work done:

m Rotate tires
m Lubricate
m Change oil
m Wax and polish
m Drain antifreeze
CPM is often referred to as a “decision maker.” This is a misnomer

because CPM, being inanimate, cannot make decisions. However, the use
of CPM encourages the user to make decisions to draw the arrow diagram.
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In this example, a decision is required before any arrows can be drawn.
The mechanic must decide whether to do the hoist work first or last.
Assume that the mechanic decides to do the hoist work first. Accordingly,
the first arrow will be

Hoist car
—_——

Following this are all of the arrows that could logically follow hoist-
ing the car. From the work list, they are rotate tires, lubricate, and
change oil.

Change oil

Hoist car I Rotate tires

[ Lubricate

When the activity, lower car, is added, note that the general work list
is not broken down into enough detail to show the mechanic’s work
plan. Adding this activity after the hoist work:

Change oil
Hoist car Rotote tires * Lower car
Lubricate ?

What does this really say? It says that the activities cannot start
until the hoist is raised and must finish before the hoist is lowered.
Something is missing, however. The activity, rotate tires, indicates
that the mechanic must get the spare tire out while the car is on the
hoist. That is not logical, and it certainly is not what the mechanic
might be expected to do. Also, it is usual practice for the mechanic to
loosen the tire lug nuts before raising the wheels clear of the ground.
Change

Loosen tug nuts
_—

Unmount spare tire
Rotate tires R

~ — Rotate tires

—_—_—

Mount spare tire
_—
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This part of the network then becomes

Loosen lug nuts

/ \ Hoist car Rotote tires Lower car Mount spare
\ Unmount spore ¢ o

For lubricate, the first network indicates that oiling and checking
items under the hood (battery, alternator, radiator, brake fluid, etc.)
must be done while the car is up on the hoist. To do this, the mechanic
would need stilts or a ladder.

Grease lower fittings
Lubricate to —

- Oit and check under hood
Similarly,
Drain ot
Change ol becomes Add new oil
—_—

Change filter

This part of the network then becomes

Hoist car Drain ol Lower cor Chonge filter Add oil

Drain and add
antifreeze

Grease lower

fittings
Oil and check
under hood
Loosen
tug nuts
Hoist Rotote Lower Pohish
car tires car Mount spare and wox O

Unmount

spare
Drain Change  Add new
oil fiiter oil

Figure 4.6.1 Arrow diagram, car checkup.
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Combining the portions of the network and adding the two activities
not previously shown, drain antifreeze and polish and wax car, the
arrow diagram representing this everyday operation is as shown in
Figure 4.6.1.

Preparing the arrow diagram focuses on one activity or a group of
related activities at a time. The reason is obvious: Only one arrow is
drawn at a time. The very simplicity of the reasoning gives strength to
the technique. No one can thoughtfully consider all details of a multi-
million dollar project simultaneously, but using the arrow diagram to
record thoughts spotlights and plans one area at a time. As each area
is completed, thoughts and plans are recorded by the arrow diagram.

4.7. Logic Diagrams

The logic diagram is the most important single feature of the CPM
method. Logic diagrams have long been used by mathematicians, and it
was assumed by many that mathematician Kelley used the logic dia-
gram to convey the basic plan sequence to the computer. In a 1983 meet-
ing, Kelley stated that the entire algorithm was envisioned
mathematically. He used the logic diagram, initially, to explain the
approach to DuPont management. Introducing the logic diagram to reflect
the intended sequence of a plan had a dramatic impact on the planning
process. A number of abstract logical rules are useful in the preparation
of a network. If activities A, B, and C occur in series, their network rep-
resentation is

If the statement is that B and C follow A, this is one solution. A more
correct one would be

Examine the latter solution. Unlike the first one, it shows B and C as
independent activities. When drawing network sequences, it is not
proper to add logical connections that are not stated. Perhaps this is an
obvious caution, but you must constantly guard against subtle, unin-
tentional logical interconnections.
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If activity C follows B and activity D follows A, what is the network
expression? It may seem to be

However, no connection between C and A or B and D was stated.
Therefore, the proper relation is

However, this is not correct if A and B precede C but only B precedes D.
Stating this diagram as

A C

as

means that B is not shown as a precedent to D. The problem is that the
arrow B cannot be broken into two parts; the arrow diagram is not per-
mitted to “speak with a forked tongue.” The dilemma is solved by intro-
ducing the logical connection, an arrow that represents logic flow but
no work. To differentiate from regular arrows, the no-work connections
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are dashed-line arrows. In this example, the logical connection (or log-
ical restraint) is

A ¢

(Logical A
resiramt),’
!

B

The network now shows that C follows A and B but D follows only B.
The concept of the logical connection is common sense, but it is indis-
pensable in CPM.

Now consider a network example with two parallel chains of activi-
ties. One of these chains is made up of activities A, B, and C in series.
The other is made up of X, Y, and Z in series. A and X are the starting
activities; C and Z are the terminal activities. This gives

A B C

AN
2 S

(\
>
—<

Now add an activity M originating at the project start. If activity M
must precede C and Y, the result is

A B c

/ o \
M el

[T ——

L .

The point is that any number of logical restraints can originate from the
finish of an activity. Similarly, any number can lead into the start of an
activity. In the network

A‘BV
T

adding terminal activity E, which follows A but is independent of C, is
not accomplished by

e
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C €
A B
D F
(a)
A K
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D J
(b)
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|
\
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Figure 4.7.1 Logic network examples. (a) Activities C and D
follow A; activity E follows C. Activity F follows D; and E and
F precede B. (b) G follows F but precedes H; K follows A but
precedes L; F follows A; A and D start at the same time; J
and L precede completion of the logic network; G follows D;
dJ follows G; H follows G but precedes M; and M precedes L.
(c) A and D start at the origin; J follows F but precedes K; C
follows A but precedes G; H follows D but precedes L; B fol-
lows A but precedes E and F; E follows B and C; K follows G
and H; and E, K and L precede completion of the logic net-
work.
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This is typical when unintentional logical connections are made. To
keep E independent of C, add another logical restraint after A:

This might be termed a logic splitter or logic spreader. Logic cannot
back up from B against the arrowhead, which functions as a check valve.
Figure 4.7.1 offers more examples.

4.8. Logical Loop

If activities A, B, C, and D are in series and activity E following C pre-
cedes B,

— ol

The portion B, C, and E is a logical loop. It is a question of “Which
comes first, the chicken or the egg?” Since a loop is illogical, it has no
place in a logical network. It might seem unlikely that anyone would
draw a loop. In large complex networks, however, it is quite common for
loops to be inadvertently inserted.

Figure 4.8.1 shows the site layout for a hospital project. Because the
existing hospital was in a prime location, the new building was to be con-
structed immediately behind it. However, an annex building had to be
demolished before new construction started. Since the service annex
included the kitchen-cafeteria area, a temporary kitchen-cafeteria had
to be established in the existing building until a new kitchen-cafeteria
could be constructed and the new building was ready for occupancy. At
that time, the temporary kitchen-cafeteria was to be vacated. This is
easily shown in arrow diagram form:

Establish Demolish Foundations Complete Move into Dismantie
temporory service for new new new temporary
kitchen onnex building kitchen kitchen kitchen
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/ /bluger?wr:ar;? fservice building Five stories | oo o
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Main Street i Main _Street '\
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Outline of
demolished
buitdings
Existing hospital New hospital
Figure 4.8.1 Hospital site layout.

The same information can also be shown in PDM (shown here for
comparison only.)

Establish
temporary
kitchen

Demolish
service
annex

Foundations
for new
building

Move into
new
kitchen

Complete
new
kitchen

Dismantle
temporary
kitchen

> > > > >

However, a factor not noticed until the preparation of the arrow dia-
gram was the location of the electric power distribution vault for the new
building. The vault was to be the site in the old building occupied by the
temporary kitchen. Adding that information to the network resulted in
the following loop.

Complete Move into Dismantle
new new temporary Build new
kitchen kitchen kitchen power vault
—_—— - .
\ |
! [
- .

The situation was pointed out to the owner and the architect. Since
the power vault was not needed until a year later, a new vault location
was designed and constructed. Through the use of the CPM plan, a
costly and inconvenient time loss was foreseen and avoided.

4.9. Non-construction Examples

Any number of non-construction projects can be planned using CPM.
Some actual projects include:



Your New Tool—Read Before Using

Shipbuilding

City planning

Refinery maintenance

Architectural design

Staffing a new plant

Researching a project

Embarkation of a construction battalion
Cooking a meal

Creating procedures for state approval of a new school
Bringing a show to Broadway
Preparing a corporate budget

Preparing a city budget

City approval of plans

Purchasing a new house

Purchasing a car

Manufacturing one car

Creating a family camping trip activity list

47

Although there is no one correct activity list for a family camping
trip, this example assumes that a family consists of a father, a mother,
and two children. A typical list might be the following.

Prepare budget

Pack car

Collect site information
Select site

Purchase equipment

Make equipment list
Prepare food list

Make camp site reservations
Schedule vacation

Plan clothing list

Figure 4.9.1 presents one plan that could be used to coordinate these
activities.
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Prepare
Prepare budqget food list Purchase food
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needs clothes

Fishing license
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Schedule vacation Compsite reservotion

Figure 4.9.1 Family camping trip.

4.10. Summary

This chapter discussed the concept of the network, as well the premise
that CPM can encourage decision making but cannot make decisions
itself. Preparing arrow and logic diagrams helps the planner to under-
stand a project by clearly defining the activities required to complete it.
CPM is particularly applicable to construction work, but its usefulness
is by no means limited to the construction field.



Chapter

Network Construction

Chapter 4 discussed the concept and the fundamentals of construction of
the CPM network. This chapter covers the practical mechanics of network
construction. Since CPM is a logical and organized planning system, it is
important that the physical layout of the network reflect the same logi-
cal organization. The thought required to separate the network’s parts into
practical subdivisions contributes to the overall plan. The network is
often used to present the plan to strangers to the project. If the physical
layout is clear, concise, and well arranged, first impressions will be good.
However, CPM can also expose poor planning.

Figure 5.0.1 shows two networks with the same information. Both are
logically correct, but the top network was drawn directly from a problem
description without careful attention to physical layout. The bottom net-
work is a rearrangement of the top one. It has only 12 activities. In a proj-
ect network, the differences between network layouts and the possible
resulting confusion would be multiplied a hundredfold.

5.1. Form and Format

The network is traditionally drawn on reproducible paper or Mylar. In
preparing it, trial layouts should be sketched out before drawing it in fin-
ished form. The sketches are usually done on a blackboard, nonrepro-
ducible paper, vellum, or grid paper. Grid paper with non-reproducing
squares is especially helpful in laying out a network. It can be used in the
freehand sketch phase or for the finished network.

These freehand sketches should be saved and otherwise treated as the
calculations of the design engineer’s job book. After all, a specific size for
a steel beam is not chosen merely because it “looks right” but only after
preparation of a dimensionless rough draft, followed by selection of appro-
priate equations and careful calculation. Traditionally, the page upon
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Figure 5.0.1 Rough and rearranged networks.

which these calculations are performed is stamped with a form noting the
original designer with boxes for initials by the reviewer and often by a
second reviewer. A check mark in the same color ink as the reviewer’s sig-
nature is placed next to each number or drawing element to show that each
was checked. This calculation sheet is compiled into the job book that
then goes to archived storage.

While today’s design engineers struggle with how to duplicate this
process in a digital world, some variation of this method is still the norm.
The job book may still be the base document reviewed if there is litigation
relating to when design decisions were made. Similarly, the initial sketches
of the CPM logic may be the base document reviewed if there is litigation
relating to the contractor’s initial “plan of execution” of the work.

Because early networks were modest in size, drawing size was not a
problem. As networks became larger, the size of the drawings increased.
A huge network is unwieldy and difficult to handle, however. Although
there may be times when long, rollout drawings are practical, for most
work, it is better to break down larger networks onto a number of sheets.

The selection of the scope of each sheet is important. The sheet should
not be crowded, but it should be well used. In subdividing the project so that
it can be presented on a number of sheets, keep the practical use of the net-
work in mind. For instance, if all the foundation work for a building appears
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Figure 5.1.1 Random line example.

on one sheet, the field office will find the network easier to use, since the
current field status can be located on one network sheet or two at a time.

There is no fixed rule for optimum sheet size. The Army Corps of
Engineers uses a 34 x 44-inch sheet. A larger size can be used for draw-
ing and then reduced for better handling. Many of the early diagrams
were drawn with random direction lines (Figure 5.1.1) or wide-sweep-
ing curves (Figure 5.1.2.) The clarity of hindsight obscures whatever rea-
sons there might have been for originally using this method, which is
mentioned here because people continually rediscover abandoned tech-
niques and try to use them.

5.2. Events

The intersection of two or more activity arrows is termed an event. An event
has a zero time dimension. However, all activities leading into an event
must be completed before any of the activities leading out of the event can
be started. This is just a restatement of the rules of network logic.
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Figure 5.1.2 Sweeping curve example.
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Complete  Design
design approvol
—_—— e

. \ : )
Prepare list Estimates Bid Contract
of bidders Ready to by contractors  review award
advertise
for bids /

J

Complete
specifications

Figure 5.2.1 Example of milestone event: ready to advertise
for bids.

Certain key events are called milestones; they represent important
intermediate goals within the network. For instance, “ready to adver-
tise for bids” (Figure 5.2.1), is an important event. It represents an
instant in time but has no time dimension of its own. To reach this par-
ticular event, all activities pertaining to the design and specifications
for the project must be first completed. No action toward getting a con-
tract can be taken until the logic flow has passed through the event.

On the CPM diagram, important events can be identified by name.
Event titles are not emphasized; instead, events are assigned numbers.
Because each activity is bounded by a starting and completion event, the
event can be identified by the number.

Typical activity
Starting event ——————————== Completian event

The number assigned to the starting event is referred to as the i; the
number assigned to the completion event is the j. (These designations
were used by the founders of CPM and have remained in general use,
probably because of their brevity.) Thus, the typical activity looks like:

Typical activity

a -

The i-j number for an activity can be used as an abbreviated name for
the activity. A number of rules must be followed in assigning event num-
bers to a network.

Rule 1. Each activity must have a unique i-j description, but often two
or more activities span the same events. For instance, between events
1 and 4 could be the following:
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TABLE 5.2.1 Activity List,
Common Activity

i—j Description

1-4 Plumbing lines
1-4 Power conduits
1-4 Steam piping

Alist of these activities would read as shown in Table 5.2.1. This con-
fusing situation is corrected by adding logical restraints originally called
dummies. The term “dummy” was used because the connections say
nothing new; it was added only so that unique event numbers could be
introduced. The more proper term “restraint” is used now. The activity
list now reads as shown in Table 5.2.2.

Rule 2. When event numbers are assigned, the number at the head
(or j end) of the arrow should be greater than the event number at the
tail (or i end). That is, j >i. In early computer programs, the ability of
the computer to calculate the network often depended on this rule, as
well as on the consecutive numbering of events. All computer pro-
grams handle nonconsecutive event numbers and random numbering

TABLE 5.2.2 Activity List,
Unique Numbers

i—j Description

Plumbing lines
Steam piping
Power conduits
Restraint
Restraint

Gobo
E NG NN UI Y




54 The Theory of CPM Planning and Scheduling

(random numbering can be j >i, j <i, or both in a network). Not only
is random numbering a convenience, it is often a necessity. For
instance, consider the partial network

Survey and iay out site Undersiab plumbing Pour slab N\ o
4 L)
Install septic fank @

Assume that the network continues for perhaps 50 more event numbers.
Now, suppose it is discovered that the activity clear and grade, which
should follow activity 1-2, survey and lay out site, and precede both 2-3,
install septic tank, and 2—4, underslab plumbing, was forgotten. Without
random numbering, the network would have to be renumbered as follows.

Underslab
Surve Clear and grade plumbing Pour slab
Ot () P

Septic tank

[

Since there would now be 51 event numbers, 50 of them would have to
be changed (all except event 1). With random numbering, the revised
network could be

Undersigb

Survey 5 Cleor and grade D plumbing D Pour slob o
C O 2/

Septic tank

E

No event numbers would have to be changed and only one would have
to be added. Since many of today’s networks have in excess of 1000
events, random numbering is very important when activities must be
added to the network.

Since random numbering is available, why even try to follow rule 2,
which might be called the traditional rule for event numbering? First,
numbering in the j > { manner makes it easier to locate events on the
diagram. Second, logical loops are more easily identified. Using the
example of a loop and numbering the events,

OJLA C?B @c ?DA®
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Note that 4 > 2, or i > j, for activity £ indicates a loop. Reverse the posi-
tions of 2 and 4:

%A C?;B :E C f 0 @

Then j > i for activity E but not for activities B and C.

Event numbers should not be added until a network is completed and
is ready for the first computation and numbers should be assigned in a reg-
ular fashion. This can be done horizontally (Figure 5.2.2a) or vertically
(Figure 5.2.2b). Either one is acceptable. In the horizontal method, event
numbers are assigned along a chain of activities until a junction event
(a meeting of more than one activity) is reached. The routine is repeated
until all chains into the junction event are numbered. In vertical event
numbering, the numbers are assigned up and down vertically but still
observe the j > i rule.

The vertical numbering system localizes numbers in areas of the dia-
gram, which makes it easier to locate a particular activity on the network.
The horizontal numbering system results in logical groupings of activities,
so the i-j list (or printout) has groupings of activities that are logically
related. However, horizontal numbering can produce networks that make
it difficult to locate an event number. Similarly, random numbers can
make it difficult to locate a particular event on the network.

The number of digits in an event is limited by the computer program
used. Older programs are often 3-digit-oriented. Since the average ratio
of activities to events is about 1:5, the 3-digit concept limits the network
size to about 1500 activities.

Today’s major programs can accept 5 digits, which permits a net-
work of 150,000 activities. Many programs can also accept alphabetics,
so that the maximum network size is essentially unlimited. Increased
capacity allows many events, which can then be assigned digits by area
or function, such as purchase material or equipment or drawing review.

In drafting the network, it is optional whether the event is circled or not.

Typical activity ) Typical gctivit
L N O (D)
Duration Duration

There is no significance to the event numbers except their value in iden-
tifying the activities. To the one who assigns the numbers, the logic is
obvious. However, people not familiar with CPM often try to read unin-
tended significance into the event numbers.



56 The Theory of CPM Planning and Scheduling

Figure 5.2.2 (a) Horizontal numbering, and (b) Vertical numbering.
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Figure 5.2.3 Horizontal format.

Activity descriptions should be written horizontally. To do this, a part
of each arrow (except restraints) must be drawn on the horizontal
(Figure 5.2.3). A comparison of the three cases shown in Figures 5.1.1,
5.1.2, and 5.2.3 illustrates the advantages of horizontal activity titles.

Another temptation for the drafter is to code activities rather than use
full titles. The example network shown in Figure 5.2.4 is coded; compare

A C
L M /
N p

Figure 5.2.4 Untitled (coded) network.

D £ F

———
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Do this:
u v w X
\\ /
A By ¢ /
Significant primary activities / D
o ’——>
/
y / 7
Rather than this:
u v w X
J Lz
/ 3 T
A B Y ¢ N o
———-

Figure 5.2.5 Significant primary activities.

it with Figure 5.2.3. A coded network is easier to prepare than a titled
one, but is almost useless because not even the person who prepared the
diagram can read it directly.

When arranging a network, center the significant activities on the sheet
so that they function as the backbone of the network. These main activi-
ties put visual emphasis on the important areas and minimize crossover
of arrows. Figure 5.2.5 illustrates the technique. In the past, some speci-
fications have required that the critical path be the network backbone. This
1s not a valid requirement though, because the critical activities have not
yet been identified when the network is being prepared. However, activi-
ties that are usually critical can be identified from experience; these are
referred to as significant.

The arrow size and spacing are quite important. If the arrows are too
long and are widely spread, the diagram will become too large and
unwieldy. On the other hand, if the arrow arrangement is too tight, the
network will be difficult to read. Also, a crowded network cannot be read-
ily revised or amended. The usual arrow length is 2 to 3 inches but is not
mandatory. In the example activity 1-4 must be the sum of the lengths of
1-2, 2-3, and 3—4. A minimum vertical distance of 2 to 3 inches between
arrows leaves room for revisions.
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Backward arrows should be avoided because they are confusing and
are drawn against the time flow of the network. They also increase the
possibility of introducing unintended logical loops. In the example shown
in Figure 5.2.6, the first network did not show a requirement that the
hydro testing and insulation must precede the start of lath because
part of the piping is enclosed by lath and plaster. The restraint arrow
added to show this logic is a backward arrow.

Crossovers are a problem. It is inevitable that some lines of logic must
cross others, but many crossovers can be eliminated by careful layout
(see Figure 5.2.4.) There is no one method for showing crossovers.
However, it 1s important that the lines do not intersect. In the example
shown in Figure 5.2.7, the intersection of activities 12—14 and 9-16, illus-
trated in the lower left-hand corner, is not proper because it implies a
logical crossroad that does not exist.

One solution to this problem is to use a pipeline technique (see Figure
5.2.7, upper left-hand corner). The crossover is shown in the same way
that a pipe crossing is shown on piping drawings. Another solution is to
show a broken arrow (see Figure 5.2.7, upper right-hand corner). Any
good crossover technique can be used, but the same technique should
be used consistently so that the network user can become accustomed
to it. A second version of the broken arrow is shown in the lower right-
hand corner of Figure 5.2.7. In this case, the parts of the broken arrow
are in line. On large networks, it may not be practical to maintain the
straight-line relation.

A broken arrow can also connect events on different sheets of a mul-
tisheet network, which is necessary when preparing large networks.
However, coupled with backward arrows, broken arrows can lead to
unintended loops. The best guard against loops is to use traditional
event numbering, j > i. To make this effective, the events should not be
numbered until the network is completed.

Figure 5.2.6 Section of network with backward arrow.



Figure 5.2.7 Arrow crossover techniques.

Figure 5.2.8 Standard versus bus bar
technique.

60



Network Construction 61

At the project start, a number of activities usually originate. The
result often looks like a traffic jam (Figure 5.2.8). The bus bar tech-
nique can reduce unproductive congestion of a network. Some net-
work purists object to this technique because it violates the rule of
intersecting arrows at points that are not events. Thus, the criterion
the diagrammer uses in deciding whether to use the bus bar tech-
nique should be the clarity of the resulting network. If the technique
1s clever but confuses the user, it 1s a case of “the operation was a suc-
cess but the patient died.”

5.3. Problems with Multisheet Networks

A difficult factor in multisheet networks is where to cut off the arrows
on one sheet to start the next. For ease in drawing and to facilitate draw-
ing use, the network should be interrupted at the point where the least
number of arrows must be cut. Assume that the portion of the network
shown in Figure 5.3.1 is to be on the end of one sheet and the start of the
next. If the network is split as shown in Figure 5.3.2, it is more difficult

Figure 5.3.1 Multisheet network example: continuous
network.
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Figure 5.3.2 Multisheet example: poorly split network.

for the drafter to draw. More significantly, it does not present a clear pic-
ture to field workers or other users of the diagram. In Figure 5.3.3, the
network is split at the end of the foundation work and prior to steel erec-
tion. Splitting the network at an important event meets the needs of both
the diagrammer and the user of the diagram.

Figure 5.3.3 illustrates another useful technique when connecting
events from sheet to sheet. The connecting event is highlighted with a

interior column

pedestois north @

/ North perimeter !

Footings north wolls.
-

Eost perimeter

\

\

@ Footings eost ’® walls \ Stort steel

West perimeter \ ﬂ»@

Footings west wolls 54

@ ~(6) § sheet2l sheet |
/
/

South perimeter

@ Footings south = walls
Interior column |
\ pedestals south I/

Sheet 1 Sheet 2

Figure 5.3.3 Multisheet network example: network split at logical place.
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Figure 5.3.4 Page and grid location method.

hexagon. The number of the sheet to which the event connects is writ-
ten outside the hexagon.

Yet another method used by EnProMaC is to provide coding symbols and
an identification system for use in navigating the pure logic diagram but
not regularly incorporated in the computer model and being strictly for
locating activity or logic lines that traverse one or more sheets of the logic
diagram. In this instance, a typical sheet is marked with grid of lines “A”
through “T” for say, 20 lines, and “01” through “20” across the top of the
sheet. When an activity arrow or logic line is to run off the end of the sheet,
or needs to be connected to another activity at the far end of the same
sheet or different sheet, the arrow is drawn to end at a diamond. The page
and grid location of the diamond is noted and notated to another diamond
where the arrow or line continues on a separate sheet, and the page and
grid location of the second diamond is notated to the first diamond as in
Figure 5.3.4 as shown. (Also see Figure 11.6.1c, the P3 for DOS pure logic
graphic format.)

5.4. Summary

This chapter discussed the practical mechanics of network construc-
tion. Primarily, the network layout must be logical and organized. A con-
fused diagram exposes confused planning. The drawing size should be
reasonable, and multiple sheets should be used if necessary.

Activity descriptions should be on horizontal lines. Avoid wide-sweep-
ing lines or random lines. Center significant chains of activities to form



64 The Theory of CPM Planning and Scheduling

a network backbone. Space the arrows so that additions may be made.
Crossovers of logic lines can take a number of forms, but the form used
should be consistent.

i-j event numbers are abbreviated activity designations and must be
unique for each activity. The careful assignment of event numbers makes
the network easier to use and avoids unintended logical loops. Random
is used here in its literal sense: “without direction, rule, or method.”



Chapter

The Durations of the
Logic Network

The preparation of the arrow diagram furnishes a number of advan-
tages, including a

m disciplined method of preparing a plan,
m method of considering the project in detail, and

m graphic record of the plan, which can be useful in exchanging opin-
ions and constructive criticism about the plan.

One thing that the arrow diagram lacks thus far is the dimension of
time. It might be said that the portion of CPM described thus far has
been qualitative but not quantitative.

The logic network may determine the order in which activities must be
performed, but not when. To determine when the earliest time each activ-
ity first may be performed and the latest time when each activity must
be performed requires not only logic but durations. Similarly, setting
minimum and maximum limits upon the duration of an activity will have
an impact upon the level of detail and the definition of specific activities.
But keep in mind the order in which this material is presented—the accu-
racy of the pure logic network is paramount in a CPM analysis.

Thus an inspector, reading a specification limiting durations to 20
days or less, may reject a submission where certain activities have
greater durations. But keep in mind that every specification has the
added provision (either explicitly in writing or implicitly at law) that
such limitations are “subject to the sound discretion of the Engineer.”
An engineer is expected to understand the reason for this limitation and
relax the limitation appropriately. Strict reliance upon the specification

65
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without understanding the rationale of it can be treated in this, or any
other review situation, as “practice outside the engineer’s field of
expertise,” contrary to the obligations of licensure and placing the
engineer at risk for discipline.

6.1. Definition of an Activity

The first step in determining activity duration is made when defining
the activity. In the construction industry, a proper activity is a set of
instructions, given to a competent foreman, who is then expected to
complete such without further supervision or interaction with other
than his/her own subordinates. In the manufacturing or IT industry, an
activity is a process in a black box that once started does not require fur-
ther interaction or supervision. Returning to the construction industry,
an activity is further defined as being under the control of one, and only
one, responsible individual. Thus, notwithstanding a specification indi-
cating separate activities for each trade, if a crew of electricians is stand-
ing by to assist in a massive concrete pour that includes embedded
conduit, the activity POUR CONCRETE includes the efforts of this sep-
arate trade and it would be improper to list such scope of work as a sep-
arate activity. Similarly, the installation of a MSE wall involves some
backfill, often by a separate subcontractor or crew. But this portion of
the backfill is dictated by the foreman of the MSE crew and thus this
scope of work is included in the ERECT MSE WALL activity.

The definition of an activity is also controlled by its predecessors and
successors. Even in PDM, where overlaps between activities are sup-
ported, at some level (even if not stated) each activity may start only
when its predecessors are 100 percent complete and each activity is fin-
ished when any of its successors may start.

As an example, see Figure 6.1.1, which includes an activity “Form/
Rebar/ Pour Walls.” This is preceded in the logic network by “Form/
Rebar/ Pour Footing” and succeeded by “Rig Joists On To Wall.” Presume
that it is intended to prefabricate a portion of the rebar. This subset of
scope does not require the footing to be poured and, therefore, it should
not be included as part of the wall activity. The prefab scope should be
listed as a separate activity with predecessors back to delivery of rebar

Form/Rebar/Pour > Rig Joists
Footing | Form/Rcbar/Pour On To Wall
v Wall
Prefab Rebar Cage - > Holrfg;f;)r;vging

Figure 6.1.1 Activity description further defined by predecessors and successors.
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and access to site. Even if this activity is not included in the logic net-
work, the duration of the wall activity should not include such scope.
Note how the duration of the activity would then differ from the bid
estimate.

Similarly, once joists are rigged upon the wall, the wall activity is fin-
ished as far as the CPM analysis is concerned. From a cost perspective,
an inspector may wish to reserve some retainage to provide assurance
that the non-structural honeycombing is corrected, but the CPM activ-
ity should still be noted as 100 percent complete for schedule purposes.
It is usually unrealistic to include an additional activity after each pour
to provide for such scope and such scope may be included in the general
punchlist activity or not at all. Nevertheless, the activity duration should
not include time for this contingency. Again, this means that the dura-
tion may differ from the number of days reserved for this activity in the
bid estimate.

6.2. Setting a Minimum and Maximum Duration

Setting a minimum duration is a matter of usage of the software sys-
tems available. In the construction industry, the typical minimum is 1
day. In the maintenance and turnaround industry, the minimum dura-
tion typically can be as low as 15 minutes. In city planning, in which
activity descriptions are fairly broad, weeks can be used. In the manu-
facturing industry, it can range from as high as one shift to as low as
one cycle of a machine. In the IT industry, minimum duration can be as
low as a clock tick. However, full time units are usually used in CPM.
If an activity is expected to take 3 days and 6 hours, the Scheduler will
use 4 days.

What if the logic network provides for four activities of 2 hours each
and by separate subcontractors in 1 day? The accuracy of the pure logic
network is paramount in a CPM analysis, but the tool to be used may
be limited to only one minimum unit; either all activities are measured
in hours or none. We may further note that somebody better be provid-
ing careful supervision if four independent foremen are going to mesh
their work in 1 day. The answer may be to combine all four to one activ-
ity or to improperly show all four as concurrent with a side comment to
the users of the output or provide some other fudge. What is important
1s to understand and convey to all users of the schedule is that there is
a problem with network logic at this point.

P3e/c provides a work-around for this problem by use of “Activity
Steps.” Using this feature, each of the four activities may be listed as
being components of a master activity that may be automatically statused
as the components are completed. However, the internal logic between
steps is not recorded or used as part of the calculations performed.
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Setting a maximum duration is another matter, based upon the usage
by the people using the schedule. The primary reason for setting max-
imum activity duration is to improve the quality and ease of updates to
the schedule during the course of the project. A second reason, often
cited, is to assist the reviewer in verifying the reasonableness of activ-
ity durations. A seasoned superintendent is a genius in the field of esti-
mating the most likely duration for an activity. A myriad of factors
influence the duration specified. It is important for the Scheduler to elicit
these factors and record them along with the number provided to permit
the superintendent to later verify his/her work or to allow less-knowl-
edgeable individuals to understand the basis for the duration.

However, in practice, updates are not handled by the superintendent
but by a less experienced individual. The choice of maximum duration
and frequency of update is, therefore, set by the level of error that can
be tolerated in the update. A seasoned superintendent may look at a two
specified scopes of work and estimate their durations as 15 days and 35
days, respectively. After 2 weeks have passed, the superintendent may
look at the work-in-progress and note remaining durations of 7 days and
18 days, respectively, noting less than anticipated performance in the
first and better than anticipated performance in the second case.
However, it is the most recently hired junior engineer or clerk on the site
who may likely be assigned to collect update data (after taking job
trailer lunch orders). Looking over the 15 day activity, the junior engi-
neer may note that it looks “about” 60 percent complete, but after con-
sulting the last update choose to enter 67 percent complete. Looking over
the 35-day activity, the junior engineer probably will have no opinion at
all and simply record 35— 10 = 25 days remaining. In a project of 3-years’
duration being updated every 2 weeks does an error of 2 days in the
remaining duration of one activity make any difference? Even if wrong,
it will be corrected in the very next update. The 7-day error is more prob-
lematic and may well lead to the mis-scheduling of a follow-on subcon-
tractor. If the possible error is greater than one update period, then the
project team has an even greater problem. Thus many specifications
base the setting of a maximum duration as not greater than twice the
frequency of updates. However, as will be discussed in chapter 27, the
contractor may well desire to update more frequently than required by
the specification.

Returning to the question of the “sound discretion of the Engineer,”
consider the situation where the duration is based strictly upon a meas-
ured quantity that will also be tracked for payment purposes. Thus if
the contractor estimates 200,000 CY of soil to be moved over a duration
of 70 days based upon an average production rate of 2850 CY/day, and
the engineer is already tracking the actual quantities being moved, it
is probably more accurate and certainly easier for the project team to
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base remaining duration as a percent of 70 days rather than artificial
segmentation of this scope of work into “acceptable” activities. However,
the Engineer may require the contractor to check his estimate and
desire to check the contractor’s estimate of this quantity against the
Engineer’s estimate.

6.3. Estimating versus Scheduling Durations

One way to estimate the duration of an activity is to estimate labor
hour requirements for the activity and divide that figure by the
assumed size of the work crew. However, labor hour requirements
are usually not available because almost all construction estimates are
prepared by subtracting the work quantities by the physical cate-
gories. An activity often includes more than one work category, but it
rarely includes all major categories.

Using basic CPM, it is not possible to make an accurate time esti-
mate for an entire project on an off-the-cuff basis. If an estimator is
experienced, however, it is possible to make very accurate time esti-
mates once a project is properly broken down into discrete activities.
The project can be compared to a steer: The meat cannot be consumed
on the hoof, but by breaking the steer into hamburgers, it can be easily
consumed.

There are situations in which it is not practical to forecast a time
requirement, but the estimator makes the best judgment of the proba-
ble time factor. In subgrade work, for instance, unusual situations can
develop or weather conditions might be a big factor. In such a situation,
it 1s proper to add some contingency time. The more uncertain the con-
ditions, the greater the contingency time that should be included.
Breaking down the overall project into well-defined activities helps to
reduce the contingency time required.

When a unique new structural or architectural system is planned, the
architect-engineer is usually reluctant to place a time estimate on activ-
ities. In this case, a bracket approach is useful. The first tack is to ask
how long the activity might take, starting with a high figure, such as
10 months, and working down. Then start with a low figure and work
up from the minimum time the activity could take. The result is almost
always a reasonable time range in which the activity could be accom-
plished. Within that range, a specific time estimate can then be selected.

While on this topic, it is important that the determination of duration
be prepared independent of the contractor’s bid estimate. The bid esti-
mate, prepared in a short timeframe, may be subject to errors and the
preparation of the CPM is often the first post-award opportunity to
cross-check the estimate. In addition, a seasoned superintendent may
deploy resources in a manner differing from those assumed during the
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Figure 6.3.1 Use of custom data items and global change to calculate productivity rates.

rushed bid process, using larger or smaller crews or equipment. And, as
previously noted, the scope of an activity for schedule purposes may vary
from that for cost estimation. Such differences will, of course, have an
impact upon the number of working days to perform an activity.

Two points made in the preceding paragraphs should be further dis-
cussed. The duration determined by the superintendent or project man-
ager will be based upon certain assumptions and it is an estimate subject
to some level of risk. The estimate of duration will be based upon the
resources assigned thereto. This, in turn, will be based upon the quantity
of work to be performed. Finally, whether verbalized or not, there will be
a range of durations considered before choosing the most likely dura-
tion. As a Scheduler, it is important to record all of this background infor-
mation and not simply the estimate of duration provided.

The recording of quantities permits the calculation of a rate of produc-
tivity that can be used to verify estimates of duration. Merely by glancing
down the column of productivity rates for similar activities, the Scheduler
(and entire project team) can detect durations that do not seem consistent
and review each accordingly. (Figure 6.3.1)

In Primavera P3 and P3e/c software, use one custom data code for
quantity and a second for productivity rate. A standard activity code may
also be reserved to note the units of quantity recorded. Enter the quan-
tity (numeric) and create a Global Change to calculate the productivity
rate for all non-zero duration activities (equal to quantity divided by orig-
inal duration.)

6.4. CPM versus PERT Durations

Note how the various precursors to modern CPM converge at this point.
PERT requires input of the Optimistic, Most Likely, and Pessimistic esti-
mates of duration between each event. Many modern software systems,
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Figure 6.4.1 MicroSoft Project permits the user to provide the earliest dates that the user
hopes to start and finish (or optimistic duration), the latest dates (or pessimistic dura-
tion) anticipated, and the expected (or most likely) dates or durations anticipated.

such as MicroSoft Project (Figure 6.4.1), provide as a default that the dura-
tions will be calculated from the inputs of quantities of work and resources
assigned. SPERT analysis, initially limited to an academic exercise, is now
supported by software such as Monte Carlo and Pertmaster and provides
default values for Optimistic and Pessimistic estimates of duration, sub-
ject to direct entry of these values by the Scheduler.

The PERT methodology of asking for Pessimistic, Optimistic, and
Most Likely estimates of duration has a psychological as well as math-
ematical use. Project personnel first asked “In the near worst circum-
stances (or 95 percent of the time), what is the maximum duration that
this may take?,” “In the near best circumstances (or best 5 percent of
the time), what is the minimum duration that this may take?” and then
“What do we expect is the most likely duration that this will take?,” will
likely give a more accurate and less padded estimate than if asked
straight out, “What duration should we assign to this activity?” Even if
the answers to the first two questions are not recorded and are thrown
out, the more accurate answer to the third question may justify the
effort to ask three questions. On the other hand, if the information is
given, why not record it? Even some basic CPM software programs,
such as Microsoft Project, support recording and actually can use all
three data points. Even if the software used does not support recording
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all this information, the Scheduler may still record such (in raw notes
or in a code field) for potential use.

Microsoft Project also provides for variations from the original
PERT algorithm, allowing the user to vary the standard weighting from
(O +4M + P)/6 and to compare the results to networks using only the
Optimistic, Most Likely, or Pessimistic durations. (For reasons deal-
ing with merge bias, or the mathematical issues raised when two or
more paths of activities merge, this comparison can provide only a
rough approximation of the probable optimistic, most likely and pes-
simistic duration for the project as a whole. This is further discussed
in Chapter 38).

6.5. Summary

Activity durations are based upon the project manager’s estimate of
the scope of work, resources to be assigned, and other factors and
assumptions, all which should be recorded by the Scheduler. A proper
activity 1s a set of instructions, given to a competent foreman, who is
then expected to complete them without further supervision or inter-
action with other than his/her own subordinates. The maximum scope
and duration for an activity should also be based on the ability of junior
personnel to assess partial completion. The duration estimates of the
project manager should be fresh, based upon the resources that the
project manager intends to assign to the activity and should not influ-
enced by the estimates based upon quantity takeoff or other method pre-
pared by an estimating department during the bid process. Asking for
a Pessimistic, Optimistic, and Most Likely estimate of duration may be
of use in obtaining unpadded and more accurate estimates, even if the
extra information is not recorded.



Chapter

What Comes Out ...

As may be noted from the preceding pages, a good deal of effort is
required to prepare the logic network and make it ready for the software
to do its job. Additional practical detail on acquiring the information for
the logic network is provided in Part III of this text. But what do we
expect the software to accomplish that makes the output more useful
than a bar-chart and merits all this effort? A bar-chart indicates when
the preparer intends or hopes to perform each activity. Thus, the prepa-
ration of a bar-chart calculates two attributes for each activity on the
chart—the scheduled start and scheduled finish dates.

While this information is an improvement over that of a numbered
to-do list, it is still somewhat limited. Other scheduling information that
may be useful for management of a project includes whether and which
of these activities may be capable of starting earlier than scheduled if
additional resources become available or productivity exceeds expecta-
tions. A project manager may wish to know which of these activities are
critical to the completion of the project and which may slip without such
an impact, and to know the latest dates upon which an activity must
start and be completed for the project to be completed by a specified date.
Even if the completion date of the project is not imperiled, the slippage
of one activity may have an impact upon the scheduling of other work,
be this work by the same foreman or by another crew or subcontractor.
Therefore, a project manager may wish to know which activities may slip
without impact to a successor and by how much.

If a project manager is concerned with limited crews or other resources,
he/she may even plan to allow some activities to slip. Some such shifts
could have an impact to project completion. Some may only impact the
start of another activity. And some may merely reduce the ability to
allow other activities preceding the activity to slip. But others can be

73

Copyright © 2006, 1999, 1993, 1984, 1971, 1965 by The McGraw-Hill Companies, Inc.
Click here for terms of use.



74 The Theory of CPM Planning and Scheduling

shifted without any impact to a successor or reduction of options of a pred-
ecessor. As the project is being planned and scheduled at the outset, a
project manager may wish to know these attributes for each activity.

The mathematics of CPM systems expand this level of information to
indicate when an activity first may start and may finish based upon a
stipulated start date for a project, when an activity must start and
must finish if the project is to be completed by a stipulated date or by
the earliest time possible, the number of days (or other units of time)
between the time when an activity may and must so start or may and
must so finish, and other attributes relating to the timing of perform-
ance of the activity, and those points in time immediately preceding
and following an activity.

The last comment is important because the initial development of
CPM was as a mathematical exercise with a primary emphasis upon
events, or points in time, and only a secondary emphasis upon the activ-
ities between these events. While this is downplayed by some manuals
teaching PDM and software tutorials, the mathematics of these systems
continue to be based upon these concepts.

7.1. Attributes of an Event

One of the advertising campaigns of Primavera Systems was “This is an
Activity Based World.” However, in many applications, precise knowledge
of an activity or what must be done is rather sketchy. This would be
especially true in an R&D (research and development) project, such as
the Polaris Missile System for which PERT was developed in 1958. What
are known are the various events or milestones that mark the path from
project inception to project completion. Moreover, the mathematics
of CPM that require “each activity to be 100 percent complete before
the next activity may start” was initially accomplished by requiring
that each activity (an arrow) double as the logic connecting two events
(or nodes) representing points in time. Whether in CPM or PERT, the ini-
tial calculation was to determine the earliest and latest time that such
events may occur based upon the logic and durations of activities (CPM)
or between events (PERT). These attributes are expressed as Ty and T7.
The difference between T and 77, is the attribute known as total float
in the United States, or slack in the UK, and is expressed as TF.

7.2. Attributes of an Activity

An activity, unlike an event, has duration. An activity, unlike an event,
has a distinct start and finish and some period of time between the two.
An event, being a single point in time, either has or has not occurred.
However, an activity, having duration, may yet to have started, have
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started but not yet finished, or have started and finished. Thus there
exist a greater number of attributes affiliated with an activity than
with an event. The mathematics of CPM places these activities between
events to carry both the logic of the order of events and the durations
between such events.

7.3. The Forward Pass—T,, ES, and EF

Each activity will, therefore, have an attribute for the earliest time that
the activity may start, expressed as ES and equal to the T} of the event
from which the activity springs, and for the earliest time the activity may
finish, expressed as EF.

7.4. The Backward Pass—T,,LF,and LS

Each activity will also have an attribute for the latest time that the activ-
ity must finish (if the project is to be complete on time or at the earliest
possible time), expressed as LF and equal to the T} of the event to which
the activity goes, and for the latest time the activity must start,
expressed as LS. Note that the attributes EF and LS are new and are
not necessarily equal to one of the event attributes Tz or T}.

7.5. The Backward Pass—TF, FF, and IF

For an activity, the attribute measuring the difference between when an
activity may start and must start, the number of time units that the
activity may slip without impact to timely completion of the project, is
known as total float (or slack) and is expressed as TF. Similarly, the
attribute measuring the difference between when an activity may finish
and must finish is also known as total float (or slack) and is also
expressed as TF. In the original and traditional format of CPM, now
known as arrow diagramming method (ADM) or activity-on-arrow
method (AOA), where the calculation of activity attributes require the
intermediate step of calculation of event attributes (and thus guaran-
teeing that each activity be 100 percent complete before the next starts),
the two attributes are indeed the same since LS — ES = TF = LF - EF.
(The derivation of this equality is demonstrated in the next section.)

The attribute measuring the number of time units that an activity
may slip without impact to another activity that may follow (or succes-
sor activities) is known as free float and 1s expressed as FF. The attrib-
ute measuring the number of time units that an activity may be
deliberately deferred without reducing the ability to defer any other
activity of the logic network is known as independent float and is
expressed as IF.
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There are several additional attributes for each activity that are not truly
calculated by the mathematics of CPM but rather by various add-ons.
One of the benefits of CPM over the use of a bar-chart is that it empow-
ers the project superintendent (and perhaps his/her subordinates) to intel-
ligently choose which activities to pursue most vigorously and which may
be allowed to slip to some extent without adverse effect. Thus we speak of
early start and early finish dates, upon which the superintendent may first
expect to be able to perform an activity, and late finish and late start
dates, upon which the superintendent must perform on or before, but we
have not explicitly specified the dates between these two extremes, upon
which the superintendent would like to perform the scope of the activity.
There are possibly three steps from the attributes calculated by the math-
ematics of CPM to those calculated or assigned by other methodologies.

The first is the correction of the assumption of CPM of unlimited
resources for multiple operations. While the resources assigned to any one
activity may be carefully and properly chosen for optimal performance,
pure CPM does not have the means to limit the number of concurrent
operations. The results of the CPM calculation may at any one time
require an unreasonable or unattainable number of craftsmen, pieces of
support equipment or quantity of materials. Thus there may be the need
for an additional calculation to determine the attributes of leveled start
and leveled finish such that the usage of resources does not exceed the
limits set. This additional analysis, if performed, must be reviewed care-
fully. If the analysis calculates leveled starts and finishes between the
early and late starts and finishes calculated by the CPM algorithm, all
is well. If, on the other hand, the leveling calculation pushes completion
beyond the desired end date, the project team must revisit the original
plan to determine if an alternate means exists to perform the project in
the stipulated timeframe with the limited resources provided.

Often, a project manager will be satisfied that the schedule can be lev-
eled, then throw away the printout and run the project using only the
CPM algorithm generated attributes. This is because once the CPM is
subject to leveling or further restriction, it returns to being a bar-chart.
Rather than being a flexible guide to decision making, it can become a
static picture of precisely how the day-to-day detail of the project should
be run, which will quickly become out of date as the real world diverges
from the model. In addition, a project manager will often include ele-
ments of “soft logic,” including the sequencing of crews, formwork, and
other resources into the original logic such that the calculated early
start 1s, in fact, a leveled start. (In chapter 29 on revisions, we discuss
that this “soft logic” is the first area subject to adjustment if a need to
recover from delay occurs.) This informal means of “leveling” is thus
acceptable if not optimal on most small- to medium-sized projects. On
the other hand, as projects become larger and involve a greater variety
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of resources, a leveled schedule may become useful if not too restrictive
of the initiatives of the project manager and the team.

Going beyond leveling, the degree of flexibility can be further nar-
rowed by a process called smoothing. This algorithm will not lengthen
the project but rather will first look at the possible choices for leveling
the project and then choose the one most likely to result in the fewest
instances of layoff and rehiring or fluctuation in resource usage. Thus
two additional attributes, smoothed start and finish, are assigned.
Finally, a project manager may, with or without the use of leveling and
smoothing calculations, simply incorporate an additional layer of con-
trol as a command decision to stipulate a scheduled start and finish for
each activity, preferably somewhere between the early start and late
finish. This last step may be performed at the start of the project (and
thus almost certain to be subject to later revision) or at the last moment
during the standard 1, 2, or 3 week look-ahead field planning and sched-
uling sessions that have always occurred with or without a CPM.

7.6. Calculating the Attributes of an Event or Activity

A program manager, in setting a series of milestones towards the com-
pletion of a project, and a project manager, in ordering a number of
activity bars (of length equivalent to duration) to create a bar-chart,
both are manually performing the first half of the calculations required
to ascertain the CPM attributes of an event or activity. Starting from
the beginning of the project, each determines what is the first event or
activity and then determines those events and activities that follow. The
process continues until project completion is accomplished. Calculation
of the earliest time that an event may occur or the earliest time that
an activity may start and finish is performed in the same manner,
starting from the beginning and running to the end—a forward pass
through all of the events and activities of the project.

7.7. The Forward Pass—T,, ES, and EF

By definition, the earliest time of the first event Ty or activity start ES
is traditionally set as zero. (Primavera Software Systems sets such time
as one.) The early finish of any activity EF'is defined as equal to ES plus
the duration of the activity. Thus far, the calculation is simple. However,
other than the first event or activity, each other event or activity is pre-
ceded by one or more other events or activities. So the question becomes,
“what i1s the Tz or ES of the next event or activity?”

If for example, an event is preceded by three other events, then that
event’s T cannot occur until all three are completed and specifically
until the latest T of the three predecessor events has occurred. If, for
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Figure 7.7.1 The forward pass — Ty, ES & EF.

example, an activity is preceded by three other activities, then that
activity’s ES cannot start until all three are completed and specifically
until the latest EF of the three predecessors. (Figure 7.7.1.)

Thus the attributes of Tz, ES, and EF may be defined by the equations:

TEO =0 ESO =0
ES = LEFPRED

7.8. The Backward Pass—T,,LF,and LS

The key improvement of a CPM over the bar-chart methodology is to cal-
culate and report not only the earliest or scheduled dates on which an
event may occur or an activity may start and finish, but also the latest
dates. There are some planning and scheduling problems that call for this
as the primary information required, such as planning for a wedding or
a company or industry conference. (What is the last date we can make
changes to the invitation or brochure?) However, it is the combination of
early dates and late dates that provides true empowerment to the proj-
ect manager. Knowing that he/she may start five activities but only has
the resources to perform four at any time is now replaced by knowing the
impact to the project if any one or more of the activities are deferred.
The means of determining the latest dates for each event or activity
1s to go from the end of the project working backward—a backward pass
through all of the events and activities to the start of the project. By def-
inition, the latest time of the last event T or activity finish LF is tra-
ditionally set as equal to the earliest time of the last event T or activity
finish EF. This is because, all other things being equal, it is more eco-
nomical to complete a project as early as reasonably possible. Later
additions and expansions to the original CPM algorithm permit the
user to set a stipulated or mandated FNET finish-not-later-than date,
but the original system did not have this option. Next, the late start of
any activity LS is defined as equal to LF minus the duration of the
activity. And, working backwards, this event or activity is preceded by
another until we reach the start of the logic network. So the question
becomes, “what is the 7T} or LF of the preceding event or activity?”’
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Figure 7.8.1 The backward pass — Ty, LF & LS.

If, for example, an event is succeeded by three other events, then that
event’s T} must occur prior to the earliest 77} of the three successor
events. And if, for example, an activity is succeeded by three other activ-
ities, then that activity’s LF must occur before the earliest LS of the
three successors. (Figure 7.8.1.)

Thus the attributes of T}, LF, and LS can be defined by the equations:

TL end — 0 LFend = EFend
TL = Earliest (TL suce — DSUCC) LS=LF-D
LF = ELSSUCC

7.9. The Backward Pass—TF, FF, and IF

At this point, arithmetic calculations can determine the number of time
units between the time when an event may start and when it must
finish (if the project is to be completed by the earliest possible time),
between when each activity may start and must start, and between
when each activity may finish and must finish. The attribute of TF may
be defined by the equations:

TF=T,-T; TF=LF-LS
TF = EF - ES

In the case of traditional CPM, these three equalities, all equal to TF,
are thus all equal to each other. The activity attribute of free float is
defined as the difference between the earliest of the early starts of all
successors to an activity and the calculated early finish of that activity.
(Figure 7.9.1)

from other predecessors FF = EESSUCC - EF
a1
(b |
o —
d

Figure 7.9.1 Free Float.
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a1 IF = EESgycc - LEFprep - D

e S

Figure 7.9.2 Independent Float.

The activity attribute of independent float is defined as the difference
between the earliest of the early starts of all successors to an activity
and the latest of the early finishes of all predecessors of that activity.
(Figure 7.9.2.)

Calculation of the attributes of leveled start and finish (as well as
smoothed start and finish) is not so easily performed and cannot be solved
by a single equation. This will be more fully discussed in Chapter 37.

7.10. Summary

By merely recording the relationships and probable durations between
events, or the relationships and estimated durations of activities, the
mathematics of PERT and CPM will calculate a number of attributes
about the event or activity that would otherwise not be readily deter-
mined. These include, for an event, not only the earliest time that the
event is expected to occur, but the latest, and the difference between
these two times or dates. These include for an activity, not only the
earliest time that the activity may be expected to start and finish, but
the latest time that the activity must finish if the project is to be com-
pleted in the earliest possible time. Also computed are the attributes
of total float, free float, and independent float, concepts that are dis-
cussed in the Chapter 8.



Chapter

Cranking the Engine

The first CPM and PERT logic networks calculated schedules by the new
invention, the electronic computer. Manual simulation of the steps taken
by the computer program, to prove that the model worked and to allow
individuals to calculate smaller schedules, involved the use of a matrix.
This was a natural step because mathematicians often used a graphic
grid to solve problems. Figure 8.0.1 shows a portion of the logic network
for the John Doe Project that will be developed in Chapter 18 with
assigned time estimates.

8.1. Manual and Computer Solutions for PERT and ADM—
The Matrix Method

Figure 8.1.1 (a) through (e) shows the development of the matrix (grid)
for this small portion. The i-nodes are listed on the X axis down the side
of the matrix, while the j-nodes are listed across the top of the matrix.
Two columns are reserved for recording the earliest time the node can
occur (1) and calculation thereof; two rows are reserved for recording
the latest time by which the node must occur (77 and calculation
thereof. A tabular listing of the CPM activities (i — j,) duration and cal-
culated attributes of ES, EF, LS, LF, and TF are at the right and this
list may be longer or shorter than the number of rows assigned to the
matrix. A true PERT system (unlike the NASA CPM/PERT) will report
only the Tz and T for each event.

We previously noted the need in the original computer programs for
sequential numbering of the nodes such that 1-2—3 or 3-5-12 are accept-
able but 1-3—-2 or 3-12-5 are not acceptable. This was explained as a
means of reducing the amount of computer memory required to solve the
CPM algorithm and is the basis for such restrictions and extensions
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Clear Survey and Rough Excavate Install sewer
sife layout grode for sewer and backfill

Excavate for
electrical
manholes

Install electrical
duct bank

Instoll
manholes

Qverhead pole line

6

Figure 8.0.1 Activity time assignment: site preparation.
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Figure 8.1.1 (a)
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Figure 8.1.1 (c)
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Figure 8.1.1 (d)

(such as skip numbering) found in older specifications. The reason this
numbering restriction reduces use of memory is that it drastically reduces
the number of cells of the matrix. Thus for our example of a nine activ-
ity network using eight nodes, the number of cells possibly required can
be reduced from 56 to 28, or from n*(n—1) to n*(n—1)/2. (If calculation of
attributes for the milestones or events of the network, such as “activity”
3—3 are desired, an additional n cells will be required.) (Figure 8.1.1(c).)

Once we have prepared the matrix, we may do the “take-off” from the
logic network. We copy activity i —j of 0 — 1 and duration of 3 to the tab-
ular listing at the right, then transfer the duration of 3 to the intersec-
tion on the matrix of i = 0 and j = 1. (Figure 8.1.1(d).)

Continuing, we duplicate this effort for the other activities of the logic
network. A similar effort may be used to copy only the logic and dura-
tions between PERT event nodes to the matrix. (Figure 8.1.1(e).)

At this point we begin the solution. By definition, 7', the earliest time
that the first event node may occur, is set to zero. Next, to calculate the
T for node 1, we go to the column for j = 1 and choose the maximum of
duration plus previously calculated Ty; for each row where a duration
is entered, in this case 3. For a CPM, the T}, is copied to all activities
having that i node.

The process is repeated until the forward pass is completed, as shown
in Figures 8.1.2 (a) through (h.)

iV 0 1 2 3 9 10 |11 |12 | Ty | MAX i-j dur | ES | EF | LS | LF | TF
0 — 13 0-1 3
1 —[— 12 1-2 2
2 — | = ]—12 2-3 2
3 —|—=|—=1]—=1]101]1 6 3-9 10
9 — === 1—= 5 3-10 1
10 — == ]=1—1—15 3-12

11 — -l - —1—1—1—13 9-11 5
12 — === =1—1- 10-11 5
Ty 11-12 3
MIN

Figure 8.1.1 (e)
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ivi 0 |1 9 |10 |11 |12 | Tg | MAX i—j dur | ES | EF | LS | LF | TF

0 — 0 Tpo=0| 0-1 3 0

1 — | — 1-2 2

2 — | — 2-3 2

3 — | — 10 | 1 6 3-9 10

9 — | — — 5 3-10 1

10 — | — — | — 15 3-12 6

11 — | = — | — | — |3 9-11 5

2 |[—]= — 1 —=1=1-= 10-11 5

Ty 11-12 3

MIN T
Figure 8.1.2 (a) Determine MAX (T; + D;)) = MAX (earliest time for node i plus duration
from i to j).

i Jo 1 9 [10 11 [12 [Ty [MAX | i—j [dur [ES [EF | LS |LF | TF

0 — 13 0 Teo=0] 0-1 3 0

1 — | — 3 340 1-2 2 3

2 — [ = 2-3 2

3 — | — 10 | 1 6 3-9 10

9 — | — — 5 3-10 1

10 — | — — | — |5 3-12 6

11 — | — — | — | — I3 9-11 5

12 — | — — | — | — |— 10-11 5

Ty 11-12 3

MIN Tri
Figure 8.1.2 (b) Determine MAX (T'; + D;;)) = MAX (earliest time for node i plus duration
from i to j).

iy 0 |1 9 [10 [ 11 |12 | Ty | MAX i—j dur | ES | EF | LS | LF | TF

0 — |3 0 Teo=0| 0-1 3 0

1 — | = 3 1-2 2| 3

2 — | — 5 2+3 2-3 2 5

3 — | — 10 | 1 6 3-9 10

9 — | — — 5 3-10 1

10 — | — — | — 15 3-12 6

1| —1— — [ —1—-13 911 5

2 |[— = — 1 =1-=1= 10-11 5

Ty 11-12 3

MIN TEi
Figure 8.1.2 (c) Determine MAX (T; + D;)) = Earliest time for node i plus duration from
ito].

o Jo 1 9 [10 11 [12 [Te [MAX | i-j [dur [ES [EF | LS |LF | TF

0 — 13 0 Teo=0| 0-1 3 0

1 — [ = 3 1-2 2] 3

2 — | — 5 2-3 2 5

3 —[— 10 [ 1 6 [7 [2+5 ] 3-9 0] 7

9 — | — — 5 3-10 1 7

10 — | — — | — |5 3-12 6 7

11 — | — — | — |— 13 9-11 5

12 — | — — | — | — | — 10-11 5

Ty 11-12 3

MIN Tri

Figure 8.1.2 (d) Determine MAX (Ty; + D)) = Earliest time for node i plus duration from

itoj.
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o Jo 1 9 10 [11 [12 [Tg | MAX i—j |dur | ES | EF [ LS | LF | TF

0 — |3 0 Tgo=0] 0-1 3 0

1 — | — 3 1-2 2 3

2 — | — 5 2-3 2 5

3 — | — 10 +— 6 7 3-9 10 7

9 — | = — 5 17 10+7 3-10 1 7

10 — | — — 5 3-12 6 7

11 — | — — | — 11— 13 9-11 5 17

12 — = —|— 10-11 5

Ty 11-12 3

MIN TEi
Figure 8.1.2 (e) Determine MAX (T; + D;;) = Earliest time for node i plus duration from
itoj.

oo |1 9 10 [11 [12 [Te | MAX i—j | dur [ES [EF | LS | LF | TF

0 — |3 0 Tee=0 0-1 3 0

1 — | — 3 1-2 2 3

2 — | — 5 2-3 2 5

3 — | — 10 | 1 G 7 3-9 10 7

9 — = — 5 17 3-10 1] 7

10 — | — — | — |5 8 1+7 3-12 6 7

11 — | — — | — 11— 13 9-11 5 17

12 — — — = — 10-11 5 8

Ty 11-12 3

MIN TEi
Figure 8.1.2 (f) Determine MAX (T; + D;;) = Earliest time for node i plus duration from
itoj.

N[0 |1 9 |10 |11 |12 | T | MAX i=j |dur | ES | EF | LS | LF | TF

0 — 13 0 Tgo=0] 0-1 3 0

1 — | = 3 1-2 2] 3

2 — | — 5 2-3 2 5

3 — | = 10 | 1 6 7 3-9 10 7

9 — [ = — 5 +—=]17 3-10 1] 7

10 — | = — | — 15 8 3-12 6 7

11 — | — — | — 11— 13 22 | 5+17 9-11 5 17

5+8

12 — | — — | — | — | — 10-11 5 8

Ty 11-12 3] 22

MIN TEi
Figure 8.1.2 (g) Determine MAX (T; + D;)) = Earliest time for node i plus duration from
itoj.

iV 0 1 9 10 | 11 |12 | Tei | MAX i—j dur | ES | EF | LS | LF | TF

0 — 0 | Teo=0] 0-1 310

1 — | = 3 1-2 2] 3

2 — | — 5 2-3 2 5

3 — | — 10 | 1 6+ 7 3-9 10 7

9 — | — — 5 17 3-10 1 7

10 — | — — | — |5 8 3-12 6 7 25

11 — | — — | — | — [ 3™ 22 9-11 5 17

12 — — | — | — 25 | 647 10-11 5 8

3422
Ty 25 11-12 31 22 25
MIN T T

Figure 8.1.2 (h) Determine MAX (Ty; + D;)) = Earliest time for node i plus duration from

itoj.
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i Jo J1 J2 J3 Jo JwoJir [12 [Te[MAX | i-j [dur |ES |EF|LS [LF|TF
0 — |3 0 |[Te=0] 0-1 3] 0

1 — =12 3 1-2 2] 3

2 — =112 5 2-3 2[5

3 — | —+ - 10 |1 6 |7 3-9 0] 7

9 - 5 17 3-10 17

o [—|[—F1—F 5 3 3-12 6| 7 25
1 [—|—1—1—-1—-1—-1—13 22 9-11 5117 22
2 [—F4—F+ —]— 25 10-11 5] 8 22
Ty 22 |25l 11-12 3] 22 25
MIN 25 3| Ty Ty I

Figure 8.1.3 (a) Determine MIN (7}, — D;) = Latest time for node j minus duration from
itoj.

At this point, we copy the T'g; for the last node to the 77; for the last
node since it is assumed that the project should finish as soon as pos-
sible. For the CPM tabulation, this late time is copied to the late finish
attribute of those activities having the same j node.

Now we begin the backward pass. To calculate the 77; for node 11, we
look to the row for i = 11, locate the durations listed on that row, and
subtract them from the 77; previously calculated for that column. Thus,
25 — 3 = 22. This process is repeated until we get back toj = 0 as shown
in Figures 8.1.3 (a) through (g).

Finally, if we are preparing a CPM, we calculate the secondary attrib-
utesof EF=ES+ D, LS=LF—D and TF = LF - EF = LS — ES. This
step is not required if we are working with an event-based system, such
as PERT. (Figure 8.1.4)

Although the matrix served its purpose in early work, there is an
easier and more direct solution. When James Kelley, a member of the
original CPM group, was asked why his group had not immediately
seen an easier solution, he explained it this way: If both the mathe-
matician and the engineer are confronted with the problem of how to
move a pan of water from the kitchen table to the stove, both will solve
it by lifting the pan from the table directly to the stove. The next day,

i\ 0 [1 [2 [3 [9 |10 11 |12 | Te | MAX i—j | dur | ES | EF |LS | LF | TF
0 — |3 0 Teo=0] 0-1 3 0

1 —|—12 3 1-2 2] 3

2 — | —1=12 5 2-3 2| 5

3 — =+ - 10 [1 6 7 3-9 0] 7

9 — = 1—=1—=1= 5 17 3-10 1] 7 17
0 | —[—F+—1— 5 8 3-12 6| 7 25
11 — = 1—=1—]—1T—=1-%3 [22 9-11 5117 22
2 |—+Fd4—F+ 4 — 25 10-11 5] 8 22
Ty 17 [ 22" 25 11-12 3] 22 25
MIN 2-5 T Tei Ty

Figure 8.1.3 (b) Determine MIN (7, — D;)) = Latest time for node j minus duration from
itoj.
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o Jo [1 J2 3 ]9 10 [11 [12 [T [MAX | i-j [dur [ES [EF]|LS |LF]|TF

0 — |3 0 Tgo=0[ 0-1 3 0

1 — | — ]2 3 1-2 2 3

2 — | —]— |2 5 2-3 2 5

3 — [ —1—=1=1T1w0 T1 6 |7 3-9 10| 7 17

9 — = —|— ] — 5 17 3-10 1 7 17

10 — | == =] — — |5 8 3-12 6 7 25

1 | —|—[1—=1—1—1—1-1[3 |2 9-11 5] 17 22

12 — 1 — 1 — = — | 25 10-11 5 8 22

Ty 17 17 | 221 | 25 11-12 3] 22 25

MIN 22-5 T T T
Figure 8.1.3 (c) Determine MIN (77, — D)) = Latest time for node j minus duration from
itoj.

N Jo [1 ]2 13 9 [10 [11 [12 [ Te [ MAX i-j |dur [ES |[EF[ LS |LF]TF

0 — 13 0 | Teo=0] 0-1 3 0

1 — | — 12 3 1-2 2 3

2 —|—1—12 5 2-3 2 5 7

3 — | =1 =1 — 10,] 1 6 7 3-9 10 7 17

9 — | == — — 5 17 3-10 1 7 17

10 —|— 1= — — || — 5 8 3-12 6 7 25

11 — | =1=1 = 1=0=1=13[]22 9-11 5] 17 22

12 — =1 =1 — — == 1—1]25 10-11 5 8 22

Ty 7 17 17V 22 | 2% 11-12 3122 25

MIN 25-6 Tei Ty Ty

17-1
17-10

Figure 8.1.3 (d) Determine MIN (77; — D;j) = Latest time for node j minus duration from
itoj.

iV 0 1 2 3 9 10 [ 11 12 | Tei | MAX i—j dur | ES | EF | LS | LF | TF

0 — |3 0 [Teo=0| 0-1 3/ 0

1 — | — |2 3 1-2 2 3 5

2 — | = — 2 5 2-3 2 5 7

3 — | = — — 110 |1 6 7 3-9 10 7 17

9 e e e | 5 17 3-10 1] 7 17

10 — | — — — || — | — |5 8 3-12 6 7 25

11 — | — — — | —|— | — 13 22 9-11 51 17 22

12 — | = — — = | — | — | — |25 10-11 5 8 22

Ty s 717 17 22] 25 11-12 3] 22 25

MIN 7-2 TEi TEi Ty
Figure 8.1.3 (e) Determine MIN (7; — D;) = Latest time for node j minus duration from
itoj.

iV 0 1 2 3 9 10 |11 [ 12 | Tei | MAX i-J dur | ES | EF | LS | LF | TF

0 — 13 0 [Teo=0] 0-1 3 0 3

1 — [ =12 3 1-2 2| 3 5

2 — — [ —|]2 5 2-3 2 5 7

3 — — |—||— |10 |1 6 7 3-9 10 7 17

9 — = 1-ll=1= 5 17 3-10 1] 7 17

10 — — | === | — 15 8 3-12 6 7 25

11 — — ||l |—1—13 22 9-11 5117 22

12 — — ||l —|—1|—|— 125 10-11 5 8 22

Ty 30 5| 7017 17| 22]25 11-12 3] 22 25

MIN 5-2 Tgi Tri Ty

Figure 8.1.3 (f) Determine MIN (T7; — D;) = Latest time for node j minus duration from

itoj.
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i\ 0 1 (2 |3 [9 |10 |11 |12 | T | MAX i—j |dur | ES | EF | LS | LF | TF
0 — [3 0 [Te=0] 0-1 31 0 3
1 — |—12 3 1-2 2] 3 5
2 — | —=1l[=12 5 2-3 21 5 7
3 — [=ll=1=110[1 6 7 3-9 10| 7 17
9 — | —ll=1—1- 5 17 3-10 1] 7 17
10 — === 1=1-15 8 3-12 6] 17 25
11 — | =l =1=1=1—=1—13 [22 9-11 5117 22
12 — [—l[=[=1—-]1—-1—1—125 10-11 5] 8 22
Ty 0o 3" 5| 7] 17| 17]22] 25 11-12 3] 22 25
MIN | 3-3 Tgi Tgi

Figure 8.1.3 (g) Determine MIN (77, — D;) = Latest time for node j minus duration from
itoj.

the engineer, on finding the pan of water on the floor, will again move
it directly to the stove. Under the same circumstances, the mathemati-
cian would first move the pan from the floor to the table and then from
the table to the stove. Why? Because the mathematician has already
solved the table-to-stove problem.

Similarly, having used the matrix approach before, it was natural for
the CPM mathematicians to use it in solving the network manually.

8.2. Manual and Computer Solution for PERT and ADM—
The Intuitive Method

Intuitive manual computation

The manual CPM computation now in use was probably developed con-
currently by several persons. There is a famous phrase used by almost
all college professors at some time or other in explaining a mathemat-
ical solution: “Intuitively we can understand this next step . ..” In this
case, however, the computation is based upon common sense and is
intuitively obvious. Since the matrix was still in use by the CPM origi-
nating team in late 1960, the intuitive solution probably originated in
1961. The mental block that probably deterred the mathematicians

i\j 0 1|2 |3 ]9 [10 |11 |12 | Ty | MAX i—j |dur | ES | EF | LS | LF | TF
0 — |3 0 [Teo=0] 0-1 3] o] 3] 0] 3] 0
1 — |— 12 3 1-2 21 3] 5] 3] 5] 0
2 o 5 2-3 2 5| 7] 5] 7] 0
3 — |— = |—1]10]1 6 7 3-9 0| 7117 7/17] o0
9 — | === 1= 17 3-10 1| 7] 8|16/ 17 1
10 — |- —1— — |5 8 3-12 6 71 13]19]25] 12
11 — | === ]1—1—1—=13 |22 9-11 501722117 22] 0
12 e e e e e el e 10-11 S| 8|13 1722 9
Ty 0] 3] 5| 717 17| 22] 25 11-12 322 25]22]25] 0
MIN T Ti Ty

Figure 8.1.4 Determine EF =ES+ D; LS=LF—-D; TF=LF—-EF=LS - ES.
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from arriving at it is that the intuitive solution is logical rather than
mathematical.

Early event times T,
Look at the first activity in Figure 8.0.1,
Clear site Survey and layout

0 —= | — 7
3 2

If the project is started at event 0, what is the earliest time for reach-
ing event 1? According to estimate, 3 days would finish clearing the
site. The early time T for event 1 is then 3 days. How early could event
2 be reached? The answer is, of course, 3 + 2, or at the end of the fifth
project day. To keep track of those results, show them in a box just over
the event:

@ Clear Survey Grade
3

- - -3

2 2

The earliest schedule for reaching event 3 is the sum of the times
required to accomplish the first three activities, 3 + 2 + 2, or 7. Now look
at event 9. Do not go back to the originating event to determine the T’
(early event time) for this event. Add the duration to the T’; for event 3,
and the result is a Tz of 17 for event 9. To go on to event 11, two logic
paths lead into this event:

Install sewer and backfill
5

Electrical manholes
10 | |

The earliest time for reaching event 11 is along path 3-9-11. This is T,
for event 9 plus the duration, or 17 + 5, or 22. Note this without enclos-
ing it in a box, and then investigate the path through events 3—10-11:

Excavate Sewer

3 sewer 5
10 5

22
Excavate Install

electrical manholes : manhales
| 5
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For event 10, the T 1s 7+ 1, or 8. For event 11 along path 3—-10-11, the
early event time is 8 + 5, or 13. The activities along path 0-1-2-3-10-11
can be accomplished in as early a time as 13 days; along path
0-1-2—-3-9-11 they would take 22 days. What is T for event 11? The ear-
liest time for reaching event 11 is the end of the twenty-second project day.
Accordingly, discard the 13-day solution and select the longer 22-day
answer as T for event 11:

Excavate Install
for sewer sewer
10 5
Electrical manhote Electrical el
excavation manhole "
1 5

Ty 1s always the larger value when there is a choice between two or
more values.

A caution is in order here. Remember that the event numbers have
no significance other than identification. Unfortunately, it is easy to
add them in accidentally as durations or to use the event number rather
than the T%. This is particularly the case with one- or two-digit event
numbers. To avoid the error, circle the event numbers, use three-digit
event numbers, or do both.

Figure 8.2.1 is the entire site preparation network with times assigned
and early event times noted. The T at event 12 is the choice of the time

A
Instoll Undergraund Cunnect
Drill well Q\wellpumpfs\worer piping fs\pipmg
15 N 2 TN 2

Water tank @Erect Tunk piping

faundatians water tank ond valves

4 10 10
(7]
Clear [ 3 |Survey and[ 5 |Rough Excavate |17 [Install sewer 4
@sne luyou' grade \101 sewev/.\und back fill 20
OO0~ ®

Excavate for 13
electrical Install Install efectrical
duct bank

manholes manholes

Early event times D Puli in

power feeder

Overhead pole line B
6 2/ 5

Figure 8.2.1 Early event times: site preparation.



Cranking the Engine 91

along path 11-12 (22 + 3 = 25) or along path 3-12 (7 + 6 = 13). The T}
at event 12 is the longer time, or 25. The early event time at event 13
along this lower path is 25 + 5 = 30.

Now observe the two upper paths. The path through events 3—4-5-8
totals 25 days. That, added to the T at event 3, gives an early time
along the path to event 8 of 7 + 25, or 32. Along the path through
events 3—-6-7-8, the activities total 24 days. This 24 + 7 is 31 days,
which is less than 32. Thus, the T at event 8 is 32. The early time to
event 13 along the upper path is 34 days. Since this is larger than 30
days, the T}y for this network is 34.

The result is 34 days, but what is the significance? Based on our log-
ical sequence and time estimates, the shortest time in which this work
could be completed is 34 working days, or about 7 weeks.

Late Event Time T,

The late event time 7} for an event is defined as the latest time at
which an event can be reached without delaying the computed project
duration. Keep in mind that “late” in this context is late in terms of this
computed completion time rather than a desired or prescribed comple-
tion time. To determine late event times, work backward through the
network. From Figure 8.2.1, the final event 13 has two activities (8-13
and 12-13) leading into it:

@ Connect piping
2
@ Pull in power feeder
5

By definition, the late event time at event 13 is 34 days, since the late
event time for the terminal event equals the early event time for that
event. If event 13 is to be reached by time 34, event 8 must start no later
than 34 less the duration of activity 8 — 13 (34 — 2). Thus, the late event
time for event 8 is 32. The late event time for event 12 is 34 — 5, or 29.

In showing the late event times 77, on the diagram, put them in cir-
cles to differentiate them from the 7'; values. Figure 8.2.2 shows the late
event times for this network. In determining T, values, there is a choice
between values when two or more arrow tails converge. On Figure 8.2.2
that occurs only at event 3, where the tails for five arrows converge.
Figure 8.2.3 is an enlargement of the network at event 3.

From Table 8.2.1, the path backward from event 4 results in the
“earlier” late event time at event 3. T} is always the earlier value when-
ever there is a convergence of two or more arrow tails. Accordingly, 77,
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Figure 8.2.2 Late event times: site preparation.
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Figure 8.2.3 Network at event 3.



Cranking the Engine 93

TABLE 8.2.1 Late Event Times at Event 3

Late event time

along this path
Activity Late event time Duration, days from event 3
3—4 22 15 7
3-6 12 4 8
3-9 21 10 11
3-10 21 1 20
3-12 29 6 23

at event 3 is time 7. As a check, the late event time for the originating
event should always be zero.

Computed event times, both early and late, is fundamental informa-
tion. Nonetheless, network events are not very descriptive. For instance,
how would you describe event 3 in Figure 8.2.3? You would probably term
it “completion of grading.” But how would you indicate that it marks the
logical starting point for five other activities? Certain key events, or mile-
stones, are easily identified and are of interest. Among them are com-
plete foundations, start steel erection, start studs, complete drywall, and
start piping.

Because construction is work-oriented, activity descriptions better
define the CPM plan. Accordingly, activity time information is the most
useful format.

8.3. Activity Start and Finish Times

The source of activity start and finish times is event time calculation.
Look at the typical activity:

0 @
El Activity |I|

Each activity must be bound by two events. The earliest time that an
activity can start is when the TFE for its starting (or i) event has been
reached. That is,

Early start = ES = TE (event i) =
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TABLE 8.3.1 Activity Information First 9 Activities

Activity Duration, days Description

T

|
QUi = OO W=

Clear site

Survey and layout

Rough grade

Drill well

Water tank foundations
Excavate sewer

Excavate electrical manholes
Pole line

Well pump

—_

—_
N O UL DN W

[
R

JkDJOJClJJOJOJl\’)l—‘

If the early start (ES) is known, the earliest time the activity can be
completed is the start time plus the job duration (D):

Early finish = EF = ES + duration = ES + D

After determining the early time for an activity, the late time is the
TL for the finishing (or j) event; that is,

Late finish = LF= TL (event j) = @

After late finish, the late start is obviously
Late start =LS=LF-D

Certain information about activities can be summarized before any
calculations are made. For instance, from Figure 8.2.1, the first nine
activities offer the information shown in Table 8.3.1. After the event
times are computed, the additional information shown in Table 8.3.2

TABLE 8.3.2 Event Time Calculations First 9 Activities

Duration,
Activity days Description ES LF
0-1 3 Clear site 0 3
1-2 2 Survey and layout 3 5
2-3 2 Rough grade 5 7
3-4 15 Drill well 7 22
3-6 4 Water tank foundations 7 12
3-9 10 Excavate sewer 7 21
3-10 1 Excavate electrical manholes 7 21
3-12 6 Pole line 7 29
4-5 2 Well pump 22 24
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TABLE 8.3.3 Activity Time Calculations First 9 Activities

Duration,

Activity days Description ES EF LS LF
0-1 3 Clear site 0 3 0 3
1-2 2 Survey and layout 3 5 3 5
2-3 2 Rough grade 5 7 5 7
3—4 15 Drill well 7 22 7 22
3-6 4 Water tank foundations 7 11 8 12
3-9 10 Excavate sewer 7 17 11 21
3-10 1 Excavate electrical manholes 7 8 20 21
3-12 6 Pole line 7 13 23 29
4-5 2 Well pump 22 24 22 24

from Figure 8.2.2 can be listed. Adding duration to the ES column and
subtracting it from the LF gives what is shown in Table 8.3.3.

8.4. Critical Activities

The early CPM team referred to the critical path as the “main chain.”
The term was dropped in favor of “critical path,” which was used by the
early PERT group. The critical path determines the length of the proj-
ect. It is the longest part into the last event, since it establishes the latest
TE for the last event. Accordingly, the longest chain or path of activi-
ties through the network is the critical path.

The critical path is not always obvious. Look at the network for the
interior work for the John Doe plant (Figure 18.5.4.) You might guess
at the critical path based upon experience, but without a project time
estimate for each activity, you cannot identify it. Figure 8.4.1 is a plot
of activity information on a time scale. Note that the activities 0—1, 1-2,
2-3, 3—4, and 4-5 show a solid connection; they are on the path of crit-
ical events (0—1-2—-3-4-5, etc.). Look at the activity times for activity
4-5. The ES 1s 22, and the LF is 24. The time span between them is
2422, or 2. Since the time span available equals the duration for activ-
ity 4-5, the activity must start on its ES and finish on its EF if the proj-
ect 1s to finish by time 34. Note that for these critical activities, early
start equals late start and early finish equals late finish.

In Figure 8.2.2, the critical path goes through events 0—1-2—-3—4-5-8-13.
Three conditions that each critical activity must meet are:

1. The early and late event times at the activity start must be equal:

[]=G
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Figure 8.4.1 Plot of activity information on a time scale.

2. The early and late event times at the activity completion must be

equal:
=D

3. The difference between the ES and LF must equal the duration.

The first two conditions are easy to recognize when the network is
manually computed with TE and TL on the diagram. People often forget
to test for the third rule, however. Add an activity 3—5 to the network
and call it deliver pipe. The delivery cannot start until the site is rough-
graded (event 3), and it is needed before piping installation starts
(event 5). If the delivery takes a week (duration = 5),

Deliver pipe

@ °
3 Drill well 4@@ Well 5

pump
2

15

Activity 3—5 meets the first two conditions, but 24 — 7, or 17, is greater
than an activity duration of 5; accordingly, activity 3—5 is not critical
even though it spans two critical events.

Note that there can be any number of critical paths through the net-
work. One path can spread out into a number of paths, and a number
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of critical paths can converge into one. However, the critical path(s)
must be a continuous chain of activities; it cannot be intermittent. Also,
there must be at least one critical path from the first to the last event
of the project.

8.5. Total Float

In preparing the CPM diagram for a channel improvement project,
Corps of Engineers planners were certain that the critical path would
be through the pile-driving activities, because pile driving had always
been critical in the past. However, the Corps had reckoned without its
own foresight.

Based on past experience, the Corps construction group had devised
a scheme that enabled them to utilize two pile-driving rigs instead of
one in the limited space available. That cut pile driving off the critical
path. It was replaced by a land acquisition handled by the Corps real
estate group. Their time estimate also was based on experience. In this
case, the diagram served as a communication medium to advise all cog-
nizant Corps groups of new planning factors. If activity 3-5, deliver
pipe, is not critical, what differentiates it from a critical activity? Since
it has an available working time span of 17 (24 — 7) and a duration of
5, there is a latitude in scheduling it equal to 17 — 5, or 12. We call this
characteristic float:

Float=F=(LF-ES)—D
Since EF=ES + D,

Float=(LF - ES)—D=LF - (ES+ D)
=LF-EF

Also, since (LF = LS + D) and (EF = ES + D),

Float = LF — EF = (LS + D) — (ES + D)
-LS-ES

Getting away from formulas, it is reasonable for the difference
between the early and late starts to equal the scheduling flexibility, or
float. Also, the difference between the late and early finishes furnishes
the same values.

In the network shown in Figure 8.2.2, the total float for all activities, by
using each of the previously mentioned formulas, is shown in Table 8.5.1.

Case 1, shown in Figure 8.5.1, is a time scale plot of activities 3-9, 911,
11-12, and 12-13. The total float for each of the activities is 4. Does this
mean that each of the activities has 4 days of float to use? The answer



98 The Theory of CPM Planning and Scheduling

TABLE 8.5.1 Float Calculations

Formula: F=LF-ES-D

Activity LF -ES —Duration = Float
0-1 3 0 3 0
1-2 5 3 2 0
2-3 7 5 2 0
3-4 22 7 15 0
3-6 12 7 4 1

Activity LF -ES —Duration = Float
3-9 21 7 10 4
3-10 21 7 1 13
3-12 29 7 6 16
4-5 24 22 2 0

Formula: F = LF - EF

Activity LF -EF = Float
5-8 32 32 0
6-7 22 21 1
7-8 32 31 1
8-13 34 34 0

Formula: F = LS - ES

Activity LS (LF-D) -ES = Float
9-11 21 17 4

10-11 21 8 13
11-12 26 22 4
12-13 29 25 4

is a qualified yes. If none of the prior activities in this same chain has
used the float, the answer is yes (see Table 8.5.2).

In case 2, shown in Figure 8.5.1, assume that activity 3-9 used the 4
days of float. That is, it started at time 11 instead of the ES of 7. The
result is a solid link of activities following 3—9. When total float is used
up by any one activity or a series of activities, all succeeding activities
become critical.

Case 3, shown in Figure 8.5.1, illustrates the use of total float by dif-
ferent activities in the chain. Activity 3-9 starts two days after its early
start, which reduces the float to two days. Activity 11-12 delays its start
until the late start, and no float remains. Look at the float picture in the
broader view. The TE for event 3 is 7; the T'L for event 13 is 34. The dif-
ference, or 27 days, is the time span within which the four activities must
be accomplished. Adding the durations of these four activities results in
what is shown in Table 8.5.3.



Cranking the Engine

718 9 [io]uTie[i3[14]isTie 1711819 J20]21[22[23[24]25]26]27] 28]29[ 30]31[32] 33] 34|
Early Early
start 3-9 finish 3-9
Case ] 0 Foal 4
9
5 I ]__F[;JZ; 4 days of
float remain
4-doy 3 ]2——%&?4“ unused
delay
insfarting |Late start 3-9 Late finish —— - —
Case 2 3.9 5 Fioat = 4
— 10 9>
C‘ Float used, all
5 activities critical @D
3 2 days
2-day of float
| Late start i
deloy /L rim_om Last 2 days} Late
Case 3 N = £ flogt | finish 5
10 | Sseq |- |uate finish
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Figure 8.5.1 Time scale plot of activities.
TABLE 8.5.2 Total Float Path
Activity ES EF LS LF Float, days
3-9 7 17 11 21 4
9-11 17 22 21 26 4
11-12 22 25 26 29 4
12-13 25 30 29 34 4
TABLE 8.5.3 Total Float
Path Duration
Activity Duration, days
3-9 10
9-11 5
11-12 3
12-13 5
23

Total

99
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The available time span from event 3 to event 13 (27 days) less the
total time for the activities in this chain (23 days) is 4 days float. This
1s another illustration of the shared aspect of float.

8.6. Free Float

The originators of the critical path method defined a variety of floats,
including total float, free float, and independent float. The measure of
float previously described is known as “total float.” It is both the most
widely used version and the most practical one. Of the three types orig-
inally defined, only two appeared to have any practical use: total float
and free float.

Free float is defined as that which, if used, will not delay the early
start of a succeeding activity. The definition appears to offer a very
useful identification. The formula, compared with the total float formula,
is as follows:

(i) - [i] - D =total float =LT;~ ET;~ D = LF - EF = LS - ES

—[i] - D = free float = ETj— ET;~ D = EES(qyce— ES - D
= EES(succ) - EF

Looking past the formula, though, free float loses its luster. As an
example, take Figure 8.6.1, which is part of the initial John Doe network
between event 3 and event 13. All these activities have total float, how-
ever, as a string of activities emerges from a junction event, such as event
3, the early start for all activities has been controlled by the selection
of the longest of all paths leading into that junction event.

In this example, the critical path from event O to event 3 determined
that the early start time is 7. For a string of more than one activities,
such as 3-9 or 3—10, in which the early finish for the j event is deter-
mined only by the early start figure coming out of the junction point, the
formula necessarily produces a free float of 0. It is only when the string
of activities joins another junction event, at which a new early start
figure is determined by the longest path leading into the new juncture,
that the free float formula produces a non-zero number. This number is
produced because one or more other paths coming into the junction
point establish an early start for that key junction, which is greater than
the early finish time of the series of activities under a study.

Free float is really a comparative value of floats in parallel paths. All
the activities shown in Figure 8.6.1 have float, and the lowest float
value is 4. Thus the free float values are 0 for the lowest relative float
path (3—9-11-12-13). However, the free float is also 0 on the activity
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Figure 8.6.1 Free float compared with total float: John Doe project.
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3—10, which initiates the path 3—10-11, but it is 9 on the second activ-
ity because that is the last activity before a junction point.

The free float for activity 3—12, which has only a single activity in the
string, is dependent on the early event time at event 12, which is estab-
lished by the longer path 3-9-11-12 and, therefore, has a non-zero free
float value. Free float 1s, therefore, deceptive because it shows a zero
value for the parallel path with the lowest total float and also for any
series of initial activities with early finishes that are not dependent on
another chain. In some cases, the free float will equal the total float value
where a path of non-critical activities re-enter a critical path string of
activities. It may be less than total float, but it will never be more.
Many programs still print out free float even though it is virtually never
used. Other times, the program may continue to generate free float but
the printout is blanked off by request.

When a column listing, Free Float, is included in a report, it is usu-
ally to note the amount of slippage permitted for delivery of fabricated
materials that will not delay the early start of a subsequent erection or
installation activity. But as noted previously, the calculated attribute is
misleading as project personnel would desire similar information relat-
ing to the submittal, approval, and fabrication activities preceding the
delivery activity. Instead, each of these preceding activities has a cal-
culated free float of zero because their successors each have but one pred-
ecessor. Non-zero free float can only exist where an activity has more
than one predecessor. It is the consequence of the merger of multiple
paths of logic.

Two solutions to this problem are theoretically possible. Each involves
assignment of a new attribute “path free float” to calculate, record, and
report the latest dates on which an activity must start or finish if not
to delay the earliest start of its successor(s.) The first is to have a code
field reserved for designation of an activity as being the last of a string
or sub-path leading to the “not to be delayed” activity. The second
requires coding of the restraints (such as in a RDM system) leading to
a merger of paths with calculation of the “path free float,” (or “junior
float” as suggested in Chapter 2), whenever the restraint is of a speci-
fied (such as “deliver material”) type. Each method has its benefits and
limitations, but the programming for each is relatively simple once
there is sufficient demand in the marketplace.

8.7. Independent Float

Independent float represents the attribute that an activity start or
finish may be deferred without reducing the ability or float of any other
activity’s start or finish to be deferred. To some extent, it is a more reli-
able indicator of when an activity is “needed” than free float. However,
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as noted previously, when independent float was first defined, there did
not appear a practical use for its calculation. Thus, as early computers
were rather limited in power, it was not calculated in most situations
and became a largely ignored artifact.

As computers became more powerful, the ability to level (stay below
a set level) and smooth (minimize cycles of increasing and decreasing—
or hiring and firing) use of resources became part of commercially avail-
able software. It became clear that in deciding which activity may be
deferred, the already calculated free float attribute was useful. However,
it appears that since independent float was not already calculated, the
programmers adding the leveling and smoothing modules to the CPM
software did not see the benefit of modifying the basic calculation mod-
ules to provide this attribute.

The formula for independent float also is a bit more complex and this
may have put off the programming team. The formula is expressed as:

IF = independent float = EES c) — LLF jyeq) — Dur

or the earliest of the early starts of all successors to an activity, minus
the latest late finish of all predecessors to an activity, minus the dura-
tion of the activity. In Figure 8.7.1, the only activity to have independ-
ent float would be Activity “H.” The early start of “I” is 40. The late finish
of “A” 1s 10. The duration of “H” is 10. The independent float = IF =
40 — 10 — 10 = 20. Compare this to Activity “G.” ESq — LFy — DUR g,
=40-30-10=0.

A B C D I
0 10 10 10 10 20 20 10 30 30 10 40 40 10 50
0 10 10 20 20 30 30 40 40 50
000 000 000 000 000
F G
ES DUR EF 10 10 20 20 10 30
LS LF 20 30 30 40
TE FF IF 10 00 10 10 0
H
10 10 20
30 40
20 20 20

Figure 8.7.1 Comparison of total float, free float, and independent float.
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8.8. Time Scale Network

Figure 8.4.1, which demonstrates the critical activities, is the front end
of a plot of the site work activities according to a time scale. If all the
activities are plotted according to a time scale, the result is a graphical
calculation of the network. (See Figure 8.8.1 for a time scale network of
the John Doe project.) The activities are plotted in solid line to scale, with
dashed-line connections to the event connection point. The dotted sec-
tion is equal to the float in the chain of activities.

In plotting a network in which a computer or manual calculation
has not been made, all activities are plotted by early start. Float will
appear as dotted lines following the last activity in a series. If the net-
work has been calculated, either manually or by computer, the pre-
ferred plot is by late start. The early start plot gives the CPM
calculation, but experience confirms that activities do not start at the
earliest point. Accordingly, an early start plot will be patently incor-
rect at each update. And if the network is to be updated correctly, each
review will require a time-consuming redraft. On the other hand, if
the graphical plot is to a late start, redrafting will not be required
unless a major change in approach is decided on. In fact, if the
sequence and durations go unchanged, the graphical network (late
start plot) can be made to remain correct by a simple shift of the hor-
izontal time scale.

Figure 8.8.1 Time scale network: John Doe project. (Plotted to early times).
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8.9. Computation Time

How long it takes to compute a network manually and how large a net-
work can be hand-computed cannot be specifically answered because net-
work characteristics vary. Why would anyone care to do these calculations
by hand rather than by computer? Beyond the simple answer that a
Scheduler or engineer should understand what is going on inside that
black box, there are often situations in the field where a small network 1s
developed for immediate use and there is not time to go back to the office.
This provides the overall time frame, and often picks up obvious errors.

The John Doe networks have about 130 activities. (A rule of thumb:
The number of activities in a network is about equal to 1.6 times the
number of events.) You can hand-compute the John Doe networks faster
than you could input data to a computer for one run. However, if you
expect several runs, the computer is much faster. If a computer is avail-
able, you should probably use it for networks above 100 to 200 activi-
ties if you expect reruns. If you have a complex, tightly interconnected
network, a network of 100 or 200 activities can be tedious to compute.
Thus, there is no specific limit to hand computation. You will have to set
your own limits based upon your own situation and experience.

8.10. Writing Your Own CPM Software

The basic rules for activity time computations are relatively simple, so
simple that they are intuitively obvious. To reiterate the rules:

1. The early start (ES) of the first activity is defined as zero.

2. The early finish (EF) of any activity is the ES + duration (D).

3. The ES of any other activity is the latest of the EFs of all predeces-
sors to that activity.

4. The late finish (LF) of the last activity is defined as equal to the EF.
5. The late start (LS) of any activity is the LF — D.

6. The LF of any other activity is the earliest of the LSs of all succes-
sors to that activity.

7. The total float (TF) of any activity is equal to the LS — ES, which is
also equal to the LF — EF.

As an aid, refer to the following simple diagram of a CPM activity:

Activity Description

e ———— (J)
ES Duration EF
LS LF
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Armed with these equations and some common sense, you can write
a fairly sophisticated software program in whatever language you prefer
for solving activity time computations.

First, identify the first activity in the network. Intuitively, you can
do this by looking at the left-hand side of the pure logic diagram.
However, if our diagram was our first draft, it may look more like
Figures 5.1.1 or 5.1.2 or perhaps an even rougher diagram where the
first activity is not clearly at the left. (It is interesting to note that
Figures 5.0.1, 5.1.1, and 5.1.2 could not be solved using the matrix
method discussed in this chapter or by early computer systems that
required a single starting activity.) So how do we know which is (or are)
the first activity in a network?

Look at the preceding diagram. Note that the (j) node for each activ-
ity will be the (i) node for the next activity. Similarly, the (i) node of each
activity is the (j) node of another activity—except for those activities that
do not have a predecessor—first activities. So for the first module of your
program, you can assign an ES of zero to all first activities of a logic net-
work. After assigning an ES of zero, compute the EF as the ES + dura-
tion (D). You can then compute the ESs of other activities.

Look at the next activity in the list of activities (or the next record in
a database) without concern for the order in which the activities are
listed. Note the (i) node and search for the activities having the same
node number in their (j) column (see Figure 8.10.1.). Note its EF. If it
has been previously calculated, store this number and look for others.
You can then assign the latest EF as the ES of your target activity, and
compute the EF as the ES + D of that activity.

If the EF has not yet been defined, then ask, “Which is larger, any
known number or undefined?” The answer is always “undefined,” which
is the entry you assign to the ES of your target activity. Complete each
activity in your list until you reach the end of your list, then return to
the top of your list and repeat the process for all activities with an
“undefined” ES. Eventually, you will have determined an ES and cal-
culated an EF for each activity in your list. This concludes the forward
pass of your intuitive program.

The first step in the backward pass procedure is to determine the
last activity (or multiple last activities, which is discussed in later chap-
ters). Simply, the last activity is that in which the (j) node does not
appear as an (i) node in a list of activities. The remainder of the program
is left as an exercise for the student.

CLASS EXERCISE: Write, compile, and execute a CPM program
for the first 17 activities of the John Doe project as depicted in
Figure 18.5.1
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Figure 8.10.1 Manual calculation of ED, EF, LS, LF, and TF by simulated com-
puter method.

You can expand your program to include features of modern propri-
etary software. For example, you can assign a title or description to
each activity based on its unique i—j designation. Similarly, you can
assign a date to each time designation, even addressing weekends and
holidays by skipping them in your conversion list.
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The basic system is indeed very simple and can be easily improved
upon. You can improve the ease of use, include additional features, or
add the capability to select and sort activities for more informative
reports and graphics.

8.11. Manual and Computer Solution for PDM
with Durations Between Activities

The addition of non-traditional types of restraints (leads) and durations
between activities (lags) can make the calculation more tedious, but it
is still understandable. Figure 8.11.1 illustrates the additional inputs
to calculation of the early finish during the forward pass, and the late
start during the backward pass. Notice that since it is no longer guar-
anteed that EF = ES + D, nor that LS = LF — D, the calculation of total
float changes and that it is possible that LS — ES = TF g;,,., is not equal
to LF - EF = TF(Finish)'

Figure 8.11.2 illustrates the new calculations required to determine
the ES and EF attributes of the forward pass. The initial ES is still
defined as zero (or DataDate during an update) but the EF is now the
greater of ES + D or EF,,.q +1ag or ES(,.q +1ag. The ES of subsequent
activities is now calculated as the greater of the latest early finish of all
predecessors plus lags or preceding early starts plus lags.

Figure 8.11.3 illustrates the new calculations required to determine
the LF and LS attributes of the backward pass. The final LF is still
defined as equal to the EF but the LS is now the lesser of LF — D or
LSy — lag or LF ., — lag. The LF of preceding activities is now cal-
culated as the lesser of the earliest late starts of all predecessors minus
lags or succeeding late finishes minus lags.

SF lag duration
Other activity
L FF lag duration
Other activity
Activity
ES duration EF
LS LF
TF start TF, finish
SS lag duration o
Other activity
SF lag duration

Other activity

Figure 8.11.1 Additional Inputs to Early Start in PDM calculation.
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Figure 8.11.2 Forward pass.
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Figure 8.11.3 Backward pass.
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Other FS lag duration Other SF lag duration
activity activity
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Figure 8.11.4 Additional calculations required to account for non-traditional restraints
and constraints.

The problem only gets worse as we add in the additional calculations
necessary to incorporate constraints that may override the logic of the
CPM network as illustrated in Figure 8.11.4.

Solution of Figure 8.11.5 is left as an exercise for the student.

8.12. Summary

This chapter discussed the use of event times to compute activity times,
specifically early start, early finish, late start, and late finish. The three
rules for identifying a critical activity were started, and float time was
defined.

1015
Activity #4
1005 10 days 1035
Activity #2 Activity #8
6 day: 4d
e 1020 s
Activity #5
1000 $S0 3 days 1045
Activity #1 FF2 Activity #10
SS5 y
6 days 6 days
1025
1010 Activity 1040
.. #6 FS2
Activity #3 Activity #9
2 days ays
ays 1030 5 days
Activity #7
4 days

Figure 8.11.5 Sample network for student solution.



Chapter

Adding Complexity

The basic ADM model requires only three data fields: an i node, a j
node, and a duration. As we saw in previous chapters, preparation of a
computer program to perform the calculations of activity attributes for
such a simple model is an easy exercise. To appreciate the multitude of
possible misunderstandings that can be created, we examine some of the
enhancements to the basic model.

9.1. Enhancements to the Basic System

Many features have been added to the basic concept of CPM. Some of
these enhancements include the following.

m Separate tracking of original duration versus remaining duration

® Input or calculation of percent complete

® Defined subtasks and checkoff updating

®m Reporting early starts/late starts/finishes with calendar dates

® Use of multiple calendars

®m Multiple starting and ending activities

m Restraints and constraints to activities extraneous to the pure logic
network

m Negative float and modifying the definition of criticality
® Continuous and interruptible performance
® Assigning actual start and finish dates to activities

® Choice of algorithm for work performed out-of-sequence of retained
logic versus progress override

Copyright © 2006, 1999, 1993, 1984, 1971, 1965 by The McGraw-Hill Companies, Inc.
Click here for terms of use.
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® Events and milestones

® Hammocks and summary network logic

m Association of user-defined code fields to activities
® Association of resources to activities

® Association of costs to activities

® Driving resources

Multi-project scheduling

Hierarchical coding structures

Using the precedence diagramming method (PDM)

Resource leveling and smoothing
PERT, SPERT, and GERT

9.2. Original versus Remaining Durations

Creation of separate data fields for original and remaining duration
may seem trivial. However, in performing updates to the network, it is
important to remember that you should only update the remaining
duration of activities that have actually started.

If new information leads you to desire to change the duration of an
activity not yet started, such a change is a revision to the network rather
than an update of the existing schedule. Thus, since no work has yet
begun, the duration to be changed would be the original duration. As we
have discussed, the mixing of information based upon observations
(updates) and hopes and expectations (revisions) can dilute the value of
the resulting calculations as a tool of analysis for the project. Another
problem that occurs when changing the remaining duration of an activ-
ity not yet started is an erroneous report of progress.

But what remaining duration should we use if the activity is started
and then work is to be suspended for a period of time? One school of
thought suggests increasing the remaining duration to cover both the
anticipated period of inactivity plus the remaining duration of actual
work. Notice that the definition of remaining duration now is remaining
duration plus-something-else, linguistically a poor definition. A better
method to handle such a situation is to report a remaining duration of
anticipated work days only, and subject the remaining portion of the
activity to a constraint. This method recognizes that your statement that
work remaining will be deferred until a future date is a revision to the logic.

9.3. Percent Complete

If a new field is added for percent complete, the first issue is to deter-
mine percent complete of what. To illustrate, different personnel may
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report differing percents complete for the same activity. The project cost
accountant may be interested in the percent of budget expended or per-
cent of earned value for the activity. For installation of a pump, an activ-
ity which can take 5 days, 90 percent of the cost is both expended and
earned when the pump is rough rigged and set in the first day. Final posi-
tioning, milling, and connections may take another 4 days, and 90 per-
cent of the labor, so that from a foreman’s viewpoint, only 10 percent of
the activity is complete. From the Scheduler’s viewpoint, 4 of 5 days
remain, so 20 percent of the activity is complete.

From the owner’s viewpoint, the installation will not be 100 percent
complete until the pump is successfully tested. Then again, from the
Scheduler’s viewpoint, the activity will be 100 percent complete when
its successors are capable of starting.

If after the pump has been rough rigged a problem is encountered,
requiring reporting the remaining duration as 7 days, will we report neg-
ative percent complete, 20 percent complete, or 90 percent complete?
Most software programs will report 0 percent complete.

If an actual start date field has been added and an actual start
reported for this activity (see more on problems on Actuals later in this
chapter), and for an activity of original duration of 10 days, 10 days have
passed to reach the 50 percent complete point, is the remaining dura-
tion to be calculated as the remaining 50 percent of the original dura-
tion (that is, 5 days remaining) or based upon the performance to date
(that is, another 10 days)?

9.4. Defined Subtasks and Check-off Updating

Part of the definition of an activity is that it is a set of instructions given
to an entity that may perform it without further intervention. However,
the performance of the activity may involve several discrete tasks. These
tasks may be performed in a specified order, or one of several specified
orders or in any order. For example, in rotating the tires of an automobile,
removal of the nuts holding each wheel in place may be performed in any
order but must be replaced in one of several specified orders. Rarely need
the master mechanic specify an exact order to an assistant. A pre-flight
checklist is another example. However, although a specified order of these
tasks may not be required, some means to check off and record that each
step has been taken is desired.

Several methods can be used to implement such additional functional-
ity. The description of the activity may refer the user of the CPM printout
to a separate check-off list. Or the activity description may be annotated
on the printout by means of logs or notes, as depicted in Figures 9.4.1, 2
and 3. Or a true, interactive check-off system may be implemented, as by
Primavera’s P3e/c’s Step function as depicted in Figure 9.4.4.
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Figure 9.4.2 Primavera P3 Logs
checked off as performed.

note individual bents of a drainage pipe.

Each line is

Figure 9.4.3 Primavera P3 Logs note individual bents of a drainage pipe. Each bent is

checked off as performed.

Figure 9.4.4 Primavera P3e/c Steps allows user to specify tasks within the “Place 2 SUR-
FACE COURSE?” activity. User may check-off as work performed — 19mm 1st Course is
67 percent, 9.5mm 2nd Course is 33 percent of this 4-day activity.

114
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The sole caveat is that defined subtasks or Steps cannot take the place
of activities. Since there is no logic between the subtasks, much less logic
that may transcend the group of subtasks within an activity (for example,
deliver rebar to the rebar subtask of “Form/Rebar/Pour Wall” activity), this
feature regresses scheduling back to a ToDo list. The sole danger created
by the addition of “Steps” is not technical but psychological, that is, the user
must use these to supplement the description of an activity and not to
replace the proper use of activities and fall back to the use of a ToDo list.

9.5. Calendar versus Work Period Conventions

The original implementation of ADM, including i node, j node, and dura-
tion, works solely with numbers and not dates. Thus an activity may be
reported to have an early start of Day 5 and early finish of Day 12. If for
each of the calculated fields ES, EF, LS and LF we add fields to report such
day numbers in date format, our output will be much more useful to the
user. However, the use of dates does create new opportunities for misun-
derstanding.

Let us assume a 5-work day per week calendar with day ZERO being
01FEB99 (Figure 9.5.1):

Our first option is to assign a date to each day number (Figure 9.5.2).
This assumes that each day entails 24 hours. Activity A would finish at
7:59 AM on 08FEB and Activity B would start at 8:00 AM on 0SFEB. This
can be misleading since, in the real world, we would probably finish Activity
A at 4:00 M on O5FEB, and a foreman reading the schedule might think
that he or she had until 08FEB to complete Activity A.

Our second option is to assign two dates to each day number, one if the
day number is an early (or late) start and one if the day number is an early
(or late) finish. Here, we explicitly understand that the “day” ends at 4:00
PM, and that even with overtime, we will certainly finish before midnight.

FEBRUARY 1999 WORK DAYS
MON TUE WED THU FRI SAT SUN MON TUE WED THU FRI SAT SUN
12 3 4 5 6 7 o 1 2 3 4 - -
8 9 10 11 12 13 14 5 6 7 8 9

15 16 17 18 19 20 21 10 11 12 13 14 - -
22 23 24 25 26 27 28 15 16 17 18 19 - -

Act A 0D=5 Act B OD=7 Act C 0OD=1 Act D 0OD=2
l-——— - 2- e B b 5
ES/EF 0 5 5 12 12 13 13 15
option 1 Ol1FEB O8FEB O8FEB  17FEB  17FEB 18FEB 18FEB  22FEB
option 2 O1FEB  OS5FEB  O6FEB  16FEB  17FEB 17FEB 18FEB  19FEB

Figure 9.5.1 Calendar days versus project days.
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Act A 0D=5 Dummy 0D=0 Act B OD=7  Act C 0D=1 Act D 0D=2
1- 2o ---3 -4 -4 5
ES/EF 0 5 5 5 5 12 12 13 13 15
option 1 O1FEB O08FEB O8FEB O08FEB O08FEB 17FEB 17FEB 18FEB  18FEB  22FEB
option 2 O1FEB OS5FEB O8FEB O5FEB O8FEB  16FEB  17FEB  17FEB  18FEB  19FEB

Figure 9.5.2 Problems with calendars. Option #1 work “ends” at 7:59 AM . Option #2 work
“ends” at 4:00 PM.

This second option looks less likely to be misunderstood at first glance.
The 1-day Activity C both starts and finishes on 17FEB. But what if
Activity B is a logic restraint or milestone having zero duration?

Option 2 now causes confusion by listing the late start for Activity B as
occuring before its early start. If the logic restraint (or “dummy”) spans a
weekend, the late start may be reported several days earlier than the
early start. Schedulers and users of the software know what is meant, but
third parties think the software is flawed or worse. A third option was cre-
ated by several software vendors, which reported the early (and late) fin-
ishes for logic restraints or milestones as equal to the early (or late) starts
(Figure 9.5.3). This caused even more confusion for some users. At least
one software vendor gave individual users the choice of options 1, 2 or 3
in the setup or configuration screen for the software. (Imagine the confu-
sion when a data disk prepared by a contractor is run by the engineer using
a different configuration choice.) At least one software vendor solved this
dilemma by declaring that logic restraints or milestones, having no dura-
tion and thus being a point in time, will not report any value for an early
(or late) finish. However, such logic restraints or milestones must be so
declared, and an activity having zero duration, but not declared as a mile-
stone, will default to option 1.

9.6. Multiple Calendars

In the real world, there are some activities which may only be performed
during the work week, and if not finished on Friday, will continue on the
following Monday. There are also some activities, such as the curing of
concrete, which proceed equally well on weekends as on weekdays. In the
original implementations this was addressed by accepting that the specific
dates for any activity, being merely an estimate, may be off by several days.

Act A OD=5 Dummy OD=0 Act B 0D=7 Act C OD=1 Act D 0D=2

PR T < TR 4-—- TR 5
ES/EF 0 5 5 5 5 12 12 13 13 15
option 3 OLFEB O5FEB OBFEB O8FEB O8FEB 16FEB 17FEB 17FEB 18FEB 19FEB
option 4 OIFEB O5FEB O8FEB --- O08FEB 16FEB 17FEB 17FEB 18FEB 19FEB

Figure 9.5.3 Problems with calendars. Option # 2 has different rules for duration > zero
and duration = zero. Option #4 does not print finish dates for “dummy” activity logic
restraints and milestones with duration = zero.
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But as computers became more powerful and software more complex,
the capability of multiple calendars was introduced, first into special high
end software, then into the basic products marketed by the software com-
panies. As expected, the use of multiple calendars creates several poten-
tial misunderstandings.

Our first problem is that multiple calendars create a dilemma in
defining and calculating float. As we have learned, TF (total float) is
equal to the LS (late start) of an activity minus its ES (early start). When
we calculate Day 10 minus Day 5 we always get 5 days of float. But
exactly how much is 10FEB99 minus 01FEB99?

Typically, the total float is reported in units from the same calendar
as the original duration. Thus, if an activity performed on a 5 day per
week calendar has an ES = 01FEB99 and an LS = 0S8FEB99, the soft-
ware will calculate TF= LS — ES =5 days. But if the same activity were
performed on a 7 day per week calendar, the software will calculate TF =
LS — ES =17 days. If requesting a report sorted by criticality, that is, by
total float, the activity on the 7 day per week calendar will not be located
in the proper position.

Even more disconcerting, in changing from a 5 day per week calen-
dar to a 7 day per week calendar and back, especially if weekends are
spanned, is that the software may calculate a critical path with vary-
ing amounts of float on the path (Figure 9.6.1.).

Since, mathematically, the use of multiple calendars degrades the value
of calculations of the total float attribute, the use of them should be lim-
ited unless the progress of work during any one timeframe will vary sig-
nificantly depending upon the calendar used. For example, if cure time for
concrete 1s 1 week, the choice of 5 work days or 7 calendar days is irrele-
vant. However, if the cure time is 3 days, it will make a difference if the
pour is made on a Monday or Friday. However, when one considers the tol-
erance or chance of error of the activities preceding and succeeding the cure
activity, the error raised by leaving the cure on a 5 day or work calendar
1s probably insignificant compared to the loss of accuracy of the total float
attribute. Thus the decision of which calendar to use for the cure activity
1s left to the sound discretion of the Scheduler or knowledgeable Engineer.

Yet another dimension of multiple calendar issues is when one activ-
ity may have multiple calendars. This issue occurs when separate cal-
endars are assigned for activities and for individual resources. As an
example, suppose an activity requires two limited resources, special
equipment and an inspector. The activity may only be worked only on
weekdays. The equipment is only available on the 1st through 10th of
each month. The last day of the activity requires an inspector, who is
never available on Fridays.

Different software vendors treat the use resource calendars in dif-
ferent fashions. Microsoft Project resource calendars work in conjunc-
tion with Activity calendars, thus a day off in either means no work.
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FEBRUARY 1999 5 DAY/WEEK CAL WORK DAYS 7 DAY/WEEK CAL WORK DAYS
MON TUE WED THU FRI SAT SUN MON TUE WED THU FRI SAT SUN MON TUE WED TEU FRI SAT SUN
1 2 3 4 5 6 7 Q 1 2 3 4 - - 0 1 2 3 4 5 6
8 9 1¢ 11 12 13 14 5 6 7 8 9 - - 7 8 9 10 11 12 13
15 16 17 18 1% 20 21 10 11 12 13 14 - - 14 15 16 17 18 18 20
22 23 24 25 26 27 28 15 16 17 18 19 - - 21 22 23 24 25 26 27
Act A OD=3 Act B 0OD=3 Act C OD=4 Act D OD=2 Act E O0OD=2
5-day-calendar 7-day-calendar 5-day-calendar 5-day-calendar 5-day-calendar
Prepare fdn Erect bridge Form deck Rebar deck Pour deck
Ad------mmmm e m e 2mmmme e Jremmmmmae e e L B R FR R 6
CAL 1 ES/EF ¢ 0+3 3 3 5 5 S5+4 9 9 9+2 11 11 11+2 13
CAL 2 ES/EF ¢ 3 3 3+3 6 7 11 11 15 15 17
option 2 01FEB 03FEB 04FEB 06FEB 08FEB 11FEB 12FEB 15FEB 16FEB 17FEB
MON WED THU SAT MON THU FRI MON TUE WED
CAL 1 LS/LF 1 4-3 4 4 5 5 9-4 9 95 11-2 11 11 13-2 13
CAL 2 LS/LF 1 4 4 7-3 7 7 11 11 15 15 17
option 2 02FEB 04FEB O05FEB 07FEB 08FEB 11FEB 12FEB 15FEB 16FEB 17FEB
TUE THU FRI SUN MON THU FRI MON TUE WED
FLOAT 1 5-day 1 1 7-day 10 5-day 0 0 5-day 0 4 5-day 0

TOTAL FLOAT REPORT

INODE JNODE RD % CAL TITLE ESTART EFINISH TF
3 4 4 0 1 FORM DECK 08FEB99 11FEB99 0
4 5 2 0 1 REBAR DECK 12FEB99 15FEB99 0
5 6 2 0 1 POUR DECK 16FEB99 17FEB99 0
1 2 3 0 1 PREPARE FOUNDATION 01FEB99 O03FEB99 1
2 3 3 0 2 ERECT BRIDGE O04FEB99 O06FEBS9 1

ADJUSTED TOTAL FLOAT REPORT

INODE JNODE RD % CAL TITLE ESTART EFINISH TF
1 2 3 0 1 PREPARE FOUNDATION 01FEB99 O03FEB99 1
2 3 3 0 2 ERECT BRIDGE 04FEB99 (06FEB99 1
3 4 4 0 1 FORM DECK 08FEB99 11FEB99 o
4 5 2 0 1 REBAR DECK 12FEB99 1SFEBY9 0
5 6 2 0 1 POUR DECK 16FEB99 17FEB99 0

Figure 9.6.1 Problems with multiple calendars. Confused reporting of total float.

Primavera resource calendars override the activity calendars, thus, an
activity non-work day designated as a resource available day, is worked.
Obviously, the user must read and understand the rules relating to cal-
endar priority prior to use of this feature.

9.7. Multiple Starting and Ending Activities

The original CPM model, based upon the matrix mathematical approach
and the limitations of the limited memory of 1950s computers, required
that every network start with only one activity and end with only one activ-
ity. Several of the lower end software programs today still have this limi-
tation. In addition to being a software limitation, this is usually good
practice, as it precludes “dangling” activities. However, in many instances.
there is a legitimate reason for having multiple starts and completions.
An example of multiple starts is when two (or more) projects, with differ-
ing notice-to-proceed dates, are combined into one larger network to
account for the interrelationships between the two projects. Obviously,
this could be handled without special software by having a common start-
ing activity named “START OF NETWORK” followed by the two specified
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notice-to-proceed activities. A more difficult problem is when there are
two (or more) end products to the network. An example of this situation
is a building with commercial and residential rental space, each of which
may be rented and occupied prior to completion of the other section, as
shown in Figure 9.7.1. In this situation, it is advantageous to have two
critical paths, one to completion of the commercial section as-soon-as-pos-
sible, and one to the residential section, as-soon-as-possible.
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Figure 9.7.1 Multiple completions of project, both being calculated critical.
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The original CPM model, and many programs even today, cannot
handle this type of problem. (As noted in Chapter 8, a simple computer
program that you can write can handle this problem.) A schedule pre-
pared using a software package that can handle this problem, and sub-
sequently loaded to a software package which cannot handle this
problem, may either fail, yielding only an error message, or create a
hidden internal logic restraint to the latest finish, resulting in one “true”
critical path and the mistaken impression that work on the other sec-
tion may be deferred without economic consequence.

9.8. Artificial Constraints to Dates

The ability to add artificial constraints (not based upon explicitly stated
logic) is of great benefit to the user of CPM software. Such constraints
should be divided into two classes, those that could be handled by the
original CPM model with the addition of hidden internal logic restraints,
and those that may require overriding of the basic precept of CPM, that
each activity must be finished before its successor may begin.

If we want to say that an activity can not start until at least a speci-
fied date has been reached, we may provide that activity with a start-
not-earlier-than (SNET) constraint. This could be stated in the traditional
model by creating a logic restraint, from the starting activity to the activ-
ity in question, having a duration sufficient to delay the activity until (at
least) that date. Of course, each update will require laborious recalcula-
tion of the remaining duration required to push to (at least) that date.
Similarly, if we state a specific activity may finish-not-later-than (FNLT)
a specified date, we could add a logic restraint to the ending activity with
a sufficient duration to assure that a deadline is included in the net-
work. (Note the problem of multiple ending activities, and that this solu-
tion, used by some software programs, creates the one “true” critical path
problem there stated) (Figure 9.8.1).

On the other hand, constraints such as SNLT, FNET, mandatory-
start-on, and mandatory-finish-on will override the basic premises of
CPM and must be used with extreme caution.

First, we must agree on what the terms mean. The SNLT constraint may
be interpreted as saying that an activity may start on the specified date,
notwithstanding predecessor logic or unanticipated delays to other activ-
ities. Or, the SNLT constraint may be interpreted as saying that an activ-
ity must start on or before a specified date. The impact of the constraint
1s to the late start of the activity. In this case, the forward pass of the CPM
calculations will not be impacted by this constraint, and the project will
still show completion based upon the logic-based calculation. This second
definition is used by Primavera Systems software.

Comparing, in Figure 9.8.2, Example #1 to Example #2, note that the
SNLT constraint is highlighted only for the late start of Activity #3.
However, both the late start and late finish of Activity #3 and all of its
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Figure 9.8.1

Internal logic for supporting SNET and FNLT constraints.
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PRIMAVERA PROJECT PLANNER
START DATE 1FEB99 FIN DATE 25FEBQQ
DATA DATE  1FEB99 PAGE NO.
ORIG REM ACTIVITY DESCRIPTION EARLY  EARLY LATE LATE  TOTAL
PRED SUCC DUR DUR “/n START ~ FINISH START  FINISH FLOAT
EXAMPLE #1 -- NO CONSTRAINTS
1010 10 5 0 ACTIVITY #1 1FEB99  S5FEB99  1FEB99  5FEB99 o}
1015 1020 5 5 0 ACTIVITY #2 6FEB99 10FEB99  6FEB99 10FEB99 o}
1020 1025 5 5 0 ACTIVITY #3 11FEB99 15FEB99 11FEB99 15FEB99 o}
1025 1030 5 5 0 ACTIVITY #4 16FEB99 20FEB99 16FEB99 20FEB99 o}
1030 1035 5 5 0 ACTIVITY #5 21FEB99 25FEB99 21FEB99 25FEB99 0
EXAMPLE #2 -- SNLT CONSTRAINT OF 8FEB99 TO ACTIVITY 1020
1010 1015 5 0 TIVITY #1 1FEB99  5FEB99 29JAN99  2FEB99 -3
1015 1020 5 5 0 ACTIVITY #2 6FEB99 10FEB99  3FEB99  7FEB99 -3
1020 1025 5 5 0 ACTIVITY #3 11FEB99 15FEB99  8FEB99* 12FEB99 -3
1025 103 5 5 0 ACTIVITY #4 16FEB99 20FEB99 16FEB99 20FEB99 0
1030 1035 5 5 0 ACTIVITY #5 21FEB99 25FEB99 21FEB99 25FEB99 0
EXAMPLE #3 -- MANDATORY START CONSTRAINT OF 8FEB99 TO ACTIVITY 1030
1010 1015 5 0 ACTIVITY #1 1FEB99  5FEB99 29JAN99  2FEB99 -3
1015 1020 5 5 0 ACTIVITY #2 6FEB99 10FEB99  3FEB99  7FEB99 -3
1020 1025 5 5 0 ACTIVITY #3 B8FEB99* 12FEB99  8FEB99* 12FEB99 (o}
1025 1030 5 5 0 ACTIVITY #4 13FEB99 17FEB99 13FEB99 17FEB99 0
1030 1035 5 5 0 ACTIVITY #5 18FEB99 22FEB99 18FEB99 22FEB99 0
EXAMPLE #4 -- START ON CONSTRAINT OF 8FEB99 TO ACTIVITY 1020
1010 1015 5 5 0 ACTIVITY #1 1FEB99  5FEB99 29JAN99  2FEB99 -3
1015 1020 5 5 ACTIVITY #2 6FEB99 10FEB99  3FEB99  7FEB99 -3
1020 1025 5 5 0 ACTIVITY #3 11FEB99* 15FEB99  8FEB99* 12FEB99 -3
1025 1030 5 5 0 ACTIVITY #4 16FEB99 20FEB99 16FEB99 20FEB99 o}
1030 1035 5 5 0 ACTIVITY #5 21FEB99 25FEB99 21FEB99 25FEB99 0

Figure 9.8.2 Compare effect of constraints.

predecessors are impacted by this constraint. Note also the gap of 3 days
between the late finish of Activity #3 and late start of Activity #4, in viola-
tion of the basic algorithm of CPM. Since the forward pass is not impacted
by this constraint, project completion is calculated as the same time as if no
constraint were used. However, an independent critical path is charted to
this activity. In summary, the use of the SNLT constraint is treated exactly
as the FNLT constraint, creating an independent completion deadline (com-
pletion of all activities required for the start of this activity), but not impact-
ing the mandated completion date for other activities or for the project.

Primavera recognizes the other definition noted previously under the
designation of a mandatory start. Comparing, in Figure 9.8.2, Example #1
to Example #3, note that here both the early start and late start of
Activity #3 are highlighted as set to the constrained date of 8FEB99.
Here, the CPM calculated completion of 25FEB99 has been overridden,
and a newly calculated completion date of 22FEB99 was calculated
based upon Activity #3 starting on 08FEB99. Although Activity #3’s
early and late starts are highlighted in the tabular report, and activi-
ties precedent to Activity #3 are noted as having negative float, the
assumption stated, that Activity #3 will start on 08FEB99, is accepted
and used in all other calculations.

Analogous definitions and modification to basic CPM theory applies to
the use of FNET and mandatory finish constraints. Here, the impact of the
FNET constraint is to the early finish, isolating such activity as an inde-
pendently starting activity for purposes of float calculation, but not alter-
ing the project length. Similarly, the mandatory finish constraint will
impact all successors to the constrained activity and push the project com-
pletion date back as if a SNET constraint had been used.
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CLASS EXERCISE: Modify your CPM computer program pre-
pared in Chapter 8 to permit the use of SNET and FNLT constraints.
What additional modifications are required for SNLT, FNET, and
mandatory start and finish activities?

9.9. Artificial Constraints to Algorithms

Although the constraints noted previously plug in a specific date to over-
ride what would otherwise be calculated by the standard CPM algorithm,
other constraints accomplish the same end by substituting a date calcu-
lated during the backward pass with one calculated during the forward
pass. Two such constraints are the zero total float (ZTF) and zero free float
(ZFF.) The ZTF constraint does exactly what it sounds like; it substitutes
the LF date calculated during the backward pass with the EF date cal-
culated during the forward pass. Since the LF now equals the EF, LF —
EF =TF = 0. Thus a new additional critical path will be calculated from
this point back to the start of the network. This feature is often useful
when there is a commercial reason for completing an interim milestone
as soon as possible (such as the commercial space in a mixed residential
and commercial building) without setting a specific contractual deadline.

The ZFF constraint may be used to plan to delay an activity until the
succeeding activity (which may have more than one predecessor) is
ready to start. An example would be for delivery of equipment that is
to be placed upon a new foundation. It may be desirable to not plan the
delivery until the date that the completion of the foundation is expected.
Note that if the foundation is completed early, some advantage may be
lost by the use of ZFF. The revised algorithm for the zero free float con-
straint substitutes the EF and ES calculated during the forward pass
with the LF and LS calculated during the backward pass. Since the for-
ward pass has been completed by the time the backward pass is being
made, the impact of these substitutions will affect only the one activ-
ity having the ZFF constraint, unlike the ZTF constraint, which also
impacts all activities preceding the constrained activity.

9.10. Negative Float

Once we permit an activity, or even a project, to have a constraint to
its completion date, we alter one of the basic theory rules of CPM,
namely that the late finish of the last activity is equal to the early
finish of the last activity (reflecting the desire to complete as early as
possible.) If the FNLT constraint is earlier than the calculated LF of
an activity, then the activity must be completed earlier than it may be
completed and the calculation of TF will be a negative number.
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There are two ways of looking at the question of criticality for a
schedule that has negative float. The first is that all activities having
negative float must be expedited to bring the project back on schedule.
The second is that only the most negative activities now constitute the
critical path. This question leads to the more general problem stated
in the next section.

9.11. Definition of Criticality

The classic definition of critical, as on the critical path, is that total float
equals zero. Two caveats to this definition are required due to extensions
of traditional CPM. The first is when a designated completion date is spec-
ified (for example, by a FNLT) and such a constraint creates negative
float, a question arises as to whether all activities having total float less
than or equal to zero are critical, or only those having the maximum neg-
ative float.

A subspecies of this problem may occur when a specified FNLT com-
pletion date is beyond the calculated completion date. In this case, vari-
ous computer programs may either use the earlier of the calculated or
FNLT date, or treat the FNLT date as a mandated completion date. In the
first case, the total float along the critical path will be calculated as zero.
In the second case, the total float along the critical path will be a positive
number.

As an example, Primavera Project Planner software allows two means
to designate a FNLT deadline for a project. In the opening or OVERVIEW
screen, a field exists for noting the FNLT deadline (Figure 9.11.1). In
addition, the specified activities at the end of the network may be con-
strained by a FNLT deadline (Figure 9.11.2). In the first case, if the FNLT
field is used on the OVERVIEW screen (whether or not such information
is duplicated for the ending activity on the network), the software will cal-
culate a positive total float for activities on the critical path. If the FNLT
field in the OVERVIEW screen is left blank, but a FNLT constraint is
entered for the ending activity in the network, the software will calculate
a total float of zero for activities on the critical path.

The second caveat to the traditional definition of criticality is based
upon experience. Considering that the original duration of each of the
activities in a network is merely an educated estimate, and considering
that a project may last several months or years, many practitioners
believe that it is misleading to designate the activities having zero float
as being “critical” for the purposes of highlighting, but ignoring those
activities having one or 2, 5, or even 10 days of float.

In a tabular printout, this problem may be solved by appropriate use
of filters (selections) and sorts. For example, preparation of a critical
activity report may involve a filter permitting only activities with a



Figure 9.11.1 FNLT box, if used, will set this date as LF of project.

Figure 9.11.2 FNLT box, if used, will set earlier of this date
or calculated LF as the LF of this activity.
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|=.| Filter Specification

Description: [TOTAL FLOAT < 11 |Transfer..| | ok |

| Eleviousl | Cancel I
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Level I :I musgt meet @ Ang of the following criteria: | Next I | Help I

Selection crtena:
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Figure 9.11.3 Filter defining “critical” as all activities with less than 11 days total
float.

total float less than 11 days, then, sorted by early start (Figures 9.11.3,
4 and 5).

In a graphical representation, where the critical path may be high-
lighted (for example in another color or solid versus hollow bar), a spe-
cial software switch or dialog box is required to designate criticality
(Figures 9.11.6, 7 and 8).

|=-| Organize

-Organize by
O Work breakdown

Cancel

—[+=]
Group by Order Font Bkgind | Text | New page | Total

Options...

[~ Reorganize automatically

X Display unassigned and uncategorized activities

[+]

Figure 9.11.4 Sort instruction to list by early start, then by most critical for each date.



Figure 9.11.5 Graphic created by use of filter and sort instruction to list only “near-crit-
ical” activities.

Figure 9.11.6 Critical Activities to be designated as all those with under 11 days of total
float.
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Figure 9.11.7 Critical Activities now designated as those with under 11 days of total float.

Figure 9.11.8 Critical Activities now designated as those with under 11 days of total float.
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9.12. Continuous versus Interruptible Performance

With the ability to constrain the finish of an activity occurs the ques-
tion of whether this will also constrain the start of the activity or may
the activity start as planned and then, after a period of non-work, the
remainder of the activity scope may be completed. Another way to pose
this issue is to ask if work on a specific activity must be performed con-
tinuously or may work on the activity be interrupted (Figure 9.12.1). If
the activity may be interrupted, an associated issue is to determine
where or when. Computer software that converts the CPM output to
a bar chart graphical format has a particularly difficult problem with
this and tends to solve it by showing a bar spanning from start to finish,
without regard for the stated work day duration. Obviously, at this
point, the float calculation of EF — ES is no longer equal to that of LF —
LS. Although it may seem obvious that the determination of inter-
pretability may differ from activity to activity, software systems that
support this ability do it on a project basis. As this issue 1s raised more
often in the PDM variant of CPM by the use of FF or finish-to-finish rela-
tionships, it is further discussed in Chapter 11.

9.13. Actual Start and Finish Dates

The assigning of actual start and finish dates to activities can cause addi-
tional confusion and, depending upon the software algorithm, create addi-
tional misunderstandings. As noted previously, nominal preparatory work
or material deliveries can result in incorrect reporting of actual start
dates (for scheduling purposes), while nominal or schedule unrelated
work remaining can result in incorrect reporting of actual finish dates. A
typical problem caused is the reporting of work out-of-sequence, with
activities reported started (or even complete) prior to completion of their
predecessors. Several software systems, recognizing such reporting as
antithetical to proper scheduling rules, refuse to accept such data, report
an error, and stop processing. Other programs accept the data, generat-
ing output of questionable validity. Still other programs accept the data,
but print an exception report highlighting the potential problem.

A20 ik A20 Lk
P
553 B 10 55,1 B1o
I N S

Figure 9.12.1 Continuous vs. Interruptible Activities.
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Reiterating the issues raised in the previous section, an actual start
date should not normally be reported until an activity’s predecessors
are complete. Thus nominal preparatory work should not generate an
actual start date. An indication this has occurred is when an actual
start is reported, but no reduction in remaining duration (RD) or pos-
itive percent complete is reported. Similarly, remaining minor or cos-
metic repair work, typically considered punchlist work, should not
delay reporting of an actual finish date. The actual start of incurring
costs or earning revenue should not trip the actual start; holdbacks for
costs unrelated to the start of successors should not delay reporting of
actual completion.

9.14. Retained Logic versus Progress Overrides

Although the basic algorithm of CPM calls for performing the forward
pass from the beginning of the network, using zero durations for those
activities that are complete, a special problem can occur when work is
performed out-of-sequence. In such cases, when an activity has started
even though its predecessors may not be complete, a question arises: can

Figure 9.14.1 Choice of Retained Logic vs. Progress Override.
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the remainder of this activity be completed or must work on this activ-
ity stop until all predecessors are complete?

There are logically three possible answers to this question under the tra-
ditional method of CPM calculation. (There is also a fourth possible answer
using the PDM implementation of CPM, discussed in Chapter 11.) The first
1s that the work performed is incidental to the main thrust of this activ-
ity and that all further work must await completion of previously stated
predecessors, the traditional answer. Second, that this activity may con-
tinue, but its successors will be delayed until this activity’s predecessors
are complete. This is an implied FF relationship permitted in PDM but not
in ADM without very special computer software. And third, that having
shown that we can break the logic relationship, it is construed to be broken,
and that further work on this activity and all successors may continue
without regard to the uncompleted predecessor work.

In Primavera software, the first option is called RETAINED LOGIC
and the third is called PROGRESS OVERRIDE. Option 2 is not sup-
ported. The user selects which of these two algorithms are to be used
for the project in a project configuration screen (Figure 9.14.1).

9.15. Events and Milestones

Noted previously were the calculation algorithms for both the original
ADM variant of CPM and PERT and also some of the issues related to con-
verting the calculated numerical output of the CPM algorithm to dates.
It is important to remember that the mathematical basis for these algo-
rithms is to calculate the early and late times of events, or points in time
Ty and T;, and only as a secondary calculation to determine the attributes
of the activities for early and late start and finish, ES, EF, LS, and LF. It
is unfortunate that the concept, as well as the proper reporting of event,s
has often been ignored by software vendors focusing upon converting the
CPM output to a bar chart style graphical user interface (GUI.) What is
missed is that events, including important events or milestones, do not
have a start and finish but are in fact one point in time. The confusion
engendered over whether the ES — EF dates for a milestone should be
reported as 08FEB — 08FEB or as 08FEB — 05FEB and the requirement
of software systems to designate milestones as “START” or “FINISH” are
only symptoms of the problem.

A recognition of this problem was made by some of the early vendors of
the ADM variant of CPM by allowing milestones to be designated by having
identical i and j nodes, such as “45 — 45.” These early programs had lim-
ited GUI capabilities and were limited to reporting the milestone date as
either an “early” or “late” date in appropriate tabular columns. Recognition
that milestones and other zero duration events are, in fact, points in time
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Figure 9.15.1 Possible depiction of a milestone or zero duration activity.

and neither “start” nor “finish” dates is now possible to properly depict, as
in Figure 9.15.1, but not currently supported by software vendors.

From a conceptual point of view, the erosion of the concept of events,
or points in time, is also troubling. As repeated throughout this text, the
basic concept of CPM is that each activity may start only at a point in
time after the finish, or 100 percent completion, of all predecessors to
that activity. The backward pass likewise requires that the activity
must finish prior to that point in time prior to the earliest of late start
dates of all successors to that activity. Where these rules are relaxed,
as will be discussed in Chapter 11 on the PDM variant of CPM, there is
a significant danger of loss of accuracy in the initial CPM and a further
loss of accuracy in updates during the course of the project.

9.16. Hammocks and Summary Network Logic

The original ADM methodology is based upon points in time, or nodes,
separated by activities or additional “dummy activity” logic restraints.
Measurement from the first node to the last node of the logic network,
via the critical path, constitutes the total project duration. Often, as a
means of reviewing the forest of an overview of the project rather than
the trees of individual activities, it is desired to know the total duration
between two points or nodes of the project, whether these have been offi-
cially designated milestones or not. For this purpose, a special type of
activity was developed called a “hammock.”

The hammock activity is neither a true activity nor is it a logic
restraint, but merely designates the start and completion of a subset of
the total network. If CPM calculations are performed from the start of
this sub-network to its end, the longest, or “critical” path, will calculate
the total duration of this sub-network. This duration will then be
recorded and reported as the calculated duration of the hammock.
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Implementation of this concept by various software vendors may be
done correctly, that is, by requiring a true logic path from start to end, or
literally ignore the logic and merely subtract the T of the i node from that
of the j node of the hammock activity to calculate the hammock duration.

9.17. Summary Activity Bars

The hammock activity summarizes portions of the logic, from one point
in time to another. There is an alternate means to summarize the many
activities of the project, the summary bar by activity code. While the
hammock approach may be used to condense as one bar all work from
the completion of a building foundation until completion of the roof, the
summary activity bar may condense all work by a specific subcontrac-
tor, such as the plumber. The first step, of course, is to have a code field
on which to summarize and to provide descriptions for the various values
that may populate the field. The second step is to organize by that code
field (Figure 9.17.1.)

A solid bar from the first to the last activity to be performed by this
subcontractor may be used, or the bar may be “necked” to distinguish
periods of activity and inactivity. Finally, it may be desirable to color bars
based upon some code field and this can be accomplished in the pattern
sub-dialog box. (See Figure 9.17.2 with “Neck” box checked and patterns
chosen by contractor type.)

Shown in Figure 9.17.3 is a portion of the detail of the project organ-
ized by contractor type. Figure 9.17.4 provides one view of the same
information in a summarized format, and necked to distinguish work
and non-work periods. A careful look at the black and white graphic in

Figure 9.17.1 Activity code dictionary and organize dialog boxes.
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Figure 9.17.2 Bar dialog box. Pattern sub-dialog box.

the printed text, or full color illustration on the CD, may indicate the
value of setting pattern colors. Critical activities (per the Scheduler’s def-
inition of criticality), such as Activity 38, are indicated by a red line down
the middle of the bar in the detailed view. Obviously, this type of infor-
mation is not available in the summarized view.

If pattern colors are chosen, the summary bar may be one bar or it
may be separated into constituent activities. In Figure 9.17.5, the activ-
ities of the project are first reorganized by work area, then the summary
box dialog box is used to choose individual bars rather than the one sum-
marized bar of the underlying figure. Figure 9.17.6 displays the result,

Figure 9.17.3 Detail of project, organized by subcontractor.
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Figure 9.17.4 Summary of project, organized by subcontractor.

Figure 9.17.5 Summary Bar Dialog Box.

Figure 9.17.6 Summary Bar showing individual activities.
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indicating the total number of crews performing work in each area at
any time and to which subcontractors these crews report.

Yes, this information is being presented in bar chart format. The point
is that the effort to record the logic behind the CPM allows the software
to then produce such sophisticated bar charts. And these bar charts
may be updated on a monthly, weekly, or even daily basis by merely
adding current update data and recalculation.

9.18. User-defined Code Fields

The ability to attach codes to various activities is generally a boon to users
of a schedule. Such user-defined codes, including perhaps a code for respon-
sible party, or area of the project, permits software filters and sorts to pre-
pare custom reports of say, activities to be performed by one responsible
party, sorted by area of the project. A hidden benefit of such code usage is
promoting the discipline of having only one party responsible for any one
activity. But in the real world some exceptions may occur, such as (on a
union project) having electricians as observers on a large concrete pour that
includes numerous embedded conduits. How can this activity be coded to
assure it being listed on the electrical responsibility report as well as the
concrete crew report? More importantly, in an effort to achieve perfect
coding, will adding phantom activities or other manipulations compro-
mise the network? The key is to remember that the coding structure is to
augment and not control the network preparation.

9.19. Adding Resources to Activities

Similarly, the addition of assigning of resources to an activity is a ben-
efit to the Scheduler. Assignment of resources helps clarify the limited
description assigned to the activity. Assignment of resources helps define
the duration assigned to the activity. For example, a 2-craftspeople crew
may take 10 days to perform a task, while a 10-craftspeople crew might
take only 2 days. A statement of the crew size helps validate the dura-
tion assigned by defining how the Scheduler chose such duration.
However, such listing of resources as an explanation of the scope and
duration of the activity does not imply that no other resources may be
required to accomplish the activity, nor that the resources listed will be
used exclusively for such activity.

Let us assume that a crew of three boilermakers will rig and set two
pumps in two adjacent but distinctly separate structures on the same
day. Each activity will be given the minimum duration used on this
project, that is, 1 day. Each activity will be assigned three boilermak-
ers. The total manpower to be used that day, however, will be three and
not six. Might we assign 1.5 craftspeople to each activity? Yes, if we wish
to count beans rather than produce a schedule.
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If measurement of total manhours or mandays is desired, then pos-
sibly two separate data fields may be assigned to the activity. The
first to state the resources required to perform the activity (three
craftsmen, one backhoe and driver, etc.) and another to state the quan-
tity of resources to be used (three craftspeople x 4 hours each or 12
manhours, 1 hour of the backhoe). Again, the key is to remember that
the assignment of resources is to augment and not control the network
preparation.

9.20. Adding Costs and Cost Codes to Activities

Assignment of costs to activities creates even a greater risk of com-
promising the scheduling benefits of the CPM network. For although
a cost-loaded network has many benefits, the key is to remember that
the assignment of costs is to augment and not control the network
preparation.

If, however, the CPM is to be used for accounting purposes, and to the
tolerances of accounting (to the penny!), then the viability of the CPM
as a scheduling tool may be gravely compromised. The chance of its
meeting the needs of an accounting department are also low. The term
tolerances used here is instructive. Costs to an accountant have a low
tolerance. If payroll is to be generated from any system, it had better
be correct, to the penny, and correct to the penny relating to benefits and
taxes. A looser tolerance is required for estimating purposes and for
cost engineering or productivity studies. An even rougher estimate or
looser tolerance is required for scheduling purposes. If such a looser tol-
erance is permitted, if costs are added to augment the network rather
than control the network, then several benefits may accrue to the users
of the network.

These include (1) additional clarity to the definition of an activity, (2)
a means to roughly forecast cash flow, and (3) a means to compare the
validity of the network versus the bid estimate. As noted previously, the
resources attached to an activity are approximate. Extrapolating such
resources (labor, equipment, and material) with average wages, rental
costs, and purchase prices, therefore, will be expected to create an
approximate cost.

Such approximations are acceptable for payment purposes also since
(1) even the most detail-oriented project engineer would measure and
pay for concrete only to the nearest cubic yard and (2) even if one activ-
ity is overvalued by several hundreds of dollars, the total for the proj-
ect will be correct, to the penny.

The use of a cost-loaded CPM for payment purposes raises another seri-
ous issue for the scheduling professional. An implied definition of any
activity is a scope which requires completion of its predecessors and is
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required for the start of its successors. Thus, in the real world, some por-
tion of any named activity may be performed and payment earned before
its predecessors are complete and the truly defined activity begins; and
some portion of any named activity may remain incomplete, although its
successors can begin, and the truly defined activity can be deemed com-
plete for scheduling purposes. As an example, consider the erection
sequence of form-rebar-pour slab-on-grade, walls, and elevated slab. It
is likely that the delivery of all rebar for the three activities would be
accomplished at once, thus, depending upon the wording of the con-
struction contract, justifying payment for delivered materials for all
three activities. It is also possible that some cosmetic flaws may exist in
the concrete wall, although it is capable of supporting the elevated slab.

In the first case, it would be inappropriate to indicate an actual start
or schedule percent complete for the walls and elevated slab rebar prior
to the pouring of the slab-on-grade. In the second case, it would be inap-
propriate to fail to provide an actual finish date or grant less than 100
percent for work on the wall. Many software systems provide a means
to either unlink percent complete from schedule progress or to report
two percent completes for each activity, a schedule percent complete
and a cost percent complete. Primavera provides both of these options
as well as per-project configuration switches (Figure 9.20.1).

Figure 9.20.1 Configuration screen to choose linkage of percent complete schedule versus cost.
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Another problem with assignment of costs to activities is that any one
activity may have a number of different “costs” associated therewith. The
first is the budgeted cost. The next is the actual cost experienced in the
field. Then, there is the earned value, including unassigned overheads
and profits. If an activity has been altered by a change order, these
three “costs” will be duplicated. If multiple change orders impact the
activity, multiple duplications may be called for. Software products may
track one or several of these multiple fields and the subsidiary fields
associated with them. For example, in Primavera, the user may report
an activity 50 percent complete for schedule, have spent 90 percent of
its budget, and yet have earned only 30 percent of its specified value.

9.21. Resource Driven Scheduling

Throughout our discussions of various scheduling algorithm alterna-
tives, we have so far used a model that requires the Scheduler to deter-
mine an original duration for each activity. As a large project is broken
down into small definable tasks, the estimation of duration for such
tasks 1s made easier. In most cases, a Scheduler or project manager
may estimate the duration of such tasks with a reasonable degree of
accuracy. Factors that influence the estimate of duration include, but are
not limited to, the number of manhours estimated for the task, the
chosen utilization of resources, and an understanding that both the
crew size may vary and even the number of hours may vary during a
day, depending upon the progress of the work.

Sometimes, however, estimation of duration may be both more and
less difficult. Less difficult because performance is based strictly upon
the usage of key resources (people, computer access time, etc.); more dif-
ficult because the availability of key resources may run according to their
own calendars rather than the common calendar of the project. On the
other hand, the effort of determining an estimated duration now becomes
a purely mechanical task that is best done by the computer. The
Scheduler need only enter the estimated number of manhours (or other
units of resource usage), the number of craftspeople (or other units of
resource), and a calendar of resource availability to permit the software
to determine the duration of the activity.

Again, seemingly simple, but if a room of project managers were given
the same information, it is likely that more than one estimate of indi-
vidual task duration would be the end result. One area of divergence
may be the assumption of linear or constant usage of a resource versus
an expectation of ramp-up, production, and taper-off usage. Here, some
project managers may assume in their duration estimates that although
a nominal crew, of say 10 masons, will build a wall, for the first 2 days
only two key craftspeople will begin at the corners, and at the end of the
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activity, only two craftspeople will top off the parapet. In a large wall
forming activity, although the number of craftspeople remains constant,
productivity will be lower for the first 2 days as a learning curve devel-
ops. Note that in both of these instances, finer detail could better alle-
viate the estimating difficulty, but would make reporting and updating
more difficult.

Software solutions may also result in divergent results. While one
software product may assume a linear assignment of resources, another
may assume or permit a nonlinear assignment, such as the bell-shaped
curve or slow-at-first then full-production triangular curve suggested
previously.

If more than one resource is assigned to an activity, which one or ones
will be used to determine the activity duration? Some (usually limited)
resources may be designated as driving the scheduling of an activity,
while others (openly available) may passively be called for as required.
If two or more resources are designated as driving, the activity may be
constrained to production only when both are present or different por-
tions may proceed independent of the resource needs of the others. Note
that the latter case may be represented by two (or more) activities
having common predecessors and successors.

Both P3 and the newer P3e/c support the type of activity where the cal-
culated duration increases incrementally as one of several resources become
available until all work is accomplished. The type of activity when the cal-
culated duration increases incrementally only during periods of time when
two or more resources are jointly available until all work is accomplished
1s supported by P3 but not by P3e/c. However, since this type of activity is
used rarely and the same calculation can be obtained via a work-around
(creating a special “activity calendar” limited to dates when both resources
are available), this should not be seen as a significant problem.

Finally, if a limited quantity of some resource is available for the proj-
ect, to be divided among several activities, which one should go first?
This question, relating to resource leveling and smoothing, and dealing
with the various software algorithms for adding such additional sequenc-
ing restraints, is discussed in Chapter 37.

9.22. Master Schedules Local versus System-wide Updating

Managing two or more projects that are somehow related poses a new
set of requirements upon the process of planning and scheduling.
However, it is again important to remember that the primary purpose
of the CPM is for planning and scheduling for the benefit of the project
(usually matching the needs of those performing the work) and not for
reporting to upper management, the cost department, regional resource
directors, or third-party dignitaries. Any additional benefit that may be
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obtained from a good CPM is welcome, so long as obtaining it does not
reduce the quality or usefulness of the CPM to the project.

One implementation of a master schedule involves designating several
independently controlled projects as being part of a “group.” Perhaps the
group shares common resources, such as heavy construction equipment
or key personnel, or a common program, such as multiple projects occur-
ring at an airport site or modules to a computer program, or a common
supervisor. By taking away power from the project manager for an indi-
vidual project and requiring all project managers to adopt common codes
and procedures, the CPM may provide benefits to managers who are not
directly responsible for the implementation of this project. There may
even be additional benefits for the project manager who has sublimated
control over the CPM due to the reciprocal information from other proj-
ects subjected to this process.

What may be these potential benefits? In a large construction com-
pany, the heavy equipment manager will be able to see not only the
short-term needs of various projects, but the mid- and long-term needs.
Allocation of equipment could be planned upon strategic reasons rather
than “who asked first.” Decisions could even be centralized as to whether
an individual project manager has the right to rent equipment outside
of the company to keep a project “on schedule.”

What are the potential costs? Obviously, the process of planning must
be somewhat institutionalized so that each activity requiring heavy equip-
ment is so coded, and that common company-wide codes are used for such
equipment. If using software such as Primavera P3, the order of the code
fields must also be consistent as roll-ups among projects within a group
are by code field #1, #2, #3, etc., rather than by the code field name. In any
case, it 1s likely that all project managers will be required to use the same
software system. If the heavy equipment manager desires reliable infor-
mation that is good for other than long-range purposes, what will be the
impact if project One is updated each Monday, project Two each Friday,
project Three on the first Monday of the month, and project Four on the
1st and 15th of each month? And yet, the timing of updates may be more
dependent upon the owner’s specification or the availability of the com-
pany’s in-house Scheduler to perform only so many updates on any one day
than upon the needs of the heavy equipment manager. Finally, if the proj-
ect manager has a weekly meeting of foremen on Monday mornings and
updates are set by company needs to be on Monday afternoons (with
results available Wednesday,), the team will likely schedule its work based
upon the reliable, old—fashioned, hand-drawn, 3-week schedules and the
entire CPM effort will be converted from a tool to help the field to just an
extra paperwork burden.

Another problem with the concept of master schedules is determining
the proper hierarchy of projects. The program manager of the airport
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authority wants to know how many large cranes are on the site and tells
all contractors to use a specific code for a crane in code field #5. This may
well conflict with the construction company master schedule system.
What to do? Have a “company-wide” program with one or several major
projects excluded or have duplicate CPMs for the airport project, that
1s, one coded to the company master schedule and one coded to the air-
port authority master schedule?

Other rollup or summarization issues may arise from differing sys-
tems of measurement from one project to the next. It is all well and good
that productivity by quantities installed be reported for company-wide
accounting, but if some projects use metric and others English meas-
urements, the specified coding field is not going to work.

9.23. Activity Types

The original activity of the 1956 era CPM was generally described as
the effort between two points in time. Alas, that simple definition is no
longer so straightforward. The bridging of many simple activities from
the point in time before the first to the point in time following the last
has been described previously as a hammock. As noted, a hammock
“activity” is not assigned a duration, rather the duration between the
two aforementioned points in time is calculated. In the Primavera for
DOS software product, the means to designate such an activity was on
the constraint screen, listing such as “hammock constraint.” Probably
more accurately, the Primavera for Windows product creates a new
input attribute for each activity, the activity type, and designates such
summary activities by coding such as a Hammock type activity (Figure
9.23.1 through Figure 9.23.3).

Primavera does not check the logic validity of designated hammocks,
instead only calculating the EF — ES = Duration between the start of
its earliest predecessor and finish of its latest successor. It is up to the
individual Scheduler to validate the logic actually runs from start to end.
Primavera also supports another faux hammock type designated as a
WBS activity. Here, the logic is determined automatically from the first

Figure 9.23.1 Activity types.
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ACTIVITY FORM DINT
I node: 3 J node: 13 TF: 0
Title: Hammock #1 PCT: 0.0
ES: 14JUNOO EF: 21JULOO Orig. duration: 27* Actual Start:
LS: 14JUNOO LF: 21JULOO Rem. duration: 27* Actual Finish:

Activity Codes:

DATE CONSTRAINTS:

Start no earlier than Start no later than
Finish no earlier than Finish no later than
Start on
Mandatory Start Mandatory Finish
FLOAT AND DURATION CONSTRAINTS: (Choose one) HA
Zero Free Float (ZFF) Zero Total Float (ZTF)
Hammock Activity (HA) Expected Finish (XF)

Expected Finish Date
Start Flag (SF), Finish Flag (FF),
Start Milestone (SM), Finish Milestone (FM) or None (Blank):

Commands:Add Delete Edit Help More Next Return autoSort Transfer View Window
Windows :Act.codes Budget Constraints Dates Financial Log Pred Res Succ cUstom

Figure 9.23.2 P3 for DOS designation of Hammock as a constraint type.

activity of a specific WBS code to the last. As the schedule changes
during the course of the project, the logic also will shift accordingly.

Other options on how an activity is to be treated have also been added.
The traditional activity is designated as a task activity, composed of one
or more discrete tasks to be performed. In attempting to simulate a
zero duration event (or node in ADM), Primavera required the desig-
nation of a zero duration activity (or node in PDM) as a milestone. Since
even a zero duration activity has a start and finish, it became impor-
tant to distinguish whether the simulated event was before the start or
after the finish of the zero duration activity, thus being designated as a
start milestone or finish milestone. Since Primavera has always sup-
ported PDM, even its treatment of ADM milestones (or events) was in
this fashion, rather than the more traditional method of designating an
event as activity #12 — 12 (with the j node equal to the i node.)

Another activity type is the flag. This special activity type may be
placed following one or more other activities and calculates the earliest
early start date of its predecessors if designated a start flag, or the
latest early finish of its predecessors if designated a finish flag.

Figure 9.23.3 P3 for Windows designation of Hammock as an activity type.
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Primavera P3 also supports two types of activities when the duration
is driven by resource calendars rather than by the activity calendar. The
first is the independent type activity. If such an activity is driven by one
resource, it progresses according to the resource calendar of that
resource. If such an activity is driven by two or more resources, it pro-
gresses whenever any one of the resources is available.

The second of the resource activity types is the meeting activity. As
the name implies, for this activity to progress, requires that all driving
resources are available. Thus a meeting activity requires (as driving
resources) both Steve and Mary, with Steve being available only the first
2 weeks each month and Mary being available only on Thursdays and
Fridays, the activity can only experience progress for 4 days each month.

P3e/c no longer supports the meeting activity. A workaround sug-
gested to Primavera by the authors is to code such activities as task
activities assigned to a “Steve and Mary” calendar. The only stipulation
to this workaround is that the “Steve and Mary” calendar will have to
be manually adjusted rather than automatically following the individ-
ual calendars of Steve and Mary as they schedule their individual vaca-
tions and other appointments.

9.24. Hierarchical Codes

Professional Schedulers know that it is the plan and the process of plan-
ning that brings the greatest return in the use of CPM. The reporting of
progress and its impact upon the remainder of the plan is an important
secondary aspect of CPM. The reporting of progress for the purpose of
measurement of past performance is by far third priority. However, once
progress may be measured, whether against a good plan, a poor plan, or
no plan, some members of upper management want that measurement
summarized according to hierarchies that often have little meaning at
the level of the project and in assisting the project team to achieve good
performance and a project completed in a timely manner.

It is the job of the Scheduler to understand these forms of hierarchy and
to implement each in a manner that does not unduly conflict with the pri-
mary purposes of CPM. The literature on these topics, from such sources
as the Project Management Institute (PMI), Association for Advancement
of Cost Engineering International (AACEi), and American Society of Civil
Engineers (ASCE) each deal with reporting within these hierarchies.
Three such hierarchies discussed in Primavera’s P3e/c manual “Moving
from P3 to P3e/c” include EPS (Enterprise Project Structure), WBS (Work
Breakdown Structure), and OBS (Organizational Breakdown Structure),
Although the definitions used by Primavera, MicroSoft, other software ven-
dors, and in various scholarly articles may vary, a general definition of each
may be as follows.
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m EPS, Enterprise Project Structure: “The EPS is a hierarchy that rep-
resents the breakdown of projects in a company.” This may include
“phases of projects or other major groupings . . . while projects always
represent the lowest level of the hierarchy.” Higher levels of the hier-
archy may group projects by project manager, client, office, fiscal year,
or other level of summary. Note that the choice of group upon which
to summarize is entirely subjective. Whether a summary can be made
of all client projects serviced by each project manager for the vice
president of projects or of all project managers servicing each client
for the vice president of sales is a decision that will be made above the
vice presidential level.

m WBS, Work Breakdown Structure: “The WBS is a hierarchical
arrangement of the products and services produced during and by a
project.” In many industries other than construction, hierarchies exist
where a product is constructed of modules or components provided by
other entities. These components may, in turn, be constructed of sub-
components provided by others. However, at each level of component
assembly, there may be little interaction among individuals.

In the construction industry, while some work is of a modular nature,
it is more likely that the entire team of diverse individuals will weave
in and out during the course of the entire project; thus making the
design of the hierarchy a much more academic exercise. Thus, in the con-
struction industry the WBS is often tied to the summarization format
of an estimating or accounting department. Examples may include:
® Tocation, e.g., structure #1, #2, floor #1, #2, quadrant NE, SW, etc.
® gystem, e.g., potable water, utility water, etc.

m CSI division, materials, e.g., rebar, concrete, pipe, conduit
®m work type, e.g., formwork, rebar, concrete, cure, strip

However, the decision of whether to summarize by structure then
system or by system then structure is entirely subjective. More seri-
ously, activities spanning the WBS breakdown may cause problems.
Thus, while large foundations may involve separate activities for forms,
rebar, and pouring, small foundations may require only one activity of
1-day duration. The temptation of upper management to demand that
this activity be broken into three (to match three WBS codes) often
will prevail. Reporting by the field against three “accounting” codes
rather than one activity can be expected to be less than complete. Field
crews attempting to utilize a 3-week look-ahead cluttered with dupli-
cate codes for the same “activity” will abandon it for more simple field
scheduling tools.

®m OBS, Organizational Breakdown Structure: “The OBS is an outline
of managers responsible for the projects in your company.” Whether
this hierarchy is of named individuals (John, Mary, and Steve) or
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roles (Superintendent, Foreman, and Craftsman), the applicability
of this structure is more useful in an organization where personnel
have fixed responsibilities. The OBS also presumes a simple hierar-
chy of reporting and authorizations and may be difficult to imple-
ment in an organization where matrix management is practiced.

In non-construction industries such a code is often useful where a
named individual (or resource) is required for two or more separate
products or services that may occur on different branches of the WBS
tree. When the work product requires several layers of review and
approvals, a WBS may be very useful. In the construction industry,
even when projects get large enough to call for area superintendents,
there is rarely enough of an OBS below the project manager to war-
rant separate coding.

The trick with hierarchical codes, like other codes, is to have them add
value to the reporting system of the CPM schedule without distracting
from the basic strengths (the choice of activities and logic relationships)
of the CPM logic network.

9.25. Summary

As we have seen, the basic Critical Path Methodology, while bringing logic
to the planning and scheduling process and being a vast improvement over
simple bar charts, has limitations inherent in any model of the real world.
The good news is that the methodology is flexible enough to permit numer-
ous enhancements while still maintaining the basic concept, that each
activity must await completion of its predecessors before starting and in
turn, must be complete before its successors may start. Each of the
enhancements noted brings additional usefulness to the users of the
Critical Path Methodology, but at the cost of requiring both the CPM pre-
parer and CPM reviewer to address the ambiguities of non-standard ter-
minology and algorithms, and requiring both to verify that the
enhancements have not been used to accidentally or purposefully obfus-
cate this model of reality.
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PDM and
Precedence Networks

In the early 1960s, Professor John W. Fondahl of Stanford University,
an established expert on noncomputerized solutions to CPM and PERT
networks, was one of the early supporters of the precedence method, or
PDM. He called it the circle-and-connecting-arrow technique. His study
for the Navy’s Bureau of Yards and Docks included descriptive materi-
als and gave the technique early impetus, particularly in Navy projects.

An IBM brochure credited the H. B. Zachry Company of San Antonio
with the development of the precedence form of CPM. In cooperation
with IBM, Zachry developed computer programs that could handle
precedence network computations on the IBM 1130 and IBM 360. This
was particularly significant because, in 1964, C. R. Phillips and J. J.
Moder indicated the availability of only one computerized approach to
precedence networks vs. 60 for CPM and PERT."

The form for precedence networks was originally termed “activity on
node.” The activity description is shown in a box or oval, with the sequence
or flow shown with interconnecting lines. In some cases, arrowheads are
not used, although this leaves more opportunity for ambiguous network
situations.

Figure 10.0.1 shows the John Doe network in precedence form.
Seventeen precedence activities are shown, the same number as the
regular activity-oriented CPM network. Simplicity of form is pur-
ported to be one of the advantages of precedence networks. When

'Joseph J. Moder and Cecil R. Phillips, Project Management with CPM and PERT,
Reinhold New York, 1964.
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Figure 10.0.1 John Doe network in precedence form.

activities have to be subdivided to show phased progress, the prece-
dence network can result in a lower number of notations, in some
cases, more than a 50 percent reduction. Consequently, the prece-
dence network has the advantage of a simple appearance and, to those
who use them continually, interpreting them can be straightforward.
Unfortunately, the ability to interpret them is not as easily acquired
by someone accustomed to CPM.

10.1. Precedence Logic

One reason for the apparent simplicity of precedence networks is that
a work item can be connected from either its start or its finish. This
allows a start-finish logic presentation with no need to break the work
item down. The translation of the John Doe network into precedence
form shown in Figure 10.0.1 consists of only one type of connection: end
to start. Figure 10.1.1 illustrates the three basic precedence relations:
start to start, end to end, and end to start. Although precedence networks
are simpler in appearance than regular CPM diagrams, greater thought
must be given to reading and interpreting them.
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Figure 10.1.1 Typical precedence relations.

Another characteristic of PDM diagrams is the use of lead and lag fac-
tors. In CPM, lead activities that logically delay the start of a particu-
lar activity or group of activities can be introduced (Figure 10.1.2).
Assigning a duration to the lead activity imposes a delaying factor in
the CPM calculation. (The effect can be achieved in many CPM computer
programs by locking in an event date to occur “not earlier than.”)

Figure 10.1.2 Lead factors.
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Figure 10.1.3 Shows use of lead and lag factors.

Similarly, a large activity can be imposed to direct the completion of an
activity to occur some period of time after either the start or the com-
pletion of another activity (Figure 10.1.3).

The lead/lag factors assigned to PDM work packages can replace the
multiple activities required in CPM to reflect start-complete or start-con-
tinue-complete; that is, they can replace the multiple activities required
in CPM to create an interim event or events at which other activities
start or conclude (Figure 10.1.4 and 10.1.5).

Figure 10.1.4 ADM version of network for 1-mile highway
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Figure 10.1.5 PDM version of network for 1-mile highway
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The result can be a network diagram that is apparently simpler than
a regular CPM network because it takes fewer work package “boxes” to
describe the same set of circumstances. Although the depiction appears
simpler, PDM diagram users have to think harder to understand the
logic depicted. Perhaps the greatest strength of the CPM network dia-
gram is its ability to first record the logical sequence of a plan and then
to communicate that logic. PDM, in its sophistication, takes a step back-
ward in communications capability.

Experienced schedulers using PDM on a regular basis have stated that
they can fine-tune and change schedules more readily with computerized
PDM. At the same time, the leads and lags make hand calculation of PDM
less practical, if not impractical. Further, time scaling of PDM is more dif-
ficult than time scaling of CPM. Since time scaling is, in itself, a calcula-
tion, the difficulty in doing it confirms two things: (1) that manual
calculation of PDM is impractical, and (2) that PDM obfuscates the use of
a network as a means of communicating information.

That is a very significant loss. From the earliest period of using net-
work methods, it was clear that communicating the results is vital to
the effective implementation of a network-generated schedule. The
network schedule itself becomes moot and meaningless if project man-
agers are unable or unwilling to understand the output. Early CPM pro-
grams suffered from overenthusiasm and overwhelming pages of
computer printouts. Since then, sensitivity to the communications
aspects of CPM has become a vital part of ensuring the effective uti-
lization of CPM results.

PDM has the paradoxical characteristics of apparent simplicity
and built-in sophistication. The result is that the PDM scheduler
becomes the project guru rather than a participating project team
participator.

10.2. Work Package Calculations

In theory, work package time calculations are quite similar to CPM
event calculations. The first stage is the establishment of a work item
and duration chart. A table of relations is then constructed on the
basis of the typical relations shown in Figure 10.1.1. The early start
time for the first work item is zero, although a calendar start date can
be inserted later. The early start time at the beginning, or each of the
other work items, is the greatest of the paths entering the beginning
of the work item. The value of the paths is computed by the following
methods:

1. Start to start: The early start time for the preceding work item is the
early start time for the work item.
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2. End to start: The early finish time for the preceding work item is the
early start time for the work item.

3. End to end: The early finish time for the preceding work item less the
duration of the work item itself is the early start time for the work
item.

The longest path to the beginning of a work item determines the
item’s early start time. The early finish time for a work item is the
item’s early start time plus the duration. By definition, the late finish
time for the last work item is set equal to the early finish time for that
item, which establishes a critical path. The late finish times for other
work items are determined by subtracting or a backward pass from the
late, or the finish, time for the terminal event. The late finish times for
other work items are the least of the paths leading into completion of
the work item, as follows:

1. End to start: The late finish time is the latest start time for the fol-
lowing work items.

2. End to end: The late finish time for the work item is equal to the late
finish time for the following work item.

3. Start to start: The late start time for the following work item plus the
duration of the work item itself determines the late finish time for
the work item.

Late start time equals late finish time less duration. Float for a work
item can be calculated by the same formulas utilized in the CPM
approach. Similarly, the critical path can be identified using the stan-
dard rules. As noted, the introduction of lead and lag factors (easily
handled by computer) makes manual calculations difficult, if not
impractical.

10.3. Computer Calculation

For a golden period in the 1980s and early 1990s, computer programs
could handle either PDM or ADM. Ironically, the initial programs uti-
lized an internal translation of PDM into an ADM format, calculation
by ADM, and retranslation back into the PDM format.

One problem in inputting the PDM diagram is the lack of event num-
bers. If all of the activities were end-to-start, the work package numbers
could be used similarly to i-j. However, the complexity introduced by
start-to-start, start-to-end, and end-to-end relations required a cum-
bersome cataloging of predecessor and successor work items.

Figure 10.3.1 presents a simplified ADM printout. Figure 10.3.2 pres-
ents the simplified PDM printout for the John Doe example. It is very
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Figure 10.3.1 i—j sort of initial baseline of John Doe project.

similar to the CPM printout with restraints deleted. (In fact, CPM out-
puts can have any activities, including restraints, suppressed to simplify
the volume of output.) Although the output is simple in appearance, it
cannot be used in this form to track a path through the diagram.

In a field situation, in which the master network and printouts are in
PDM format, a CPM-oriented contractor scheduler complained that he
could not match the PDM output with the diagram. The PDM project
manager scheduler retorted, “Of course not, only I can do that.” What the
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- O'BRIEN KREITZBERG

REPORT DATE

PRIMAVERA PROJECT PLANNER

CPM IN CONSTRUCTION MANAGEMENT - STH EDITION

Classic Schedule Report - Sort by Activity ID

ACTIVITY
ip

17

18

19

33

34

s

ORIG REM
DUR DUR
o o
2 2
2 2
15 15
2 2
] 8
10 10
0 10
2 2
s s
5 s
3 3
B B
1 1
w0 10
s s
5 5
w0 10
3 3
5 s
5 5
10 10
4 4
3 5
1 1
3 3
3 3
3 3
10 10
B 5
5 s
3 3
3 3
e 10

312

START MILESTONE

SURVEY AND LAYOUT

ROUGH GRADE

DRILL WELL

INSTALL WELL PUMP

UNDERGROUND WATER PIPING

ERECT WATER TANK

TANK PIPING & VALVES

CONNECT WATER PIPING

INSTALL SEWER AND BACKFILL

INSTALL ELECTRICAL MANHOLES

INSTALL ELECTRICAL DUCT BANK

PULL IN FEEDER

BUILDING LAYOUT

DRIVE AND POUR PILES

EXCAVATE PLANT WAREHOUSE

POUR PILE CAPS P-W

FORM AND POUR GRADE BEAMS P-H

BACKFILL AND COMPACT P-W

UNDERSLAB PLUMBING P-W

UNDERSLAB CONDUIT P-W

FORM AND POUR SLABS P-W

SPREAD FOOTINGS OFFICE

FORM AND POUR GRADE BEAMS OFFICE

BACKFILL AND COMPACT OFFICE

UNDERSLAB PLUMBING OFFICE

UNDERSLAB CONDUIT OFFICE

FORM AND POUR SLABS OFFICE

ERECT STRUCTURAL STEEL P-W

PLUMB AND BOLT STEEL P-%

ERECT CRANEWAY AND CRANE P-W

ERECT BAR JOISTS P-#

ERECT ROOF PLANKS P-H

ERECT SIDING P-W

Figure 10.3.2 John Doe project PDM printout.

JOHN DOE PROJECT FDM VERSION

START DATE 5JUNOO

SJUNOO

FIN DATE 20JULO1

PAGE NO. 1

LATE TOTAL

DATA DATE
BARLY  EARLY
START  FINISH

SJUNGO
8JUNOO  9JUNOO
12JUNOO  13JUNOC
14JUNOO  SJULOO
6JULOC  7JULOO
10JULOO  19JULOO
20JUNGO  3JULOO
5JULO0  18JUL0O
20JULO0  21JULOO
28JUNGO  5JULOC
15JUNOO  21JUNOC
6JULOC  10JULOO
11JULO0  17JULOC
24JULOO  24JULOC
25JULO0  7AUGOO
BAUGOO  14AUGO0
15AUG00  21AUGO0
22AUG00  SSEPOQ
6SERP00  BSEPOO
11SEP00  1SSEP00
18SEPO0  228EP00
25SEP00  60CTO0
13SEPO0  18SEPOC
19SEPO0  26SEPOC
27SEP00  27SEP0O
28SEP00  20CTO0
30CT00  SOCT0O
60CT00  100CT00
110CT00  240CTO0
250CTOC  310CTO0
1NOVOG  7NOVOO
BNOVOO  10NOVO0O
13NOV0O  1SNOVOO
16NOVOO  30NOVOO

14JUNOO

16JUNOCO

10JUL0O

12JUL00

23JUNOO

10JULOO

24JUL0O

7JULOC

7auLoe

143UL0C

19JUL00

26JULO0

27JUL00

10AUGO0

17AUG00

24AUG00

8SER0O

13SEPOO

20SEPOO

27SEPOO

13SBPOO

19SEP00

27SEP0O

2BSEPOO

30CT00

60CT00

110CTOC

250CT00

1NOVOO

8NOVOO

13NOV00

16NOVOO

FINISH FLOAT
0

13JUN00 2
15JUNOO 2
7JUL0C 2
11JUL00 2
21TULOO 2
7JUL0O kS
21JUL00 3
25JUL00 z
13JUL00 3
13JUL00 15
18JULO0 3
25JUL00 3
26JULOC 2
9AUG0O 2
16AUGOC 2
23AUGO0 2
7SERPOC 2
12SEP00 2
19SEPOO z
26SEP0O 2
100CT00 2
18SBPOO o
265EP00 0
27SEPOC °
20CT00 0
50CT00 o
100CT00 o
240CTO0 [
310cTOC o
TNOVGO o
10NOVOO 0
15NQVOC [
30NOV00 ¢

project manager really meant was that the contractor scheduler had not
been given sufficient output to understand the PDM. In effect, the basic
output is a scheduling directive, not a scheduling tool for mutual use.
Figure 10.3.3 presents the John Doe PDM master output with pred-
ecessors. This output demonstrates that the purportedly simple PDM
can become cumbersome when presented in usable form.
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O*BRIEN KREITZBERG & ASSOC., INC. PRIMAVERA PROJECT PLANNER JOHN DOE PROJECT PDM VERSION

REPORT DATE 1SEP98 RUN NO. 19 CPM IN CONSTRUCTION MANAGEMENT - 5TH EDITION START DATE 5JUN0O FIN DATE 20JULOL
11:40

Schedule Report - Predecessors & Successors DATA DATE  S5JUNOO PAGE NO. 1

ORIG REM ACTIVITY DESCRIPTION ERRLY  EARLY LATE LATE  TOTAL
DUR DUR ¥ CODE START ~ FINISH START  FINISH FLOAT

o [ 0 0 START MILESTONE SJUNOG SJUNOO o
100+ 3 3 o su CLEAR SITE SJUNOQ  7JUNOG  7JUNGO  9JUNQO 2
110+ 10 10 0 su SUBMIT FOUNDATION REBAR 5JUNO0  16JUNOO  6JULOO  19JULOO 22
112¢ 20 20 0 su SUBMIT STRUCTURAL STEEL SJUNOO 30JUNOO  5JUNOO  30JUNOO 0
11a* 20 20 o su SUBMIT CRANE SJUNOO 30JUNOO 11JULOO  7AUGOO 25
116* 20 20 o su SUBMIT BAR JOISTS 5JUNOG  30JUNOO 15AUG00 12SEP0O S0
118+ 20 20 0 su SUBMIT SIDING SJUNOO 30JUNOO  SAUGOO  6SEPOO a6
120% 20 20 0 sU SUBMIT PLANT ELECTRICAL LOAD CENTER SJUNOO 30JUNOO 13JUNOG 11JULOO 3
122+ 20 20 0 su SUBMIT POWER PANELS - PLANT 5JUNGO  30JUNOO 21JUL0O  17AUGOQ 33
124v 20 20 0 su SUBMIT EXTERIOR DOCRS 5JUNOO  30JUNOO  15JUNCO  13JULOO 8
125+ 30 30 0 sU SUBMIT PLANT ELECTRICAL FIXTURES 5JUNOC  17JULOO  15JUNCO 27JULOO 8
127v 20 20 0 su SUBMIT PLANT HEATING AND VENTILATING FANS SJUNOO 30JUNOO  7AUGO0  1SEPOO 44
129% 20 20 0 su SUBMIT BOILER SJUNOO  30JUNOO 26SEP00  230CT00 79
131+ 20 20 0 SU SUBMIT OIL TANK 5JUNOC  30JUNOO 16NOVOO 14DECO0 116
133% a0 40 [ SUBMIT PRECAST 5JUNO0 31JULO0 29NOVOO 25JANOL 124
13s% 30 30 o su SUBMIT PACKAGED A/C 5JUNOC 17JULOO  30CTO0  13NOVOO 8a
100+ E 3 0 PR CLEAR SITE SJUNOO  7JUNOO  7JUNCO  9JUNOO 2

1 2 2 [ 1 SURVEY AND LAYOUT 8JUNOO  9JUNOD 12JUNOO  13JUNOC 2

2¢ 2 2 0 sU ROUGH GRADE 12JUNOO  13JUNOO 14JUNOO 1SJUNOO 2

1 2 2 0 PR SURVEY AND LAYOUT 8JUNOO  9JUNOO 12JUNOO 13JUNOG 2

2 2 2 0 1 ROUGH GRADE 12JUNOO  13JUNOC  14JUNOO  15JUNGO 2

3* 15 15 0 su DRILL WELL 14JUNOO  SJULOC 16JUNOO  7JULOO 2
401+ 4 4 0 su WATER TANK FOUNDATTONS 14JUNOO 13JUNOO 13JUNOO  22JUNOO 3
402+ 10 10 0 su EXCRAVATE FOR SEWER 14JUNOG 27JUNOO  22JUNOO  6JULOO 6
403* 1 1 0 su EXCAVATE ELECTRIC MANHOLES 14JUNOO  14JUNOO  6JULOO  6JULOO 15
404% 3 3 0 su OVERHEAD POLE LINE 14JUNOO  21JUNCO 11JULOO  18JULOO 18

2% 2 2 0 PR ROUGH GRADE 12JUNOO  13JUNGCO 14JUNOO  15JUNOO 2

3 15 15 [ 1 DRILL WELL 14JUNOO  SJULOO 16JUNOO  7JULOO 2

ar 2 2 o su INSTALL WELL PUMP 6JULOO  7JULOC 10JULOC 11JULOC 2

3* 15 15 o PR DRILL WELL 14JUNOG  SJULOO 16JUNOO  7JULOO 2

a 2 2 [ 1 INSTALL WELL PUMP 6JULOO  7JULO0  10JULOO  11JULOC 2

5+ [ 8 0 SU UNDERGROUND WATER PIPING 10JULOO  15JULOC 12JULOC  21JULOO 2

4% 2 2 0 PR INSTALL WELL PUMP 6JULOC  7JULOO 10JULOO 11JULOO 2

B 8 8 [ 1 UNDERGROUND WATER PIPING 10JULO0  13JULOC  12JULOO  21JULOO 2

[ 2 2 o su CONNECT WATER PIPING 20JULOO0  21JULOC 24JULOC  25JULOO 2
401 a 4 0 PR WATER TANK FOUNDATIONS 14JUNOO  19JUNOC 13JUNOO 22JUNCO 3

& 10 10 [ 1 ERECT WATER TANK 20JUNOO  3JULOO  23JUNOO  7JULOO 3

7+ 10 10 0 su TANK PIPING & VALVES SJULO0 18JULO0 10JULOD 21JULOO k1

Figure 10.3.3 John Doe project PDM output with all precedence activities.

10.4. Project Example

Figure 10.4.1 is a sample project network consisting of 34 work items.
The work item identification numbers identify work items by functions.
For instance, concrete items are grouped in the 300 series, and the elec-
trical items are in the 700 series.

The networks indicate interrelations between work items and also
options having to do with lag time factors. Three of the four lag time
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Precedence example.
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Figure 10.4.2 Precedence output, early start sort (partial).
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options have been included in the network. Duration for work items is
shown in the small boxes under the work items.

The network indicates that the drilling of piers (work item 110) may
begin after 50 yd® of excavation has been completed in work item 100.
This is represented by the line leading from 100 to 110, which shows
that part of the duration of work item 110 may be concurrent with
work item 100. The estimated quantity of work item 100 is 150 yd®, so
work item 100 may start after approximately 33% of the excavation
operation has been done or, in direct proportion, after half a day has
elapsed. The top line leading from work item 100 to work item 110
indicates that the second work item cannot be completed until at least
half a day after the completion of the first work item 100.

The rebar of pier 200 is shown to begin at least 1 day following the
start of drilling the piers. This is shown by a lag time of 1 day on the
connecting line. The relation of work items 205 and 400 to item 300 and
following work item 310 is very similar to the other diagramming rela-
tion showing concurrent activity.

Between work items 310 and 410, a delay of 1 day is shown. The lag
permits 1 day of curing before the form stripping is started, and it could
have been included by adding one more day to work item 310 or by
introducing a work item 311 called initial cure. A CPM network can
duplicate the delay and lag options in the precedence network, but addi-
tional arrows or activities are required.

The work item report is a listing printed in early start sequence
(Figure 10.4.2). In addition to the obvious descriptive material, the PC
column in Figure 10.4.2 contains the amount of the operation completed
in shift, shifts per day, and days per week of the calendar factor.
Precedence programs will accept schedule dates and, therefore, can pro-
duce negative slack.

10.5. Summary

PERT has virtually disappeared from the construction scheduling scene,
but PDM use has grown dramatically. A more recent comer than CPM,
it offers the appeal of newness. Susceptible to ready adjustment and fine-
tuning, it can be readily utilized by a sophisticated scheduler.

Much has been claimed for the simplicity PDM offers in regard to both
network diagrams and printouts, but as in tip-of-the-iceberg cases, more
is hidden than seen in many PDM schedules.



This page intentionally left blank



Chapter

11

Respecting the Power of PDM

We have all heard stories of how the modern computer is like the myth-
ical genie, that is, it does exactly what you tell it rather than what you
actually want it to do. One of the advantages of the ADM (Arrow
Diagramming Method) methodology is that in its stark simplicity, it
forces the user to say exactly what he or she wants. The simple rule of
ADM, that each activity may start only after its predecessors are fin-
ished, is easily understood. Moreover, although differing practitioners
and writers of computer software may try to “add” features to ADM, the
basic precepts of the methodology are difficult to abuse.

PDM (Precedence Diagramming Method) is the much more powerful
system; so powerful that its inner workings are rarely understood by the
user. One of the most cited advantages of PDM is its use of lead and
lag factors, or more succinctly, duration between activities or portions
thereof to supplement the information given by the duration of an activ-
ity. Unfortunately, there does not exist a universally agreed set of defi-
nitions relating to what is meant by lead and lag factors. One result of
this lack is that various software vendors may each use a differing def-
Inition without even realizing the problem.

11.1. Durations between Activities: Percent Lead/Lag Relationships

As an example, let us look at the simplest lead/lag relationship: Activity
B is to start after 50 percent of A is complete. This is often the exact lan-
guage of the project manager or superintendent and what was said is what
was meant. However, popular software tools available cannot accept that
relationship as stated. To say that activity B is to start 5 days after the
start of a 10-day activity A is not the same as saying that activity B is to
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Start B after 50% of A is complete

A 10 B 10 A

SS 5 12 3456789012345
123456789012345

Figure 11.1.1  Ambiguous language of PDM.

start 5 days before activity A is calculated (expected) to finish. Neither is
it the same as saying that activity B is to start when 5 days of activity A
are performed. None of these approximations and “fudges” is the same as
use of the percentile provided by the project manager, and as noted in
Chapter 9.3, the definition of percent complete is also somewhat vague.

Assume that both A and B have original durations of 10. To enter this
information into commercially available software systems, you might state
that A and B are connected by a start-to-start relationship with a lag factor
of 5, as shown in Figure 11.1.1. The computer relentlessly will accept what
we just said and perform its calculations accordingly, but it is not correct.

What we have just stated is not that Activity B may start after 50 per-
cent of activity A is complete (or having achieved 5 days of progress), but
rather that Activity B may start 5 days after Activity A has started
(or having achieved 5 days of passage). This misunderstanding can have
several unintended consequences.

What if actual progress on activity A is better than anticipated? If on
day 4 we report that activity A is 50 percent done (5 days progress and
5 days remaining duration), we would then need to adjust the start and
completion dates of all successors of A. In fact, such information will
impact only those successors of A following A’s completion. Although we
thought we told the computer to start after A is 50 percent done, which
now is day 5, the computer will blindly schedule activity B to be incapable
of starting until day 6, as shown in Figure 11.1.2. Similarly, if on day 5
we report that activity A is only 20 percent complete (2 days progress and

Start B after 50% of A is complete Day 5 data day

A 10 B 10 —
What we meant
SS5

B Computed result

12 3456789012345
12345[6789012345

Figure 11.1.2 Ambiguous language of PDM.
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8 days remaining duration), the computer will blindly schedule activity
B to start on day 6 rather than properly reporting that the start of activ-
ity B will be delayed until day 8. This illustrates only one of the many
“sources of misunderstanding” common in PDM. And as different prac-
titioners and computer software writers add features to the basic system,
additional interpretations and misunderstandings will occur.

11.2. Defining Overlapping Activities: Durations between Activities

As discussed in Chapter 10, PDM permits logic relationships other than
FS. Some of the relationships available in theory and supported to vary-
ing degrees by software vendors are shown in Table 11.2.1. If lag factors
are included, or the number of time units between, say the finish of A and
start of B, the possible number of relationships expands, as illustrated
in Table 11.2.2. The distinctions between some of these types of rela-
tionships may appear obscure, but as shown in Table 11.2.3, the same
problem can have differing results based upon which type of start-to-start
or finish-to-finish relationship is used.

The MSCS program (Management Scheduling and Control System by
McDonnell-Douglas Aircraft Co.), written in the 1960s to run on a main-
frame computer, understood some of these nuances and had separate
codes for two types of lag, passage and progress. However, the differences
between their designations of the start-to-start and the begin-to-begin
codes and the finish-to-finish and end-to-end codes were poorly docu-
mented and subject to misinterpretation.

The list of Table 11.2.2 is not complete. Referring back to Figure 10.4.1
suggests a restraint based upon measured units performed or installed,
such as between Activity 100 and 110 or 520 and 530, which call for the
second activity to start after 0.50 cubic yards of excavation and 0.10 square
feet of clay tile are respectively complete. This is the information that
would be provided by the project superintendent performing the work. In
ADM, this information may be retained. In PDM, as supported by com-
mercial software, the conversion of 0.50 CY to a start-plus-lag-to-start
format will not convey this information to the project team.

The migration of software to microcomputers in the 1980s entailed,
at that time, severe memory limitations and resulted in the progress def-
initions being dropped from many software programs. Lag measuring

TABLE 11.2.1 Types of PDM Relationships

FS Finish to Start Activity B may Start after Activity A is Finished
SS Start to Finish Activity B may Start after Activity A is Started
FF Finish to Finish Activity B may Finish after Activity A is Finished

SF Start to Finish Activity B may Finish after Activity A is Started
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TABLE 11.2.2 Explanded Set of PDM Relationships

RDM P3 MSCS Formula Description

FS FS C ES, = EF, + Lag,, FINISH to START
Progress F'S “n” Finish to Start
B may start “n” units after duration of A is
reduced to zero

ES FSx ES, =AF, + Lag,, END to START
Passage F'S “n” Finish to Start
B may start “n” units after A reported finished

SS SS B ES, = ES, + Lag,, START to START
Passage SS “n” Start to Start
B may start “n” units after the Early Start of
remainder of A if A reported started

BS SSx ES, =AS, + Lag,, BEGINNING to START
Passage SS “n” Start to Start

“

B may start “n” units after A reported started

PS — S for Lag,, > OD,; PROGRESSED to START
ES, = ES, - OD, + RD, + Lag,, Progress SS “n” Start to Start
B may start after duration of A is reduced
by “n” units

RS — — for Lag,, > OD,; REMAINING to START
ES, = ES, + RD, — Lag,, Progress SS “n” Start to Start
B may start after duration of A is reduced

“ 9

to “n” units

FF FF E EF, = EF, + Lag,, FINISH to FINISH

Passage FF “n” Finish to Finish

B may finish “n” units after A is reported finished
EF FF= EF, = AF, + Lag,, END to FINISH

Passage FF “n” Finish to Finish

B may finish “n” units after A is reported finished
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FR

FP

SF

BF

PR

RR

RP

PP

SF

SF=

for Lag,, > OD,;
EF, = EF, + min(RD,, Lag,,)

for Lag,, > OD,;
EF, = EF, + min(RD,, (OD,, — Lag,))

EF, = ES, + Lag,,

EF, = AS, + Lag,,

for Lag,, > OD, and Lag,, > OD,;
EF, = ES, - 0D, + RD, + Lag,,; + min(RD,, Lag,,)
NOTE TWO LAGS ARE REQUIRED

for Lag,, > OD, and Lag,, > OD,;
EF, = ES, + RD, — Lag,,; + min(RD,, Lag,,,)
NOTE TWO LAGS ARE REQUIRED

for Lag,, > OD, and Lag,, > OD,;
EF, = ES, + RD, — Lag,;,; + min(RD,,, (OD;, — Lag,;»))
NOTE TWO LAGS ARE REQUIRED

for Lag,, > OD, and Lag,, > OD,;
EF, = ES, - OD, + RD, + Lag,,; + min(RD,, (OD, — Lag,))
NOTE TWO LAGS ARE REQUIRED

FINISH to REMAINDER

Progress FF “n” Finish to Finish

B may finish “n” units after duration of A is
reduced to zero

FINISH to PROGRESSED

Progress FF “n” Finish to Finish

B may continue beyond “n” units to finish after
duration of A is reduced to zero

START to FINISH

Passage SF “n” Start to Finish

B may finish “n” units after Early Start of
remainder of A, if A reported started

Passage SF “n” Start to Finish
B may finish “n” units after A reported started

PROGRESSED to REMAINDER
Progress SF “n” “m” Start to Finish
B may finish “m” units after duration of A is

[7a%])

reduced by “n” units

REMAINDER to REMAINDER
Progress SF “n” “m” Start to Finish
B may finish “m’ units after duration of

“

A is reduced to “n” units

REMAINDER to PROGRESSED

Progress SF “n” “m” Start to Finish

B may continue beyond ” units after duration
of A is reduced to “n” units

PROGRESSED to PROGRESSED

Progress SF “n” “m” Start to Finish

B may continue beyond “m” units after duration
of A is reduced by “n” units
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TABLE 11.2.3 Differing Results Based upon Choice of Relationship Code.

Graphic Code Formula Calculation
. PS ES, = ES, - OD, 10-10+5+7=12
165 m +RD, + Lag,,
SS7 8 SS ES + Lag 10+7=17
AS = =
¢ bp=10 BS AS + Lag 6+7=13
A T3 FR EF, + EF, + min®RD,, Lag,;) 20 + min(6, 7) = 26
wos L ° FF EF + Lag 20 +7=27
P S 010 AF + Lag 18+7=25

Example for Start-to-Start: Activity A has 10 day original duration, started on day 6,
has 5 days remaining duration. It is linked to Activity B by a Start-to-Start restraint
with a 7 day lag. Activity B has a 8 day original duration. The update is on day 10.

» PSalgorithm starts at early start (data date) and reduces lag by 5 days to match the 5 day
reduction in activity duration, with resulting calculation of early start of B being day 12.

= SS algorithm starts at early start (data date) and adds 7 days lag (unless lag is reduced
by update input,) with resulting calculation of early start of B being day 17.

= BS algorithm starts at actual start date recorded as day 6 and adds 7 days lag, with
resulting calculation of early start of B being day 13

Example for Finish-to-Finish: Activity A was started on day 6 and finished on day 18.
It is linked to Activity B by a Finish-to-Finish restraint with a 7 day lag. Activity B has
a 8 day original duration, started on day 15 and still has 6 days remaining duration.
The update is on day 20.

= FR algorithm starts at early start (data date) plus zero remaining duration of Activity
A and then reduces lag by 2 days to match the 2 day reduction in Activity B duration,
with resulting calculation of early finish of B being day 26.

= FF algorithm starts at early start (data date) plus zero remaining duration of Activity
A and adds 7 days lag (unless lag is reduced by update input,) with resulting calcula-
tion of early finish of B being day 27.

= EF algorithm starts at actual finish date recorded as day 18 and adds 7 days lag, with
resulting calculation of early finish of B being day 25.

days passage rather than days progress continues to mystify and plague
users of scheduling software today. One example often encountered is
when project personnel updating a schedule enter a percent complete
or remaining duration for an activity, but do not have the time or infor-
mation to note the start and completion dates for that activity.

This can create a problem if the network includes nontraditional rela-
tionships. Assume Activity A had a 10-day duration and a SS relationship
with a 5-day lag to Activity B. Assume Activity A now is 99.9 percent com-
plete and has a remaining duration of 0, but that an actual start date has
not been entered. Now we update and reschedule. The computer does
exactly what it is told. Five days after the reported start date, or since there
is none, 5 days after the data date, Activity B can start (Figure 11.2.1).

These special, nontraditional relationships require that start and
finish dates are entered to properly calculate the schedule. So although
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Start B after A

A0 B 10 | 50% of A is data

complete date B

I_ 123456789012345

SS5

Figure 11.2.1  Updating the PDM network.

the software will allow the user to enter progress without reporting
actual start and finish dates, if the network has relationships other
than the traditional F'Ss, incorrect results can be calculated.

Even without the additional problems caused by including reported
actual start and finish dates in the calculation algorithms, additional effort
is required to update networks that include nontraditional relationships
with lags. In fact, many software products do not include the measurement
of lag from a reported actual start date but instead measure from the latest
data date. Some programs, such as Primavera, permit the user to choose
whether to measure from the actual start or early start (being the data date
for the first activity not already completed; Figure 11.2.2).

If actual dates are not used, then the lag must be manually updated
whenever the duration of an activity is updated. Here, even if an activity

Figure 11.2.2 Actual start versus early start options.
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| A | need never finish |

A'10

B

FF5
B 10 -
SS5 | may start anytime | C |

Cc10 C may start before NTP
A is not required for project completion

Figure 11.2.3 Orphaned relationships.

is started, completed, has reported actual start and finish dates, a remain-
ing duration of 0 and percent complete of 100 percent, if the lag is not man-
ually reduced to 0, successor activities will be scheduled based on the data
date plus the lag. The computer will accept what we just said and perform
its calculations accordingly.

Another common problem with nontraditional logic relationships is
their failure to ensure that each activity has a predecessor before its
start and a successor after its finish. This problem is exacerbated with
advanced software that plots the activity as a bar on the computer
screen when data relating to the activity is entered.

Reviewing Figure 11.2.3, if Activity A is connected to successors only
by means of start-to-start relationships, then its finish is not required
according to the logic of the network. Similarly, if Activity C is con-
nected to predecessors only by means of finish-to-finish relationships,
then it may start at any time, even before the notice to proceed, begin-
ning with the first day in the project calendar.

Some software programs address this problem. For example, the MSCS
program, with a combination or joint relationship code, used a “Z” code to
combine a start-to-start and a finish-to-finish relationship with similar lag.
Since this is a popular use of nontraditional relationships, it allows this
combination relationship to be designated with one entry and reduces the
chance of creating orphan activity starts or finishes.

Note that the example given in Figure 11.2.4 will only properly work
if the duration of A and B are the same, keeping the two activities in
lockstep. If the two durations are not the same, one of the two relation-
ships will be overridden by the other. For example, assume that two

A 10

FF 5

| SSO BET0 ]

Figure 11.24 “SS5”+“FF5” code equals MSCS
“7Z5” code.
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A 10 |7FF6 C12 '7}3135

SS5 SS 6

— B 12 | — | D 10 |

Figure 11.2.5 Passage type of lags. Note only one lag will drive second activity if durations
are not equal.

activities of unequal duration are linked with the instruction that the
second may start when the first is 50 percent complete and the first
must finish before the final 50 percent of the second can be accomplished.
In Figure 11.2.5, the total duration of A plus B is the greater of 10+ 6=16
or 5+ 12 =17. Thus, the FF6 lag may be ignored in the initial schedule.
However, if A takes longer than expected and has an actual duration of
15, B may still be expected to start 5 days after the start of A, but will
not be able to finish until 15 + 6 = 21 days after the start of A.

Similarly, the total duration of C plus D is the greater of 12 + 5 =17
or 6+ 10 = 16. Thus the SS6 lag may be ignored in the initial schedule.
If the actual duration of C is better than expected, the SS6 lag may
become the driving relationship.

The two examples also highlight an important point that may be
missed if the lags measure passage of time rather than progress of
reducing the original duration of the activities. The expressed wording
of the project manager is that the SS lag relates to the first activity and
the FF lag relates to the second activity. This is more clearly depicted
in Figure 11.2.6, which displays the lags as progress in reducing the orig-
inal duration. Unlike the example in the prior figure, here the start of
B will be earlier if A is performed faster than anticipated. Similarly, for
a progress style lag, should activity D start and progress partially out
of sequence such that it has only a remaining duration of 4 by the time
C is complete, the lag will likewise be reduced from 5 to 4 days.

Because the SS lag relates to the predecessor activity while the FF
lag relates to the successor activity, a special problem exists for the SF'
relationship. If we assign to a SF'relationship a passage type of lag, the
lag merely represents how the two bars line up on the bar chart. On the
other hand, if we assign to a SF relationship a progress type of lag, we
need two lags, one to measure from the start of A and the second to meas-
ure to the end of B, as shown in Figure 11.2.7.

Figure 11.2.6 Progress type of lags.
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| A0 . A0 ]

SF 11 SF56

Figure 11.2.7 Examples of passage versus progress type of start-to-finish lag.

11.3. Negative Durations between Activities

In addition to durations of activities and durations between activities
(or lags), there exists yet another possible type of duration in PDM con-
sisting of a negative duration. This may be used to convert the stated,
“Activity B may start 3 days before the Activity Ais finished” to the lead
lag expression “F'S —3.” However, even though such a statement may
commonly be made, and such a lead/lag may be used to “move the bars
on the screen” for the initial schedule printout, the comment and expres-
sion are inherently logically flawed.

The actual comment should be heard as “Activity B may start 3 days
before the expected finish of Activity A” and the same logical informa-
tion is better provided by a start-to-start restraint with a lag equal to
the original duration minus 3 days. In either case, the actual comple-
tion or finish of Activity A is not required by Activity B (nor any other
activity unless there are other restraints). Thus, although there appears
to be a finish-to-something relationship required by PDM, the reality is
that the finish of Activity A is orphaned, as shown in Figure 11.3.1.

Obviously, if the finish-to-start negative lag is greater than the dura-
tion of the activity, all that is being accomplished is the movement of bars
on the bar chart. Similarly, a start-to-start, or finish-to-finish or start-
to-finish relationship with negative lag does not have a physical refer-
ent and is “just moving bars.”

11.4. Remaining Durations between Activities

The very first enhancement to the Kelley-Walker basic CPM algorithm,
discussed in Chapter 9, is the distinction between original duration and
remaining duration. This added feature allows the Scheduler or other
individual reviewing an update to the CPM to note the status of work in

L8] A0

B 10

Figure 11.3.1 Finish-to-start negative 3
equals start-to-start plus 7.
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A'10 C10

SS7
B 10

Figure 11.4.1 The problem of 2 days of progress
over 5 days of time—when can B start?

progress, and further to compare the reduction in duration versus the
passage of time since the start of the activity. It would seem obvious
that similar tracking may be desired for the lags or durations between
activities.

As an example, assuming 2 days have been performed of activity A,
as in Figure 11.4.1, the Scheduler could note from the tabular printout
that 8 days of work remain for Activity A, after which its successor C
may start. However, the Scheduler could not determine the number of
days remaining until Activity B may start without solving an arith-
metic problem mentally or scribbled in the margin of the report. To
some extent this may be an artifact of the dichotomy between the two
definitions of the lag duration, that is, deducting the number of work
days of Activity A performed or counting the number of days from the
update data date to the early start of B. Either way, this is important
information if the lags are provided for reasons other than simply
moving bars on the Gantt chart view.

11.5. Impact of Percent Complete Upon Durations between Activities

If the lag in Figure 11.4.1 represents 70 percent of the performance of
Activity A, then when performance of Activity A reaches 50 percent,
this will also represent that 71.4 percent of the portion of A required to
start B is complete and only 2 days or 28.6 percent of that portion of A
remains incomplete. Note how this example explicitly portrays the basis
of the theory of PDM. There is a definable 70 percent portion of Activity
A preceding B rather than just any 70 percent of Activity A. Even if the
passage definition is used, stating that Activity B may start 7 days after
the start of A, there is an implicit understanding that the component
subtasks of A must be performed in a certain sequence, and that 5 days
after the start of A, 71.4 percent of these subtasks will be complete and
only 28.6 percent remain to be performed.

But what if the reality on the jobsite is that progress is being made
on Activity A, but not on the portions required to start Activity B? If the
lags are anything other than simply to move bars on the Gantt chart,
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there should be some means to decouple the reporting of progress of A,
or passage of time since A started, from the countdown to B.

11.6. PDM and Hammocks

The use of hammocks in PDM creates a special problem of semantics.
A hammock is a summary activity from one event or point in time to
another, such events being the ¢ node and j node of an activity in the
ADM system. The PDM system does not have such nodes. It truly does
not support point-in-time events. Even a milestone of zero duration is
calculated as having a separate start and finish, or must be designated
as a start milestone or finish milestone.

As aresult, the machinations required to effectuate a hammock make
the proper usage of “dummies” in ADM look like “kid’s play.” Assume
from the John Doe project that we wish to create a hammock to sum-
marize the work between the completion of rough grading and the start
of building layout. In ADM this is rather simple. A hammock is created
from the j node of 2—3 to the i node of 13—-14. The software then com-
putes the duration to be 27 days between these two activities (Figures
11.6.1a, b, and c).

However, in PDM the process is not quite so simple. Since there is
no event (node) following Activity #2, it is necessary to go to the suc-
cessors of Activity #2 and link to the new hammock by means of a start-
to-start relationship, as shown in Figure 11.6.2. Ideally, there should be
such a link from each and every successor the Activity #2, although the
figure shows only two successors so linked. The finish of the hammock

Figure 11.6.1(a) Hammock in ADM. Tabular view, P35.0 for DOS.
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Figure 11.6.1(b) Hammock in ADM. Graphic view, P3 5.0 for DOS

is similarly linked to each of the predecessors of Activity #13 by means
of a finish-to-finish relationship. The hammock duration is calculated
from the start of the earliest successor to Activity #2 to the finish of the
latest predecessor of Activity #13, rather like reversing the calculation
rules for other activities.

This will move the bars on the initial Gantt chart, but will it continue
to be accurate as the project is updated? Since the calculation is from the

Figure 11.6.1(c) Hammock in ADM. Graphic view, P3 3.1 for Windows.
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Figure 11.6.2 Hammock in PDM.

start of the successors of Activity #2 rather than its finish, should the suc-
cessors not start immediately after completion of the rough grading, the
calculated actual duration of the hammock will be incorrectly low.

A more serious problem occurs if we desire to start a hammock at the
end of an activity with successors that are not driven by that activity
but each has more critical predecessors. Assume that we desire a ham-
mock from end of the electrical work of “pull in feeder” to the start of
“set electrical load center.” This hammock, and its calculated duration,
may be very useful in that it shows the time period when the electrical
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Figure 11.6.3 Cannot create a Hammock from Activity #12 to #300 as start of #13 is
driven by #8.
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Figure 11.6.4 Cannot create a Hammock from Activity #12 to #300 in PDM except with
“dummy” activity.

subcontractor will not be needed on the job site. But the only succes-
sor to Activity #12 is Activity #13, and that is driven by Activity #8. As
shown in Figure 11.6.3, it is not possible to create a hammock from #12
to #300. The workaround is to create a “dummy” activity of zero dura-
tion and meaning to carry the completion of #12, untainted by #8, to the
hammock as shown in Figure 11.6.4. (Shades of ADM!) The “fix” requires
continued maintenance through the duration of the project. When updat-
ing the project, it will now be necessary to remember to enter the actual
finish of #12 as the actual start and actual finish of #12-J (so named
because it represents the missing j node of activity #12).

It may also be noted that Activity #12J does not have a proper succes-
sor (or a finish-to-something relationship) since its only purpose is to carry
the start-to-start logic to the hammock. Thus, since the calculation mode
is to set to display the “finish float,” or LF'— EF, the displayed float is mean-
ingless. The problem also carries through to the hammock that incorrectly
calculates 88 as the float, rather than the 4 days of Activity #12.

11.7. Continuous versus Interruptible Progress

Another means to alleviate this problem is to add the assumption that
CPM activities are of fine enough detail to be performed on a continuous
basis without interruptions. Thus, in Figure 11.7.1, because the last 2 days
of Activity C are restrained until day 13, the software will delay the start
until day 10.

Some programs give the user the option of utilizing this extension to
theory or not. Primavera provides this option, defaulting to continuous
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Figure 11.7.1 Interruptible versus continuous progress.

but permitting the user to specify activities as interruptible. The option
1s available on a per project basis and all activities within the project
are affected by the choice (Figure 11.7.2).

On the other hand, standard reports do not specify which option was
chosen (although it is specified in Primavera’s excellent diagnostic
report). Thus, reviewing only a tabular report or graphic bar chart or
time-scaled logic network will not reveal which algorithm was used.

Finally, on the topic of continuous versus interruptible durations,
note that the progress type of lags model the real world such that, in

Figure 11.7.2 Choice of contiguous versus interruptible options.
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Figure 11.7.3 Continuous versus interruptible duration for progress versus passage
type of lag.

Figure 11.7.3, Activity D will be performed for 5 days, rest 1 day, and con-
tinue for another 5 days for a total of 10 days worked over an 11-day
period. Use of the passage type of lag leaves totally open the question of
what portion of D cannot be performed and the timing of the rest period.

11.8. Undefined Subtasks and Relationships to Other Activities

The additional features of PDM may appear revolutionary, however,
most can be duplicated in ADM by splitting activities into greater
detail while utilizing only the traditional F'S relationship. This is illus-
trated in Figure 11.8.1. Thus the 10-day duration Activity A followed
by a 5-day duration Activity B via a 3-day SS lag, and by a 6-day dura-
tion Activity C via a 2-day FF lag may be rewritten into ADM: A 3-day
duration Activity Al followed by a 7-day duration Activity A2 and a 5-
day duration Activity B (presumably followed by some other activity),
and a 2-day duration Activity C2 preceded by a 4-day duration Activity
C1 (presumably following some other activity) and Activity Al. Finally,
if we desire that C1 and C2 be performed continuously and without
interruption, we would apply a ZFF (zero free float) constraint to
Activity C1.

The use of PDM to accomplish all of this is certainly easier. However,
the precise scope of Al versus A2 and C1 versus C2 are unknown.

Figure 11.8.1 Conversion of PDM to ADM.
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If Activity A is erecting a brick wall, is the distinction between Al and
A2 the corners versus the middle (so that adjoining walls may be started)
or right side versus left side (so that a window frame may be installed)
or lower versus upper courses (where a scaffold is required)? (We have
ignored the other option of upper course before the lower course as we
know this to be nonsensical, but would we know this if the generalized
activity was “install instrumentation,” some of which interacted with
installations by other trades?) Also, in this example, the SS and FF
relationships are progress based rather than passage based, as we
assume that Activity B may start only when Activity A1 (or the first 3 days
of scope of Activity A) is completed, rather than merely 3 days after
Activity A has started.

11.9. Multiple Calendars

Although we discussed some of the problems associated with multiple
calendars used in ADM in Chapter 9, in PDM, the problems of multiple
calendars are raised to a whole new level. A typical application for using
a lag factor for the traditional F'S (finish-to-start) relationship is form,

Figure 11.9.1 Problems with multiple calendars.
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pour, and cure concrete, with a duration of 3 work days and 7 calendar
days for curing. Typically, software designates one calendar associated
with the activity, which is also used to define all lag factors associated
with its successors (Figure 11.9.1).

In this case, because the cure time is 7 calendar days, we can over-
come the problem by stating the lag as 5 work days. However, if the cure
time 1s 2 calendar days, then it makes a difference if the pour is com-
pleted on Monday or Friday. Considering the variety of possible lag fac-
tors used with SS (start-to-start) and FF (finish-to-finish) relationships,
you can see how easily multiple calendars create multiple interpreta-
tions and misunderstandings.

Class Exercise: Discuss Preparation of a Network in ADM and PDM

Our concrete crew only works Monday through Friday. We are required to
form and pour a concrete slab, which we will pour in two segments and
which will take 20 days. We may begin forming a wall on a poured slab 48
hours after the concrete is poured. Therefore, 2 days after 50 percent of the
concrete slab is poured, we can begin forming the walls. The forming and
pouring of walls will also take 20 days.

11.10. Retained Logic versus Progress Override

In addition to the three possible answers to the question noted in
Chapter 9 on ADM networks, in theory, a fourth possible answer exists
for PDM networks. This is that some additional portion of an activity
can continue to be performed but that the activity cannot finish until
all predecessors are complete—an implied FF relationship (possibly
with some lag) included in all preceding F'S relationships. In fact, this
option would alleviate many of the problems of how to address work per-
formed out-of-sequence.

An exciting extension of this concept would be for the software to
explicitly insert the appropriate FF relationships whenever out-of-
sequence work is reported, highlighted for notice to the scheduling pro-
fessional, and editable for modifying the amount of FF'lag or deletion,
if appropriate. To our knowledge, neither of these two options have
been included in any of the commercial software programs available
(Figure 11.10.1).
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Figure 11.10.1 Retained logic versus progress override options.

11.11. Total Float Calculation

We earlier learned that the value of total float (TF) is calculated as the
late start (L.S) minus the early start (ES), which is also equal to the late
finish (LF) minus the early finish (EF). This is because both:

ES + duration = EF and LS + duration = LF

If the finish of an activity is controlled not by the duration of the activ-
ity but by the FF relationship from another activity, you can add the
assumption of continuous, uninterruptible activities as noted previously
to determine when the desired, rather than earliest start can occur, but
the need for a true predecessor of that activity must still be addressed
in many situations.

In Figure 11.11.1, the critical path runs from A through the start of
B to C to D. B must be started on day 6 if the project is to be completed
at its earliest possible time. However, once Activity B has started, it has
2 days float. So how is the float defined for Activity B? You could choose
a start float as being the TF or a finish float as being the TF, or the more
critical of the two, a most critical float as being the critical float. Some
software explicitly states which calculation is used for determining 7TF;
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A5 B5 D5 AAAAABBBBB__
J CcCcccc
L | C5 DDDDD
SS2 12345678901234567890

Figure 11.11.1 Total float in PDM.

other programs require that you reference a diagnostic printout or the
reference manual for the software. Of course, when this problem is
combined with the problems of multiple calendars, an activity’s float
is closer to an opinion than a calculated number.

11.12. Erroneous Loop Errors

A final problem is erroneous reporting of loop errors for logic that would
not be correct in ADM, but is acceptable under PDM theory. Looking at
the right diagram of Figure 11.12.1, if we were to use the power of PDM
to combine the two drywall activities into one activity with a duration
of 7 days, a start-to-start relation to rough-in electrical of 2 days lag, and
a finish-to-finish relationship back to drywall of 2 days lag, we would
be saying the same as the diagram on the left. Logically, the diagram
makes sense. However, all but one of the software products we reviewed
declared a logical loop because Activity A was listed before Activity B,
which was listed before Activity A. The loop detection subroutine cre-
ated for the old ADM networks failed to accommodate the new possi-
bilities of PDM.

Interestingly, because hammock activities are treated differently
for calculation purposes in Primavera software, a hammock starting
from and going to the same activity will not trigger this error message
in P3 or SureTrak, but will do so in P3e/c and Primavera Construction
(Figure 11.12.2).

Drywall Drywall
side 1 side 2 Drywall
A5 Cc2 both sides
5 days RA ) 2 days A+CT7 R
electric I 7 days )
SS9 B5 FF 2 .| electric
5 days SS 2 B5 |FF2
5 days

Figure 11.12.1 Erroneous report of loop error.
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Figure 11.12.2 Hammock as included activity accepted by P3 and SureTrak, but not by P3e/c.

11.13. Summary
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As we have seen, the Precedence Diagramming Method variant of the
Critical Path Method of schedule analysis brings a great deal of addi-
tional power to the project control team in creating a model of the real
world of scheduling. However, it also brings the capability of ignoring
the basic regimen required of the planning professional in preparing a
proper logic network, and depicting possible schedules based upon guess-
work rather than logic. This new power is there for experienced sched-
ulers to be properly used and not abused.
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12

Enhancements and Extensions
by Software Vendors

Numerous software vendors have written programs to solve the CPM
algorithm. Many of these vendors added additional features not found
in the basic theory. In addition, many of these vendors have added fea-
tures to better utilize the calculated results, including various filtering
and sorting routines for tabular reports and for graphical representa-
tion of the plan and the schedule for the target project.

It would be impossible in a, hopefully, enduring text to discuss all or
even many of the excellent software products that are available to the
project management team for schedule preparation and monitoring.
Most major vendors develop a “new and improved” version of their soft-
ware each year. Whereas keystroke instructions tend to remain con-
stant from year to year in an effort to maintain customer loyalty, bold
changes in approach (such as Windows 95 from the Windows 3.x family)
are not unknown. Changes in the operating system (such as Windows
3.x to 95 to 98 to 2000 to XP) will also play a role in the changing fea-
tures and benefits of a software product, as will the changes in com-
puting architecture and power (such as going from 16 to 32 to 64 bit
technology). Therefore, this text discusses several of the many soft-
ware products available, with keystroke details of one system to illus-
trate how any of these (or other) systems “add value” to the basic CPM
algorithm.

12.1. Overview of Primavera Project Planner P3

The personal computer (as opposed to mainframe computer) software with
which the authors have the most experience is Primavera Project Planner
by Primavera Systems, Inc. Primavera, like many other software vendors
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over the past several years, migrated to the graphical user interface (GUI)
standards set by Microsoft Windows. Thus, although earlier versions may
use a <ALT-F><ALT-Q> sequence to Quit certain functions, current ver-
sions use Microsoft Windows’ <ALT-F><ALT-X> to eXit such functions as
well as the familiar mouse point and click exit commands.

Primavera Project Planner, also known as P3, is a high-end schedul-
ing software product. To the ability to solve the CPM algorithm, P3
adds the ability to examine the CPM calculations in a myriad of views,
both tabular and graphical. The high-end software package also permits
users to view summaries of numerous projects with data that may be
located on one computer, on other computers via a network, or even on
machines connected via the web.

Primavera’s P3 product provides a very large number of configuration
options that alter the fundamental purpose of the software, the algo-
rithm for solving the CPM analysis. Users may choose to have out-of-
sequence work override the dictated logic, or to retain the original logic.
Users may choose from several option for the definition of total float.
Users may choose to have lag durations counted from the early or actual
start of the activity. In effect, the users write the rules on how the soft-
ware will solve the CPM analysis, and individuals who review printed
output must be vigilant in determining what set of rules have been
used. With the significantly increased power created by these options,
comes the need for them to be used knowledgeably and responsibly.

12.2. Overview of Suretrak Project Planner

Primavera Systems also provides and supports Suretrak software.
Suretrak, sometimes referred to as “Primavera light,” was actually writ-
ten by a different group of software programmers and the similarities
to Primavera Project Planner (or P3) are by design rather than default.
As a result of this divergent background, several small but fundamen-
tal differences exist between the two software products.

Perhaps the most significant of these is that the algorithm used to cal-
culate the CPM attributes of early start, late start, early finish and late
finish differ. Because Primavera chose to have both programs use a
common data format, it is possible for a project prepared using one soft-
ware program to be read and even updated in the other. But, depend-
ing upon the specific CPM network and specific update, it is possible that
such an update of a network in Primavera Project Planner (P3) will
yield different results than in Suretrak. These types of problems, how-
ever, will only occur if non-traditional lead/lag relationships are used in
the network. (See Figures 12.2.1 for common Base Network in P3 and
Suretrak, and Figure 12.2.2 for divergent Updated Network in P3 and
Suretrak.)
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Figure 12.2.1 Comparison of P3 and Suretrak schedule option screens.

Figure 12.2.2 Comparison of schedule output for various algorithm options.
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As of the printing of this 6th edition, Primavera is continuing to pro-
vide support for, but is no longer selling, either its classic P3 Project
Planner or SureTrak software. Its sales emphasis is now upon its new flag-
ship of P3e/c Primavera for Construction and Engineering (version 5.0)
and a reduced-cost (and feature) version for smaller construction project
use, Primavera Contractor.

12.3. Overview of P3e/c Primavera Program Manager

Primavera Engineering & Construction, formerly P3e/c for Construction,
is the latest extension of its Primavera Project Planner for the
Enterprise or P3e software launched in 1999. Version 5.0 rectifies a
number of the features lost from its P3 software, including reintroduc-
tion of recording of suspend and resume dates for calculation of actual
durations, and adds new features and benefits of particular use to con-
struction industry users, such as incorporating a new means of track-
ing critical and near-critical paths and an UNDO function.

The basic premise of Enterprise software is that a company, agency
or other organization has limits to the resources that it can field and that
the intelligent allocation of these resources requires a common database
that provides the status of all projects or programs (groups of projects)
under the common umbrella. In some industries, such as IT and phar-
maceutical, the ability to be “first-to-market” trumps all other factors
in determining the success of a project. In such a case, the allocation of
scarce resources to one or two champions is preferable to each project
taking its “fair share.”

While P3e/c has added a great deal of power to group projects and to
perform rollups on resource usage by one project or by the entire group,
expanding this to allow tracking of up to several hundred projects
required a more robust database engine. Primavera’s scaling up of its
software initially to handle enterprise issues inadvertently caused some
difficulties to users of P3 software due to problems similar to those
encountered between users of P3 and SureTrak. For example, the con-
vention for determining which calendar applies to “lag” duration
between activities differs between P3 and SureTrak, which assign the
calendar of the predecessor activity, and Microsoft Project (or “MSP”),
which assigns these to the calendar of the successor activity. (The old
MSCS mainframe system allowed the user to assign any defined cal-
endar to each lag. This is another example of “lost art.”) The new P3e
system, designed to accept input from many sources (including MSP),
chose the calendar of the successor activity. Introduction of P3e/c
solved this problem by allowing the user to set a system-wide choice
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of modes. This has been supplemented in more recent upgrades to also
include a system-wide choice of the project default calendar or a 24/7/365
calendar.

The greater capabilities of an enterprise system also comes at another
cost—that of increasing the complexities of operating the system. A
crash can no longer take down only one project for a few minutes until
the file copy of the last update (on a floppy diskette) is located; rather
the entire enterprise can be taken down. Thus such larger systems tend
to require a hierarchy of computer architecture, as noted in the P3e/c
Administrator’s Guide (see Figure 12.3.1.).

The manual to explain the concepts of project management and all the
functionality of the software requires 444 pages. The manual for the
administrator runs to 469 pages. While this may seem daunting for
most construction project managers, project engineers, and casual users,
in most cases, the larger systems will be set up in a company’s head-
quarters while smaller setups, even for a single laptop, are possible via
a user-friendly wizard. The administrator’s guide is so large because it
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Figure 12.3.1 Architecture of fully installed P3e/c.
From P3e/c for Construction Administrator’s Guide p 7, with permission.
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has options for handling companies of the size of Bechtel, all the way
down to a small Mom and Pop subcontractor.

Some of the other features made available in the P3e/c series include
the following.

® linking of drawings, specifications, documents, photographs, and other
“objects” to specific activities,

® assigning of “steps” or tasks as a subset or checklist for an activity,

® adding the functionality of the previously separate software known as
Claims Digger,

® setting thresholds to alert a manager (who may be reviewing hundreds
of projects) of a potential problem, and

® providing superior graphics, especially for “management by exception.”

12.4. Overview of Primavera Contractor

Primavera also launched a low-end and lower cost product to work seam-
lessly with its P3e/c software and to replace its existing entry level
SureTrak software. While SureTrak may have been called “Primavera
Lite” due to lesser functionalities, Primavera Contractor has all the func-
tionality of P3e/c but is limited to 750 activities. This limit severely
reduces its usefulness for construction projects as a typical recommen-
dation for the number of activities is one per $10,000 of value, thus lim-
iting its use to projects under $8 million. (Other formulas may increase
this to projects of double this size depending upon the typical crew size.)

While there may be workarounds to the limits set, each has serious
drawbacks. Larger or longer duration “summary” activities can be sup-
plemented by an unlimited number of “steps” or tasks, but only at the
expense of reducing the rigor of the CPM logic network. Assuming that
a subcontractor could have only his/her work on a separate CPM will
only work if the work of the subcontractor is totally independent of
work by others on the project. It is predicted that other means of limi-
tation will be developed by Primavera, such as a maximum number of
projects or a lockout, which would permit a subcontractor to load an
entire (larger than 750 activity) network but be able to update progress
and view resource and cost data on its own activities.

12.5. Overview of Microsoft Project Professional 2003

Any discussion of microcomputer software that does not discuss the
software sold by Microsoft would be incomplete. Microsoft Project for
Windows brings to scheduling all of the strong points of other Microsoft
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products, namely a standard graphical user interface (GUI), a standard
set of instructions for navigating through the various menus, and a
high level of connectivity with other Microsoft products.

Microsoft Project is a relatively low-level scheduling product. This does
not imply that it is inferior, but merely that it is attuned to the needs of
“occasional” schedulers and managers, who rarely must utilize the prod-
uct. Its learning curve is low. Few options exist relating to fundamental
issues such as the solution algorithm. The downside of a low-learning
curve and an aversion to complexity, however, is an inability (or at least
difficulty) in handling various non-standard scheduling situations.

Microsoft Project is well suited for the small or non-complex project.
In writing our own scheduling software earlier in the text, we deter-
mined that the basic algorithm is quite simple. Microsoft Project may
be used to provide the high quality of graphics noted in other Microsoft
products. And in some areas, such as extremely short-term scheduling
(to the minute), it exceeds the abilities of higher end products. Also, its
inclusion of an UNDO feature is highly desirable, if difficult to imple-
ment in larger and more complex systems.

Several of the shortcomings of Microsoft Project are founded in
Microsoft’s trait of assuming users’ desires from limited user input and
acting thereon without overrides. A prime example of this is the
assumption that the schedule will be created and edited solely upon the
computer. As a result of this assumption, Microsoft Project assigns
activity numbers as activities are entered. If an activity is later added,
it will be assigned the next sequential number, or if inserted, the task
will be assigned the activity number of the task it was inserted before,
and that and all subsequent tasks will be automatically renumbered.
Thus, the ability to refer to a task by an abbreviation, its task number,
on printed output is severely limited. If a task description should
require modification (including correcting misspellings, etc.), there is
no means to compare a recent update to a prior update or the initial
schedule. In essence, the task number is useless as a reference, other
than for the temporary program usage, in establishing additional logic
restraints.

Despite these drawbacks, for individuals who want to schedule their
own time or schedule for a limited number of subordinates on a relatively
small project, Microsoft Project is an effective tool.

12.6. Overview of Welcom Open Plan

Another of the various scheduling software products that has gained a
recognized market share is Welcom Software’s Open Plan, currently in
Version 3.1 as of the publication of this text. Joining the trend of
Primavera, Version 3.x has migrated from a project centric product to
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Overview
Welcome to Open Plan 3.1. This version of Open Plan contains exciting new features
and major enhancements to features in previous versions. Several enhancements
have been made to the Welcom Security Administrator as well.

To view information about each feature, click the appropriate link in the
navigation pane at the left.

Many enhancements to this version of Open Plan are in response to Software
Fault Reports (SFRs). Where appropriate, the relevant SFR numbers are identified.

Future releases of Open Plan will not be tested for compatibility with MS
Windows 95, 98, or 98SE.

Figure 12.6.1 Open Plan opening screen.
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Figure 12.6.2 Open Plan Project Properties — User may set default calendar for lags, but
not to predecessor.
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Figure 12.6.3 Open Plan Activity Details dialog box at Relationships tab.
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an enterprise wide product. Thus, Open Plan 3.x provides a single data-
base for all projects versus Version 2.6 and prior versions that allowed
multiple databases. This is noted in the Open Plan 3.0 Data Migration
manual (page 3) which states, “Since Open Plan 3.0 stores its data in only
one location, duplication of file names is not allowed. There can be only
one file of a given type with a given name. Previous versions of Open Plan
allowed you to store your data in almost any drive/folder. As a result you
may currently have more than one copy of a file in different folders.”

A prime concern with the software is that the product appears to be
going through growing pains. A great deal of the material included in
the manual and on the ReadMe files of the CD on which the software
is provided deals with “minor” changes, in response to “Software Fault
Reports” reported by current users (Figure 12.6.1). However, a strong
commitment to quality may be derived from an opening screen that
points out these faults and caveats of future limitations before even
going into what the product does (for new, first time customers).

Some of the “faults” described are not so much faults as much as
questions of style that have plagued all CPM software vendors. One
example is default rule for the calendar to be used for lag durations.
While most of the construction industry has used a standard of calcu-
lating the duration based upon the calendar of the preceding activity,
Open Plan has generally set its default to the calendar of the succeed-
ing activity. This difference may be more than compensated for by Open
Plan’s ability to allow the user to set the calendar for each individual
lag; however, individually resetting 16,000 lag calendars in a 10,000
activity network may be rather time consuming (Figure 12.6.2). Also, if
using this feature, the user must remember if changing the calendar of
an activity to change the calendar of each lag following the activity. One
may next expect that Welcom would follow the example of Primavera (in
P3e/c and Primavera Construction) to allow the user to choose which pro-
tocol will be used as a default, while Primavera and Microsoft may well
consider allowing users to individually set lag calendars.

The big change has been to accomplish the migration from project cen-
tric scheduling to enterprise wide scheduling, requiring new project
naming procedures and means to migrate information from the older
system. The newer database system has other unintended consequences,
leading to various special issues for those users migrating from prior ver-
sions of the software, much of which have been corrected by Welcom’s
SFR system and notification of appropriate patches to registered users.

Going beyond these issues of administration and default standards,
the Open Plan product appears robust and relatively user friendly. The
layout of the dialog box for input and review of relationships is highly
intuitive as shown in Figure 12.6.3.

The layout of the logic network may also be displayed graphically as
depicted in Figure 12.6.4. Obviously, as the number of activities



Figure 12.6.4 Open Plan Network View

Figure 12.6.5 Open Plan bar chart showing Monte Carlo risk analysis data.
Bar chart highlights criticality index and mean dates

Green = Never Critical Yellow = 0-50% chance of being critical
Red = 51-100% chance of being critical ~ Gray bar represents Mean Early Start — Mean
Early Finish bar
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increases, the Open Plan Network View will become more difficult to read,
but the implementation with curved logic restraint arrows is well done.

One feature of particular use is the automated ability to trace the crit-
ical path of a project even where multiple calendars and non-traditional
relationships cause the activities of such to have positive float, as pre-
viously illustrated in Figures 9.6.1 and 11.9.1. Finally, since Open Plan
incorporates a SPERT style Monte Carlo analysis as part of its basic
package, it creates the ability to highlight not only the most probable
critical path, but also activities that have a lesser but still high proba-
bility of becoming critical as depicted in Figure 12.6.5. (See Chapters
22.10 and 38.2 for further detail on this type of analysis.)
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Chapter

13

Measure Twice—Cut Once

The mathematical basis of CPM theory has been discussed. And the fea-
tures and benefits of various software tools have been discussed. So now
we can discuss the practice of CPM planning and scheduling. As noted,
these tools should assist the entire project team to better plan and
manage a project based upon the myriad of information known at the
outset of the project and as may be further known during the course of
the project. But these tools alone, like a power saw, will only lead you
into trouble faster if you do not take the effort to implement a system
of data acquisition and a system of data verification. The old carpen-
ter’s saying, “measure twice—cut once,” is also applicable to a CPM tool.

13.1. Preparing to Collect the Input

A CPM is not a mere checklist of tasks to be performed. CPM also is not
a mere ordering of items included in the estimate. Preparing the CPM
requires a fresh look at the detail of the subject project. The level of this
review requires making decisions and it is imperative that the person
who will be primarily responsible for the execution of the work is
involved during the entire data collection phase. In construction, this
person is usually the superintendent chosen to run the project. It is the
team of this superintendent, who will provide the intelligence for the
logic network, and the Scheduler, who will draw out this information and
code it for calculation by the computer, that makes CPM the tool that
it is. Read the help wanted advertisements in the newspapers or on the
internet. It is no coincidence that the highest paid construction position
is that of the superintendent and the second highest is that of the sched-
uler. The salary for construction estimators, who provide the life-blood
for the company, may be close, but are definitely in third place.
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13.2. The Pure Logic Diagram

The mathematical basis of CPM is the logic network. If you are going to
use the mathematics of the CPM logic network to schedule the project,
rather than merely display your preconceived guesses or desires of how
the project should be scheduled, it is important to focus upon the input
to the logic network and not to the output of the dates to be calculated.
Remember, it is understood that you intuitively know how to schedule
the many tasks in your project and in your life. The benefit of CPM is to
do so via an analytical methodology as a crosscheck and possible improve-
ment over the intuitive process. More importantly, by stressing the plan-
ning function to be performed before scheduling, it allows the input of
multiple parties to be factored into the final product.

13.3. A Team Effort. .. on the Blackboard or Sketch Pad

The essence of the planning function is that the planning process should
be performed without the need for the calculations to be performed by
the computer. Also of primary importance is that the professional
Scheduler cannot perform this task alone, in a vacuum. The prepara-
tion of the plan must be a team effort. The role of the Scheduler is to
elicit the information known by the various members of the team that
will be responsible for the performance of the project. This role includes
the need to nudge, cajole, or otherwise obtain information from each of
these individuals that may not seem important for this individual to per-
form his or her scope of work, but may be necessary for other members
who must interface with the performance of such scope. The role of the
other members of the team is to provide an understanding of what each
must do, what resources are required to perform such scope, and what
is or may be required from other members of the team or other third par-
ties to perform such scope. It is important for the Scheduler to draw out
all assumptions of the necessary support for the performance of each
activity from the members of the team, and it is to be expected that the
process of recording all of this information will be sloppy, involving
repeated erasures and insertions. Thus, it is suggested that the entire
process of preparing the pure logic network is best performed on a black-
board (or whiteboard with copy-to-paper capability) or sketchpad.

13.4. Format for Ease of Data Collection versus for Ease of
Data Entry to Chosen Software

The absolute need for the Scheduler to determine the variety of infor-
mation to be collected for each activity included in the pure logic net-
work was previously discussed. Although obtaining the information



Measure Twice—Cut Once 199

ACT STGE STGT
DES SHT1
SHT2
SHT3 Lead/Lag >
OD SHFT CRSZ CRTY
RESP SUBC LOCI LOC2

Figure 13.4.1 Large node format: activity in box with codes.

needed for “other team member’s use” during the planning session may
be deemed akin to “pulling teeth,” attempts to collect such information
at a later time are usually useless. Thus, the first session of the team
should be devoted strictly to what information each team member wants
from the final product for his or her constituencies (clients, customers,
immediate and senior managements, immediate and tiered subordi-
nates, regulatory agencies, and other “interested” parties.) A format to
record all of this information should then be adopted by the Scheduler,
both for ease of recording the information and as a reminder to extract
the information before moving onto the next activity.

Some schemes for such a format include either the creation of a table,
either within a printed (or drafted) box, or placement of the same infor-
mation in a regular manner without the need for a bordered box
(Figures 13.4.1 and 13.4.2).

13.5. Bar Chart: May Be Based upon Logic,
but Is not a Logic Network

Preparation of a bar chart or charts by the various team members of
their selected portions of the works (to be combined by the Scheduler) is
not only not the best practice, but may be counter-productive. Since each
of the team members, in preparing their bar charts, has (presumably)
spent some level of time and effort in the proper placement of the bars,
there will be a natural reluctance to repeating all of the thought processes

Title m Excavate

ACT 101

Q OD cal shft crsz crty 010 101 14EX
resp subc locl loc2 ... etc. ...
stage shtl sht2 sht3 @ Title

lead & lag 3

Figure 13.4.2 Small node format: activity on arrow with codes.
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just expended. Moreover, many construction professionals view schedul-
ing solely as the scheduling of their crews, and only afford a cursory cross-
check that the physical infrastructure (upon which he/she may direct the
crew) will be ready and available to work upon. Thus, the concept of plan-
ning and scheduling is reduced to only that of scheduling.

13.6. Logic Restrained Bar Chart

A logic-restrained bar chart is a slightly better precursor to preparing
a CPM in that some of the thought behind the placement of bars is
recorded, but it is still not the best practice and may continue to be
counter-productive.

13.7. Freehand

As suggested previously, perhaps the most efficacious method for record-
ing the information acquired in this collaborative effort is a freehand dia-
gram on the blackboard or sketchpad. Activities can be placed in boxes with
activity data in preset positions within the box or represented by lines
(arrows) with the activity data arranged around the arrow, as depicted in
Figures 13.4.1 and 13.4.2. One advantage of the arrow method is a greater
ability to sneak an extra activity between two previously drawn items. If
non-traditional relationships (other than finish-to-start) or lags (dura-
tions between activities) are used, some care must be used to distinguish
a line representing an activity from that representing additional logic.

Remember that you, as the Scheduler, are in charge of this phase
of data collection and that any internally consistent means of recording
the data is acceptable so long as it will permit you to later transcribe the
data to a computer format for calculation. Thus, the freehand drawing
need not strictly comply with the rules relating to drafting according to
the standards of PERT, the ADM or PDM variants of CPM, the special
notations of GERT networks, or custom variations.

13.8. PERT

Several examples are provided in this section, ranging from the uncer-
tainties best recorded by PERT, to traditional ADM, to the more pow-
erful PDM, to a GERT network, to a format that may record all

Notice to 3510 Foundation | 253035 | Foundations 123 Foundations
proceed excavated poured backfilled

Figure 13.8.1 PERT—Events (deliverables) known, scope of activities (to achieve
deliverables) uncertain.
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Figure 13.8.2 ADM-—Events and activities known, relationships simple.
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Figure 13.8.3 PDM—Activities known, relationships complex. (Sole methodology currently supported by Primavera software.)
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form rebar pour strip
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South FDN South FDN | _\~Suth FDN South FDN
form rebar pour strip
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West FDN West FDN ‘West FDN West FDN Foundation
form rebar pour strip backfill
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Figure 13.8.4 GERT—Choice of path to be taken.
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Figure 13.8.5 RDCPMTM—Recording reasons for relationships.
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necessary data for an implementation of RDCPM™ A small foundation
is to be excavated, possibly requiring over-excavation and compaction
(and testing of the compaction,) and four foundation walls are to be
formed, set with reinforcing steel, and poured. A maximum of two sets
of forms is desired by the contractor. Upon completion, the foundation
may be backfilled (Figures 13.8.1 through 13.8.5).

13.9. Summary

The collection of data for the CPM logic network must be a team effort
led by the experienced Scheduler. Advance preparation of lists of activ-
ities or bar chart schedules may be counter-productive as the team
member performing such work may then be reluctant to repeat such
drudgery as part of the team effort. The exact format used by the
Scheduler to record the information acquired is not so important as the
need for consistency and ability for this (or another) Scheduler to tran-
scribe these notes to the selected software product.
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Chapter

14

Choosing Codes

The usefulness of the schedule produced by the CPM software from the
logic network will be determined to a large degree by two distinct fac-
tors: the validity of the input and the ability of the Scheduler to fash-
ion the output in a format that will be understood by management and
that will, in fact, assist those individuals charged with performance. Your
choice of appropriate codes at the outset of data acquisition is the key
to both of these endeavors. As the team develops the logic diagram and
determines appropriate estimates of duration for each activity, a myriad
of detail will be examined. If the Scheduler does not note these details
at the time they are first being determined, it is unlikely that any
member of the team will be inclined to go back and retrace the steps
taken. Thus the first step to be taken, before asking “what comes after
the notice to proceed,” is to set aside an hour to discuss who will be using
the CPM output and what these individuals would like to see.

14.1. Calendar

Many, if not most, projects are developed using only one calendar, being
either a 7-day per week calendar or a 5-day per week calendar or a 5-day
per week with major holidays excluded calendar. Durations of activities
that do not match this one calendar are modified accordingly. The incon-
sistencies that occur using this approximation are usually less than the
tolerance of error of the estimates of duration. This merely repeats
the comment that the printed dates calculated by the CPM software are
mere approximations and should not be taken literally.

For example, if a duration (or lag) is included for the curing of con-
crete for 7 calendar days, such may be noted as requiring 5 work days.
If those 5 work days extend over Thanksgiving weekend, which holiday

207
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is often given 2 days, the total duration may equal 9 calendar days and
print the early start of the successor accordingly. This is not to suggest
that the contractor would wait until this printed date to perform the next
step of work. An inspector citing the printed CPM date as a reason to
deny the contractor permission or support for continued work would be
as wrong as one who rejected a 2 x 4 stud for being only 1'/2" x 31/5" in
dimension.

If multiple calendars are used, there should be some careful thought
provided prior to beginning the process of developing the CPM. After all,
the durations of the activities, and possibly the logic, will be determined
by these decisions. The first comment is that if there is the possibility that
this project will be “rolled up” or merged with other projects for an enter-
prise view, you may wish to create several company-wide standard cal-
endars. Some of the software systems available will understand only one
Calendar #1 and will assume that the Calendar #1 of multiple projects
being merged (or “rolled up” for senior corporate review) is the same.
(P3elc appears to have corrected this error by giving the user the choice
of enterprise-wide global calendars or project-specific calendars.) However,
beyond this is the use of the CPM by members of the project team and
their understanding of multiple calendars. It is recommended that
Calendar #1 (both globally and for each project) be the standard 5-day per
week with major holidays excluded calendar and Calendar #2 be a 7-day
per week with no holiday calendar.

In P3e/c there is the option to choose which calendar will be assigned
as a default. The drop-down box choice of calendar and long-name
description of calendar reduces the potential confusion of designation
of Calendar #1 or #2 or #3, but also increases the width of the column
required to display this information and may increase the effort required
to enter the information.

This too can be ameliorated by renaming your standard calendars as
“5d,” “6D” and “7D,” renaming the column from “Calendar” to “Cal” and
adjusting the column width appropriately (Figure 14.1.1).

In defining and choosing special calendars or weather calendars it is
important to differentiate between anticipated conditions and unantic-
ipated conditions. For example, in the northern portion of the United
States, there are contractual restrictions to performing certain types of
work during the winter months. Other work can be performed during this
period but may be subject to a loss of productivity. Yet other work can be
performed during this period without hindrance by the weather. If, for
example, certain work is prohibited or not capable of being performed
during the month of February, such as placement of an asphalt surface
coat (either due to temperature restrictions or a general closure of asphalt
plants), it is proper to have an “Asphalt Winter Calendar” with zero work
days in February. But if contractors in a specific locale have experienced
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Figure 14.1.1 Multiple calendars in P3ef/c.

between 7 and 13 days over the past 5 years during which concrete
cannot be poured, the correct number of “weather days” to incorporate
in a “Concrete Winter Calendar” is 10 and not 13. While the contract doc-
uments (or common law) may provide that the contractor receive an
extension of time if the number of “weather days” exceed 13, it is not
anticipated that the contractor will experience 13 days of “weather” in
an average year.

The important element is to not add contingency to contingency. If the
durations provided by the superintendent or the team provide for the
contingency of an occasional “weather day” in June, the standard “Outdoor
Calendar” should not duplicate this contingency. Since one of the main
purposes of the CPM is to advise all parties in advance of when they need
to provide support for the work next being performed, a great deal of con-
tingency spread throughout the project increases the likelihood that the
anticipated date of performance will be a self-fulfilling prophesy. As pre-
viously noted, contingency for events with dates of occurrence that cannot
be specifically determined in advance but may generally be anticipated,
such as the likelihood of a hurricane in Florida in October, or the known
chance of delay to repair a crane, belong at the end of the project as a proj-
ect contingency. Remember that the CPM calculates the early start, or the
earliest date on which the activity may first be performed, and advises
all parties to prepare to capitalize upon that target if it is achieved.
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14.2. Deliverable and Responsible Entity:
SHT1, SHT2, RESP, and SUBC

Most construction projects are tied to a set of contract documents includ-
ing plans and specifications. Presumably the activities that will be
included in the CPM logic network will be determined by reviewing these
plans and specifications. Remembering that activity descriptions are
merely abbreviations of these discrete “scopes of work,” it only makes
sense to provide a tie back to the construction plans or specifications
being reviewed as that abbreviation was worded. In most cases in the con-
struction world, a reference to one plan, or perhaps one plan and one sec-
tion, is sufficient to point the users of the CPM to those documents with
the scope that is included in the activity description. In some cases, such
as highway work where there is a specified sequence of construction, a
third set of drawings or traffic control plans (TCPs) may be referenced.
Or perhaps a separate set of environmental drawings need to be refer-
enced to properly perform each activity. In the manufacturing and main-
tenance turnaround worlds, there may also be the need for multiple
instructions for each activity. For example, in one logic network for main-
tenance procedures required in refueling of a nuclear power plant (where
downtime can cost $50,000 per hour), the manuals of seven separate
agencies had to be referenced for each activity. This is not to suggest that
every drawing reviewed needs to be noted. Where a feature is covered
by one drawing spread over several sheets, perhaps only the first in the
series needs to be noted. Moreover, referencing of the engineer’s draw-
ings compliments the engineer and indicates that the contractor intends
to honor the engineering effort included in the contract documents.

Who is responsible for performing the activity is also important. If nei-
ther the owner nor the contractor takes responsibility for seeing that some
activity is performed, the chances that it will be performed in a timely
manner are somewhat reduced. A responsible party code should be lim-
ited to very few possible choices: the owner, the prime contractor, and per-
haps a third-party utility or other agency. In some states, multiple prime
contractors may be at this level. The next level is the subcontractor level
and may include a multitude of entities. By assigning a code for a sub-
contractor to each activity, it will then be possible to print out a schedule
including the activities to be performed by that subcontractor. This, in turn,
may further encourage the subcontractor to use the CPM as a tool.

Similarly, specifying the engineer as a subcontractor to the owner
reinforces for all parties the correct lines of authority and ultimate
responsibility for deficiencies of subordinates. Encouraging the engi-
neer to replace the generic “ENG” code with codes noting specific depart-
ments or even individuals who will perform the stated tasks will also
aid to make the CPM a tool of the entire project team.
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14.3. Key Resources: CRTY, CRSZ, MHRS, SUPV and EQUIP

The durations estimated by a superintendent of team member also will
be based upon the resources that will be brought to bear upon per-
formance of the work. It is important here to not merely copy labor
hours or equipment hours from an estimate since the scope of work
defined by an activity may differ from that covered by an item on the
estimate. While the estimator may have premised a rate of productiv-
ity upon a certain crew size or certain equipment usage, it is now for the
team to determine if this should be the appropriate crew or equipment
that can be made available and be supported in the stipulated locale.
(It is not yet time to determine if the crew is available in this time
frame. We have not yet calculated the time frame at this stage of prepar-
ing the logic network and the fine tuning of leveling labor and equip-
ment usage is best deferred until we have completed the logic network
and determined the needs of the entire project.) A number of factors go
into estimating the duration of the activity, including the size and com-
position of the crew to perform the work

14.4. O.T., Night Work, and Special Supervision or Inspection

It is the job of the professional Scheduler to record all of the detail upon
which the estimation of duration is based. If a project is anticipated to
have periods of scheduled overtime or special shifts, it may be benefi-
cial to record these in a separate code field for ease of review and sum-
marization. Here again, the fine line between an engineer who exercises
discretion and a technician who merely performs by rote can be noted.
The choice between noting that certain work will entail an extended day
or will be performed at night by use of a dedicated calendar, or by nota-
tion to a dedicated code field or by notation to a log, note, or memo field,
should be based upon whether the special condition will impact the cal-
culation beyond the error inherent in the original estimate of duration
and the potential need for members of the project team to highlight or
summarize such activities.

14.5. Quantities and Rates of Productivity

The durations estimated by a superintendent or team member also will
be based upon the quantity of work to be performed. It is important here
to not merely copy quantities from an estimate since the scope of work
defined by an activity may differ from that covered by an item on the
estimate. To some extent, there may be some overlap and there may be
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some portions skipped in this process. The purpose of recording this
information is to verify the schedule and not to make the schedule verify
the estimate.

14.6. Location, Location, Location

Since a good part of the rationale for preparing the CPM is to assist the
team members in the field to perform their specified portions of the
works, it may be very helpful to provide additional coding so that you
can filter or select portions of the total works. Thus, in addition to noting
the responsible team member or subcontractor to perform a specified
scope, it may be useful to note the location of the work in a large proj-
ect by area. This may include area, sub-area, alternate breakdown of
area, phase, stage, step, etc. In setting up appropriate codes for location,
different team members need a varying degree of specificity, thus, you
may desire to have codes for both broad areas and more detailed sub-
areas. You should code for both physical (e.g., second floor) and functional
locations, such as “high pressure steam system.”

For certain work, you may even wish to have an alternate designa-
tion for location, especially if the design drawings (and specialty sub-
contractors using them) use an alternate designation for location. (This
often occurs in highway work where the environmental drawings are
prepared by a separate design consultant than those of the traffic
control plans and those of highway design.) Similarly, you may wish
to provide alternate codes for the designated phasing and staging
envisioned by the disparate design teams involved in preparing the
contract documents.

However, it is of utmost importance that your pure logic network not
merely mimic the sequences noted from these various contract docu-
ments, but reflect actual independent review of each step to deter-
mine that each has a predecessor based upon physical reality and all
necessary resources to be performed. In fact, logic loops requiring “a
pipe to be placed before excavating an area before placing the pipe” are
often discovered by the designers’ proposed sequencing during this
process.

It is strongly suggested that you do not rely upon these code fields as
the primary description of the activity. In many instances, a printout or
screen view may not provide the code information and the description
of the activity must be ascertained completely from the 24 / 36 / 48 char-
acters of the given description. Abbreviation may be necessary, but each
activity description must include information on location as well as on
the scope to be performed. A good rule of thumb is that no two activity
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descriptions should be exactly the same (otherwise known as the unique
description rule of many specifications).

A fair degree of thought is often required prior to assigning the
appropriate coding for location. In some software systems, such as
Primavera P3 Planner, individual codes are independent and may not
be subdivided nor summarized. Thus separate alternate codes are
required to summarize work in the NW quadrant of the 5th floor of one
of several buildings on the site. A separate code will be needed for the
building, for the building’s 5th floor, for the NW quadrant of the build-
ing and for the NW quadrant of the 5th floor of the building. (It is likely
that some trades will want to summarize on NW quadrants for all
floors of the building or only the 5th floor of the building, but not for
the 5th floor of all buildings on the site). Other software systems, such
as P3e/c, allow using some logic within a code (such as location =
ABNW to refer to Building “A,” 5th floor, NW quadrant), to avoid dupli-
cate data entry. Of course the important point is to collect all the infor-
mation any member of the team may possibly want at some future time
since going back to add information to the network is time consuming
at the very least.

14.7. Budget Codes for Cost of Labor, Equipment, and Materials

It cannot be overly stressed that cost accounting, or even cost estimat-
ing, views the detail breakdown of a project from an entirely different
viewpoint from that of planning and scheduling. The primary difference
from both a mathematical and practical viewpoint is that both account-
ing and estimating feature a hierarchical breakdown that may be sum-
marized at various levels leading to one project cost. Accounting codes
may be concerned with who is performing discrete portions of the proj-
ect, for which department is this person working, to which division does
this department belong, etc. Estimating codes may be concerned with
the type of material quantity being installed or erected in place, the sub-
contract or trade that will bid and later perform the work, the CSI divi-
sion of the specification that describes the material or type of work to
be performed, etc.

Planning and Scheduling is not hierarchical. It may be suggested
that the schedule for a 1-year project be divided into months, weeks, and
even days, but a summary for scheduling purposes (rather than cost)
rarely will be by month. And when looking at a pure logic plan, prior to
calculation, the only summary desired is for a rough grouping of the activ-
ities between major interim milestones of the project. Even here, a sig-
nificant portion of the total number of activities will bypass summarization
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in this fashion. While a schedule view may organize and perhaps sum-
marize activities by subcontract, the CPM is not the sum of these sum-
maries but rather the interplay of the individual activities both within
and between the various subcontracts.

A similar issue of viewpoint arises where other forms of hierarchical
design are imposed upon a CPM plan. Whenever there is a requirement
that each activity must be properly coded to one and only one resource
code, cost code, WBS, OBS, or EPS, there will be activities that simply
do not fit and the “fudge” imposed to meet the specification will mean
that the schedule will not properly model how instructions are provided
and how work is performed in the field. The indivisible base unit of a
CPM logic network is the activity, “a set of instructions given to a com-
petent foreman.” Activities must not be broken apart or combined to
meet the needs of reporting codes.

With all of this in mind, budget codes may be assigned to activities if
it 1s understood that it must be the reports to the departments of
resource allocation, estimating, and accounting, and those organized by
WBS, OBS, and EPS that are permitted a degree of approximation.
Otherwise, there is the risk that the project will fail, dragging all who
are involved into Chapter 11, but all under perfect control. The key is
to bend the codes and not the activities.

If the software product to be used (or specification) permits only one
budget or cost code per activity, the most significant code must be chosen,
with the recognition that costs that should go to other codes will be mis-
allocated here. Even if multiple cost codes are permitted, there is a limit
to how many codes reasonably can be assigned to an activity. If multi-
ple cost codes are assigned to one activity, cost reports will list the activ-
ity separately under each cost code (Figures 14.7.1 and 14.7.2).

Figure 14.7.1 P3 multiple cost codes.
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Figure 14.7.2 Multiple cost codes for one activity means activity is listed several times
in cost reports.

14.8. A Word About Codes Tied to the Activity ID

It is important to always remember that the codes that you associate with
an activity are for the primary purpose of allowing the users of the CPM
to best view the plan and calculated schedule information. The codes are
not actually part of the logic and are not used by the software in the cal-
culations performed. The purpose of the schedule is for scheduling and
if the arbitrary coding structure conflicts with a proper depiction of logic,
it is the logic that must prevail. Thus, if a location code indicates 1st, 2nd,
3rd, 4th, 5th floor, and a specific shear wall spans two floors, it must be
entered into the logic network as one activity and not as two activities.
The Scheduler will have to decide which floor code (2nd or 3rd) is to be
used for summarizing work. It is okay that the summaries may be “off.”
It is not okay to compromise the validity of the CPM logic.

This type of issue typically becomes more acute when efforts are made
to place “intelligence” within the Activity ID. Keeping in mind that both
the Scheduler and field personnel will be required to either handwrite
or key in the Activity ID number on numerous occasions, it is suggested
that the Activity ID number be kept simple and as short as practicable.
Since project personnel may desire to locate a particular activity upon
the pure logic diagrams initially prepared, it may be useful to provide
some coding within the Activity ID to locate the activity on the net-
work. However, if the pure logic network diagrams are not regularly ref-
erenced, or if the logic is modified during the project, such efforts at
coding will be wasted. Perhaps the best advice is to code the Activity IDs
to make reference by field personnel easy.
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Figure 14.9.1 Primavera Alias described.

14.9. A Word About Aliases

Suppose that two location codes are used. One may be by floor, (e.g., 1st,
2nd, 3rd, 4th), while the other may be by quadrant (e.g., NE, NW, SW,
SE). P3 and SureTrak, unlike the more sophisticated P3e/c and
Primavera Contractor, do not support intelligence within a code or sub-
codes (e.g., INE, INW, . .., 4SW, 4SE). Reports must either be organ-
ized by floor then quadrant or quadrant then floor. If it is desired that
the reports list all choices at the same level of summary, it is necessary
to use a workaround provided by Primavera called an “alias.”

In Primavera P3 Project Planner, a means exists to get around the
“Building ‘A, 5th Floor, NW Quadrant” coding noted in the preceding
section by the use of “Aliases.” (Figure 14.9.1 and 14.9.2)

14.10. Summary

Choosing the codes to be assigned to each activity is the first step in data
acquisition for preparing the CPM. The proper choice of codes is impor-
tant and will greatly impact the usefulness of the CPM. Some codes, such
as activity type, calendar, and responsible entity, must be coordinated
with the activity scope, description, and duration. Others, such as key
resources, overtime, and productivity, may be used to validate the dura-
tions chosen. Still others, such as location and cost, may be used to
enhance the data stream from the CPM effort, but must yield accuracy
to the “set of instructions given to a competent foreman” that may tran-
scend the sharp boundaries of such codes.
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Chapter

15

Acquiring Information
to Initial Schedule

The process of acquiring the information for the initial CPM logic net-
work appears relatively simple, but it is actually a fine dance between
the Scheduler, project manager, and other members of the project team.
The Scheduler must alternatively be a supportive assistant, a bit of a
psychologist, a “jack,” if not master, of many fields of construction tech-
nique and a nudge. Once the discussion over the choice of coding struc-
tures has been completed, the process starts with the seemingly
innocuous question, “What is the first activity to be performed after
notice-to-proceed?”

The Scheduler must carefully determine data for all of the code fields
for this activity—engineering drawing sheet number, crew size and com-
position, equipment requirements, quantity of work to be performed,
best estimate of duration, physical and functional location on the proj-
ect, resource codes, resource units and cost. And, then, the second ques-
tion: “What must you or others do before you can start this first activity?”
Invariably, the project manager will have skipped several steps between
NTP and the “first” activity. For example, the project manager may
state the first activity is the building foundation. But what about the
excavation for the foundation? What about clearing and grubbing before
excavation? What about erosion control before clearing and grubbing?
What about the submittal and approval of the erosion and sedimenta-
tion control plan? What about ...?

After what may be an annoying half hour or so, the team will finally
get all the way back to the notice-to-proceed. And when the Scheduler
is assured that each activity has all of its predecessors identified—phys-
ical, crew, equipment, forms, material, access, etc.—the next step can
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take place. “Starting from the new first activity after NTP, what is the
NEXT activity that is to be performed other than the one(s) already
noted?” Assuming a positive answer, this must be chased back to NTP
in a similar fashion.

The process must then be repeated until reaching project comple-
tion—a long and tedious endeavor. Next, perhaps after a coffee break,
the process should be repeated starting from the first activity: “What
must others do before this activity may start? What must you do before
this activity may start?” During this step, some logic links may be
deemed to be superfluous and should be removed. The process should
be repeated until all members of the team are satisfied with the logic.

This is the practice of planning and scheduling. The computerization
of this information is merely a technical detail.

15.1. The Activity Description—a Gross Abbreviation

We have defined an activity as “a set of instructions . . ..” The activity
description, or title, used to describe an activity will, by necessity, be a
gross abbreviation. After all, depending upon the software chosen, the
description must fit within 24, 36, 48, or 64 characters. Even where an
extended description is supported by software, invariably only the first
48 to 64 characters can be viewed in a tabular listing of activities. And
yet, a whole paragraph may not be enough to fully inform the foreman,
or person to be responsible for the activity, of the scope to be performed.
Thus another skill required by the Scheduler is to be able to squeeze that
whole paragraph down to 48 characters.

The Scheduler should consider who will read these descriptions. It is of
utmost importance that the foreman, the project superintendent, and the
resident engineer understand the descriptions. Thus, abbreviations of scope
and location should be chosen based upon usage by these individuals.
Often, the abbreviations used in the contract drawings may be incorporated.
However, the choice of terminology (e.g., whether electrical installation is
split into “Conduit,” “Cable,” and “Connect,” or into “Pipe,” “Pull,” and
“Terminate”) is best left to the project manager or superintendent in charge
of that scope of work.

It is useful if the upper management of the contractor, owner, and other
interested parties can understand the description, but the CPM is meant
as a tool to help the contractor construct the project and this primary pur-
pose should not be compromised. It is important that each description be
unique and not appear elsewhere in the schedule. Although one view of
all the activities may organize all of the activities by floor, another view
may organize the activities by function. Having five activities titled
“Install light fixtures” for a 5-story structure is less than fully descriptive.
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15.2. Activity ID, Activity Codes and Logs

In the world of construction, not every craftsperson has immediate
access to a computer interface. Information is provided by the superin-
tendent to the foremen not by email to a desktop, laptop, or PDA, but
rather on a piece of paper. Thus, although the activity number or ID may
include some code or “intelligence,” and although additional codes and
logs or notebooks may be attached to an activity, only the information
that is on the printed page will be useful to the primary end-user. As
noted previously, the activity description must, therefore, be capable of
telling this person the location of the work and enough about the work
to distinguish it from other activities.

However, judicious use of codes, logs, and short notebook entries that
fit on the printed page in a readable manner may add to description. The
best example is tying the activity to the specific sheets of the plans or
specifications via a code. For those individuals working in fields where
team leaders are expected to have immediate access to at least a PDA,
the ability of products such as Primavera P3e/c to create a hyperlink
between the activity and underlying engineering documents is very
useful. Coding by physical location is also helpful, but this information
should also be in the description.

15.3. The Activity Further Defined by Resources Assigned

The assignment of resources to an activity, either on a nominal basis via
an activity code or a more quantitatively correct resource code, further
defines the activity to the scope of work requiring these resources. As
noted previously, it 1s important to remember that the resource is help-
ing to further define the activity and not expand or limit the activity
scope to the accounting code of the resource code.

15.4. The Activity Further Defined by Predecessors and Successors

We have noted that its predecessors and successors also control the def-
inition of an activity. The scope of the activity is limited to that work
that may be performed after completion of all of its predecessors and
to that work that must be performed prior to the start of any of its suc-
cessors. Although not every minor task on the project need be incorpo-
rated into an activity, some effort should be made to be assured that
any significant scope of work is included in some activity—and that just
because the title sounds right, does not mean that this activity includes
that scope.
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15.5. The Checklist of Sub-tasks

Taking this principle one step further, if a list of tasks is attached to an
activity, it is important to check that each task of this list requires the
completion of all of the predecessors of the activity and is required for
all of the successors of the activity. The logic of the CPM, which is the
main strength of the methodology, should not be allowed to become
fuzzy just to allow somebody to claim that every task is included in one
of the activities.

15.6. The Checklist of Sub-deliverables (Events)

On the other hand, if it is the purpose of the project to provide a number
of deliverables and not simply one completion, it is suggested that a mile-
stone 1s provided for each of these sub-deliverables. For example, if con-
struction of segments of a roadway project require each mini water
basin to be secured prior to disturbance, a clear milestone indicating that
all erosion and sedimentation control activities have been completed for
each segment is suggested.

15.7. Summary

Acquiring activity information for a CPM logic network is more than just
compiling a list of activities. The first step is always to determine who
may be using the CPM and to choose appropriate codes to permit easy
dissemination of the activity information collected. The resources
assigned to the activity as well as by the predecessors and successor to
that activity will also define the scope of the activity. If an activity con-
sists of a number of discrete tasks, these may be listed in a log or note
to the activity or as Steps in P3e/c. However, it is important to list as
such tasks or subtasks only those of such scope as is within the origi-
nal set of instructions to be given the foreman or other line-level respon-
sible party.
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Acquiring the Durations

The time to add the durations is as the scope of the activities are being
determined. Although some older texts suggest first making a list of activ-
ities, placing them in order, and only then determining durations, assign-
ing resources and codes, and finally adding costs, it should be obvious that
much of the work of determining the scope of the activity will be performed
not once but several times by this approach. By the time all of the infor-
mation is collected, the chances of the activity scope initially envisioned
being the same is small.

Thus, this is also the time to record all of the activity codes, resource
codes, cost codes, rough estimates of quantities, and “first rough draft” of
costs. All of this information is in the mind of the project manager as “the
next” activity is contemplated. The skill of the Scheduler is to elicit all of
this information and properly record it at this time.

16.1. Best Estimate with Utilization of Resources Envisioned

So at this point the project manager has stated “the next” activity and the
team has at least quickly glanced at the engineering drawing or specifi-
cation that most clearly describes its scope. The project manager suggests
which crew is to perform this work with what equipment and other
required resources. Although we should already know the physical
restraint leading to this “next” activity, we may also now record where the
crew and equipment and forms and other resources are coming from.
Having noted all of these resources, the project manager can then provide
a best estimate for duration for this one activity.
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16.2. Compare with PERT Durations:
Optimistic, Most Likely, Pessimistic

Often the project manager may give a range of durations. This should be
encouraged. After duly recording the high and low estimates (perhaps
even encouraging an increase to the pessimistic duration), the Scheduler
should ask for the “most likely” duration. Compare this with the practice
of PERT, where the scope of the work is much fuzzier and a range of
durations is a necessity. Whether the high and low durations are recorded
to custom code fields or simply kept as part of the Scheduler’s notes, this
exercise helps alleviate the anxieties of the project manager, leading to
the provision of less padded and more accurate information.

16.3. Schedule Durations versus Estimating Durations

Although the Scheduler should strongly dissuade the project manager
from consulting the bid estimate during preparation of the logic network
and recording of durations of the activities therein, once the information
is collected for the CPM, it should be compared to the bid estimate. Either
by use of custom code fields or by exporting to spreadsheet software such
as Excel, the durations of the CPM can be roughly converted to mandays
and the mandays to manhours by the formula:

duration X crew size X 8 = approximate manhours

If the total number of manhours of the CPM is within 5 percent of the total
of the bid estimate, this should be considered a “good fit.” Keeping in
mind that the crew size code field is for a nominal size crew (which may
actually be larger or smaller or vary as the work progresses), ancillary
manpower for support may or may not be included in the nominal crew
size, the rounding to days (1 day is the minimum unit) and other round-
ing errors, an exact correlation is unlikely. It is not unusual for the bid
estimate to have more manhours than the CPM to cover support tasks
that are not otherwise included in the CPM. Subtotals by discipline are
also possible, although the level of acceptable variance should be
increased.

If the variance between the number of manhours of the CPM and bid
estimate appear to be too large, a careful review of each must be per-
formed. It is as likely that a bid error has been made as an error in prepar-
ing the CPM. Although such a situation is never welcome, it is better to
know this information going into the project than at a point 30 percent into
the project.
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16.4. Estimated Durations versus Calculated Durations

The differences in definitions and tolerances between the estimating and
scheduling disciplines should likewise point out the problems that may be
expected by systems that estimate durations based upon available
resources. In many fields, but especially construction, the choice of crew
size is an art and often, a 4-person crew may get no greater production than
a 3-person crew. Even when this is not true and a 4-person crew may be
expected to produce 33 percent more than a 3-person crew, the different
tolerances, noted previously, make it unlikely to have an exact match
between the durations calculated from assigned resources and those deter-
mined during the bid estimate.

16.5. Do We Add Contingency Here?

We encourage high and low estimates of duration, however, we do not
want to add contingency to the activity. If the project manager believes
that there is a significant chance of a major variance to the “most likely”
duration, this should be recorded (perhaps in a custom code field or per-
haps only in a log or note). For example, if the project manager estimates
duration for excavation by stating “most likely 1 week to 10 days, unless
we hit rock, in which case it could be 3 to 4 weeks,” the Scheduler should

Figure 16.5.1 Pertmaster analysis measures likelihood that a change in duration of one
activity may shift the critical path
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record all of this comment in codes and logs but enter 6 work days or 8
calendar days as the duration. If a SPERT type of software is available
(such as Primavera’s Monte Carlo or Pertmaster), a separate run using
this stored information can indicate the likelihood that this contingency
will impact the project.

16.6. Estimated Durations versus Expected Completion Dates:
“as Good as the Promise”

One special problem in determining duration is when control of the activ-
ity is out of the hands of the project manager. Such a situation may exist
where a vendor promises delivery by a certain date (based upon a stipu-
lated not-to-exceed release date) but can provide no further detail or
means to check delivery progress until this activity is complete. Obviously,
the Scheduler can count the number of days to this date or use a constraint
for the software to calculate this duration. However, it must be remem-
bered that the expected completion date is only as good as the promise.
This may not seem like a significant issue at the time the CPM is pre-
pared, but it can become a more serious problem during the course of the
project since updates may then also be based upon this initial promise
unless a substantial additional effort is made with each update to verify
the promise.

16.7. Productivity

If quantities of work to be performed are recorded as the activity and
its duration are determined, yet another crosscheck may be performed.
Again, either using a custom code field or export to Excel, an attribute
of productivity or quantity per day can be calculated. Then, after group-
ing activities of similar scope, a quick visual comparison can be made
and any activities having a significantly different productivity from
the others can be examined to verify the given duration. Obviously,
this definition of productivity (being divorced from the size of crew or
other resources assigned the activity) will differ from that used by the
estimating department.

16.8. Durations and the Project Calendar or Calendars

In determining durations, it is important to understand the project cal-
endar or calendars. I's the duration for a 1-week activity 5 days or 7 days?
Should we increase durations to account for holidays? Should we increase
durations to account for seasonal weather? The use of multiple calendars
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1s complicated as a result of the desire to utilize the calculated value of
float and by the additional level of complexity it causes.

If using only one calendar, the process is somewhat simplified.
Situations such as performing outside work in the “off” season can be dealt
with by adjustment of durations accordingly; but with log or memo notes
to remind the Scheduler and others that readjustment may be required
if the project is delayed for an extended period. If using two or more
calendars, the process is somewhat more complex. If the architecture of
the software product provides for a global calendar, holidays common to
all (or even most) calendars should be provided here. Depending upon the
sophistication of the software, repeating holidays may or may not require
multiple entries from year to year.

For example, in SureTrak, it is necessary to enter each holiday sepa-
rately, such as 01JANO05, 01JANO6, 01JANO7. In Primavera P3, P3e/c and
Primavera Construction, it is possible to enter a repeating date, such as
01JAN, with a check mark in the adjoining repeat box (Figure 16.8.1).
Users moving from P3 to SureTrak and back often have difficulties, as
SureTrak will interpret the repeating holiday as a one-time occurrence
in the first year only. In the MSCS software of yesteryear, it was possi-
ble to enter as a holiday the fourth Thursday of November (Thanksgiving
in the US), but this feature is now a “lost art” and does not appear to be
available in the popular software products currently available, instead
requiring hand entry of 24NOV05, 23NOV06, and 22NOV07.

Since the global calendar will include all common holidays, the stan-
dard 5-day per week calendar should not. It is important to not duplicate
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Figure 16.8.1 Global calendar and global holiday list.
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Figure 16.8.2 5-Day week calendar and holiday list. Note that January 2 is calculated
as a holiday since January 1 is a Sunday.

holidays in both the global calendar and individual calendars since many
software products, such as those of Primavera, will helpfully move the hol-
iday already on a non-work day to the next non-work day (Figure 16.8.2).
Thus if 01JAN is set as a holiday in both the global and 5-day per week
calendars, and if 01JANO6 occurs on a Sunday, the global calendar will
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Figure 16.8.3 7-Day calendar and holiday list exceptions.
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declare 02JANOG6 a non-work day, and Calendar #1 will declare 03JANO06
as a non-work day. For the 7-day per week calendar, the Scheduler should
set the exceptions to global holidays as 01JAN to 31DEC (Figure 16.8.3).

If creating a weather-restrained calendar, it is very important to list
as non-work days only the average or even the minimum number of bad
weather days anticipated. Put another way, the weather-restrained
calendar should include as work-days the maximum number of days
that may be reasonably anticipated. The number of non-work days
should be significantly fewer than that set by various public agencies
as the maximum beyond which the contractor is entitled to an exten-
sion of time. (It should be noted that such maximums, deemed to be
beyond what the reasonable contract may expect, should be at least one
standard deviation greater than the average number of weather days
for the time period.) (Figure 16.8.4).

Care should be taken to not list as non-work days those dates imme-
diately before or after a holiday on the global calendar as noted previously.
Care should also be taken to not add contingency to contingency. Since
the calendars are not usually shown in the standard tabular printouts or
standard screen view of the schedule, such things represent another
“hidden” element to the schedule calculation and its interpretation. It is,
therefore, important that care is taken in setting up the calendars and
that the initial narrative describing the logic network and schedule dis-
cusses the calendar(s) used.
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Figure 16.8.4 Winter restricted calendar standards and holiday list.
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16.9. Summary

Durations for individual activities should be estimated as the activity
scope 1s determined along with the recording of crew size and other
assigned resources. Durations should not be based upon information in
the bid estimate. The project manager should be encouraged to give
ranges of duration concluding with a “most likely” duration. Contingencies
for foreseeable, but not expected, situations should not be factored into
the duration, but should be noted and recorded separately. Once all activ-
ities and durations have been provided and recorded, the durations can
be crosschecked against the bid estimate and against the durations of sim-
ilarly scoped activities for the purpose of validation.
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17

Specifying the Relationships
Between Activities

A ToDo list has activities. An ordered ToDo list includes some inkling of
the relationship between items on the list. A bar chart, obviously,
includes some thought behind the ordering of the bars, but such infor-
mation is rarely recorded in a systematic way. The primary benefit of
CPM is the logic network of relationships between activities.

17.1. Mandatory and Discretionary Physical Restraints

It is a basic tenet of CPM that each activity (other than the first in the
network) must follow some other activity. It is a basic tenet of the ADM
variant of CPM that an activity may start only when each of its prede-
cessors is 100 percent complete. The same rule is applicable to the PDM
variant of CPM in a modified format, that is, an activity may start only
when some definable (if unspecified) portion of each of its predecessors
1s 100 percent complete.

In the real world this means that an activity may start only when the
physical infrastructure upon which it will be built is in place and nec-
essary resources are made available for its performance. Part of the
day-to-day planning process may include finding and allocating the
resources necessary for a project and making those last minute decisions
of “who goes first” when resources are scarce, however; the requirement
for a physical infrastructure precedent to performing an activity is gen-
erally immutable. It is generally understood that each activity must be
preceded by at least one physical restraint.

In practice, this must be part of the interview process in preparing the
CPM logic. When a project manager suggests that a crew will perform
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activity #1, then #2, then #3, and so forth in adjacent locations, the
Scheduler must slow the project manager down and require physical
logic (not scheduling of the crew) to be the primary consideration. Thus,
in location #1 a sequence for a foundation may be “excavate, form, rebar,
pour,” and so forth.

Perhaps as this is being done some of the resource logic may be penciled-
in, but all parties must be aware that even in the planning stage, it may
be discovered that excavation for location #2 will be more extensive and
that it is not the intent of the project manager to lay off the formwork
and subsequent crews while this more extensive excavation is being
accomplished. That is, a more economical plan may be to work #1, #3,
#4, #5, and then #2.

While the rule requiring at least one physical restraint prior to each
activity is often stated as, “You cannot put up the roof until the walls
are up,” this is subject to some discretion. There may be an instance
where a large item of equipment is prefabricated onto a skid at the fac-
tory (to reduce cost of installation) and will be delivered to the project
on a date beyond that when the walls and roof would otherwise be com-
plete. In such a case, the project manager may plan to leave a hole in
the wall and (if necessary) provide falsework to allow timely erection of
the roof prior to this late delivery date. This option requires some degree
of prior planning based upon prior notice of the problem, this being best
provided by the process of preparing the CPM.

17.2. Mandatory and Discretionary Resource Restraints

Only after all of the physical logic of the CPM has been recorded in the
interview process, and either hand calculated or keyed to the software
package of choice and the project been given its first schedule run, is it
possible to check those “penciled-in” crew restraints and add others
based upon the needs of the physical logic. Other resource restraints,
including construction equipment, forms, and materials, may be added
at this time. However, unless the resources specified are expected to be
scarce, it is probably better to leave such determinations until shortly
before the work is actually to be performed.

On the other hand, if there is an economic plan to shift forms from one
structure to the next, or move a crane the fewest number of times, or to
utilize the “A” team crew on certain activities, now is the time to add
these to the plan. The contractor is entitled as part of the contract to
marshal his forces and other resources to their best economic advantage.
This is the time to give notice of the “plan of execution” that all parties
to the contract are expected to support.
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17.3. Mandatory and Discretionary Timing Constraints

The earliest implementations of CPM did not have the capability to
“lock-1n” specific dates on which an activity may or must start or finish.
Therefore, constraints, with some exceptions, may be provided for by the
standard use of logic or restraints, such as a “timing activity” of some
number of days between NTP and a vendor delivery. This older method
did have the disadvantage of requiring manual computation of remain-
ing duration with each update, the problem being addressed by the use
of a constraint rather than restraint. However, since the hallmark of
CPM is that it uses a logic network to calculate a schedule of dates, any
use of constraints to “lock-in” such dates without the benefit of the logic
must be viewed with some degree of skepticism.

A SNET (start-not-earlier-than) constraint may be mandatory to set
the start of the project NTP (notice-to-proceed). This may be accom-
plished in some software when initiating a new project by setting the
project start date, and assuming that NTP is the first activity. A SNET
constraint may also be appropriate if access to some areas of the proj-
ect 1s to be delayed but is promised in the contract to be in place by a
date certain.

In the event that certain events are not expected to take place until a
promised date and further details of the activities leading to such events
are outside the control of the project manager, such as vendor deliver-
ies, a SNET constraint may be chosen as the means of entering this logic
to the CPM. However, if the Scheduler intends to use an update strat-
egy incorporating a look-ahead report, it should be understood that the
use of this type of constraint will hide the status of the delivery until
just before it 1s expected to arrive. The project manager is then entirely
at the mercy of the vendor’s promise. It is suggested that for this appli-
cation, to use an expected finish constraint (assuming the software sup-
ports such) to an activity of fabricate and deliver. This has the benefit
of placing the continued fabrication on each look-ahead report to alert
the project manager (or subordinate) to call the vendor at least once a
month to verify that all is going well.

A FNLT (finish-not-later-than) constraint may be mandatory to set
the deadline for project completion and also for project milestones
required in the contract to be completed by a specified date. A FNLT con-
straint may also be desired by a contractor to set internal deadlines.
Other timing constraints, such as SNLT (start-not-later-than), FNET
(finish-not-earlier-than), and those that require the activity to start or
finish on a specific date without regard to the logic are even more sus-
pect and should be carefully reviewed to determine if they are truly
appropriate.
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17.4. The Misuse of Restraints and Constraints:
“Nailing the Bar Down Where It Belongs”

It must be emphasized that the purpose of restraints (between activi-
ties) and constraints (to an activity) is not to produce a schedule, but
rather to produce a logic from which the CPM software algorithm can
calculate a schedule. Use of restraints to schedule an activity to occur
on or about a specific date is inappropriate. One example noted some
years ago was a CPM submittal that tied installation of an elevator to
installation of a water cooler at the other end of the building. When the
contractor was asked the logic of this restraint, the reply was “We want
to start the elevator in mid-November; this was the only activity that
finished around then.”

Use of SNET and FNLT constraints simply to “nail down the activity
bar in the correct place on the chart” is similarly flawed. There must be
a coherent reason why the activity constrained cannot start or must
finish by the specified date that is unconnected to the status of other pre-
ceding or succeeding activities. Likewise, the use of expected finish con-
straints clearly states the project manager’s lack of knowledge about the
process leading to the “promised date” and should raise suspicions
among all who use or review the CPM accordingly.

17.5. The Need to Document the Basis of
Each Restraint and Constraint

The Scheduler does not create but rather records the logic provided by
the project manager and project team. It is, therefore, important for the
Scheduler to document not only the restraints and constraints, but the
reasoning behind each. Is a restraint due to a physical requirement or
simply to allow reuse of formwork or to suggest the preferred (but not
certain) sequence of assignment for the crew performing the work? The
software may not have an appropriate slot to record this information
(as descriptive, log and note fields are usually assigned to activities and
not to the relationships between activities) but the data may be noted in
the Scheduler’s notes or in electronic format outside of the CPM software
database. (For example, in an expanded spreadsheet having fields for
activity, successor, relationship, lag, and reason, as noted in Chapter 2.)

17.6. Choosing the Type of Relationship between Activities

Life used to be so simple when there was only one type of relationship. That
was the finish-to-start relationship provided in the original ADM version
of CPM. Theory by Dr. Fondahl and others in the late 1950s and early
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1960s, and software by various academicians, private companies, and
computer service bureaus in the late 1960s and early 1970s, addressed the
expansion of the tools to address other types of relationships, specifically
the case where two activities overlap. Software supporting additional
means of showing two activities overlap was developed for the mass market
(on PCs rather than mainframes) in the 1980s. However, the use of non-
traditional relationships is more than being able to show the overlap of two
activities. The theory concerns the “how and why” of the overlap.

17.7. The Case for Restricting Relationships to
Traditional “FS” Without Lag

The sad fact is that the limits of the ADM variant of CPM meant that
users did not have to know or appreciate the theory behind CPM. On
the other hand, the newer non-traditional types of relationship per-
mitted by the PDM variant of CPM require this knowledge and appre-
ciation. The axiom of CPM remains, that is, an activity may start only
when some definable (if unspecified) portion of each of its predecessors
is 100 percent complete and an activity may finish only when some
definable scope of work is 100 percent complete.

If the project manager states that “Activity B may start when Activity
A1is 90 percent complete,” the software does not care if the project man-
ager can articulate the tasks comprising the 10 percent of Activity A that
1s not necessary for Activity B. The Scheduler, however, must demand
this information. Since the Scheduler works for the project manager, and
the project manager may not desire to be bothered with thinking out
(much less reciting) the detail required, the demand is often not met,
and after all, this detail is not required by the software so why bother.

The abuses caused by this lack of understanding, as well as by those who
deliberately misuse the power of PDM, have led many owners and engi-
neers to place restrictions in their contract documents and specifications.
For example, in the early 2000s, PADOT promulgated a new guide spec-
ification that mandated use of software that runs only PDM, but restricts
the type of relationships to the traditional finish-to-start without lag. This
1s not quite an example of punishing all for the misdeeds of a few, but comes
close. Usually, the professional engineers of PADOT will use engineering
discretion and allow limited use of non-traditional relationships if the
Scheduler can demonstrate that there is actually logic behind the overlaps.

17.8. The Need for Non-Traditional Relationships

Use of ADM in the late 1950s, 1960s, 1970s, and 1980s often required
fudges and workarounds to make the mathematical logic network prop-
erly model the real world. The additional power of PDM often was the
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best answer to these issues. The Scheduler in preparing the CPM must
not only properly model the real world for the initial schedule submis-
sion, but must do so in a manner that makes using and updating the
CPM simple enough that such will be willingly embraced by the field.

Note Figure 17.8.1, an example of a 1000-foot long highway project
in ADM. Three separate crews (possibly three separate subcontractors)
are involved in constructing the highway. Crew #1 excavates the first
50 feet, then continues while crew #2 places stone. When crew #2 com-
pletes the first 50 feet, crew #3 may begin paving. (Even in this hypo-
thetical example, it is recognized that crew #3 may but need not begin
immediately.) Note that to prevent false logic, a large number of “dummy
activities” or logic restraints are required.

In the 1960s, to prevent the CPM from becoming a huge mass of
meaningless detail, various practitioners would create various fudges,
the most usual to create one activity of “Excavate / Stone / Pave” after
graphically detailing on the side the detail of Figure 17.8.1. However,
this fudge effectively prevented selecting or sorting by crew or subcon-
tractor or properly cost loading the network. Each such situation had
to be solved in its own special way.

The same information can be recorded in PDM as in Figure 17.8.2.
Note that only traditional finish-to-start logic without lags is used, but
the need for the “dummies” is removed. However, the number of activ-
ities is the same and the job of updating the CPM (recording the actual
start and finish for each activity) is not trivial.

Now we can begin to condense the network to show the dependencies
between crews without overstating the obvious. Looking at Figure 17.8.3,
note how a minimum number of tasks of larger activities need be spelled
out to fully describe the relationships between crews.

However, now that overlaps are possible, they can be misused.
Figure 17.8.4 shows the logic fully collapsed by used of non-traditional
logic and lags. Referring back to Chapter 2, how will the software cor-
rect for reduced durations if larger crews are used? How will the soft-
ware treat an update situation where progress on excavation is slowed
by worse than anticipated conditions?

Further extension of PDM theory and software, as suggested by the
RDM approach, as shown in Figure 17.8.5, may allow the network to be
similarly condensed but still retain the information implicit in the orig-
inal ADM model.

17.9. The Desire for Non-Traditional Relationship and
Resulting Misuse

While the use of PDM non-traditional relationships and lags, as shown
in Figures 17.8.3 and 17.8.4, are perhaps better “fudges” than the ADM
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logic of Figure 17.8.1, the availability of the shortcut, plus placement of
the tool in the hands of “screen jockies” who understand the software
but not the theory of CPM has led to abuses. It is so easy to say, “When
concrete is 30 percent done, we will start mechanical installation and
when mechanical installation is 30 percent done we will begin electri-
cal work,” rather than perform the work necessary to prepare a proper
CPM logic network.

17.10. Non-Traditional Relationships Supported by Popular Software

Non-traditional relationships supported by Primavera include the
following.

m Start-to-start, with lag counting days from the actual start date
recorded (or data date if PCT > 0 and no date is recorded)

® Finish-to-finish, with lag counting days from the actual finish date
recorded (or data date if PCT = 100 and no date is recorded)

m Start-to-finish, with lag counting days from the actual start date
recorded (or data date if PCT > 0 and no date 1s recorded)

m Matching start-to-start and finish-to-finish restraints, with matching
or non-matching lags

®m Matching start-to-start and finish-to-start, finish-to-finish and finish-
to-start and other combinations are neither rejected nor flagged for
probable error

m P3 lags are based on the calendar of the predecessor, P3e/c lags are
based on the calendar of either predecessor or successor as chosen on
a project wide basis in user option settings

Non-traditional relationships supported by Microsoft Project include
the following

m Start-to-start, with lag counting days from the actual start date
recorded

® Finish-to-finish, with lag counting days from the actual finish date
recorded

m Start-to-finish, with lag counting days from the actual start date
recorded

® A maximum of one relationship may be placed between any two
activities

®m Lag durations are based upon the calendar of the successor activity
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17.11. Minimum Restrictions for Proper Usage of PDM

The provision of power to a saw made the work of sawing easier but per-
haps made the work of cutting harder. Not only is it much more impor-
tant to measure and mark before cutting, but the frame of the power saw
makes it much more difficult to see the markings. The power of PDM
as implemented by modern software causes a similar problem in that
the logic ties between activities or even summary activities are much
easler to add, but it is more difficult to see what is to be added and what
has already been added.

17.12. Review the Strengths of ADM: Expand the Definitions

A set of minimum rules for PDM should start with remembering that
although the software allows the user to abbreviate the detail between
two summary activities (or two activities with constituent tasks that are
interrelated), the Scheduler should be cognizant that at some level some-
thing has to be 100 percent complete before something else can start.
Thus, the Scheduler may understand that a SS5 restraint indicates
that some definable portion of Activity A (requiring 5 days of the pre-
sumably larger duration of A) must be complete before starting Activity
B. And the Scheduler should record this knowledge even if only in his/her
notes. With this backup, the Scheduler should be able to persuade a
knowledgeable engineer to allow non-traditional relationships, even if
such are prohibited by the specification.

17.13. Start of Each Activity Must Have Predecessor

A second minimum or immutable rule is that the start of each activity
(other than the first) must have a physical predecessor. In other words,
that something had to be in place before this activity may be performed.
Even if it is obvious to all that this activity should not be performed until
near the end of another activity, there is something that must be in
place before it can start.

17.14. Finish of Each Activity Must have Successor

A third minimum rule is that the finish of each activity (other than the
last) must have a physical successor and that this activity must be 100
percent complete for something else to occur, even if it is turning over the
keys to the owner. The successor may be the start of another activity
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(finish-to-start) or to the start of some definable portion of another activ-
ity (finish-to-finish.)

17.15. Real World Relationships between Activities

Given that popular software may not support all of the real world rela-
tionships that the project team may convey, it is the job of the Scheduler
to not only provide the necessary “fudge” to input information to the com-
puter, but also to both provide appropriate interpretation to all the var-
ious users of the CPM. The Scheduler must set reminders for other
project control personnel to adjust update information accordingly.

The project manager may say, for a 10-day activity, that a specific suc-
cessor may start when 30 percent has been completed. If using Primavera
products, the Scheduler must choose to enter an SS3 relationship, which
states B may start 3 days after A has started without regard for progress,
or a FS-7 relationship, which states that B may start when the remain-
ing duration of A has been reduced by 3 days from 10 to 7.

Of these two options, it is recommended that the Scheduler not use
the one requiring negative lag as such use may create a “hidden” open
end (as discussed in Chapter 11) and will generally increase the level
of skepticism among reviewers of the CPM. The Scheduler must there-
after be always vigilant to adjust the lag if changing the original dura-
tion and during each update involving this activity, perhaps even to the
point of reserving an activity code to flag all activities having such lag
durations between activities.

Similarly, if the project manager states that the last 5 days of a 20-day
Activity C usually cannot be performed until Activity B is complete, the
“fudge” of an FF5 relationship must be followed by vigilance to make the
necessary adjustments if the remaining duration of C unexpectedly falls
below 5 days. But, if the project manager states that the last 5 days of
C cannot be performed until 30 percent of A is complete, the best a
Scheduler can do with the tools available is utilize a SF8 relationship and
place an appropriate explanation as a log or note to the activity, since
notes cannot be attached to a relationship.

17.16. The Final Forward Pass

We return to the instruction given at the end of the first section of
Chapter 15. After a short coffee break, the interview process should be
repeated starting from the first activity, asking for each activity if all
necessary predecessor logic, physical, crews, forms, equipment, mate-
rials, access, inspectors, and so forth, is either explicitly or implicitly in
place. It may be useful to invite all major members of the project team,
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including major subcontractors, vendors, and the owner and engineer,
to this exercise.

17.17. The Final Backward Pass

One final pass should be made, starting from the last activity working
backward, to delete any logic that has accidentally crept in. For exam-
ple, it is a common error that a project manager may assign a crew to
Activity A, then B, then C, then off to Activity X. Later, the project man-
ager may assign another crew to Activity D, then E, then F, then off to
Activity X. Obviously, Activity X requires only one of these two crews and
the restraint from either Activity C or F (or both) should be cut. If the
intent is the first crew available can do this work, neither should be
listed as a hard restraint. Remember that the purpose of the CPM 1is to
plan the work and not schedule full utilization of the resources. There
are other software tools for that exercise.

17.18. Choosing the Algorithm for the Initial Schedule

The choices of algorithm for the initial schedule are fewer than those
available for updates. However, some care must still be used in making
these decisions. Moreover, this may be the best time to plan what choices
will be made for future updates to the schedule. If it is desired to perform
individual activities subject to a FF relationship without interruption, and
moreover to not tell field forces that they may begin such activities ear-
lier (but then be subject to interruption), the contiguous schedule dura-
tion switch should be chosen. However, if the crew foreman is to be given
early notice that the activity may start, even if it may be interrupted, leav-
ing the operational decision of exactly when to start such work to the fore-
man, choose the interruptible schedule duration switch.

Unless it is desired to have the computer close off open ends to the net-
work that the Scheduler has left in error, the “show open ends as critical”
switch should be used. Finally, if the use of non-traditional relationships
may cause the LF — EF = TF to not equal the LS — ES = TF, it is gener-
ally recommended to print as the total float the more critical of the two.

Planning for the future, retained logic provides the more conservative
(if often too conservative) result, but since the CPM is meant to act as
a guide and not as explicit instructions to the field, the more conserva-
tive warning is usually recommended. Finally, unless coordinating
between several software systems, such as P3 and SureTrak (which
does not support the option), it is best to utilize the calculate start-to-
start lag from actual start. If sharing files between the home office and
field, running on either P3 or SureTrak (or between P3 and Microsoft
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Figure 17.18.1 Schedule calculation algorithm switches.

Project), it is best to use the early start option. These switches are
shown in Figure 17.18.1.

If using the latest Primavera flagship software, P3e/c or Primavera
Construction, other options must be addressed such as shown in
Figure 17.18.2. Choosing to ignore relationships to and from other proj-
ects begs the question why such were applied. If HQ required such to
be shown, but not to be used in calculating the impact of such on this
project, the option may be checked. A possible use may be for running
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Similarly, if expected finish constraints are used properly, there should
be no reason to not include their use in the calculation of the schedule.

Advanced Schedule Options |

= Close I

I lgnore relationships to and from other projects
=] Cancel

r Make open-ended activitizs critical

I~ ilse Erpected Finish Dates [ D fauilt

r Schedule automatically when a change affects dates
&= Help

I Lewel resources during scheduling

™ Ficcaloulate resource costs after scheduling

wihen scheduling progressed activities use

= Retained Logic " Pregress Owveride  Actual Dates

Calculate start-to-start lag from

€= Early Start T Actusl Start

D efine critical activities as
= Total Float less than or =qual ko
o

« Longest Fath

Compute T otal Float as
[Firish Float = Late Finish - Early Finish

Calendar for scheduling Relationship Lag

[Successor sctivit Calendar

24 Hour Calendar
|Project Defaul Calendar

Figure 17.18.2 P3e/c advanced schedule options.



Specifying the Relationships Between Activities 243

If they are now outmoded, it may be best to delete them rather than
show a logic file that says one thing and has results based on another.
Here again, the option may be used to good effect for “what if” planning.

Finally, the Scheduler must specify what calendar convention was
used when specifying durations between activities or lags, either that
of the predecessor (as in P3 and SureTrak), successor (as in Microsoft
Project and Open Plan), a 24/7/365 calendar (having no holidays or non-
work periods), or the default project calendar (however set by the
Scheduler).

In the choices available for updates, a new option is available for cal-
culating the finish date for work being performed out-of-sequence. The
actual dates option allows the Scheduler to enter, as an actual date, the
date on which it is now anticipated that the activity will be complete.
Thus, rather than requiring the project manager to state that Activity
A is 70 percent complete, or has 3 days remaining duration, the
Scheduler can now accept “I plan to have it complete by next Tuesday.”
Since this is poor scheduling practice, it is not recommended.

17.19. Summary

Setting and recording the relationships between activities is the step
that distinguishes CPM from a ToDo list or a Gantt chart. It is impor-
tant that the start of each activity (other than the first) be preceded by
a relationship from another activity representing a physical dependency.
Similarly, it is important that the finish of each activity (other than the
last) be succeeded by a relationship to another activity representing a
physical dependency. Assuming unlimited resources that would be
enough; to account for less than unlimited resources, additional rela-
tionships may be placed between activities to communicate the pre-
ferred flow of such resources. Constraints, or locked in dates, should be
used sparingly and should be properly documented for need.

It is recommended that the use of non-traditional relationships and
lag durations between activities be kept to the minimum necessary to
make the CPM easier to use in the field and not simply to make the
preparation of the CPM easier. If used, a check must be performed to
assure that the start of each activity has a predecessor and the finish
of each activity has a successor. The Scheduler must work with the tools
of the software being used to “fudge” what is said about relationships
into what the software will accept, but then be vigilant in remember-
ing and explaining the inaccuracies this causes.

A final walk through the project from start to end, and then from end
back to start, is a good way to check that the CPM logic is correct. The
Scheduler must take care in choosing what algorithm will be used in cal-
culating the CPM so as to not have his/her careful work negated.
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Chapter

18

Example Project:
The John Doe Project

In this chapter, a basic network is planned for the construction of a
combination plant-office-warehouse for a small industrial firm, the John
Doe Company.

A plan of the entire complex is shown in Figure 18.3.1, and a perspec-
tive of the building and exterior elevations are shown in Figure 18.3.2.
Figure 18.3.3 shows a site plan section of the electrical service and
sewer. The floor plan for the plant is shown in Figure 18.3.4; the office
in Figure 18.3.5; and the warehouse in Figure 18.3.6. The list of activ-
ities is broken down by building area where applicable. Exterior eleva-
tion views of the building are shown in Figure 18.3.2, and interior
sections are shown in Figures 18.3.7 and 18.3.8.

18.1. Acquiring Information to Initial Schedule

Creation of the logic network, as discussed in this chapter, may be slightly
atypical in that a transcript of the interview process is not provided;
rather, the results of the interview are presented. Also, since the reader
may not be familiar with the construction techniques discussed, several
lists of activities will be first itemized and only later placed in a logical
order; a step not usually undertaken in the real world by a professional
Scheduler.

The basis for the interview process includes the drawings as depicted
in this chapter, additional drawings and specifications as may be envi-
sioned, and facts and opinions known only to the project manager and
other team members. For example, funding of the project is to be from
current income of the owner and we will see the impact of this fact upon
the logic network.
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18.2. Choosing Appropriate Codes

What information may we wish to obtain from the completed CPM?
Provision of the calculated dates (ES, EF, LS and LF) and total float
(TF) are attributes of the algorithm and do not require additional
coding. The project has several buildings and other structures, there-
fore, perhaps we want a code for location. There are several drawings
and we certainly would want to note which drawing most exemplifies
the scope of work being discussed. Several subcontractors will be
employed, and the owner has indicated that he wishes to perform some
portion of the work, possibly by other contractors. Since funding is an
issue, an approximate cost for each activity may be useful; however, it
1s not contemplated that payment will be made from the CPM so that
an exact cost is not necessary.

Durations will be, in part, determined by crew size and these assump-
tions should be recorded. Also, if the labor market in the locale of the proj-
ect 1s tight, it will be important to know if the total manpower required
exceeds the supply. For purposes of illustration in this text, these codes
can be added to the logic network at varying times. However, in the real
world, it may be close to impossible to get the team together again to add
one more code for each activity and, therefore, as far as practicable, all
such information would be collected for each activity at once.

18.3. Activity List

The site is in a low area overgrown with scrub timber and bushes; the
soil 1s a sand and gravel mixture overlaid by clay. Cast-in-place piles
will be driven to about 30 feet for the plant and warehouse foundations.
The office building will be on spread footings. No water supply is avail-
able, so a well and a 50,000-gallon elevated water tower will be
installed. Sewage and power trunk lines are 2000 feet away. Power con-
nections will be by overhead pole line, up to 200 feet from the build-
ing; from this point in, the power line will run underground. The sewer
will pass under part of the power line. The activities representing
these areas are

® Survey and layout
Drill well

Clear site

Install well pump

Rough grade

Install underground water supply
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Figure 18.3.1 Site plan, John Doe project.

® Drive and pour piles

® Excavate for sewer

®m Excavate plant and warehouse
® Install sewer

® Pour pile caps

® Set pole line

m Excavate office building

m Excavate for electrical manholes
® Pour spread footings

® Install electrical manholes

® Pour grade beams

® Energize power feeder

® Install power feeder



East elevation

Figure 18.3.2 Building, John Doe Co., with elevations.

Figure 18.3.3 Electrical ductbank section XX. (See Figure 18.3.1.)
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The plant and warehouse structures are to be structural steel with
high-tensile bolted connections. The plant will have an overhead
craneway running the length of the building; the warehouse will have
a monorail. The roof system will be bar joists and precast concrete
planks covered with 20-year built-up roofing. The siding of both build-
ings will be insulated metal panels with insulated glass upper panels

Heating ond . Heating and
ventilating unif Built-up roof A ventilating unit

A=< 4 — Ducls = v I

Im“ s—u wane /-% Transite

Ducts -]

Piping Storage

Offices

oy P

Section A A
Figure 18.3.7 Interior section AA. (See Figure 18.3.4.)
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Figure 18.3.8 Interior sections BB and CC. (See Figures
18.3.5 and 18.3.6.)

to admit light. Both buildings will have concrete floor slabs, which will
be poured on compacted sand. The activities representing this work are
® Erect structural steel

® Apply built-up roofing

= Bolt up steel

® Compact slab subgrade

® Erect craneway

® Install underslab plumbing

® Erect monorail track

® Pour floor slabs

® Install underslab conduit

® Erect bar joists

® Erect roof planks

® Erect siding
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When the plant and warehouse shells are erected, interior partitions
(offices, bathrooms, etc.) will be made of concrete block. The interior ceil-
ings are hung with integrated HVAC and fluorescent light fixtures;
the loading docks will be reinforced concrete. The railroad siding must
be brought in from a spur line one mile away. This adds the following
activities:
® Masonry partitions
® Grade and ballast
m Office ceilings
® Railroad siding
® Piping systems
® Form and pour truck loading dock
® Power conduit
® Form and pour railroad loading dock
® Branch conduit
® Install boiler
m Install electrical load center
® Install fuel tank
® Install power panel boxes
® Install plumbing fixtures
® Install power panel insides
® Crane
® Monorail
®m Heating and ventilating units (roof)
® Paint interior
® Ceramic tile (lavatory and lunchroom)
® Pull wire
® Fxterior doors
m Klectrical fixtures
® Interior doors
® Floor tile (offices)
® Ductwork

The office building is designed as a precast concrete structure with

masonry walls. The roof system is designed as precast planks with
single-ply roofing. The partitions are to be metal studs with drywall.
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The ceiling is to be hung. The building will have a self-contained air-
conditioning unit. The activities include
® Erect precast structure

® Roofing

® Erect roof

® Exterior masonry (cavity wall)

® Windows and glaze

® Interior doors

® Paint interior

® Plumbing fixtures

® Paint exterior

® Ceramic tile (lavatory)

® Lighting panel

m Metal studs

® Wiring

® Trim and millwork

® Flooring

® Hung ceiling

® Exterior doors

® Drywall
The project outside work includes

® Fine grade

® Seed; plant shrubs and trees
m Flagpole

® Pave parking area

® Access road

® Area lighting

®m Perimeter fence

18.4. Could We Prepare a Bar Chart?

At this point, having a detailed list of activities and perhaps (from the
bid estimate) durations, we could easily prepare a bar chart. We can
place each activity as a bar of duration length in a position following
those other activities already placed. Of course, as we move down the
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list of several hundred activities, the desire to check whether each new
activity may have some impact upon an activity bar previously placed,
and thus the requirement of determining all the other bars that will then
have to be moved, decreases dramatically. If we are told, “good news, our
subcontractor says that the activity can be done in half the time we
expected,” we may simply choose not to go back and realign all the bars
that could benefit from this news. Perhaps there is a better way to do
this. Perhaps we should try using a CPM logic arrow diagram.

18.5. Network Logic in ADM

The first rough arrow diagram usually becomes the activity list. For a
number of reasons, this owner elects to proceed in a definite fashion. To
expedite the project, the site preparation and utilities work are to be put
out as a separate package to be accomplished before the foundation con-
tractor moves onto the site.

The foundation contract is to include pile driving, excavation, and all
concrete for the plant, warehouse, and office.

Since the owner expects to finance the building from current income,
the warehouse and plant areas must be completed before any work on
the office building starts. Steel erection is to start after the slabs are
poured. The office will be temporarily located in the warehouse while
the office building is in construction.

Figure 18.5.1 represents the site preparation and utilities portion of
the project. Note that the events have been numbered according to the
traditional j > i and by the horizontal method.

Install Underground Connect

“Dnill welt well pump /-\woter piping =\ PIping
—(O——C> E

Water tank Erect Tank piping
foundations woter tonk and valves

Clegr Survey and Rough Excavate Install sewer
sife layout grade for sewer ond backfit
Oma® O—C ﬁ@

Excavate for
efectncal
manhoies

Instali
manholes

Instail electricol
duct bank

Pull in
power feeder

Overhead pole line

®
Figure 18.5.1 CPM network of site preparation and utilities.
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Event 0. The project starts.

0-1
1-2

2-3

3-4

4-5

5-8

3—6

6-7

8-13

3-9
9-11

3-10
10-11

11-12

3-12
12-13

Event 13.

Clear site. Necessary before any survey work can start.

Survey and layout. Cannot start before the site is cleared; otherwise,
many of the survey stakes would be lost in the clearing operation.

Rough grade. Cannot start until the area has been laid out. This
activity ties up the whole site with earth-moving equipment.

Drill well. Cannot start until the rough grading operation is completed.
Install well pump. Cannot be done until well is completed and cased.

Underground water piping. Although this might be started earlier, the
site contractor prefers to work from the pump toward the building site.

Water tank foundation. After the rough grading, these simple foun-
dations can be installed.

Erect water tank. The water tank cannot be erected until the foun-
dations are poured.

Tank piping and valves. Cannot be fabricated and erected until the
tank is completed.

Connect piping. The water piping cannot be linked up until both sec-
tions are completed.

Excavate for sewer. Can be started after rough grading.

Install sewer and backfill. Immediately follows the sewer excavation,
working from the low point uphill.

Excavate for electrical manholes. Can start after rough grading.

Install electrical manholes. Cannot start until the excavation is
completed.

Install electrical duct bank. Is started after the electrical manholes are
complete. The start of this also depends on the completion of the sewer
line, because that line is deeper than the duct bank.

Overhead pole line. Can be started after the site is rough graded.

Pullin power feeder. Can start after both the duct bank and the over-
head pole line are ready to receive the cable.

The site preparation and utilities work are complete.

Figure 18.5.2 represents the foundation and concrete work for the
John Doe project.

13-14
14-15

15-16
16-17
17-18

Building layout. Necessary before foundation work can start.

Drive and pour piles. After layout, this is the first step in the plant
and warehouse foundation work.

Excavate. Follows piping, including fine grading to finish grading.
Pour pile caps. Starts after the fine grading.

Form and pour grade beams. These are poured across the exterior pile
caps in this project.
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Figure 18.5.2 CPM network of foundation contract.

18-21 Form and pour railroad loading dock. This dock is essentially an

extension of the grade beams.

18-22 Form and pour truck loading dock. This dock, at the opposite end of
the building from the railroad dock, also backs on the grade beams.

18-19 Backfill and compact. Cannot start until the grade beams are ready

to contain the fill.

19-20 Underslab plumbing. Cannot be installed until the backfill is complete.
20-22 Underslab conduit. Is installed after the plumbing because the plumb-

ing lines are deeper.

22-29 Form and pour slabs. The loading dock sides and underslab prepa-

ration must be completed before the slabs are poured.

14-23 Excavate for office building. Can start after the building layout work

is complete.

23-24 Spread footings. Can be placed after the excavation is done.

24-25 Form and pour grade beams. Are poured on top of the spread footings.

25-26 Backfill and compact. Is done after the grade beams are finished.
26-27 Underslab plumbing. Is installed in the backfill.
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Figure 18.5.3 CPM network: close-in, plant, and warehouse.
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27-28 Underslab conduit. Is installed on top of the plumbing lines.

28-29 Form and pour slabs. Can be done after the underslab preparations
are complete.

Event 29. The foundations and concrete contract are completed.
Figure 18.5.3 represents the erection of the framework for the plant
and warehouse and also the closing-in of those buildings.

29-30 Erect structural steel. Follows the completion of foundations.
30-31 Plumbing and bolt steel. Cannot be done until the steel has been erected.

31-32 Erect craneway and crane. Can be done after the steel is bolted up.
To make rigging easier, it is planned before the installation of the bar
joists system.

31-33 Erect monorail track. Although this is not as difficult to erect as the
craneway, it is convenient to erect it before the bar joists.

33-34 Erect bar joists. Can start after structural steel and major rigging are
erected.
34-35 Erect roofplanks. Cannot be done until the bar joists system is complete.

35-37 Single ply roofing. Goes on top of the roof planks.

35-36 Erect siding. Follows the roof planking for safety reasons and because
the flashing detail makes it more practical.

Event 37. The building is closed in, and interior work can start.

Figure 18.5.4 represents the interior work for the plant and warehouse.

At this point, the general, mechanical, and electrical contractors can

initiate activities.

37-38 Set electrical load center. Located on the slab in the warehouse. This
is a package unit.

37-43 Power panel backing boxes. Can be mounted on the masonry walls and
structural steel.

3843 Power conduit. Main runs start after the electrical load center is set
in place.

43-49 Install branch conduit. These runs follow the installation of the main
conduit runs and the backing boxes for the power panels.

49-50 Pull wire. Follows completion of the conduit system.

50-54 Terminate wires. These are terminated after the panel internals are
in place.
55-56 Ringout. After the wiring is connected, the circuits are checked out.

45-51 Room outlets. Start after branch conduit and drywall are complete.

Logical restraints 49-45 and 44-45 operate as spreaders. If 44-45
were not there, “ceramic tile” would depend on “branch conduit.” If
49-45 were not there, “pull wire” would depend on “drywall.”
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Figure 18.5.4 CPM network: interior work, plant, and warehouse.

51-56 Install electrical fixtures. Follows the completion of the room outlets.

37-39 Masonry partitions. Start as soon as the building is closed in.

39-42 Hung ceiling. Is supported on the masonry partitions.

37—42 Exterior doors. Can be hung after the building is closed in, but must
be installed prior to the drywall.

4244 Drywall. Cannot start until the building is weather-tight and the
partitions are framed out. (Includes studs and door bucks.)

44-58 Hang interior doors. Can follow drywall installation.

44-48 Ceramic tile. Can follow drywall.
48-53 Paint rooms. Follows the drywall and ceramic tile installation.

53-57 Floor tile. Should be held off until room painting is complete.
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Furnishings. Are installed last.
Plumbing fixtures. Are installed after painting.

Install heating and ventilating units. Can be installed after the built-
up roofing; they are on the roof.

Ductwork. Can be installed after the heating and ventilating units
and room drywall are complete.

Insulate heating and ventilating ducts. Cannot be done until the duct-
work 1s in place.

Erect boiler and auxiliaries. Equipment is in the warehouse, and
erection is best done after the warehouse is closed in. The unit is
small enough to move through the regular shipping door.

Preoperational check. A routine check after the boiler is installed.
Fabricate piping systems. Can be done after the building is closed in.
Testing piping. Follows completion of the piping systems.

Install fuel oil tank. Is planned to start after the building siding is on
so that the excavation will not interfere with the siding work.

Light off the boiler. Cannot be done until the piping systems are
tested, boiler is checked out, and fuel oil tank is ready.

Install monorail. Can be done any time between the close-in and
completion of the building.

Figure 18.5.5 represents the structure and interior work for the office
building. At the owner’s request, this follows the completion of the plant
and warehouse, which occurs by event 58.

58-59

59-60

60-61
60-76
61-77

61-63

61-62

61-68

61-64
61-65

63-80

Erect precast. The first operation in the office building, since the foun-
dations were previously prepared.

Erect roof. Must follow the erection of the structure. Because it uses
the same crane rigging, it follows closely.

Exterior masonry. Follows the roof erection.
Package air-conditioning. Can be set as soon as the roof is completed.

Ductwork. Can commence when the building is closed in. If started
earlier, this operation would interfere with the masonry scaffolds.

Built-up roofing. Follows masonry so that the roofers are not mopping
tar on the masons, which might be called preferential logic—the oper-
ation could physically commence at event 60.

Exterior doors. Installation must wait for the door bucks, which go up
with the masonry.

Glazing. Is done in the windows, which went up with the exterior
masonry.

Piping installation. Can start after the exterior masonry is closed in.

Install backing boxes. Since the boxes mount on the masonry and
structure, the installation can start after the masonry is placed.

Paint exterior. Starts after the roofing is on and the doors are installed.
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Figure 18.5.5 CPM network: office building.
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Test piping. Follows the piping installation.

Install conduit. Follows backing boxes, since this is smaller branch
conduit rather than a main feeder.

Pull wire. Done after the conduit is in place.

Metal studs. Follow the piping tests and the conduit installation because
portions of these systems are embedded in or behind the drywall.

Drywall. Cannot start until the building is weather-tight (“glaze,”
“roofing,” and “exterior doors”) and the metal studs are installed.

Restraint.

Ceramic tile. Also follows drywall.

Wood trim. Placed after the drywall.

Paint interior. Follows the wood trim.

Floor tile. Follows the painting in order to protect the tile.

Lavatory fixtures. Installed after the interior painting and ceramic tile
in order to protect the fixtures.

Install electrical panel internals. Follows the pulling of wires.
Terminate wires. Follows the installation of panel internals.

Electrical connections (air-conditioning). Follows the air-conditioning
equipment installation and the electrical panel installation.

Install ceiling grid. Is preceded by ductwork and the drywall.

Acoustic tiles. Can be installed after the ceiling grid is installed and
the interiors are painted.

Ringout. Of electrical systems; comes after systems are complete.

Figure 18.5.6 represents the site work, which starts when the struc-
tural work is completed (event 37). Note that random numbering was
used for this diagram because all digits up to 80 had been used in pre-
ceding sections of the diagram. All of the following can commence when
the structural contractor moves off the site.

37-93
37-92
37-91
37-90
37-80
91-58

Area lighting.

Access road.

Grade and ballast railroad siding.
Pave parking areas.

Perimeter fence.

Railroad siding. Follows grading and ballast of the bed.

The access road, parking, and railroad siding have to be ready by the
completion of the plant and warehouse (event 58). The final activities
for the office building include

58-80
58-94
94-80

Erect flagpole.
Fine grade.
Seed and plant.
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In preparing the six sections of the CPM description of the John Doe
project, the standard routine of considering the overall project by its sev-
eral physical components was followed. This family of individual net-
works can be effective. If drawing space is a limitation, the drawings
could be sheets one through six of one network.

18.6. Logic Changes Examples

If the initial logic is incorrect or the situation changes, the network
is changed by adding to, deleting from, or revising the logic network.
For instance:

Example 1. What changes to the John Doe network would be required
to run the office building in parallel with the plant and warehouse?

Solution. To run the office building in parallel with the plant and
warehouse, only two activities must be changed:

28-29 Connects directly to the start of the office. To do this, change 2829
to 28-99.

58-59 Must be unconnected from the warehouse completion. Change 68-59
to 99-59.

Example 2. If the sewer passes under the water tank location, what
work sequence changes are necessary?

Solution. If the sewer passes under the water tank foundations, activity
9-11, install sewer, will have to precede 3-6, tank foundations. Do not
do this with restraint 11-3 or you will have a loop. First, add a spreader
restraint between event 3 and the start of the tank foundations.

Example 3. If the plant building underslab plumbing is deeper than the
office building sewer, how is the restriction shown?

Solution. If the plant plumbing is deeper than the office sewer, a
restraint activity, 20-26, might be in order.

Example 4. If the electrical load center is to be masonry-enclosed, show
the changes required.

Solution. To show the electrical load center enclosed, a restraint from
event 38 to the start of masonry partitions is necessary. Activity 37—39
must be preceded by a restraint to avoid a loop.
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Example 5. If the boiler is too large for the building doors, how are the
necessary logical changes shown?

Solution. If the boiler is too large for the building doors, activity 35-36,
erect siding, must be amended to leave an opening for the boiler in the
warehouse section. Then an activity, 47—42, must be added to close in
the building before drywall is erected.

Example 6. If the primary power feeder is to be pulled in by the build-
ing contractor, what changes are necessary?

Solution. If the power feeder is to be pulled in by the building con-
tractor, activity 12—13 must be replaced by a restraint, 12—13. Also, an
activity 37-66, power feeder, must be added.

Example7. If “boiler test” depends on regular power, what changes are
required in the diagram?

Solution. If “boiler test” (activity 47-58) depends on power availability,
a restraint from 56-58 completion to event 47 is necessary: Activity
56-58 must be followed by a restraint to avoid a loop.

In these examples, the changed logic is always tested for loops. This
is especially true when the revised logic requires a connection from a
lower j to a higher number i. It is permissible to violate the j > i rule when
necessary, but doing so increases the opportunity for loops.

18.7. Network Logic in PDM

The same network in PDM format is shown in Figures 18.7.1, 18.7.2,
and 18.7.3. Figure 18.7.1 depicts the logic up to the point where the two
buildings could be built one-at-a-time or concurrently. Figure 18.7.2
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Figure 18.7.1 John Doe in PDM initial site work.
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Contract/Category
. Site work

. Foundation

. Close-in PW
Office

. Procurement

[SI VI

Figure 18.8.1 Contract
Category Codes.

depicts work on the warehouse and Figure 18.7.3 depicts work on the
office. Whether the logic between activities in this straight-forward con-
version (involving only traditional finish-to-start restraints without
lags) is more or less understandable than the ADM diagrams, is left to
the individual student’s opinion.

18.8. Populating the Codes

Assume the project team desires only two codes and that these include
Contract/Category and Trade/Subcontract. A code dictionary could be
created, as suggested in Figures 18.8.1 and 18.8.2. Pure CPM calcula-
tions then can generate a printout, as shown in Figure 18.8.3.

18.9. Checking the Output

The computer output should be checked for errors. This is quite impor-
tant, because CPM data are susceptible to error when transferred from
the network to computer.

Failure to check the computer output has caused embarrassment
more than once. In one instance, the head of a school board received a
telegram stating “Good news!,” which went on to advise him that his
project end date had improved by 3 weeks. This was followed several

Trade/Subcontract

1. Excavate and backfill 10. Water tank 19. Drywall

2. Survey and layout 11. Piles 20. Tile

3. Concrete 12. Siding 21. Doors

4. Electrical 13. Roofing 22. Paint

5. Plumbing 14. Masonry 23. Floor tile

6. Structural/rigging 15. Fencing 24. Furnishings
7. Precast 16. Paving 25. Glaze

8. HVAC 17. RR siding 26. Carpentry
9. Well 18. Hung ceilings 217. Site work

Figure 18.8.2 Trade subcontract codes.
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Figure 18.8.3 John Doe Output-Ordinal Dates.
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Figure 18.8.3 (Continued)
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Figure 18.8.3 (Continued)

hours later by another telegram that should have been in red ink (to match
the consultant’s face). It noted that an error in the run had been over-
looked, and the project date had really been delayed by one week.

The computer can be programmed to locate many mechanical errors,
but it will not object to a statement that the moon is made of green
cheese, nor can it pass on the practicality of CPM results.
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The human factor is indispensable, which is one advantage to manual
computation. Although people may make many small errors, they are
not likely to miss a big mistake. For instance, in a hand calculation, a
loop will not just slip by, but it fools the computer every time.

It is also a good idea to trace the critical path on the CPM network.
To assist in checking this, a list of activities in order of total float is
useful. First, the critical activities are listed and then the float 1s
listed in ascending order. The list is also useful for a fast