Partial Differential
Equations

Jurgen Jost

Springer



Graduate Texts in Mathematics 214

Editorial Board
S. Axler F.W. Gehring K.A. Ribet

Springer
New York
Berlin
Heidelberg
Barcelona
Hong Kong
London
Milan
Paris
Singapore
Tokyo



This page intentionally left blank



Jurgen Jost

Partial Differential
Equations

With 10 Illustrations

rey Springer




Jurgen Jost

Max-Planck-Institut fir Mathematik
in den Naturwissenschaften

Inselstrasse 22-26

D-04103 Leipzig

Germany

jost@mis.mpg.de

Editorial Board:

S. Axler F.W. Gehring K.A. Ribet

Mathematics Department  Mathematics Department Mathematics Department

San Francisco State East Hall University of California,
University University of Michigan Berkeley

San Francisco, CA 94132  Ann Arbor, MI 48109 Berkeley, CA 94720-3840

USA USA USA

axler@sfsu.edu fgehring@math.Isa.umich.edu  ribet@math.berkeley.edu

Mathematics Subject Classification (2000): 35-01, 353xx, 35Kxx, 35AxX, 35BXxx

Library of Congress Cataloging-in-Publication Data
Jost, Jurgen, 1956—
Partial differential equations/Jirgen Jost.
p. cm. — (Graduate texts in mathematics; 214)
Includes bibliographical references and index.
ISBN 0-387-95428-7 (hardcover: alk. paper)
1. Differential equations, Partial. |. Title. Il. Series.
QA377 .J66 2002
515".353—dc21 2001059798

ISBN 0-387-95428-7 Printed on acid-free paper.

This book is an expanded translation of the original German version, Partielle Differentialgleichungen,
published by Springer-Verlag Heidelberg in 1998.

© 2002 Springer-Verlag New York, Inc.

All rights reserved. This work may not be trandated or copied in whole or in part without the written
permission of the publisher (Springer-Verlag New York, Inc., 175 Fifth Avenue, New York, NY 10010,
USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection
with any form of information storage and retrieval, electronic adaptation, computer software, or by
similar or dissimilar methodology now known or heresfter developed is forbidden.

The use in this publication of trade names, trademarks, service marks, and similar terms, even if they
are not identified as such, is not to be taken as an expression of opinion as to whether or not they are
subject to proprietary rights.

Printed in the United States of America

987654321 SPIN 10837912

Typesetting: Pages created by the author using a Springer IXTgX 2e macro package, svsing6.cls.
WWW.Springer-ny.com

Springer-Verlag New York Berlin Heidelberg
A member of BertelsmannSpringer Science+Business Media GmbH



Preface

This textbook is intended for students who wish to obtain an introduction to
the theory of partial differential equations (PDEs, for short), in particular,
those of elliptic type. Thus, it does not offer a comprehensive overview of
the whole field of PDEs, but tries to lead the reader to the most important
methods and central results in the case of elliptic PDEs. The guiding ques-
tion is how one can find a solution of such a PDE. Such a solution will, of
course, depend on given constraints and, in turn, if the constraints are of
the appropriate type, be uniquely determined by them. We shall pursue a
number of strategies for finding a solution of a PDE; they can be informally
characterized as follows:

(0) Write down an explicit formula for the solution in terms of the given

data (constraints).
This may seem like the best and most natural approach, but this is
possible only in rather particular and special cases. Also, such a formula
may be rather complicated, so that it is not very helpful for detecting
qualitative properties of a solution. Therefore, mathematical analysis has
developed other, more powerful, approaches.

(1) Solve a sequence of auxiliary problems that approximate the given one,

and show that their solutions converge to a solution of that original prob-
lem.
Differential equations are posed in spaces of functions, and those spaces
are of infinite dimension. The strength of this strategy lies in carefully
choosing finite-dimensional approximating problems that can be solved
explicitly or numerically and that still share important crucial features
with the original problem. Those features will allow us to control their
solutions and to show their convergence.

(2) Start anywhere, with the required constraints satisfied, and let things flow

toward a solution.
This is the diffusion method. It depends on characterizing a solution
of the PDE under consideration as an asymptotic equilibrium state for
a diffusion process. That diffusion process itself follows a PDE, with an
additional independent variable. Thus, we are solving a PDE that is more
complicated than the original one. The advantage lies in the fact that we
can simply start anywhere and let the PDE control the evolution.
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(3) Solve an optimization problem, and identify an optimal state as a so-
lution of the PDE.
This is a powerful method for a large class of elliptic PDEs, namely,
for those that characterize the optima of variational problems. In fact,
in applications in physics, engineering, or economics, most PDEs arise
from such optimization problems. The method depends on two princi-
ples. First, one can demonstrate the existence of an optimal state for a
variational problem under rather general conditions. Second, the optimal-
ity of a state is a powerful property that entails many detailed features:
If the state is not very good at every point, it could be improved and
therefore could not be optimal.

(4) Connect what you want to know to what you know already.
This is the continuity method. The idea is that, if you can connect your
given problem continuously with another, simpler, problem that you can
already solve, then you can also solve the former. Of course, the contin-
uation of solutions requires careful control.

The various existence schemes will lead us to another, more technical, but
equally important, question, namely, the one about the regularity of solutions
of PDEs. If one writes down a differential equation for some function, then one
might be inclined to assume explicitly or implicitly that a solution satisfies
appropriate differentiability properties so that the equation is meaningful.
The problem, however, with many of the existence schemes described above
is that they often only yield a solution in some function space that is so large
that it also contains nonsmooth and perhaps even noncontinuous functions.
The notion of a solution thus has to be interpreted in some generalized sense.
It is the task of regularity theory to show that the equation in question forces
a generalized solution to be smooth after all, thus closing the circle. This will
be the second guiding problem of the present book.

The existence and the regularity questions are often closely intertwined.
Regularity is often demonstrated by deriving explicit estimates in terms of
the given constraints that any solution has to satisfy, and these estimates
in turn can be used for compactness arguments in existence schemes. Such
estimates can also often be used to show the uniqueness of solutions, and of
course, the problem of uniqueness is also fundamental in the theory of PDEs.

After this informal discussion, let us now describe the contents of this
book in more specific detail.

Our starting point is the Laplace equation, whose solutions are the har-
monic functions. The field of elliptic PDEs is then naturally explored as a
generalization of the Laplace equation, and we emphasize various aspects on
the way. We shall develop a multitude of different approaches, which in turn
will also shed new light on our initial Laplace equation. One of the important
approaches is the heat equation method, where solutions of elliptic PDEs
are obtained as asymptotic equilibria of parabolic PDEs. In this sense, one
chapter treats the heat equation, so that the present textbook definitely is
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not confined to elliptic equations only. We shall also treat the wave equation
as the prototype of a hyperbolic PDE and discuss its relation to the Laplace
and heat equations. In the context of the heat equation, another chapter de-
velops the theory of semigroups and explains the connection with Brownian
motion.

Other methods for obtaining the existence of solutions of elliptic PDEs,
like the difference method, which is important for the numerical construction
of solutions; the Perron method; and the alternating method of H.A. Schwarz;
are based on the maximum principle. We shall present several versions of the
maximum principle that are also relevant for applications to nonlinear PDEs.

In any case, it is an important guiding principle of this textbook to develop
methods that are also useful for the study of nonlinear equations, as those
present the research perspective of the future. Most of the PDEs occurring
in applications in the sciences, economics, and engineering are of nonlinear
types. One should keep in mind, however, that, because of the multitude of
occurring equations and resulting phenomena, there cannot exist a unified
theory of nonlinear (elliptic) PDEs, in contrast to the linear case. Thus,
there are also no universally applicable methods, and we aim instead at doing
justice to this multitude of phenomena by developing very diverse methods.

Thus, after the maximum principle and the heat equation, we shall
encounter variational methods, whose idea is represented by the so-called
Dirichlet principle. For that purpose, we shall also develop the theory of
Sobolev spaces, including fundamental embedding theorems of Sobolev, Mor-
rey, and John—Nirenberg. With the help of such results, one can show the
smoothness of the so-called weak solutions obtained by the variational ap-
proach. We also treat the regularity theory of the so-called strong solutions,
as well as Schauder’s regularity theory for solutions in Holder spaces. In this
context, we also explain the continuity method that connects an equation
that one wishes to study in a continuous manner with one that one under-
stands already and deduces solvability of the former from solvability of the
latter with the help of a priori estimates.

The final chapter develops the Moser iteration technique, which turned
out to be fundamental in the theory of elliptic PDEs. With that technique one
can extend many properties that are classically known for harmonic functions
(Harnack inequality, local regularity, maximum principle) to solutions of a
large class of general elliptic PDEs. The results of Moser will also allow
us to prove the fundamental regularity theorem of de Giorgi and Nash for
minimizers of variational problems.

At the end of each chapter, we briefly summarize the main results, occa-
sionally suppressing the precise assumptions for the sake of saliency of the
statements. I believe that this helps in guiding the reader through an area
of mathematics that does not allow a unified structural approach, but rather
derives its fascination from the multitude and diversity of approaches and
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methods, and consequently encounters the danger of getting lost in the tech-
nical details.

Some words about the logical dependence between the various chapters:
Most chapters are composed in such a manner that only the first sections are
necessary for studying subsequent chapters. The first—rather elementary—
chapter, however, is basic for understanding almost all remaining chapters.
Section 2.1 is useful, although not indispensable, for Chapter 3. Sections 4.1
and 4.2 are important for Chapters 5 and 6. Sections 7.1 to 7.4 are fundamen-
tal for Chapters 8 and 11, and Section 8.1 will be employed in Chapters 9
and 11. With those exceptions, the various chapters can be read indepen-
dently. Thus, it is also possible to vary the order in which the chapters are
studied. For example, it would make sense to read Chapter 7 directly after
Chapter 1, in order to see the variational aspects of the Laplace equation (in
particular, Section 7.1) and also the transformation formula for this equa-
tion with respect to changes of the independent variables. In this way one is
naturally led to a larger class of elliptic equations. In any case, it is usually
not very efficient to read a mathematical textbook linearly, and the reader
should rather try first to grasp the central statements.

The present book can be utilized for a one-year course on PDEs, and if
time does not allow all the material to be covered, one could omit certain
sections and chapters, for example, Section 3.3 and the first part of Section 3.4
and Chapter 9. Of course, the lecturer may also decide to omit Chapter 11
if he or she wishes to keep the treatment at a more elementary level.

This book is based on a one-year course that I taught at the Ruhr Univer-
sity Bochum, with the support of Knut Smoczyk. Lutz Habermann carefully
checked the manuscript and offered many valuable corrections and sugges-
tions. The TEX work is due to Micaela Krieger and Antje Vandenberg.

The present book is a somewhat expanded translation of the original
German version. I have also used this opportunity to correct some misprints in
that version. I am grateful to Alexander Mielke, Andrej Nitsche, and Friedrich
Tomi for pointing out that Lemma 4.2.3, and to C.G. Simader and Matthias
Stark that the proof of Corollary 7.2.1 were incorrect in the German version.

Leipzig, Germany Jirgen Jost
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Introduction:
What Are Partial Differential Equations?

As a first answer to the question, What are partial differential equations, we
would like to give a definition:

Definition 1: A partial differential equation (PDE) is an equation involving
derivatives of an unknown function w: 2 — R, where {2 is an open subset

of R4, d > 2 (or, more generally, of a differentiable manifold of dimension
d>2).

Often, one also considers systems of partial differential equations for
vector-valued functions u: 2 — R, or for mappings with values in a differ-
entiable manifold.

The preceding definition, however, is misleading, since in the theory of
PDEs one does not study arbitrary equations but concentrates instead on
those equations that naturally occur in various applications (physics and
other sciences, engineering, economics) or in other mathematical contexts.

Thus, as a second answer to the question posed in the title, we would
like to describe some typical examples of PDEs. We shall need a little bit of
notation: A partial derivative will be denoted by a subscript,

Uyi = fori=1,...,d.

o
ox?

In case d = 2, we write z, % in place of ', z2. Otherwise, x is the vector
(1 d
x=(ab ... x%).

Ezamples: (1) The Laplace equation
d
Ay = Zumz =0 (A is called the Laplace operator),
i=1

or, more generally, the Poisson equation
Au = f for a given function f: 2 — R.

For example, the real and imaginary parts u and v of a holomorphic
function u: 2 — C (2 C C open) satisfy the Laplace equation. This
easily follows from the Cauchy—Riemann equations:
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implies
Ugy + Uyy = 0 = Uy + Vyy.

The Cauchy—Riemann equations themselves represent a system of PDEs.
The Laplace equation also models many equilibrium states in physics,
and the Poisson equation is important in electrostatics.

The heat equation:

Here, one coordinate ¢ is distinguished as the “time” coordinate, while
the remaining coordinates z',. .., z¢ represent spatial variables. We con-
sider

u: 2 xR - R, NopeninRY RT:={tcR:t>0},

and pose the equation

d
uy = Au, where again Au := E Ui i -
i=1

The heat equation models heat and other diffusion processes.
The wave equation:
With the same notation as in (2), here we have the equation

Ut — Au.

It models wave and oscillation phenomena.
The Korteweg—de Vries equation

U — OUUL + Uy = 0
(notation as in (2), but with only one spatial coordinate ) models the
propagation of waves in shallow waters.
The Monge—Ampere equation
2 _
Ugzlyy — Ugy = f7

or in higher dimensions

det (urirj)i,jzl,“.,d =

with a given function f, is used for finding surfaces (or hypersurfaces)
with prescribed curvature.
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The minimal surface equation
(1 + uz) Uy — 2UgUyUgy + (1 + ui) Uyy =0

describes an important class of surfaces in R?

The Maxwell equations for the electric field strength E = (Ey, Es, E3)
and the magnetic field strength B = (B, Ba, Bs) as functions of
(t,zt, 2%, 23):

divB =0 (magnetostatic law),
Bi+curl E=0 (magnetodynamic law),
divE = 4mp (electrostatic law, o = charge density),
E, —cuwrl E = —47j  (electrodynamic law, j = current density),

where div and curl are the standard differential operators from vector
analysis with respect to the variables (z!, 2% 23) € R3,
The Navier—Stokes equations for the Velo(31ty v(z,t) and the pressure

p(x,t) of an incompressible fluid of density o and viscosity 7:

ov] +0) v'vl —nAv = —p,; for j=1,2,3,
dive =0
(d=3,v=(v},0"27)).

The Einstein field equations of the theory of general relativity for the
curvature of the metric (g;;) of space-time:

1
R;; — igin =kT;; fori,7=0,1,2,3 (the index 0 stands for the
time coordinate t = zV).

Here, x is a constant, T;; is the energy—momentum tensor (considered as
given), while

3 9 8 3
l:0

k=0
(Ricci curvature)

with

3
1 0 0 0
ko._ Kl
I =3 E g <81}ng[ + 8wjgil - axlgij)

=0

and
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(97) :=(gi;)~" (inverse matrix)

and

3
R:= Z g" R;; (scalar curvature).
i,j=0

Thus R and R;; are formed from first and second derivatives of the
unknown metric (g;;).
(10) The Schrodinger equation

h2
thu, = f%Au + V(z,u)

(m = mass, V = given potential, u: 2 — C) from quantum mechanics
is formally similar to the heat equation, in particular in the case V' = 0.
The factor i (= v/—1), however, leads to crucial differences.

(11) The plate equation

AAu =0

even contains 4th derivatives of the unknown function.

We have now seen many rather different-looking PDEs, and it may seem
hopeless to try to develop a theory that can treat all these diverse equations.
This impression is essentially correct, and in order to proceed, we want to
look for criteria for classifying PDEs. Here are some possibilities:

(I) Algebraically, i.e., according to the algebraic structure of the equation:
(a) Linear equations, containing the unknown function and its deriva-
tives only linearly. Examples (1), (2), (3), (7), (11), as well as (10)
in the case where V is a linear function of .
An important subclass is that of the linear equations with constant
coefficients. The examples just mentioned are of this type; (10),
however, only if V(z,u) = vo - « with constant vg. An example of
a linear equation with nonconstant coefficients is

i 5 i 5
Z B (a (z)ug) + Z e (b"(z)u) + c(z)u =0

with nonconstant functions a¥, b?, c.
(b) Nonlinear equations.
Important subclasses:
— Quasilinear equations, containing the highest-occurring deriva-
tives of u linearly. This class contains all our examples with
the exception of (5).
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— Semilinear equations, i.e., quasilinear equations in which the
term with the highest-occurring derivatives of u does not de-
pend on u or its lower-order derivatives. Example (6) is a quasi-
linear equation that is not semilinear.

Naturally, linear equations are simpler than nonlinear ones. We shall
therefore first study some linear equations.

According to the order of the highest-occurring derivatives:

The Cauchy-Riemann equations and (7) are of first order; (1), (2),
(3), (5), (6), (8), (9), (10) are of second order; (4) is of third order;
and (11) is of fourth order. Equations of higher order rarely occur, and
most important PDEs are second-order PDEs. Consequently, in this
textbook we shall almost exclusively study second-order PDEs.

In particular, for second-order equations the following partial classifi-
cations turns out to be useful:

Let
F($7U,Uwi,umimj) =0

be a second-order PDE. We introduce dummy variables and study the
function

F(%U,pi,pij)~

The equation is called elliptic in 2 at u(x) if the matrix

F:Du (l‘, u(x), Ui (JJ), Ui g (x))i,jzl,..‘,d

is positive definite for all 2 € (2. (If this matrix should happen to be
negative definite, the equation becomes elliptic by replacing F' by —F.)
Note that this may depend on the function u. For example, if f(x) > 0
in (5), the equation is elliptic for any solution u with wu,, > 0. (For
verifying ellipticity, one should write in place of (5)

uxazuyy - umyuyz - f = Oa

which is equivalent to (5) for a twice continuously differentiable wu.)
Examples (1) and (6) are always elliptic.

The equation is called hyperbolic if the above matrix has precisely one
negative and (d — 1) positive eigenvalues (or conversely, depending on
a choice of sign). Example (3) is hyperbolic, and so is (5), if f(x) <0,
for a solution u with u,, > 0. Example (9) is hyperbolic, too, because
the metric (g;;) is required to have signature (—, 4,4+, +). Finally, an
equation that can be written as

up = F(t, 2, U, Upiy Ugi i)

with elliptic F is called parabolic. Note, however, that there is no longer
a free sign here, since a negative definite (F),,,) is not allowed. Example

ij
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(2) is parabolic. Obviously, this classification does not cover all possible
cases, but it turns out that other types are of minor importance only.
Elliptic, hyperbolic, and parabolic equations require rather different
theories, with the parabolic case being somewhat intermediate between
the elliptic and hyperbolic ones, however.

(IV) According to solvability:
We consider a second-order PDE

F (z,u,ugi,ugizgs) =0 for u: 2 — R,

and we wish to impose additional conditions upon the solution u, typ-
ically prescribing the values of u or of certain first derivatives of u on
the boundary 92 or part of it.
Ideally, such a boundary value problem satisfies the three conditions
of Hadamard for a well-posed problem:

— Existence of a solution u for given boundary values;

— Uniqueness of this solution;

— Stability, meaning continuous dependence on the boundary values.

The third requirement is important, because in applications, the bound-
ary data are obtained through measurements and thus are given only
up to certain error margins, and small measurement errors should not
change the solution drastically.

The existence requirement can be made more precise in various senses:
The strongest one would be to ask that the solution be obtained by an
explicit formula in terms of the boundary values. This is possible only
in rather special cases, however, and thus one is usually content if one
is able to deduce the existence of a solution by some abstract reason-
ing, for example by deriving a contradiction from the assumption of
nonexistence. For such an existence procedure, often nonconstructive
techniques are employed, and thus an existence theorem does not nec-
essarily provide a rule for constructing or at least approximating some
solution.

Thus, one might refine the existence requirement by demanding a con-
structive method with which one can compute an approximation that is
as accurate as desired. This is particularly important for the numerical
approximation of solutions. However, it turns out that it is often easier
to treat the two problems separately, i.e., first deducing an abstract
existence theorem and then utilizing the insights obtained in doing so
for a constructive and numerically stable approximation scheme. Even
if the numerical scheme is not rigorously founded, one might be able to
use one’s knowledge about the existence or nonexistence of a solution
for a heuristic estimate of the reliability of numerical results.

Exercise: Find five more examples of important PDEs in the literature.



1. The Laplace Equation as the Prototype of
an Elliptic Partial Differential Equation of
Second Order

1.1 Harmonic Functions. Representation Formula for
the Solution of the Dirichlet Problem on the Ball
(Existence Techniques 0)

In this section §2 is a bounded domain in R? for which the divergence theorem
holds; this means that for any vector field V of class C1(£2) N C°(02),

divV(z)dx = / V(2) - v(z)do(z), (1.1.1)

0 o8

where the dot - denotes the Euclidean product of vectors in R?, v is the
exterior normal of 92, and do(z) is the volume element of 9f2. Let us recall
the definition of the divergence of a vector field V = (V1 ..., V) : 2 — R

d .

. ov?
divV(x) := E oIS ().
i=1

In order that (1.1.1) hold, it is, for example, sufficient that 92 be of class
ct.

Lemma 1.1.1: Let u,v € C%(£2). Then we have Green’s 15¢ formula

ou
/ﬂv(sc)Au(x)dx + /QVu(ac) -Vo(z)de = Aﬁv(z)%(z)do(z) (1.1.2)
(here, Vu is the gradient of u), and Green’s 2" formula
Ju v
/Q {0(2) Au(z) — uz) Av(z)} do = /8 ) {v(z)ay(z) - u(z)ay(z)} do(2).

(1.1.3)

Proof: With V(z) = v(z)Vu(x), (1.1.2) follows from (1.1.1). Interchanging
w and v in (1.1.2) and subtracting the resulting formula from (1.1.2) yields
(1.1.3). 0
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In the sequel we shall employ the following notation:
B(z,r):={y € R : |z —y| < r} (closed ball)
and
B(z,r) := {ye R : |z —y| < r} (open ball)
for r >0, z € R%
Definition 1.1.1: A function u € C?(02) is called harmonic (in 2) if
Au=0 n (2.

In Definition 1.1.1, £2 may be an arbitrary open subset of R?. We begin
with the following simple observation:

Lemma 1.1.2: The harmonic functions in 2 form a vector space.

Proof: This follows because A is a linear differential operator. a

Examples of harmonic functions:

(1) In R?, all constant functions and, more generally, all affine linear func-
tions are harmonic.
(2) There also exist harmonic polynomials of higher order, e.g.,

for v = (z!,...,2%) e R%
(3) For z,y € R? with = # y, we put

%log\x—m for d = 2,

1.14
2= for d > 2, ( )

I(@,y) =TIz —yl) = {

1
d2—d)wq |z =yl

where wy is the volume of the d-dimensional unit ball B(0,1) C R9.
We have

9 1 4
r = (=) o —
5L (@) oy (' —y') |z —y| ™",

0? 1 AN —d—
893181‘]F(x,y):d7wd{|m_y|2§”_d(x —y)(xj—yj)}kv—y\ ! 2'

Thus, as a function of , I" is harmonic in R?\ {y}. Since I' is symmetric
in # and y, it is then also harmonic as a function of y in R?\ {z}. The
reason for the choice of the constants employed in (1.1.4) will become
apparent after (1.1.8) below.
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Definition 1.1.2: I" from (1.1.4) is called the fundamental solution of the
Laplace equation.

What is the reason for this particular solution I" of the Laplace equation
in R%\ {y}? The answer comes from the rotational symmetry of the Laplace
operator. The equation

Au=0

is invariant under rotations about an arbitrary center y. (If A € O(d) (or-
thogonal group) and y € R? then for a harmonic u(z), u(A(x — y) +y) is
likewise harmonic.) Because of this invariance of the operator, one then also
searches for invariant solutions, i.e., solutions of the form

u(z) = @(r) withr = |z —y]|.

The Laplace equation then is transformed into the following equation for y
as a function of r, with ’ denoting a derivative with respect to r,

d—1
©"(r) + Tsﬂ’(r) =0.

Solutions have to satisfy

P'(r) = er =

with constant c. Fixing this constant plus one further additive constant leads
to the fundamental solution I'(r).

Theorem 1.1.1 (Green representation formula): If v € C?(2), we
have for y € {2,

wn) = [ {uor gt ) - reaGhw o) + [ K aues
(1.1.5)

(here, the symbol 6%1 indicates that the derivative is to be taken in the direc-
tion of the exterior normal with respect to the variable x).

Proof: For sufficiently small € > 0,
B(y.e) C £2,

since 2 is open. We apply (1.1.3) for v(x) = I'(x,y) and 2\ B(y, ¢) (in place
of 2). Since I' is harmonic in 2\ {y}, we obtain

I'(z,y)Au(z)dz = F(x,y)@(x) — u(x)M do(x)
/Q\B(y,s) /arz { ov vy

%1‘ —Umw o(x
+/8B(y’s){r(a:,y)ay( ) —ulz) =, - }d (z). (1.1.6)
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In the second boundary integral, v denotes the exterior normal of 2\ B(y, ),
hence the interior normal of B(y,¢).

We now wish to evaluate the limits of the individual integrals in this
formula for e — 0. Since u € C?(2), Au is bounded. Since I is integrable,
the left-hand side of (1.1.6) thus tends to

/ I'(z,y)Au(z)dz.
2
On 9B(y,¢), we have I'(z,y) = I'(¢). Thus, for ¢ — 0,

/ F(Jc,y)@(m)do(x) < dwee? I (e) sup |Vu| — 0.
OB (y.e) ov

B(y,e)

Furthermore,

- () 22EY) gy = 2 s
/QB(y,E) (z) OV, do(z) 851—‘(8)/83(1;,5) (w)do(x)

(since v is the interior normal of B(y,¢))

1
=— u(x)do(x) — u(y).
T o, O =)

Altogether, we get (1.1.5). O

Remark: Applying the Green representation formula for a so-called test func-
tion ¢ € C§°(£2),! we obtain

e(y) = /Q I'(z,y)Ap(x)dz. (1.1.7)
This can be written symbolically as

where A, is the Laplace operator with respect to x, and d,, is the Dirac delta
distribution, meaning that for ¢ € C5°(£2),

3yl == w(y).

In the same manner, AI'( -, y) is defined as a distribution, i.e.,

AT(- g = /Q (,y) Ap(x)da.

Equation (1.1.8) explains the terminology “fundamental solution” for I', as
well as the choice of constant in its definition.

L 5o (02) := {f € C°(92), supp(f) := {x : f(z) # 0} is a compact subset of 2}.
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Remark: By definition, a distribution is a linear functional ¢ on C§° that is
continuous in the following sense:
Suppose that (¢, )nen C CF°(£2) satisfies ¢, = 0 on 2\ K for all n and some
fixed compact K C 2 as well as lim,,_,o D%p, () = 0 uniformly in z for all
partial derivatives D* (of arbitrary order). Then

lim ¢[p,] =0

n—oo

must hold.

We may draw the following consequence from the Green representation
formula: If one knows Aw, then u is completely determined by its values and
those of its normal derivative on 9f2. In particular, a harmonic function on {2
can be reconstructed from its boundary data. One may then ask conversely
whether one can construct a harmonic function for arbitrary given values on
912 for the function and its normal derivative. Even ignoring the issue that
one might have to impose certain regularity conditions like continuity on
such data, we shall find that this is not possible in general, but that one can
prescribe essentially only one of these two data. In any case, the divergence
theorem (1.1.1) for V() = Vu(x) implies that because of A = divgrad, a
harmonic u has to satisfy

ou

—do(x) = Au(x)dr = 0, 1.1.9
[ o) = [ Au(w) (11.9)

so that the normal derivative cannot be prescribed completely arbitrarily.

Definition 1.1.3: A function G(x,y), defined for x,y € 2, x # vy, is called
a Green function for (2 if

(1) G(z,y) =0 for xz € 012;
(2) h(z,y) = G(x,y)—I'(x,y) is harmonic in x € §2 (thus in particular also
at the point x = y).

We now assume that a Green function G(z,y) for {2 exists (which indeed
is true for all 2 under consideration here), and put v(z) = h(z,y) in (1.1.3)
and add the result to (1.1.5), obtaining

u(y) :Agu(x)(wdo(x)—i—/ﬂG(m,y)Au(x)dm. (1.1.10)

Equation (1.1.10) in particular implies that a harmonic v is already deter-
mined by its boundary values 5.

This construction now raises the converse question: If we are given func-
tions ¢ : 02 — R, f : 2 — R, can we obtain a solution of the Dirichlet
problem for the Poisson equation

Au(z) = f(z) for z € (2,

u(z) = p(x) for x € 092, (1.1.11)
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by the representation formula

u(y) = /89 @(x)aG 2y g / F(2)G(x,y)da? (1.1.12)

After all, if u is a solution, it does satisfy this formula by (1.1.10).

Essentially, the answer is yes; to make it really work, however, we need
to impose some conditions on ¢ and f. A natural condition should be the
requirement that they be continuous. For ¢, this condition turns out to be
sufficient, provided that the boundary of 2 satisfies some mild regularity
requirements. If {2 is a ball, we shall verify this in Theorem 1.1.2 for the case
f =0, i.e., the Dirichlet problem for harmonic functions. For f, the situation
is slightly more subtle. It turns out that even if f is continuous, the function u
defined by (1.1.12) need not be twice differentiable, and so one has to exercise
some care in assigning a meaning to the equation Au = f. We shall return
to this issue in Sections 9.1 and 10.1 below. In particular, we shall show that
if we require a little more about f, namely, that it be Holder continuous,
then the function u given by (1.1.12) is twice continuously differentiable and
satisfies

Au = f.
Analogously, if H(z,y) for z,y € 2, x # y is defined with?
0 -1
—H =—— f on
o0 (x,y) Xl orx €

and a harmonic difference H(z,y) — I'(x,y) as before, we obtain

1
o) = g [ /ny (2)do(z)
H(x,y)Au(x)dz. (1.1.13)
(93

If now u; and uy are two harmonic functions with

8’&1 - 61@

— = — on 92
ov v O
applying (1.1.13) to the difference u = u; — ug yields
1
uy (y) —us(y) = ——— (uy (z) — ug(x)) do(x). (1.1.14)
1092]] Jae
Since the right-hand side of (1.1.14) is independent of y, u; — us must be
constant in (2. In other words, a harmonic u is determined by 37; on 02 up

to a constant.

2 Here, [|092| denotes the measure of the boundary 92 of 2; it is given as
S do(x).
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We now wish to compute the Green function G for a ball B(0, R). For
RS R%, we put

2
g o= ll‘;?y for y # 0,
00 for y = 0.

(7 is the point obtained from y by reflection across B(0, R).) We then put

[yl =
Glory) = {F<|xy|> —r (Y le—g) fory o, 1115)

I'(|z]) = I'(R) for y = 0.

For x # y, G(x,y) is harmonic in z, since for y € é(&R), the point g lies
in the exterior of B(0, R). The function G(z,y) has only one singularity in
B(0, R), namely at x = y, and this singularity is the same as that of I'(z,y).
The formula

Yo
Yo 2, 2
G(m,y):F<(|m|2+|y|2—2x-y> > - I <|szy|+R2—2x~y>

(1.1.16)
then shows that for x € 9B(0, R), i.e., || = R, we have indeed
G(z,y) = 0.

Therefore, the function G(x,y) defined by (1.1.15) is the Green function of
B(0,R).
Equation (1.1.16) also implies the symmetry

G(z,y) = Gy, x). (1.1.17)

Furthermore, since I'(|x—y|) is monotonic in |x—y|, we conclude from (1.1.16)
that

G(z,y) <0 for z,y € B(0,R). (1.1.18)
Since for z € 0B(0, R),

2 12
_ =[]
= "

(1.1.16) furthermore implies for « € 9B(0, R) that

2> + [y|* — 22 -y +R? 2z -y,

2
L |z Lzl yl

0 0
al/m (x,y) a|x| (x7y) de |x_y‘d d(Ud |x_y|d R2

2
Ry 1
dwill | —y)*
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Inserting this result into (1.1.10), we obtain a representation formula for a
harmonic u € C%(B(0, R)) in terms of its boundary values on dB(0, R):

u(y) = RQ_M/8 u(z) do(x). (1.1.19)

dwaR  Jopo,r) |z —y|°

The regularity condition here can be weakened; in fact, we have the following
theorem:

Theorem 1.1.2: (Poisson representation formula; solution of the
Dirichlet problem on the ball): Let ¢ : 0B(0,R) — R be continuous.
Then u, defined by

2 2 - .
{Rdwﬁ:al Jono.r) ﬁdO(x) fory € B(0, R),
¢(y) fory € 0B(0, R),

is harmonic in the open ball B(0, R) and continuous in the closed ball B(0, R).

u(y) = (1.1.20)

Proof: Since G is harmonic in y, so is the kernel of the Poisson representation

formula

9G4 R? — Jy?
z,Y) = ——"—

v, Y dwgR

K(z,y) = |:B—y|7d.

Thus v is harmonic as well.
It remains only to show continuity of v on 0B(0, R). We first insert the
harmonic function v = 1 in (1.1.19), yielding

/ K(z,y)do(z) =1 for all y € B(0,R). (1.1.21)
dB(0,R)

We now counsider yo € 0B(0, R). Since y is continuous, for every € > 0 there
exists § > 0 with

&
lo(y) — w(yo)| < 5 for |y — yol < 20. (1.1.22)
With
pi=sup o),
yedB(0,R)

by (1.1.20), (1.1.21) we have for |y — yo| < ¢ that

/ K(2) (9(z) — o(u0)) do(z)
8B(0,R)

uly) — ulyo) | =
s/¥m<%Kuwnwm—¢@@mmm

+ /m_yo>25 K(z,y) |lo(z) — o(yo)| do(z)

€ 2\ pd-1
<z 2 _ . 1.
,2+2N(R |y|)R (1.1.23)
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(For estimating the second integral, note that because of |y — yo| < 0, for
|z — yo| > 20 also |x — y| > ¢.) Since |yo| = R, for sufficiently small |y — yo|
then also the second term on the right-hand side of (1.1.23) becomes smaller
than /2, and we see that u is continuous at yo. a

Corollary 1.1.1: For ¢ € CY(0B(0, R)), there exists a unique solution u €
C?(B(0,R)) NC°(B(0, R)) of the Dirichlet problem

S
=
=

Il

0 for z € B(0,R),
u(z) = ¢o(x) for z € dB(0, R).

Proof: Theorem 1.1.2 shows the existence. Uniqueness follows from (1.1.10);
however, in (1.1.10) we have assumed u € C%(B(0, R)), while more generally,
here we consider continuous boundary values. This difficulty is easily over-
come: Since v is harmonic in B?(O7 R), it is of class C? in é(O, R), for example
by Corollary 1.1.2 below. Consequently, for |y| < r < R, applying (1.1.19)
with r in place of R, we get

r2 — |y|? u(x
u(y) = WL /8 ) o(a),

dwar  Jap(or |z —y|*

and since u is continuous in B(0, R), we may let r tend to R in order to get
the representation formula in its full generality. ad

Corollary 1.1.2: Any harmonic function u : 2 — R is real analytic in (2.

Proof: Let z € {2 and choose R such that B(z, R) C {2. Then by (1.1.19), for
y € B(z, 1),

2y — 2z u(x
u(y) = Ryl/8 Ldo(m)

dwa R B(=R) |z —y|*

which is a real analytic function of y € B(z, R). 0

1.2 Mean Value Properties of Harmonic Functions.
Subharmonic Functions. The Maximum Principle

Theorem 1.2.1 (Mean value formulae): A continuous v : 2 — R is
harmonic if and only if for any ball B(xo,r) C (2,

1

u(zo) = S(u, o, 1) 1= W

/ u(x)do(x)  (spherical mean),
OB(zg,r)
(1.2.1)
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or equivalently, if for any such ball

1

U(.’EO) = K(U’»an T) = wd’l"d

/ u(x)dx (ball mean). (1.2.2)
B(zo,r)

Proof: “=":

Let u be harmonic. Then (1.2.1) follows from Poisson’s formula (1.1.19) (since
we have written (1.1.19) only for the ball B(0, R), take the harmonic function
v(x) = u(x + x0) and apply the formula at the point x = 0). Alternatively,
we may prove (1.2.1) from the following observation:

Let u € C2(B(y,r)), 0 < o < r. Then by (1.1.1)

/ Au(z)dz = / @(m)do(x)
B(y.0) oB(y.0) OV

du d—1
= —(y + ow) 0" “dw
/83(0,1) 39( )

. . r—Yy
in polar coordinates w = —

0
_ 3/
d—1
=0 u(y + ow)dw
90 Jap(0,1) ( )

4 0 _ /

d—1 1—d

=0 |0 u(x)do(x
59( 9B (y.0) (el )>

0
:dwdgdilaigs(uayv Q) (123)

If u is harmonic, this yields a%S(u, y,0) = 0, and so S(u,y, o) is constant in
p. Because of

u(y) = lim S(u,y, 0), (1.2.4)
0—0

for a continuous u this implies the spherical mean value property. Because of

d T
K(uyanr) = 5 [ Stu,zo, 0o de (1.25)
0

we also get (1.2.2) if (1.2.1) holds for all radii ¢ with B(xg, ) C 2.
“<:77:

We have just seen that the spherical mean value property implies the ball
mean value property. The converse also holds:
If K(u,xg,7) is constant as a function of 7, i.e., by (1.2.5)

9 d d
O == &K(qu()vr) = ;S(u,xoﬂ“) - ;K(U,ZEO,T),
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then S(u,xg,r) is likewise constant in r, and by (1.2.4) it thus always has to
equal u(xg).

Suppose now (1.2.1) for B(zg,r) C 2. We want to show first that u then
has to be smooth. For this purpose, we use the following general construction:
Put

cdexp< ) if0<t<l,
olt) = o ,
0 otherwise,

where the constant ¢4 is chosen such that

/R ollaldr = 1.

The reader should note that o(|z|) is infinitely differentiable with respect
to z. For f € LY(2), B(y,r) C 2, B(y,r) C 2 we consider the so-called

mollification
= [ g('y") f(@)d. (1.2.6)

rd r

Then f, is infinitely differentiable with respect to y.
If now (1.2.1) holds, we have

ur(y):rd/ /83“) - ) u(w)do(z)ds

— rd ; g(r) dwgs®™ LS (u,y, s)ds

1
:u(y)/o 0(0)dwgo? L do

— u(y) /B I
= u(y)-

Thus a function satisfying the mean value property also satisfies
uy(z) = u(z), provided that B(z,r) C £2.

Thus, with u, also wu is infinitely differentiable. We may thus again consider
(1.2.3), i.e

/ Au(x)dx = dwdgdflgS(u, Y, 0)- (1.2.7)
B(y,e) e

If (1.2.7) holds, then S(u, xg, o) is constant in o, and therefore, the right-hand
side of (1.2.7) vanishes for all y and ¢ with B(y, 9) C {2. Thus, also
Au(y) =0

for all y € £2, and v is harmonic. a0
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Instead of requiring that u be continuous, it suffices to require that u be
measurable and locally integrable in (2. The preceding theorem and its proof
then remain valid since in the second part we have not used the continuity
of w.

With this observation, we easily obtain the following corollary:

Corollary 1.2.1 (Weyl’s lemma): Let u : 2 — R be measurable and lo-
cally integrable in 2. Suppose that for all ¢ € C°(12),

/ u(z)Ap(x)dr = 0.
7

Then u is harmonic and, in particular, smooth.

Proof: We again consider the mollifications

wio) =% [ o(= )ty

For ¢ € C§° and r < dist(supp(p), 912), we obtain
1 -
[ w@ap@ar= [ = [ o 'y') u(y)dy Ap(x)da
2 o™ Jao r
= /Q u(y) A (y)dy

exchanging the integrals and observing that (Ag), =
A(p,), so that the Laplace operator commutes with the
mollification

:07

since by our assumption for r also ¢, € C§°(£2).
Since u, is smooth, this also implies

/ Aup(x)p(x)de =0 for all p € C5°(£2,),
Q

with 2, := {& € 2 : dist(z,02) > r.
Hence,

Au, =0 in £2,.

Thus, u,. is harmonic in f2,.
We consider R > 0and 0 < r < %R. Then u, satisfies the mean value
property on any ball with center in (2, and radius < %R. Since

[ rwwlar< [ 5 [ o550 ooy

< /Q u(a)] da
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obtained by exchanging the integrals and using f]Rd =0 (lw m) dy = 1, the

u, have uniformly bounded norms in L*(£2), if u € L*(£2). If u is only locally
integrable, the preceding reasoning has to be applied locally in {2, in order
to get the local uniform integrability of the w,. Since this is easily done, we
assume for simplicity u € L'(2).

Since the u, satisfy the mean value property on balls of radius %R, this
implies that they are also uniformly bounded (keeping R fixed and letting r
tend to 0). Furthermore, because of

IN

1 /2\°
[ur(z1) — ur(22)] o (R) /B(%Rm\B(mszm lur(z)| dz

UB(zg,R/2)\B(z1,R/2)

d
1 (2> sup u,| 2Vol (B(a1, R/2) \ B(xs, R/2)).

IN

wq R

the u, are also equicontinuous. Thus, by the Arzela—Ascoli theorem, for r —
0, a subsequence of the wu, converges uniformly towards some continuous
function v. We must have u = v, because u is (locally) in L'(2), and so for
almost all x € 2, u(x) is the limit of u,(z) for r — 0 (cf. Lemma A.3). Thus,
u is continuous, and since all the w,. satisfy the mean value property, so does
u. Theorem 1.2.1 now implies the claim. O

Definition 1.2.1: Let v : 2 — [—00,00) be upper semicontinuous, but not
identically —oo. Such a v is called subharmonic if for every subdomain £2' CC
2 and every harmonic function u : 2 — R (we assume u € C°(£2')) with

v<u ondf2
we have

v<wu on (2.

A function w : 2 — (—o0,00], lower semicontinuous, w # oo, is called
superharmonic if —w is subharmonic.

Theorem 1.2.2: A function v : 2 — [—00,00) (upper semicontinuous, Z
—00) is subharmonic if and only if for every ball B(xzq,r) C {2,

U(Jfo) S S('U,Jfo,?"), (128)
or, equivalently, if for every such ball
v(zo) < K(v,20,7). (1.2.9)

Proof: “="
Since v is upper semicontinuous, there exists a monotonically decreasin
)
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sequence (vn)nen of continuous functions with v = limpeyv,. By Theo-
rem 1.1.2, for every u, there exists a harmonic

Uy B(zg,7) = R
with
UnloB(zo,r) = UnloBor) (= VoBwor))
hence, in particular,
S(tUn, x0,7) = S(vn, To, ).
Since v is subharmonic and wu,, is harmonic, we obtain
v(x0) < up(zo) = S(Un, o, 1) = S(Un, xo, 7).

Now n — oo yields (1.2.8). The mean value inequality for balls follows from
that for spheres (cf. (1.2.5)). For the converse direction, we employ the
following lemma:

Lemma 1.2.1: Suppose v satisfies the mean value inequality (1.2.8) or
(1.2.9) for all B(xo,7) C 2. Then v also satisfies the mazimum principle,
meaning that if there exists some xo € §2 with

v(zg) = Slelg'l}(.’b),
€T

then v is constant. In particular, if 2 is bounded and v € C°(£2), then

< 1 0.
v(z) < ;Ielgz;(zv(y) forall xz €

Remark: We shall soon see that the assumption of Lemma 1.2.1 is equivalent
to v being subharmonic, and therefore, the lemma will hold for subharmonic
functions.

Proof: Assume

v(zp) = sup v(x) =: M.
res?

Thus,
OM = {ye N :v(y) =M} #0.
Let y € 2M B(y,r) C £2. Since (1.2.8) implies (1.2.9) (cf. (1.2.5)), we may
apply (1.2.9) in any case to obtain
1
0=v(y)—M< / (v(x) — M)dzx. (1.2.10)
B(y,r)

wgrd

Since M is the supremum of v, always v(z) < M, and we obtain v(x) = M
for all z € B(y,r). Thus 2™ contains together with y all balls B(y,r) C £2,
and it thus has to coincide with 2, since 2 is assumed to be connected. Thus
u(z) = M for all z € (2. O
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We may now easily conclude the proof of Theorem 1.2.2:
Let u be as in Definition 1.2.1. Then v — u likewise satisfies the mean value
inequality, hence the maximum principle, and so

v<u in (2,
if v <won 082 m|
Corollary 1.2.2: A function v of class C?(£2) is subharmonic precisely if
Av>0 in (2.
Proof: “=":

Let B(y,r) C 2, 0 < o < r. Then by (1.2.3)

0< / Av(z)dz = dwdpdflgS(v,y, 0).
B(y,0) O¢

Integrating this inequality yields, for 0 < o <7,
S(v,y,0) < S(v,y,7),

and since the left-hand side tends to v(y) for ¢ — 0, we obtain

v(y) < S(v,y,7).

By Theorem 1.2.2, v then is subharmonic.
“=7: Assume Av(y) < 0. Since v € C?(2), we could then find a ball B(y,r) C

2 with Av < 0 on B(y,r). Applying the first part of the proof to —v would
yield

v(y) > S(v,y,7),
and v could not be subharmonic. O

Examples of subharmonic functions:

(1) Let d > 2. We compute
Alz|* = (da+ ol —2)) |z 2.

Thus |z|* is subharmonic for o > 2 — d. (This is not unexpected because
|z|>~? is harmonic.)
(2) Let u: 2 — R be harmonic and positive, 5 > 1. Then

d
Au’ = Z (Buﬁ_luziwl + ﬁ(ﬁ - 1)Uﬁ_2uxiu$i)
i=1

d
= Zﬂ(ﬁ - 1)uﬁ_2uwiumiv
=1

since u is harmonic. Since u is assumed to be positive and g > 1, this
implies that ©” is subharmonic.
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(3) Let u: £2 — R again be harmonic and positive. Then

d d
o Upigi Ui Uy o Ui Uy
AlOgU_Z(T_ u? __Z u?

i=1 i=1

since w is harmonic. Thus, logu is superharmonic, and —logu then is
subharmonic.

(4) The preceding examples can be generalized as follows:
Let w : 2 — R be harmonic, f : u(f2) — R convex. Then f o w is
subharmonic. To see this, we first assume f € C2. Then

d
Af(u(x)) = Z (f"(u(@))ugizr + £ (u(@))ugiug)

d
= Z S (u(x)) (ug:)®  (since u is harmonic)

since for a convex C2-function f” > 0. If the convex function f is not
of class C?, there exists a sequence (f,,)nen of convex C2-functions con-
verging to f locally uniformly. By the preceding, f,, o u is subharmonic,
and hence satisfies the mean value inequality. Since f,, o u converges to
f o u locally uniformly, f o u satisfies the mean value inequality as well
and so is subharmonic by Theorem 1.2.2.

We now return to studying harmonic functions. If « is harmonic, v and
—u both are subharmonic, and we obtain from Lemma 1.2.1 the following
result:

Corollary 1.2.3 (Strong maximum principle): Letu be harmonic in (2.
If there exists xg € 2 with

u(xo) = supu(x) or wu(xg) = inf u(z),
zen e

then w is constant in {2.
A weaker version of Corollary 1.2.3 is the following:

Corollary 1.2.4 (Weak maximum principle): Let {2 be bounded and u €
C°(82) harmonic. Then for all x € 2,

i < < .

Jnin u(y) < u(z) < max u(y)
Proof: Otherwise, u would achieve its supremum or infimum in some interior
point of 2. Then u would be constant by Corollary 1.2.3, and the claim would
also hold true. O
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Corollary 1.2.5 (Uniqueness of solutions of the Poisson equation):
Let f € C°(02), 2 bounded, uy,us € C°(2)NC%(£2) solutions of the Poisson

equation
Aui(z) = f(z) forxze 2 (i=1,2).
If ui(z) < ug(z) for all z € 012, then also

up(z) <wug(x) for all x € £2.

In particular, if
Uilon = U2(00,

then

U = u2.

Proof: We apply the maximum principle to the harmonic function u; — us.
O

In particular, for f = 0, we once again obtain the uniqueness of harmonic
functions with given boundary values.

Remark: The reverse implication in Theorem 1.2.1 can also be seen as fol-
lows: We observe that the maximum principle needs only the mean value
inequalities. Thus, the uniqueness of Corollary 1.2.5 holds for functions that
satisfy the mean value formulae. On the other hand, by Theorem 1.1.2, for
continuous boundary values there exists a harmonic extension on the ball,
and this harmonic extension also satisfies the mean value formulae by the
first implication of Theorem 1.2.1. By uniqueness, therefore, any continuous
function satisfying the mean value property must be harmonic on every ball
in its domain of definition {2, hence on all of (2.

As an application of the weak maximum principle we shall show the re-
movability of isolated singularities of harmonic functions:

Corollary 1.2.6: Let 29 € 2 C RY(d > 2), u: 2\ {z0} — R harmonic and
bounded. Then u can be extended as a harmonic function on all of §2; i.e.,
there exists a harmonic function

w:2—R

that coincides with u on 2\ {xo}.
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Proof: By a simple transformation, we may assume xg = 0 and that {2 con-
tains the ball B(0,2). By Theorem 1.1.2, we may then solve the following
Dirichlet problem:

Ai=0 in B(0,1),
u on dB(0,1).

i =
We consider the following Green function on B(0, 1) for y = 0:

5= log || for d = 2,
Gle) = {2 (|z[>¢—1) ford> 3.

T
For € > 0, we put
ue(z) == u(x) —eG(z) (0<|z| <1).
First of all,
ue(z) = a(x) = u(z) for |z| =1. (1.2.11)

Since on the one hand, u as a smooth function possesses a bounded derivative
along |z = 1, and on the other hand (with r = |z|), £G(z) > 0, we obtain,
for sufficiently large €,

ue(x) > u(x) for 0 < |z| < 1.
But we also have

lim u.(z) =00 for e > 0.
z—0

Since u is bounded, consequently, for every € > 0 there exists r(g) > 0 with
ue(x) > u(z) for |z| < r(e). (1.2.12)
From these arguments, we may find a smallest £g > 0 with
Ugy () > u(x) for |z < 1.

We now wish to show that ¢g = 0.
Assume g9 > 0. By (1.2.11), (1.2.12), we could then find 2o, (%) < |20| <
1, with

Uz (20) < u(20).

This would imply

=}

(x) ~ u(x)) <0,

. min <u6
z€B(0,1)\B(0,r(£))

&
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while by (1.2.11), (1.2.12)

' 0 (y) - —0.
yeaB(o,l)IBla%m,r(%o» (“%’(9) “(y)>

This contradicts Corollary 1.2.4, because u 0 —U is harmonic in the annular
region considered here. Thus, we must have ¢y = 0, and we conclude that

u<up=1u in B(0,1)\ {0}.
In the same way, we obtain the opposite inequality
uw>u in B(0,1)\ {0}.

Thus, u coincides with @ in B(0, 1)\ {0}. Since @ is harmonic in all of B(0, 1),
we have found the desired extension. O

From Corollary 1.2.6 we see that not every Dirichlet problem for a har-
monic function is solvable. For example, there is no solution of
Au(z) =0 in B(0,1)\ {0},
u(z) =0 for |z] =1,
u(0) = 1.
Namely, by Corollary 1.2.6 any solution u could be extended to a harmonic
function on the entire ball B(0, 1), but such a harmonic function would have

to vanish identically by Corollary 1.2.4, since its boundary values on 0B(0, 1)
vanish, and so it could not assume the prescribed value 1 at = 0.

Another consequence of the maximum principle for subharmonic functions
is a gradient estimate for solutions of the Poisson equation:

Corollary 1.2.7: Suppose that in (2,

with a bounded function f. Let zg € 2 and R := dist(xo,0f2). Then

sup |u|—|—E sup |f| fori=1,...,d. (1.2.13)

R 9B(z0,R) 2 B(xo,R)

Proof: We consider the case ¢ = 1. For abbreviation, put

pr= sup [u], M:= sup |[f].
aB(:E(),R) B(IQ,R)

Without loss of generality, suppose again xy = 0. The auxiliary function
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v(zx) = % |z|* 4 (R—2z") (g; + Aj)
satisfies, in B(0, R),
Av(z) =
U(O z2,. ,:13)>0 for all 22,..., 2%,

v(z) >p for |z| =R, z' >0.

‘We now consider

In B(0, R), we have
|Au(z)| < M,
a(0,22,..., 29 =0 forall 22,..., 2%,

|a(z)| < p  forall |z| =

We consider the half-ball BT := {|z| < R, 2! > 0}. The preceding inequali-
ties imply

Alv+u) <0 in BF,
v+u>0 ondBT.
The maximum principle (Lemma 1.2.1) yields
|u| <v in BT.

We conclude that

u(xt,0,...,0) .. B
e (0] = I |70 ] < g W00 e Ry,
z1>0 zl>0
ie., (1.2.13). ad

Other consequences of the mean value formulae are the following:

Corollary 1.2.8 (Liouville theorem): Let u : R? — R be harmonic and
bounded. Then u is constant.

Proof: For x1, x5 € R, by (1.2.2) for all 7 > 0,
@)=~ | [ o= [ e
w(wy) —u(zg) = —— u(z)dr — w(x)dx

wdrd B(z1,r) B(z2,r)

1
= i / u(m)dm—/ u(z)dx | .
wqr B(z1,r)\B(z2,r) B(x2,r)\B(z1,7)
(1.2.14)
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By assumption
lu(z)| < M,
and for r — oo,

1
wdrd

Vol (B(x1,r) \ B(za,7)) — 0.

This implies that the right-hand side of (1.2.14) converges to 0 for r — oo.
Therefore, we must have

u(zy) = u(za).
Since x1 and x5 are arbitrary, v has to be constant. O

Another proof of Corollary 1.2.8 follows from Corollary 1.2.7:
By Corollary 1.2.7, for all zp e R4, R >0, i=1,....d,

d
()| < ysup .

Since u is bounded by assumption, the right-hand side tends to 0 for R — oo,
and it follows that w is constant. This proof also works under the weaker
assumption

1
lim — sup |u|=0.
R—oo R B(zo,R) | |

This assumption is sharp, since affine linear functions are harmonic functions
on R? that are not constant.

Corollary 1.2.9 (Harnack inequality): Let u: 2 — R be harmonic and
nonnegative. Then for every subdomain §2' CC {2 there exists a constant
c=c(d, 2,02 with

supu < cinf u. (1.2.15)
0 Q'

o

Proof: We first consider the special case 2/ = B(zo,r), assuming B(zg,4r) C
2. Let y1,y2 € B(zg,r). By (1.2.2),
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1
u(y)d
o /B o (y)dy
1
<— u(y)dy,
wqr B(xzo,2r)

since u > 0 and B(yy,7) C B(xo,2r)

d \/
10,27")

)dy,
wd 3r /yz,dr) y

since u > 0 and B(zg,2r) C B(y2, 3r)

= Bdu(y2)7

u(y:) =

and in particular,

sup u<3% inf w,
B(xzo,r) B(zo,r)

which is the claim in this special case.
For an arbitrary subdomain £’ CC 2, we choose r > 0 with

1
<3 dist(£2',002).

Since (2’ is bounded and connected, there exists m € N such that any two
points y1,y2 € 2 can be connected in 2’ by a curve that can be covered
by at most m balls of radius r with centers in 2. Composing the preceding
inequalities for all these balls, we get

u(yr) < 3" u(ys).
Thus, we have verified the claim for ¢ = 3™, a

The Harnack inequality implies the following result:

Corollary 1.2.10 (Harnack convergence theorem): Let u,, : 2 — R be
a monotonically increasing sequence of harmonic functions. If there exists
y € 2 for which the sequence (u,(y))nen s bounded, then w, converges on
any subdomain 2" CC 2 uniformly towards a harmonic function.

Proof: The monotonicity and boundedness imply that u,(y) converges for
n — oo. For € > 0, there thus exists NV € N such that for n > m > N,

0 <un(y) —um(y) <e.

Then u,, — u,, is a nonnegative harmonic function (by monotonicity), and by
Corollary 1.2.9,
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sup(u, — up) < cg, (wlogy € '),

Q/
where ¢ depends on d, 2, and 2’. Thus (uy)nen converges uniformly in all
of 2. The uniform limit of harmonic functions has to satisfy the mean value
formulae as well, and it is hence harmonic itself by Theorem 1.2.1. a

Summary

In this chapter we encountered some basic properties of harmonic functions,
i.e., of solutions of the Laplace equation

Au=0 1in £,
and also of solutions of the Poisson equation
Au=f in 2

with given f.

We found the unique solution of the Dirichlet problem on the ball (Theo-
rem 1.1.2), and we saw that solutions are smooth (Corollary 1.1.2) and even
satisfy explicit estimates (Corollary 1.2.7) and in particular the maximum
principle (Corollary 1.2.3, Corollary 1.2.4), which actually already holds for
subharmonic functions (Lemma 1.2.1). All these results are typical and char-
acteristic for solutions of elliptic PDEs. The methods presented in this chap-
ter, however, mostly do not readily generalize, since they have used heavily
the rotational symmetry of the Laplace operator. In subsequent chapters we
thus need to develop different and more general methods in order to show
analogues of these results for larger classes of elliptic PDEs.

Exercises

1.1 Determine the Green function of the half-space
{z=(2',...,2%) e R : 2! > 0}.

1.2 On the unit ball B(0,1) C R?, determine a function H(x,y), defined for
x # vy, with
(i) 32 H(z,y) =1 for z € 9B(0,1);
(i) H(z,y) — I'(z,y) is a harmonic function of € B(0,1). (Here,
I'(z,y) is a fundamental solution.)
1.3 Use the result of Exercise 1.2 to study the Neumann problem for the
Laplace equation on the unit ball B(0,1) C R4
Let g : 0B(0,1) — R with faB(o,l) g(y) do(y) = 0 be given. We wish to
find a solution of

Au(xz) =0 for z € B(0,1),

%(m) =g(z) forx € dB(0,1).



30

1.4

1.5

1.6

1.7

1.8

1.9

1. The Laplace Equation

Let u : B(0, R) — R be harmonic and nonnegative. Prove the following
version of the Harnack inequality:

RIR— el oo BB
@ japyr O =1 = )

for all x € B(0, R).

Let u : R = R be harmonic and nonnegative. Show that u is constant.
(Hint: Use the result of Exercise 1.4.)

Let 2 C R3\ {0}, u: £2 — R harmonic. Show that

1 ot o2 23
1 2 3\ .
”“““”m“QMMWMJ
1 2

is harmonic in the region 2’ := {x eR3: (IfW’ ﬁ, %) € (2}
— Is there a deeper reason for this?
— Is there an analogous result for arbitrary dimension d?
Let £2 be the unbounded region {z € R? : |z| > 1}. Let u € C*(22) N
C°(92) satisfy Au = 0 in §2. Furthermore, assume
lim wu(z) =0.

|z]|— 00
Show that
st(1)p|u\ = r%%x\uL

(Schwarz reflection principle):
Let 2t C {2¢ > 0},

Y =00  n{z? =0} £0.

Let w be harmonic in £, continuous on 27 U X, and suppose u = 0 on
Y. We put

ﬂ(xla"'?xd) = U($171,_.,$d) . for ijOa
—u(xt, ..., —x*) for % < 0.
Show that @ is harmonic in 2% U X U 27, where 2~ = {2 € R? :
(wl,...,—xd) c Q+}'

Let 2 ¢ R? be a bounded domain for which the divergence theorem
holds. Assume u € C?(2),u = 0 on df2. Show that for every & > 0,

2/Q|Vu(m)|2dxSE/Q(Au(x))de—i—%/ W2(z) da.

(0]



2. The Maximum Principle

Throughout this chapter, §2 is a bounded domain in R?. All functions u are
assumed to be of class C?(£2).

2.1 The Maximum Principle of E. Hopf

We wish to study linear elliptic differential operators of the form
d_ d_
Lu(x) = Z a" () Uyigs () + Z b (2)ugi (z) + c(z)u(z),
i,j=1 i=1

where we impose the following conditions on the coefficients:

(i) Symmetry: a¥(z) = a’*(z) for all 4,5 and = € §2 (this is no serious
restriction).
(ii) Ellipticity: There exists a constant A > 0 with

d
AP <Y a(@)gg forallz € 2, €R?

ij=1

(this is the key condition).
In particular, the matrix (a% (2))i,j=1,...a is positive definite for all z,
and the smallest eigenvalue is greater than or equal to .

(iii) Boundedness of the coefficients: There exists a constant K with

|aij(x)| ; |bl(x)| Je(x)] < K for all 4,5 and x € 0.

Obviously, the Laplace operator satisfies all three conditions. The aim of the
present chapter is to prove maximum principles for solutions of Lu = 0. It
turns out that for that purpose, we need to impose an additional condition
on the sign of ¢(x), since otherwise no maximum principle can hold, as the
following simple example demonstrates: The Dirichlet problem

u'(z) +u(z) =0 on (0,7),
u(0) = 0 = u(n),
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has the solutions
u(zr) = asinz

for arbitrary u, and depending on the sign of «, these solutions assume a
strict interior maximum or minimum at = 7/2. The Dirichlet problem

o (z) —u(z) =0,

u(0) =0 = u(n),

however, has 0 as its only solution.

As a start, let us present a proof of the weak maximum principle for
subharmonic functions (Lemma 1.2.1) that does not depend on the mean
value formulae:

Lemma 2.1.1: Let u € C%2(2)NC°(2), Au >0 in 2. Then

= . 2.1.1
sgpu maxu ( )

(Since u is continuous and §2 is bounded, and the closure {2 thus is compact,
the supremum of u on {2 coincides with the mazimum of u on {2.)

Proof: We first consider the case where we even have
Au >0 in £2.

Then u cannot assume an interior maximum at some xy € {2, since at such
a maximum, we would have

Ugigi(20) <0 fori=1,...,d,
and thus also
Au(zg) < 0.

We now come to the general case Au > 0 and consider the auxiliary function

v(z) = v
which satisfies

Av =v > 0.
For each € > 0, then

A(u+ev) >0 in £,

and from the case studied in the beginning, we deduce
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sup(u + ev) = I%%x(u + ev).

Q
Then
s?zpu +5ir(12fv < I%%XU + srg?zxv,
and since this holds for every £ > 0, we obtain (2.1.1). a

Theorem 2.1.1: Assume c(x) =0, and let u satisfy in 2

Lu >0,
i.e.,
d d
Z " () Uyigs + sz(x)uri > 0. (2.1.2)
ij=1 i=1
Then also
= . 2.1.3
sup u(z) = max u(z) (2.1.3)

In the case Lu < 0, a corresponding result holds for the infimum.

Proof: As in the proof of Lemma 2.1.1, we first consider the case
Lu > 0.
Since at an interior maximum z( of u, we must have
Ugi(xg) =0 fori=1,...,d,
and
(Uzii(T0)); j=1. 4 negative semidefinite,

and thus by the ellipticity condition also

d
L’U,(:)SO) = Z aij(xo)ua:ixj (;CO) <0,

ij=1

such an interior maximum cannot occur.
Returning to the general case Lu > 0, we now consider the auxiliary
function

v(z)=e '

for a > 0. Then
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Lo(z) = (a?a'! (z) + ab'(z)) v(x).

Since {2 and the coefficients b’ are bounded and the coefficients satisfy
a"(x) > A, we have for sufficiently large «,

Lv >0,
and applying what we have proved already to u + ev
(L(u+ev) > 0),

the claim follows as in the proof of Lemma 2.1.1. The case Lu < 0 can be
reduced to the previous one by considering —u. a

Corollary 2.1.1: Let L be as in Theorem 2.1.1, and let f € C°(R2), ¢ €
C°(912) be given. Then the Dirichlet problem

Lu(z) = f(x) forx € £, (2.1.4)
u(z) = p(x) forx € 092,

admits at most one solution.
Proof: The difference v(z) = uj(x) — us(z) of two solutions satisfies

Lv(z) =0 in 2,
v(z) =0 on 012,

and by Theorem 2.1.1 it then has to vanish identically on (2. a

Theorem 2.1.1 supposes ¢(z) = 0. This assumption can be weakened as
follows:

Corollary 2.1.2: Suppose c(z) <0 in 2. Let u € C*(2) N C°(2) satisfy
Lu>0 in (2.
With u*t(z) := max(u(x),0), we then have

T < *. 2.15
s%pu < maxu ( )

Proof: Let 27 :={z € 2 : u(z) > 0}. Because of ¢ < 0, we have in 27,

d d
Z A" ()i gy + Zb’(m)uz >0,
ij=1 i=1

and hence by Theorem 2.1.1,

sup v < max u. 2.1.6
QP - 6!235” ( )
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‘We have

u=0 ondN NN (by continuity of u),

max v < maxu,
992+ Nof2 92

and hence, since 90027 = (02T N N2) U (02T N IN),

maxu < maxu’. (2.1.7)
00+ o
Since also
supu’ = supu, (2.1.8)
Q o+
(2.1.5) follows from (2.1.6), (2.1.7). O

We now come to the strong maximum principle of E. Hopf:

Theorem 2.1.2: Suppose c¢(x) =0, and let u satisfy in (2,
Lu > 0. (2.1.9)

If u assumes its maximum in the interior of {2, it has to be constant. More
generally, if c(x) < 0, u has to be constant if it assumes a nonnegative interior
MaTIMUm.

For the proof, we need the boundary point lemma of E. Hopf:

Lemma 2.1.2: Suppose c¢(z) <0 and
Lu>0 in 2 cRY,

and let xg € 082'. Moreover, assume

(i) w is continuous at xo;
(i6) u(z0) > 0 if c(a) £ 0:
(i11) u(xo) > u(x) for all x € 2';
(iv) there exists a ball B(y, R) C ' with zo € dB(y, R).

We then have, with r == |z —y|,

ou

— >0,

or (o)
provided that this derivative (in the direction of the exterior normal of ')
ex1sts.
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Proof: We may assume
OBy, R) N9 = {xo}.

For 0 < p < R, on the annular region B(y, R) \ B(y,p) we consider the
auxiliary function

_ 2 _ 2
v(z) = e Ve _ e
We have

d
= {472 Z a’(z) (2" —y') (27 — o)

ijfl

— 2y Z a'(z) + bi(z (xi _ yi) }e—vlfv—y2
+ c(x) (e"’lm_y‘ — e‘VRz) .

For sufficiently large ~, because of the assumed boundedness of the coefficients
of L and the ellipticity condition, we have

Lv>0 in B(y,R)\ B(y, p). (2.1.10)
By (iii) and (iv),
u(z) —u(zg) <0 for z € B(y, R).
Therefore, we may find € > 0 with
u(z) —u(xg) + ev(z) <0 for x € IB(y, p). (2.1.11)

Since v = 0 on dB(y, R), (2.1.11) continues to hold on dB(y, R). On the
other hand,

L (u(z) —u(xo) +ev(x)) > —c(z)u(zo) >0 (2.1.12)

by (2.1.10) and (ii) and because of c(z) < 0. Thus, we may apply Corol-
lary 2.1.2 on B(y, R) \ B(y, p) and obtain

w(z) — u(zo) +ev(z) <0 for z € B(y,R)\ By, p).
Provided that the derivative exists, it follows that

% (u(z) — u(zo) +ev(z)) = 0 at x = o,

and hence for x = xy,

0 ov(x)
N >
6ru(w) =T o

=¢ (Q'yRe*”Rz) > 0.
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Proof of Theorem 2.1.2: We assume by contradiction that u is not constant,
but has a maximum m (> 0 in case ¢ # 0) in 2. We then have

Q' ={ze:ulx)<m}#0

and

00’ NN #N0.

We choose some y € 2’ that is closer to 92’ than to 0f2. Let B(y, R) be
the largest ball with center y that is contained in /. We then get

u(zg) =m for some z¢ € 0B(y, R),
and
u(z) < u(zg) forz e 2.
By Lemma 2.1.2,
Du(xzg) # 0,

which, however, is not possible at an interior maximum point. This contra-
diction demonstrates the claim. a

2.2 The Maximum Principle of Alexandrov
and Bakelman

In this section, we consider differential operators of the same type as in the
previous one, but for technical simplicity, we assume that the coefficients ¢(x)
and b'(z) vanish. While similar results as those presented here continue to
hold for vanishing b°(x) and nonpositive c(x), here we wish only to present
the key ideas in a situation that is as simple as possible.

Theorem 2.2.1: Suppose that u € C?(2) N C°(2) satisfies
d ..
Lu(z) == Z a” (X)ugigi > f(x), (2.2.1)
ij=1

where the matriz (a (x)) is positive definite and symmetric for each x € 2.
Moreover, let

@
/Q Tet et (@) < (2.2.2)
We then have
diam($2) @\
supu < maxu + (/Q ))dx> . (2.2.3)

o a9 dw;/d det (a¥ (x
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In contrast to those estimates that are based on the Hopf maximum prin-
ciple (cf., e.g., Theorem 2.3.2 below), here we have only an integral norm
of f on the right-hand side, i.e., a norm that is weaker than the supremum
norm. In this sense, the maximum principle of Alexandrov and Bakelman is
stronger than that of Hopf.

For the proof of Theorem 2.2.1, we shall need some geometric construc-
tions. For v € C°(£2), we define the upper contact set

TH(w):={yeR:IpeR? VaeR:v@) <vy) +p (x—y)}. (224)

The dot “” here denotes the Euclidean scalar product of R%. The p that
occurs in this definition in general will depend on y; that is, p = p(y). The
set T (v) is that subset of §2 in which the graph of v lies below a hyperplane
in R! that touches the graph of v at (y,v(y)). If v is differentiable at

y € TT(v), then necessarily p(y) = Duv(y). Finally, v is concave precisely if
TF(v) = 0.

Lemma 2.2.1: For v € C?(2), the Hessian
(”zimf)i,jzl,...,d
is negative definite on T (v).
Proof: For y € T*(v), we consider the function
w(z) = v(x) —v(y) —ply) - (x —y).

Then w(x) < 0on 2, sincey € T+ (v) and w(y) = 0. Thus, w has a maximum
at y, implying that (w,i,i(y)) is negative semidefinite. Since vy iy = Wiz
for all 4, j, the claim follows. a

If v is not differentiable at y € T (v), then p = p(y) need not be unique,
but there may exist several p’s satisfying the condition in (2.2.4). We assign
to y € TT(v) the set of all those p’s, i.e., consider the set-valued map

To(y) == {peRd:V:cGQ:v(x) <vy)+p-(z—y)}.
For y ¢ T (v), we put 7,(y) := 0.
Ezample 2.2.1: 2 = B(0,1), 3> 0,
o(z) = B~ Jz)).

The graph of v thus is a cone with a vertex of height (3 at 0 and having the
unit sphere as its base. We have T (v) = B(0,1),

B B(0,8) fory =0,
m(y) = {—6%} for y # 0.
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For the cone with vertex of height § at xy and base dB(z,, R),

v(z) = 8 (1 _ e ;f“')

and 2 = B (20, R), and analogously,

T (é(xo, R)) = 7.(z0) = B(0, B/R). (2.2.5)
We now consider the image of {2 under 7,

7(2) = | n(y) R

yen

We will let £; denote d-dimensional Lebesgue measure. Then we have the
following lemma:

Lemma 2.2.2: Let v € C?(2)NC°(R2). Then
Lo (1a(2)) < / Idet (vy00s (2))| da- (2.2.6)
T+ (v)
Proof: First of all,
T.(02) = 7,(T" (v)) = Dv(T™ (v)), (2.2.7)

since v is differentiable. By Lemma 2.2.1, the Jacobian matrix of Dv : 2 —
R?, namely (vy:y), is negative semidefinite on 7% (v). Thus Dv — ¢ Id has
maximal rank for € > 0. From the transformation formula for multiple inte-
grals, we then get

Ly ((Dv—eld) (T*(v))) < /+( det (Vgigi (T) — €6ij); ;. 4| do-
T+ (v)
(2.2.8)
Letting ¢ tend to 0, the claim follows because of (2.2.7). O

We are now able to prove Theorem 2.2.1: We may assume
©w<0 ondf

by replacing u by u — maxgg u if necessary.

Now let zg € £2, u(zg) > 0. We consider the function ,, on B(zg,d) with
0 = diam({2) whose graph is the cone with vertex of height u(z) at xg and
base 0B(x¢,d). From the definition of the diameter § = diam 2,

2 C B(xo,d).
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Since we assume u < 0 on 02, for each hyperplane that is tangent to this
cone there exists some parallel hyperplane that is tangent to the graph of u.
(In order to see this, we simply move such a hyperplane parallel to its original
position from above towards the graph of w until it first becomes tangent to
it. Since the graph of w is at least of height u(zy), i.e., of the height of the
cone, and since u < 0 on 912 and 92 C B(xg, ), such a first tangency cannot
occur at a boundary point of {2, but only at an interior point x;. Thus, the
corresponding hyperplane is contained in 7,(x1).) This means that

Troo (12) C Tu(£2). (2.2.9)
By (2.2.5),
Tiuo (£2) = B (0, u(z0)/6) . (2.2.10)

Relations (2.2.6), (2.2.9), (2.2.10) imply

L (B (0,u(xg)/0)) < / |det (ugpizi(2))| dx,

T+ (u)

and hence

5 1/d
Wy T+ (u)

1/d
S 1) det (uyipi () da
- L (/:F+(u)( 1) det (ugigs (2)) d ) (2.2.11)

by Lemma 2.2.1. Without assuming u < 0 on 942, we get an additional term
maxpp v on the right-hand side of (2.2.11). Since the formula holds for all
xp € {2, we have the following result:

Lemma 2.2.3: For u € C?(2)NC°N),

Qi 0 1/d
supu < maxu + %ﬁi) / (=1)% det (uyinyi () dz . (2.2.12)
[0 o0 wd/ T+ (u)

O

In order to deduce Theorem 2.2.1 from this result, we need the following
elementary lemma:

Lemma 2.2.4: On T (u),

1 1

(—1)ddet(uwiw3(x))§m WZGL%‘J‘(Q;)UW(gc) . (2:2.13)
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Proof: 1t is well known that for symmetric, positive definite matrices A, B,

d
1
det Adet B < (d trace AB) ,

which is readily verified by diagonalizing one of the matrices, which is possible
if that matrix is symmetric.

Inserting A = (—ugins), B = (a¥) (which is possible by Lemma 2.2.1 and
the ellipticity assumption), we obtain (2.2.13). O

Inequalities (2.2.12), (2.2.13) imply
1/d

dx

supu < maxu +
Q o%2 dwcll/d

diam({?2) (* Zij:l ' ()i g (@)d
CaLyd /T+(u) det (a¥ (z))

(2.2.14)

In turn (2.2.14) directly implies Theorem 2.2.1, since by assumption, — >_ a%/
Ugigs < —f, and the left-hand side of this inequality is nonnegative on T (u)
by Lemma 2.2.1. a

We wish to apply Theorem 2.2.1 to some nonlinear equation, namely, the
two-dimensional Monge-Ampere equation.
Thus, let 2 be open in R? = {(z!,22)}, and let u € C?(2) satisfy

Ugt g1 (2)Ug242 () — U212 (x) = f(2) in 02, (2.2.15)

with given f. In order that (2.2.15) be elliptic:

(i) the Hessian of v must be positive definite, and hence also
(ii) f(z) > 0in £2.

Condition (i) means that u is a convex function. Thus, u cannot assume a
maximum in the interior of {2, but a minimum is possible. In order to control
the minimum, we observe that if u is a solution of (2.2.15), then so is (—u).
However, equation (2.2.15) is no longer elliptic at (—u), since the Hessian of
(—u) is negative, and not positive, so that Theorem 2.2.1 cannot be applied
directly. We observe, however, that Lemma 2.2.3 does not need an ellipticity
assumption, and obtain the following corollary:

Corollary 2.2.1: Under the assumptions (i), (i), a solution u of the Monge—
Ampére equation (2.2.15) satisfies

irflzfu > Igji?nuf diz;m\/(%ﬁ) (/Q f(x)dx>2 .
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The crucial point here is that the nonlinear Monge-Ampeére equation for
a solution u can be formally written as a linear differential equation. Namely,
with

(2.2.15) becomes

Z aijua:"'a:j (1’) = f(x)a

i,j=1

and is thus of the type considered. Consequently, in order to deduce properties
of a solution u, we have only to check whether the required conditions for
the coefficients a* (x) hold under our assumptions about u. It may happen,
however, that these conditions are satisfied for some, but not for all, solutions
u. For example, under the assumptions (i), (ii), (2.2.15) was no longer elliptic
at the solution (—u).

2.3 Maximum Principles for
Nonlinear Differential Equations

We now consider a general differential equation of the form
F[u] = F($7U7DU7D2’U/) =0, (231)

with F: S := 2 xR x RY x S(d,R) — R, where S(d,R) is the space of
symmetric, real-valued, d x d matrices. Elements of S are written as (z, z, p, 7);
here p = (p1,...,pq) € RY, r = (rij)ij=1,...d € S(d,R). We assume that F is
differentiable with respect to the r;;.

Definition 2.3.1: The differential equation (2.3.1) is called elliptic at u €
() if

( oF (z,u(z), Du(x), D2u(x))) is positive definite.  (2.3.2)
orij ij=1,...,d

For example, the Monge-Ampere equation (2.2.15) is elliptic in this sense if
the conditions (i), (ii) at the end of Section 2.2 hold.

It is not completely clear what the appropriate generalization of the max-
imum principle from linear to nonlinear equations is, because in the linear
case, we always have to make assumptions on the lower-order terms. One
interpretation that suggests a possible generalization is to consider the max-
imum principle as a statement comparing a solution with a constant that
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under different conditions was a solution of Lu < 0. Because of the linear
structure, this immediately led to a comparison theorem for arbitrary solu-
tions ui,us of Lu = 0. For this reason, in the nonlinear case we also start
with a comparison theorem:

Theorem 2.3.1: Let ug,u; € C%(£2) N C°(2), and suppose

(i) F € CH(S),
(i) F is elliptic at all functions tuy + (1 — t)ug, 0 <t <1,
(iii) for each fized (x,p,r), F is monotonically decreasing in z.

If
uy <wug on 92
and
Fluq] > Flup] in £2,
then either
up < wug in §2
or
ug = uy in 2.
Proof: We put
v i=Uuy — U,
ug :=tuy + (1 —t)ug for 0 <t <1,

a’(x) ::/0 oF (m,ut(x),Dut(x),DQut(ac)) dt,

8Tij
() = 18—F z,us (), Dug(x), D*uy(
¥ [ 5o o wle), Dusto). Dus(o) i,
c(x) ::/0 Z—Z (z, ue(2), Duy(z), D*uy(2)) dt

(note that we are integrating a total derivative with respect to
t, namely, %F(I, ug(x), Dug (), D?uy(x)), and consequently, we
can convert the integral into boundary terms, leading to the
correct representation of Lv below; cf. (2.3.3)),

d d
Lv := Z a9 () vgigi () + Z b () vy () + e(z)v(z).

Then
Lv = Flu1] — Flup] >0 in £2. (2.3.3)

The equation L is elliptic because of (ii), and by (iii), ¢(z) < 0. Thus, we may
apply Theorem 2.1.2 for v and obtain the conclusions of the theorem. ]
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The theorem holds in particular for solutions of Fu] = 0. The key point in
the proof of Theorem 2.3.1 then is that since the solutions ug and u; of the
nonlinear equation F[u] = 0 are already given, we may interpret quantities
that depend on ug and u; and their derivatives as coefficients of a linear
differential equation for the difference.

We also would like to formulate the following uniqueness result for the
Dirichlet problem for Fu] = f with given f:

Corollary 2.3.1: Under the assumptions of Theorem 2.3.1, suppose ug = uq
on 012, and

Flug] = Flu1] in §2.
Then ug = uq in §2. O
As an example, we consider the minimal surface equation: Let 2 C R? =
{(z,y)}. The minimal surface equation then is the quasilinear equation
(1 + uf/) Upy — 2UgUylgy + (1 + ui) Uyy = 0. (2.34)
Theorem 2.3.1 implies the following corollary:
Corollary 2.3.2: Let ug,u; € C%(£2) be solutions of the minimal surface

equation. If the difference ug — uy assumes u mazimum or minimum at an
interior point of {2, we have

ug — uq = const in f2.

We now come to the following maximum principle:
Theorem 2.3.2: Let u € C?(02)NC%($2), and let F € C%(S). Suppose that
for some XA > 0, the ellipticity condition
d

oF I
MEP < Y0 oo, 2pEE (2.3.5)

ij=1 "4

holds for all ¢ € RY, (x,z,p,7) € S. Moreover, assume that there exist con-
stants p1, po such that for all (x,z,p),

F(x,z,p,0)sign(z
(0,200 i) ) 4 22, (236)
A A
If
Flu] =0 in {2,
then
sup |u| < max |u| + el (2.3.7)
0 ~ o0 A7

where the constant ¢ depends on p1 and the diameter diam({2).



2.3 Maximum Principles for Nonlinear Differential Equations 45

Here, one should think of (2.3.6) as an analogue of the sign condition
c(r) < 0 and the bound for the b%(x) as well as a bound of the right-hand
side f of the equation Lu = f.

Proof: We shall follow a similar strategy as in the proof of Theorem 2.3.1 and
shall reduce the result to the maximum principle from Section 2.1 for linear
equations. Here v is an auxiliary function to be determined, and w := u — v.
We consider the operator

d d
Lw := Z A () wyigi + Zbi(x)w
ij=1 i=1
with
. L oF )
a’(x) = 5 (z,u(z), Du(z), tD*u(z)) dt, (2.3.8)
0 OTij

while the coefficients b?(z) are defined through the following equation:

S =3 |

(2), Du(x), tDu(x))

= 8%
a gf (.Z‘, U(Jj)7 Dv(x), tD2u(,7;)) ) dt - Vi i
ij

+ F(x,u(z), Du(x),0) — F (z,u(x), Dv(z),0). (2.3.9)

(That this is indeed possible follows from the mean value theorem and the
assumption F' € C?. It actually suffices to assume that F is twice continu-
ously differentiable with respect to the variables r only.) Then L satisfies the
assumptions of Theorem 2.1.1. Now

Lw = L(u—v)

d 1
-3 (/ = (), D) D00 ) st + Flos ), D)0

3,J=1

d
N Z ( 0 57% ,u(x), Do(z), tD*u(x)) dt) Vgizi — F(z,u(z), Dv(z),0)

d
= F (z,u(z), Du(z), D*u(z)) — Z QI (2)vgigi + F (z,u(x), Dv(x),0) |,
ij=1
(2.3.10)
with
1
a(z) = oF (z,u(z), Dv(z), tD*u(x)) dt (2.3.11)

0 87"1]
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(this again comes from the integral of a total derivative with respect to t).
Here by assumption

d
MeP? < Z ()€l for all z € 2,6 € R (2.3.12)
i,j=1
We now look for an appropriate auxiliary function v with
Mv = Zai‘j(fﬂ)?}wix_i + F(z,u(x), Dv(z),0) < 0. (2.3.13)

We now suppose that for ¢ := diam(§2), {2 is contained in the strip {0 <
x! < §}. We now try

o(w) = mascut + % (ewlﬂ)é _ e(m+1>ﬂﬂ1> (2.3.14)
(ut(x) = max(0,u(x))).
Then
Mo =2 (4 120" (@)l 07 4 Pl u(a), Do), 0)

1 1
— g (g + )2 DT oy (g + 1) DT gy,

<
<0

by (2.3.6), (2.3.12). This establishes (2.3.13). Equation (2.3.10) then implies,
even under the assumption F[u] > 0 in place of Flu] =0,

Lw > 0.
By definition of v, we also have
w=u—v<0 on df.
Theorem 2.1.1 thus implies
u<wv in £2,

and (2.3.7) follows with ¢ = e(r1+1)diam(2) _ 1 More precisely, under the
assumption F'[u] > 0, we have proved the inequality

H2
s%pu < nmax ut + e (2.3.15)
but the inequality in the other direction of course follows analogously, i.e.,

. - H2
> —c— 3.
Hrl)f’u, 2minu” — e (2.3.16)

(u™ () := min(0, u(z))). O
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Theorem 2.3.2 is of interest even in the linear case. Let us look once more
at the simple equation

() +rf(x) =0 forx e (0,7),
f(0) = f(m) =0,

with constant k. We may apply Theorem 2.3.2 with A =1, u; =0,

,— Ksup g |f| for k>0,
0 for k < 0.

It follows that

sup | f| < ek sup |f];
(0,7) (0,7)

ie., if

1
K< -,
c
we must have f = 0. More generally, in place of k, one may take any function
c(z) with ¢(x) < k on (0,7) and consider f”(z) + ¢(x)f(z) = 0, without
affecting the preceding conclusion. In particular, this allows us to weaken
the sign condition ¢(z) < 0. The sharpest possible result here is that f =0
if k is smaller than the smallest eigenvalue A; of % on (0,7), i.e., 1. This
analogously generalizes to other linear elliptic equations, e.g.,

Af(z)+rf(x) =0 in £2,
f(ly) =0 on 912

Theorem 2.3.2 does imply such a result, but not with the optimal bound ;.
A reference for the present chapter is Gilbarg-Trudinger [8].

Summary and Perspectives

The maximum principle yields examples of so-called a priori estimates, i.e.,
estimates that hold for any solution of a given differential equation or class
of equations, depending on the given data (boundary values, right-hand side,
etc.), without the need to know the solution in advance or without even
having to guarantee in advance that a solution exists. Conversely, such a
priori estimates often constitute an important tool in many existence proofs.
Maximum principles are characteristic for solutions of elliptic (and parabolic)
PDEs, and they are not restricted to linear equations. Often, they are even
the most important tool for studying certain nonlinear elliptic PDEs.
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Exercises

2.1 Let £21,82% C R? be disjoint open sets such that 2; N 2, contains a
smooth hypersurface T, e.g.,

2 = {(zt, ..., 2% :Jz| < 1,2 > 0},
Q= {(at, ..., 2% ;x| < 1,2 <0},
T ={(z',...,2% :]z| < 1,2" = 0}.
(

Let u € C%(21 U 29) N C?(£21) N C?(£22) be harmonic on 2; and on 2y,
ie.,

Au(z) =0, z€ 2y U .

Does this imply that « is harmonic on £, U {25 UT?
2.2 Let {2 be open in R? = {(x,y)}. For a nonconstant solution u € C?(2)
of the differential equation

Ugy =0 in £2,

is it possible to assume an interior maximum in {27
2.3 Let {2 be open and bounded in R% On

2% [0,00) C R = {(z!,... 29, 1)},

we consider the heat equation

U

82
axi)Q .

Show that for bounded solutions u € C?(£2 x (0,00)) N CY(£2 x [0, )),

upy = Au, where A = Z (
i=1

sup u < sup U.
02x[0,00) (2x{0}H)U(802x[0,00))

2.4 Let u : 2 — R be harmonic, 2’ cC 2 € R% We then have, for all 4, j
between 1 and d,

2
SUp |ty 4i| < 2 sup |u|
o et = Qist(r,00) ) P

Prove this inequality. Write down and demonstrate an analogous inequal-
ity for derivatives of arbitrary order! B
2.5 Let £2 C R? be open and bounded. Let u € C2(£2) N C%(£2) satisfy

Au=u, xef,
u=0, x€af.

Show that v =0 in 2.
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2.7
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2.10

Exercises 49

Prove a version of the maximum principle of Alexandrov and Bakelman
for operators
n

Lu = Z a9 (2)Uyi 45 (),

ij=1
assuming in place of ellipticity only that det(a® (x)) is positive in £2.
Control the maximum and minimum of the solution u of an elliptic
Monge—Ampere equation

det(uyi i (x)) = f(z)

in a bounded domain 2.
Let u € C?(£2) be a solution of the Monge—Ampere equation

det(uyi 43 (x)) = f(2)

in the domain (2 with positive f. Suppose there exists zg € {2 where the
Hessian of u is positive definite. Show that the equation then is elliptic
at u in all of £2. )

Let R? := {(2!,2?)}, 2 := B(0, R) \ B(0, Ry) with Ry > Ry > 0. The
function ¢(z',2?%) := a + blog(|z|) is harmonic in 2 for all a,b. Let
u € C%(£2) N C°(£2) be subharmonic, i.e.,

Au>0, xe€ 2

Show that
M (Ry)log(22) + M(R2)log(4-
M(r) < (1) log(52) . (R2) g(Rl)
log(%2)
with
M(r):= max u(z
aB(0,r)
and Ry <r < R».
Let
1 1
uy :§+§(9ﬁ2+y2)7
_3 1, 2
uz 1= 5 2(1’ +y°).

Show that w; and us solve the Monge—Ampere equation
U Uy — uiy =1
and
up =us =1 on dB(0,1).

Is this compatible with the uniqueness result for the Dirichlet problem
for nonlinear elliptic PDEs?
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2.11 Let 27 := 2 x (0,T), and suppose u € C?(27) N C°(2r) satisfies
u = Au+u?® in Qp,
u(z,t) >c>0 for (x,t) € (2 x {0}) U (02 x [0,T)).

Show that -
(a) u > cfor all (z,t) € Or.
(b) If in addition u(x,t) = u(z,0) for all x € 92 and all ¢, then T < occ.



3. Existence Techniques I: Methods Based on
the Maximum Principle

3.1 Difference Methods: Discretization of
Differential Equations

The basic idea of the difference methods consists in replacing the given dif-
ferential equation by a difference equation with step size h and trying to
show that for h — 0, the solutions of the difference equations converge to a
solution of the differential equation. This is a constructive method that in
particular is often applied for the numerical (approximative) computation of
solutions of differential equations. In order to show the essential aspects of
this method in a setting that is as simple as possible, we consider only the
Laplace equation

Au=0 (3.1.1)

in a bounded domain in 2 in RY. We cover R? with an orthogonal grid of
mesh size h > 0; i.e., we consider the points or vertices

(z',....2%) = (mh,...,nqh) (3.1.2)
with nq,...,ng € Z. The set of these vertices is called Rz, and we put
2, = QNRY. (3.1.3)

We say that © = (nih,...,ngh) and y = (mqh,...,mgh) (all n;,m; € Z) are
neighbors if

d
i=1

or equivalently,

|z —y| = h. (3.1.5)

The straight lines between neighboring vertices are called edges. A connected
union of edges for which every vertex is contained in at most two edges is
called an edge path (see Figure 3.1).
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\/\

- x
-

(L[~ \_

Figure 3.1. z (cross) and its neighbors (open dots) and an edge path in §2;, (heavy
line) and vertices from I7, (solid dots).

The boundary vertices of £2;, are those vertices of 2, for which not all
their neighbors are contained in 2;,. Let I}, be the set of boundary vertices.
Vertices in {2;, that are not boundary vertices are called interior vertices. The
set of interior vertices is called (2),.

We suppose that 2, is discretely connected, meaning that any two vertices
in £2;, can be connected by an edge path in {2;. We consider a function

w: 2, - R
and put, for i = 1,...,d, z = (z*,...,2%) € 24,
(u(zl,...,xifl,xi + Ryt 2 fu(xl,...,xd)) ,
(u(z!, ... cxd) —wu(et, . 2t — hox ™ zh)) . (3.1.6)

Thus, u; and u; are the forward and backward difference quotients in the ith
coordinate direction. Analogously, we define higher-order difference quotients,

e.g.,
uiz () =uzi(z) = (ug)i(z)

1 ,
:ﬁ(“(mla-n,xl—|—h,...,md)—2u(x1,...,xd)
+u(z,. .2t —h,..2h). (3.1.7)

If we wish to emphasize the dependence on the mesh size h, we write

ul ul ul in place of u,u;, u, ete.
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The main reason for considering difference quotients, of course, is that for
functions that are differentiable up to the appropriate order, for h — 0, the
difference quotients converge to the corresponding derivatives. For example,
for u € C?(12),

0?
%Lmo ug(zpy) = 7(6xi)2u(x), (3.1.8)

if &), € 2y tends to x € (2 for h — 0. Consequently, we approximate the
Laplace equation

Au=0 1in 2

by the difference equation
d
Apul =Y "ult =0 in (2, (3.1.9)
i=1

and we call this equation the discrete Laplace equation. Our aim now is to
solve the Dirichlet problem for the discrete Laplace equation

Apu =0 in 2,
u =g on I, (3.1.10)

and to show that under appropriate assumptions, the solutions u converge

for h — 0 to a solution of the Dirichlet problem

Au=0 in {2,
u=g on0f2, (3.1.11)

where ¢" is a discrete approximation of g. Considering the values of u" at the
vertices of (2, as unknowns, (3.1.10) leads to a linear system with the same
number of equations as unknowns. Those equations that come from vertices
all of whose neighbors are interior vertices themselves are homogeneous, while
the others are inhomogeneous.

It is a remarkable and useful fact that many properties of the Laplace
equation continue to hold for the discrete Laplace equation. We start with
the discrete maximum principle:

Theorem 3.1.1: Suppose
Ahuh 2 0 Qh,
where 2y, as always, is supposed to be discretely connected. Then

max u" = maxu”. (3.1.12)

.Qh Fh

If the mazimum is assumed at an interior point, then u” has to be constant.
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Proof: Let xy be an interior vertex, and let x1, ..., x4 be its neighbors. Then

2d
Apul(z) = % (Z ul(zy) — Qduh'(x0)> . (3.1.13)

If Apul(x) >0, then

2d
1

h < — h 1.

u"(z0) < 2d;u (7a), (3.1.14)

i.e., u () is not bigger than the arithmetic mean of the values of u” at the
neighbors of xg. This implies

ul(zo) < max  ul(z,), (3.1.15)
a=1,...,2d
with equality only if
ul(z0) = u(zy) forallae{1,...,2d}. (3.1.16)

Thus, if u assumes an interior maximum at a vertex zg, it does so at all
neighbors of ¢ as well, and repeating this reasoning, then also at all neighbors
of neighbors, etc. Since {2}, is discretely connected by assumption, uy has to
be constant in 2. This is the strong maximum principle, which in turn
implies the weak maximum principle (3.1.12). |

Corollary 3.1.1: The discrete Dirichlet problem

Ahuh =0 m Qh,

uh:gh on I'",

for given g" has at most one solution.

Proof: This follows in the usual manner by applying the maximum principle
to the difference of two solutions. ad

It is remarkable that in the discrete case this uniqueness result already
implies an existence result:

Corollary 3.1.2: The discrete Dirichlet problem

Ahuh =0 m Qh,

u =g¢" on M,

admits a unique solution for each g" : I, — R.
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Proof: As already observed, the discrete problem constitutes a finite system
of linear equations with the same number of equations and unknowns. Since
by Corollary 3.1.1, for homogeneous boundary data ¢g" = 0, the homogeneous
solution " = 0 is the unique solution, the fundamental theorem of linear
algebra implies the existence of a solution for an arbitrary right-hand side,
i.e., for arbitrary g". ad

The solution of the discrete Poisson equation
Apul = f* in 2" (3.1.17)

with given f is similarly simple; here, without loss of generality, we consider
only the homogeneous boundary condition

u" =0 on I (3.1.18)

because an inhomogeneous condition can be treated by adding a solution of
the corresponding discrete Laplace equation.

In order to represent the solution, we shall now construct a Green function
G"(z,y). For that purpose, we consider a particular f” in (3.1.17), namely,

Fi(z) = {0 for x # y,
1

nz forx =y,

for given y € £2,. Then G"(z,y) is defined as the solution of (3.1.17), (3.1.18)
for that . The solution for an arbitrary f" is then obtained as

ul(z) = h? Z GM(z,y) (). (3.1.19)

yeNR)

In order to show that solutions of the discrete Laplace equation Apu® = 0
in 2, for h — 0 converge to a solution of the Laplace equation Au = 0 in {2
we need estimates for the u” that do not depend on h. It turns out that as
in the continuous case, such estimates can be obtained with the help of the
maximum principle. Namely, for the symmetric difference quotient

1 ) . )
uz(z) = ﬁ(u(ml, conatT gt e 2t )
—au(zt,. . T 2t — T ,xd))
1
=3 (ui(z) + uz(x)) (3.1.20)

we may prove in complete analogy with Corollary 1.2.7 the following result:

Lemma 3.1.1: Suppose that in 2y,

Apu(z) = f(2). (3.1.21)
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Let xg € §2p,, and suppose that xy and all its neighbors have distance greater
than or equal to R from I},. Then

d R
h h h
|ul (zo)| < Err}iﬂu | —I—;H{lﬁﬂf E (3.1.22)
Proof: Without loss of generality i =1, o = 0. We put
R h . h
u.fn}?zzﬂu ’, M.—H})E:X|f |
We consider once more the auxiliary function

M
v (z) = % lz|” + 2" (R — 2') (du + ) .

R 2
Because of
41
2 i i i
Aplz|” = Z 7 ((z" +h)* + (2" — h)* = 2(z")?) = 2d,
i=1
we have again
Ahvh(x) =-M
as well as
o"(0,22,... 2% >0 for all 22,... 29,
ol x) > p for |z| > R, 0<z'<R.
Furthermore, for @"(z) := %(uh(xl, v x?) —uh(—2t 2?2 ),

|Ahﬂh(x)| < M for those x € (2, for which this expression is
defined,
a(0,2%,...,2%) =0 forall 2?,..., 2%
|ﬂh(:n)| <up for |z| >R, z'>0.

On the discretization B, of the half-ball BT := {|z| < R,2! > 0}, we thus
have

Ap (V" £a") <0
as well as
v+ 4" >0 on the discrete boundary of B;

(in order to be precise, here one should take as the discrete boundary all
vertices in the exterior of BT that have at least one neighbor in BT). The
maximum principle (Theorem 3.1.1) yields
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and hence
h Ly Ly
‘ui(o)’_ﬁht (haoa- a0)|SEU (hvoa 70)
du R %
= — —M e
R + 5 + RQ( d)h
O
For solutions of the discrete Laplace equation
Apu =0 in 2, (3.1.23)

we then inductively get estimates for higher-order difference quotients, be-

cause if u” is a solution, so are all difference quotients ul, ul, ulul ul ete.

For example, from (3.1.22) we obtain for a solution of (3.1.23) that if xg is
far enough from the boundary I}, then
|ult(zo)| < d max |ul| < s max |u"| = d—zmax |u"| (3.1.24)
" “ R 2 T R? 25 R? 1y ’ o
Thus, by induction, we can bound difference quotients of any order, and we
obtain the following theorem:

Theorem 3.1.2: If all solutions u" of
Ahuh =0 Qh

are bounded independently of h (i.e., maxp, |uh‘ < u), then in any subdomain
2 CC 12, some subsequence of u" converges to a harmonic function as h — 0.

Convergence here first means convergence with respect to the supremum
norm, i.e.,

li — =0
Lim, max fun(z) - u(@)| =0,
with harmonic u. By the preceding considerations, however, the difference
quotients of u, converge to the corresponding derivatives of u as well. a

We wish to briefly discuss some aspects of difference equations that are
important in numerical analysis. There, for theoretical reasons, one assumes
that one already knows the existence of a smooth solution of the differential
equation under consideration, and one wants to approximate that solution
by solutions of difference equations. For that purpose, let L be an elliptic
differential operator and consider discrete operators Lj; that are applied to
the restriction of a function u to the lattice §2y,.
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Definition 3.1.1: The difference scheme Ly, is called consistent with L if

lim (Lu — Lpu) =0

h—0

for allu € C*(£2).
The scheme Ly, is called convergent to L if the solutions u,u™ of

Lu=f inQ,u=¢ on d2,
Lyu" = % in 2y, where 1 is the restriction of f to 2y,
ul = " on I, where o is the restriction to 2, of a

continuous extension of ¢,
satisfy

li (z) — =0.
Jim max |u(x) — u(z)]

In order to see the relation between convergence and consistency we con-
sider the “global error”

o(x) = ul(x) — u(x)
and the “local error”
s(x) = Lyu(x) — Lu(z)
and compute, for = € (2,
Lyo(z) = Lyu"(z) — Lyu(x) = fM(x) — Lu(z) — s(x)
= —s(x), since f"(x) = f(z) = Lu(x).
Since

lim sup |o(z)| =0,
Jim sup Jo()

the problem essentially is

Lyo(z) = —s(z) in 2y,

o(x)=0 on [},

In order to deduce the convergence of the scheme from its consistency, one
thus needs to show that if s(x) tends to 0, so does the solution o(x), and
in fact uniformly. Thus, the inverses L;l have to remain bounded in a sense
that we shall not make precise here. This property is called stability.

In the spirit of these notions, let us show the following simple convergence
result:
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Theorem 3.1.3: Let u € C?(£2) be a solution of

Au=f in 2,
u=@ on 02

Let u” be the solution
Ahuh = fh m Qh,
u =" on I,
where f", o" are defined as above. Then

max |uh(x) —u(z)| -0 for h—0.
TEN,
Proof: Taylor’s formula implies that the second-order difference quotients
(which depend on the mesh size h) satisfy
u 1 i—1 i it d
u(z) = (:c,...,x N ,...795),

(0x)?

with —h < % < h. Since u € C2(£2), we have

Pu S d Pu , d)
sup | ——=(z,...,2"+ 0", ..., 2% — —(z7,...,x' . -0
(7 )~ e :

for h — 0, and thus the above local error satisfies
sup|s(x)] =0 for h — 0.
Now let {2 be contained in a ball B(xg, R); without loss of generality
To = 0.
The maximum principle then implies, through comparison with the func-

tion R? — |z|*, that a solution v of

Apv=mn in {2,

v=0 on I},

satisfies the estimate

Thus, the global error satisfies
R2
3 < 3
sup o ()] < 5 sup|s()].

hence the desired convergence. a
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3.2 The Perron Method

Let us first recall the notion of a subharmonic function from Section 1.2, since
this will play a crucial role:

Definition 3.2.1: Let 2 C RY, f: 2 — [~00,00) upper semicontinuous in
2, f # —oco. The function f is called subharmonic in 2 if for all 2" CC 2,
the following property holds:

If w is harmonic in £, and f < u on 02, then also
f<win 2.
The next lemma likewise follows from the results of Section 1.2:

Lemma 3.2.1:

(i) Strong maximum principle: Let v be subharmonic in (2. If there exists
xo € 2 with v(xg) = supgv(x), then v is constant. In particular, if
v € C8), then v(z) < maxpo v(y) for all x € R.
(ii) If v1,...,v, are subharmonic, so is v := max(vy,...,Uy).
(iii) If v € C°(£2) is subharmonic and B(y, R) CC 2, then the harmonic
replacement v of v, defined by

5(z) v(z) forz € 2\ By, R),
v\r) = 2 _p—uyl? oz
= duldeyl Jonw.r) ﬁdO(Z) for z € B(y, R),

is subharmonic in §2 (and harmonic in B(y, R)).
Proof:

(i) This is the strong maximum principle for subharmonic functions. Al-
though we have not written it down explicitly, it is a direct consequence
of Theorem 1.2.2 and Lemma 1.2.1.

(ii) Let £/ CC 2, uw harmonic on 982, v < u on 9. Then also

v <u ondf) fori=1,...,n,
and hence, since v; is subharmonic,
v; <wu on (2.
This implies
v; <u on 2,

showing that v is subharmonic.
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(i) First v < 9, since v is subharmonic. Let 2’ CC {2, u harmonic on (2,
7 < uon 9. Since v < v, also v < u on 92, and thus, since v is
subharmonic, v < u on £’ and thus © < u on 2"\ B(y, R). Therefore,
also 7 < w on 2’ N 9IB(y, R). Since T is harmonic, hence subharmonic
on 2N B(y, R), we get © < u on ' N B(y, R). Altogether, we obtain
7 < w on {2'. This shows that v is subharmonic.

(]

For the sequel, let ¢ be a bounded function on 2 (not necessarily contin-
uous).

Definition 3.2.2: A subharmonic function u € C°(£2) is called a subfunc-
tion with respect to ¢ if

u<y@ forallxedf

Let S, be the set of all subfunctions with respect to . (Analogously, a su-
perharmonic function u € CO(£2) is called superfunction with respect to ¢ if
u > on 052.)

The key point of the Perron method is contained in the following theorem:

Theorem 3.2.1: Let

u(z) := sup v(x). (3.2.1)
vES,

Then u is harmonic.

Remark: If w € C?(£2) N C°(£2) is harmonic on (2, and if w = ¢ on 912, the
maximum principle implies that for all subfunctions v € S, we have v < w
in {2 and hence

w(z) = sup v(x).
vES,

Thus, w satisfies an extremal property. The idea of the Perron method (and
the content of Theorem 3.2.1) is that, conversely, each supremum in S, yields
a harmonic function.

Proof of Theorem 3.2.1: First of all, u is well-defined, since by the maximum
principle v < supyn @ < oo for all v € S,. Now let y € {2 be arbitrary.
By (3.2.1) there exists a sequence {v,} C S, with lim, o vn(y) = u(y).
Replacing v,, by max(vy,...,v,,infygq @), we may assume without loss of
generality that (v,),en is a monotonically increasing, bounded sequence. We
now choose R with B(y, R) CC {2 and consider the harmonic replacements
¥, for B(y, R). The maximum principle implies that (0, )nen likewise is a
monotonically increasing sequence of subharmonic functions that are even
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harmonic in B(y, R). By the Harnack convergence theorem (Corollary 1.2.10),
the sequence (7,,) converges uniformly on B(y, R) towards some v that is
harmonic on B(y, R). Furthermore,

lim o, (y) = v(y) = u(y), (32.2)

n—oo

since u > 0y, > v, and lim, o0 v (y) = u(y). By (3.2.1), we then have v < wu
in B(y, R). We now show that v = u in B(y, R). Namely, if

v(z) < u(z) for some z € B(y, R), (3.2.3)
by (3.2.1), we may find @ € S, with
v(z) < u(z). (3.2.4)
Now let
wy, = max(vy,, 0). (3.2.5)

In the same manner as above, by the Harnack convergence theorem (Corol-
lary 1.2.10), @,, converges uniformly on B(y, R) towards some w that is har-
monic on B(y, R). Since w, > v, and w, € S,, the maximum principle
implies

v<w<wu in B(y,R). (3.2.6)
By (3.2.2) we then have

w(y) = v(y), (3.2.7)

and with the help of the strong maximum principle for harmonic functions
(Corollary 1.2.3), we conclude that

w =v in B(y, R). (3.2.8)

This is a contradiction, because by (3.2.4),

w(z) = nh—>Holo wp(2) = nh_)rrolo max (v, (2),4(2)) > a(z) > v(z) = w(z).

Therefore, u is harmonic in 2. O

Theorem 3.2.1 tells us that we obtain a harmonic function by taking the
supremum of all subfunctions of a bounded function y. It is not clear at all,
however, that the boundary values of u coincide with y. Thus, we now wish
to study the question of when the function u(z) := sup,cg, v(z) satisfies

i u(z) = @ (6).

For that purpose, we shall need the concept of a barrier.
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Definition 3.2.3: (a) Let £ € 902. A function 3 € C°(R2) is called a barrier
at & with respect to (2 if
(1) B>0in 2\ {}; B(§) =0,

(ii) B is superharmonic in 2.
(b) & € 02 is called regular if there exists a barrier B at & with respect to {2.

Remark: The regularity is a local property of the boundary 9f2: Let 5 be a
local barrier at £ € 942; i.e., there exists an open neighborhood U(&) such
that 8 is a barrier at £ with respect to U N £2. If then B(§,p) CC U and
m = infin p(e p) B, then

= Jm for x € 2\ B(, p),
" | min(m, B(z)) for z € 2N B(E,p),

is a barrier at £ with respect to (2.

Lemma 3.2.2: Suppose u(z) 1= sup,eg, v(z) in 2. If { is a regular point
of 012, and ¢ is continuous at &, we have

lim u(x) = p(§). (3.2.9)

z—E

Proof: Let M := supyy, |¢|. Since ¢ is regular, there exists a barrier 3, and
the continuity of y at £ implies that for every € > 0 there exists § > 0 and a
constant ¢ = ¢(¢) such that

lp(x) =) <e  for [z -] <4, (3.2.10)
cB(x) >2M for |z —& >0 (3.2.11)

the latter holds, since inf|,_¢>s56(x) =: m > 0 by definition of (). The
lo—€|>
functions

¢(§) + e+ cB(x),
@(§) — e —cB(x),

then are super- and subfamilies, respectively, with respect to ¢, by (3.2.10),
(3.2.11). By definition of u thus

P(§) —e —cf(x) < u(x),
and since superfunctions dominate subfunctions, we also have
u(@) < @(§) + &+ cf(x).

Hence, altogether,

[u(z) — o(§)| < e+ ch(x). (3.2.12)

Since lim, ¢ B(z) = 0, it follows that lim,_,¢ u(x) = ¢(§). O
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Theorem 3.2.2: Let 2 C R? be bounded. The Dirichlet problem
Au=0 in {2,
u=@ on df2,

18 solvable for all continuous boundary values ¢ if and only if all points & € 012
are reqular.

Proof: If ¢ is continuous and 92 is regular, then u := sup,cg_v solves the
Dirichlet problem by Theorem 3.2.2. Conversely, if the Dirichlet problem is
solvable for all continuous boundary values, we consider £ € 92 and ¢(z) :=
|z — &|. The solution u of the Dirichlet problem for that ¢ € C°(d£2) then is a
barrier at £ with respect to £2, since u(§) = ¢(§) = 0 and since mingg, p(z) =
0, by the strong maximum principle u(x) > 0, so that £ is regular. O

3.3 The Alternating Method of H.A. Schwarz

The idea of the alternating method consists in deducing the solvability of the
Dirichlet problem on a union {27 U {25 from the solvability of the Dirichlet
problems on §2; and §25. Of course, only the case 21 N {25 # () is of interest
here.

In order to exhibit the idea, we first assume that we are able to solve the
Dirichlet problem on 27 and (25 for arbitrary piecewise continuous boundary
data without worrying whether or how the boundary values are assumed at
their points of discontinuity. We shall need the following notation (see Figure
3.2):

I3 v o= 081 N 02y,
Yo := 0822 N (2,

I =90\ n,

Fz = 892 \’}/27

I 5= 01N 2.

Figure 3.2.

Then 92 = I} U I, and since we wish to consider sets (21, {2, that are
overlapping, we assume 9§2* = v, U2 U (I't N I3). Thus, let boundary values
@ by given on 92 = I'1 U I5. We put

i =oln (i=1,2),
= inf

™=

M = sup ¢.

o8
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We exclude the trivial case ¢ = const. Let u; : 21 — R be harmonic with
boundary values

ulr, = @1, wily, =M. (3.3.1)
Next, let us : 29 — R be harmonic with boundary values
Uzl = 02, Ualyy = Utly,- (3.3.2)
Unless ¢ = M, by the strong maximum principle,
up <M in 2431 (3.3.3)
hence in particular,
Ug|y, < M, (3.3.4)
and by the strong maximum principle, also
ugy < M in (29, (3.3.5)
and thus in particular,
Uy, < Uy, - (3.3.6)

If o1 = M, then by our assumption that ¢ = const is excluded, ¢ Z M, and
(3.3.6) likewise holds by the maximum principle. Since by (3.3.2), u; and us
coincide on the partition of the boundary of 2*, by the maximum principle
again

uy < up in 2%,
Inductively, for n € N; let

U241 * Ql — R,
U2p+2 * .QQ — R,

be harmonic with boundary values

U2n+1 |F1 = ¥1, U2n+t1 |y1 = 'U/2n|'yl, (337)

U2n+2|F2 = P2, U2n+2|v2 = u2n+1|72‘ (3' :
From repeated application of the strong maximum principle, we obtain

! The boundary values here are not continuous as in the maximum principle, but
they can easily be approximated by continuous ones satisfying the same bounds.
This easily implies that the maximum principle continues to hold in the present
situation.
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Uan+3 < Uapto < U2pt1 ON Q*, (339)
Uan+3 < U2p41 on 01, (3310)
Uopt4 < U2p42 on (2. (3311)

Thus, our sequences of functions are monotonically decreasing. Since they
are also bounded from below by m, they converge to some limit

u: 2 — R

The Harnack convergence theorem (1.2.10) ) then implies that u is harmonic
on (27 and {25, hence also on {2 = 27 U (2. This can also be directly deduced
from the maximum principle: For simplicity, we extend wu, to all of {2 by
putting

.
Ugn41 1= Uy on 2\ 2%,

Uon+2 ‘= U2n+1 on .Ql \ 0",

Then us, 41 is obtained from usg,, by harmonic replacement on (27, and anal-
ogously, 9,42 is obtained from us,41 by harmonic replacement on (2. We
write this symbolically as

U2n41 = Prugn, (3.3.12)
Unt2 = Pouigni1. (3.3.13)

For example, on {2; we then have

uw= lim wus, = lim Piug,. (3.3.14)
n—roo n—roo

By the maximum principle, the uniform convergence of the boundary values

(in order to get this uniform convergence, we may have to restrict ourselves

to an arbitrary subdomain (2; CC (2;) implies the uniform convergence of

the harmonic extensions. Consequently, the harmonic extension of the limit

of the boundary values equals the limit of the harmonic extensions, i.e.,

n—oo n—oo
Equation (3.3.14) thus yields
u= Pyu, (3.3.16)

meaning that on {27, u coincides with the harmonic extension of its boundary
values, i.e., is harmonic. For the same reason, u is harmonic on (25.

We now assume that the boundary values ¢ are continuous, and that all
boundary points of (2; and (25 are regular. Then first of all it is easy to
see that u assumes its boundary values ¢ on 902\ (I'1 N I3) continuously. To
verify this, we carry out the same alternating process with harmonic functions
Von—1 : {1 = R, va, : 29 — R starting with boundary values
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viln =1, Vil =m (3.3.17)

in place of (3.3.1). The resulting sequence (v,)nen then is monotonically
increasing, and the maximum principle implies

Uy < Uy in 2 for all n. (3.3.18)

Since we assume that 927 and 0(25 are regular and ¢ is continuous, u,, and
vy, then are continuous at every x € 942\ (I1 N I%). The monotonicity of the
sequence (u,), the fact that u,(z) = v,(z) = ¢(x) for x € 9N\ (I'1 N ) for
all n, and (3.3.18) then imply that u = lim,,_ o u, at z as well.

The question whether w is continuous at 0£2;N0f2; is more difficult, as can
be expected already from the observation that the chosen boundary values
for uy typically are discontinuous there even for continuous ¢. In order to be
able to treat that issue here in an elementary manner, we add the hypotheses
that the boundaries of 2, and {2, are of class C'' in some neighborhood
of their intersection, and that they intersect at a nonzero angle. Under this
hypotheses, we have the following lemma:

Lemma 3.3.1: There exists some q < 1, depending only on $21 and §25, with
the following property: If w: {1 — R is harmonic in {21, and continuous on
the closure {21, and if

w=0 onl,

lw| <1 ony,
then
lwl <q  on e, (3.3.19)

and a corresponding result holds if the roles of £21 and (25 are interchanged.

The proof will be given in Section 3.4 below.

With the help of this lemma we may now modify the alternating method in
such a manner that we also get continuity on 02, N 9f25. For that purpose,
we choose an arbitrary continuous extension @ of ¢ to 71, and in place of
(3.3.1), for u; we require the boundary condition

uilr, =1, wly, =&, (3.3.20)

and otherwise carry through the same procedure as above. Since the bound-
aries 0§21, 02y are assumed regular, all u, then are continuous up to the
boundary. We put

Mspiq = max |ugn+1 — uan—1/,
2

Msyio = max [uant2 — U2p| .
1
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On 79, we then have

U2n+42 = U2n41, U2p = U2n—1,
hence

U2n+2 — U2p = U2n+1 — U2n—1,
and analogously on 71,

U2n+3 — U2n+1 = U2p4-2 — U2n-

(u2n+3 —U2n+1 )
Maop 42

Thus applying the lemma with w = , we obtain

Moy 3 < qMapyo
and analogously
Moy o < qMap 1.

Thus M,, converges to 0 at least as fast as the geometric series with coefficient
q < 1. This implies the uniform convergence of the series

o0
uy + E (Ugng1 — Ugn—1) = lim w9yt
1 n—oo
n—=

on {21, and likewise the uniform convergence of the series

oo
U + E (Ugnt2 — Ugp) = lim ug,
1 n— oo
e

on (25. The corresponding limits again coincide in £2*, and they are harmonic
on (21, respectively {25, so that we again obtain a harmonic function u on (2.
Since all the u,, are continuous up to the boundary and assume the boundary
values given by ¢ on 02, u then likewise assumes these boundary values
continuously.

We have proved the following theorem:

Theorem 3.3.1: Let {21 and 25 be bounded domains all of whose boundary
points are reqular for the Dirichlet problem. Suppose that 21 N 25 # O and
that €21 and 25 are of class C* in some neighborhood of 02, N OS2y, and that
they intersect there at a nonzero angle. Then the Dirichlet problem for the
Laplace equation on §2 := 21 U 25 is solvable for any continuous boundary
values.

O
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3.4 Boundary Regularity

Our first task is to present the proof of Lemma 3.5.1:
In the sequel, with r := |z — y| # 0, we put

In ford =2
B(r) = —dwal(r) =4 " ’ (3.4.1)
d—5 pd—2 for d Z 3.
We then have for all v € R”,
a@()—V@ = 1( ) (3.4.2)
5 T)= V= rd X y V. 4.

We consider the situation depicted in Figure 3.3.

Figure 3.3.

That is, z € 21; y € 71, a # 0, 7,081,005 € CL. Let dv1(y) be an infinites-
imal boundary portion of v, (see Figure 3.4).

dv(y) cos 3

dyi(y)

"

Figure 3.4.
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Let dw be the infinitesimal spatial angle at which the boundary piece dvy; (y)
is seen from x. We then have

dyi(y)cos B = |z — y|* " dw (3.4.3)

This and (3.4.2) imply

/ r)dy (y) = /%dw. (3.4.4)

The geometric meaning of (3.4.4) is that f’)’l 9% (r)dy1 (y) describes the spa-
tial angle at which the boundary piece 7y; 1s seen at x. Since derivatives of
harmonic functions are harmonic as well, (3.4.4) yields a function h that is
harmonic on {2; and continuous on 92y \ (I3 N I3). In order to make the
proof of Lemma 3.3.1 geometrically as transparent as possible, from now on,
we only consider the case d = 2 and point out that the proof in the case
d > 3 proceeds analogously.

and cos 3 = Iy m‘

I

A
I

B\ I
Figure 3.5.

Let A and B be the two points where I'y and I'; intersect (Figure 3.5). Then
h is not continuous at A and B, because
lim h(z) = 3, (3.4.5)

z— A
z€l

lim h(z) =5+, (3.4.6)

z— A
€Y1

lim h(z) = a+ p. (3.4.7)
€79

Let
plx) =7 forx ey

and
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p(x):=0 forx e I7.
Then h|app, — p is continuous on all of 92y, because

liny (h(z) ~ p(x)) = liny h(z) ~0 = 5,
zel; zel

lim (h(z) — p(z)) = lim h(z) —m=0+7—7=0.

z— A z— A
rEY] TEY]
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By assumption, there then exists a function u € C?(£21) N C°({2;) with

Au=0 in {29,
u=hlap, —p on df.
For
h(x) —u(z
o) o M)~ )
we have

Av =0 forz € (2,
v(z) =0 forx eI,
v(z) =1 forz €.

The strong maximum principle thus implies

v(z) <1 forall x € (2,
and in particular,

v(z) <1 forall z € ~s.
Now

1
lim v(z) = — (lim h(x) —ﬁ) =2< 1,
z— A s r— A s

TEYQ TEYY

(3.4.8)

(3.4.9)

(3.4.10)

(3.4.11)

since @ < 7 by assumption. Analogously, lim.-z v(z) < 1, and hence since

TEvo
2 1s compact,

v(r) <g<1 forall x e
for some ¢ > 0. We put m := v — w and obtain

m(z) =0 forx e I,
m(x) >0 for x €.

(3.4.12)



72 3. Existence Techniques I: Methods Based on the Maximum Principle

Since m is continuous in 9§21 \ (It N I), and 042; is regular, it follows that

lim m(z) =m(xg) forall xg € 00\ (11 NIY).

xrT—rT0o

By the maximum principle, m(z) > 0 for all « € §21, and since also

lim m(z) = lim v(z) — w(A) = lim v(z) >0 (w is continuous),
z—A z—A T—A

we have for all = € 7,
w(zr) <ov(r) <g<l1. (3.4.13)
The analogous considerations for M := v + w yield the inequality
—w(x) <v(r) <g<l; (3.4.14)
hence, altogether,
lw(z)| <g<1 forall ze€qs.

a

(a)B(s, ) We now wish to present a sufficient condition for
. the regularity of a boundary point y € 942:

Definition 3.4.1: (2 satisfies an exterior sphere
condition aty € 012 if there exists xo € R™ with

B(p,z0) N 2 = {y}.

Ezamples: (a) All convex regions and all re-
gions of class C? satisfy an exterior sphere
condition at every boundary point. (See Fig-
ure 3.6(a).)

(b) At inward cusps, the exterior sphere condi-

Figure 3.6. tion does not hold. (See Figure 3.6(b).)

Lemma 3.4.1: If {2 satisfies an exterior sphere
condition at y, then 012 is reqular at y.

Proof:
A -1 ford>3,
Bx) =

P }937:1:0|d_2
In lz=zol for d = 2,

P
yields a barrier at y. Namely, #(y) = 0, and 3 is harmonic in R\ {z¢ }, hence
in particular in 2. Since for € 2\ {y}, |z — 0| > o, also B(x) > 0 for all
z e 2\ {y}. O
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We now wish to present Lebesgue’s example of a nonregular boundary point,
constructing a domain with a sufficiently pointed inward cusp.

u(x,y, 2 dxg = v(z,p) —2xlnp

with
(@, p) = /(1 —2)% + p? — V/a? + p?
+x1n‘(1—x+\/(1—x)2+p2) (w+ x2—|—p2>‘.
We have

li =1.
e ) =1
>0

The limiting value of —2x1n p, however, crucially depends on the sequence
(z, p) converging to 0. For example, if p = |z|", we have

—2zlnp = —2nzn|x| 229,

On the other hand, if p = e_%, k,x > 0, we have

lim (—2zxlnp)=Fk > 0.

(x,p)—0
94
Y,z
1 1
N R
o‘\/ .
Figure 3.7. Figure 3.8.

The surface p = e~ 25 has an “infinitely pointed” cusp at 0. (See Figure
3.7.)
Considering u as a potential, this means that the equipotential surfaces of u
for the value 1+ k come together at 0, in such a manner that f'(0) = 0 if the
equipotential surface is given by p = f(x). With (2 as an equipotential surface
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for 1 + k, then u solves the exterior Dirichlet problem, and by reflection at
the ball (z — £)® 4+ y? + 2 = 1, one obtains a region 2’ as in Figure 3.8).

Depending on the manner, in which one approaches the cusp, one obtains
different limiting values, and this shows that the solution of the potential
problem cannot be continuous at (z,y, z) = (—%, 0, 0)7 and hence 92’ is not
regular at (—%,070).

Summary

The maximum principle is the decisive tool for showing the convergence of
various approximation schemes for harmonic functions. The difference meth-
ods replace the Laplace equation, a differential equation, by difference equa-
tions on a discrete grid, i.e., by finite-dimensional linear systems. The max-
imum principle implies uniqueness, and since we have a finite-dimensional
system, then it also implies the existence of a solution, as well as the control
of the solution by its boundary values.

The Perron method constructs a harmonic function with given boundary
values as the supremum of all subharmonic functions with those boundary
values. Whether this solution is continuous at the boundary depends on the
geometry of the boundary, however.

The alternating method of H.A. Schwarz obtains a solution on the union
of two overlapping domains by alternately solving the Dirichlet problem on
each of the two domains with boundary values in the overlapping part coming
from the solution of the previous step on the other domain.

Exercises

3.1 Employing the notation of Section 3.1, let x¢ € 2) C R% have neighbors
Z1,...,%4. Let s5,..., x5 be those points in R? that are neighbors of
exactly two of the points x1,...,24. We put

f)h = {onthzl,...,I8€Qh).
For w: 2, — R, xoeth, we put

4 8
Apu(zo) = 6T112 4 Z w(xa) + Z u(zg) — 20u(xo)

a=1 B=5

Discuss the solvability of the Dirichlet problem for the corresponding
Laplace and Poisson equations.

3.2 Let xg € {2;, have neighbors x4, . .., x24. We consider a difference operator
Lu for u: 2, = R,

2d
Lu(xg) = Z bat(2q),
a=0



3.3

3.4

3.5

Exercises 75

satisfying the following assumptions:
2d 2d
bo >0 fora=1,...,2d, Y ba>0, > by <0.
a=1 a=0

Prove the weak maximum principle: Lu > 0 in {2}, implies

max u < maxu.
Qh Fh

Under the assumptions of Section 3.2, assume in addition
bo >0 fora=1,...,2d,

and let (25, be discretely connected. Show that if a solution of Lu > 0
assume its maximum at a point of {25, it has to be constant.

Carry out the details of the alternating method for the union of three
domains.

Let u be harmonic on the domain 2, xg € 2, B(xog, R) C 2,0 <r <p<
R,p? = rR. Then

/ u(zo + rd)u(xo + RY)dY = u?(zo + pv)do.
[9]=1 [9]=1

Conclude that if u is constant in some neighborhood of z, it is constant
on all of (2.
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4. Existence Techniques 1I: Parabolic
Methods. The Heat Equation

4.1 The Heat Equation: Definition and
Maximum Principles

Let £2 € R? be open, (0,7) C RU {oo},

QT = () x (O,T),
O 0 = (2 x{0}) U (8(2 X (O,T)) . (See Figure 4.1.)

We call 0*§27 the reduced boundary of 2.

For each fixed t € (0,7T) let u(x,t) € C?(§2), and for each fixed z € 2 let
u(z,t) € CH((0,T)). Moreover, let f € C°(0*Q2r), u € C°(2r). We say that
u solves the heat equation with boundary values f if

ug(x,t) = Agu(x,t)  for (x,t) € O,

u(z,t) = f(x,t) for (z,t) € 8" 2. (4.1.1)

Written out with a less compressed notation, the differential equation is

9 Lo
au(x,t) = ; a—m?u(x,t).

Equation (4.1.1) is a linear, parabolic partial
differential equation of second order. The rea-
son that here, in contrast to the Dirichlet prob-

lem for harmonic functions, we are prescribing
boundary values only at the reduced boundary

is that for a solution of a parabolic equation,

the values of u on 2 x {T'} are already deter- |
mined by its values on 0*(2p, as we shall see
in the sequel.

The heat equation describes the evolution
of temperature in heat-conducting media and is likewise important in many
other diffusion processes. For example, if we have a body in R3 with given
temperature distribution at time ty and if we keep the temperature on its

~

Figure 4.1.



78 4. Existence Techniques II: Parabolic Methods. The Heat Equation

surface constant, this determines its temperature distribution uniquely at all
times ¢t > ty. This is a heuristic reason for prescribing the boundary values
in (4.1.1) only at the reduced boundary.

Replacing ¢t by —t in (4.1.1) does not transform the heat equation into it-
self. Thus, there is a distinction between “past” and “future”. This is likewise
heuristically plausible.

In order to gain some understanding of the heat equation, let us try to
find solutions with separated variables, i.e., of the form

u(z,t) = v(z)w(t). (4.1.2)
Inserting this ansatz into (4.1.1), we obtain

wy(t) _ Av(x)
w(t) ()

(4.1.3)

Since the left-hand side of (4.1.3) is a function of ¢ only, while the right-hand
side is a function of x, each of them has to be constant. Thus

Av(z) = —v(x), (4.1.4)
we(t) = —dw(t),

for some constant A. We consider the case where we assume homogeneous
boundary conditions on 912 x [0, 00), i.e.,

u(z,t) =0 for x € 912,
or equivalently,

v(z) =0 for x € I (4.1.6)

From (4.1.4) we then get through multiplication by v and integration by parts

/Q|Dv(x)|2dac: —/Qv(x)Av(x)dmzz\/Qv(m)zdx.

Consequently,
A>0

(and this is the reason for introducing the minus sign in (4.1.4) and (4.1.5)).

A solution v of (4.1.4), (4.1.6) that is not identically 0 is called an eigen-
function of the Laplace operator, and A\ an eigenvalue. We shall see in Sec-
tion 8.5 that the eigenvalues constitute a discrete sequence (A, )nen, Ap — 00
for n — oo. Thus, a nontrivial solution of (4.1.4), (4.1.6) exists precisely if
A = Ay, for some n € N. The solution of (4.1.5) then is simply given by

w(t) = w(0)e M.
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So, if we denote an eigenfunction for the eigenvalue \,, by v,, we obtain the
solution
u(z,t) = v, (z)w(0)e
of the heat equation (4.1.1), with the homogeneous boundary condition
u(z,t) =0 for x € 9N
and the initial condition
u(z,0) = v, (x)w(0).

This seems to be a rather special solution. Nevertheless, in a certain sense this
is the prototype of a solution. Namely, because (4.1.1) is a linear equation, any
linear combination of solutions is a solution itself, and so we may take sums
of such solutions for different eigenvalues A, . In fact, as we shall demonstrate
in Section 8.5, any L?-function on {2, and thus in particular any continuous
function f on {2, assuming 2 to be bounded, that vanishes on 92, can be
expanded as

fl@) = anva(x), (4.1.7)

neN

where the v, (z) are the eigenfunctions of A, normalized via

/ vp(2)?de =1
Q
and mutually orthogonal:
/ Un () U (2)dz =0 for n # m.
Q

Then «,, can be computed as

an/ v () f(2)dz.
0
We then have an expansion for the solution of

ug(x,t) = Au(z,t) for z € 2, >0,
u(xz,t) =0 for z € 002,t > 0, (4.1.8)

u(z,0) = f(x) (= Zanvn(x)), for z € (2,

namely,
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= ane Mo, (). (4.1.9)

neN

Since all the \,, are nonnegative, we see from this representation that all the
“modes” a,v,(x) of the initial values f are decaying in time for a solution
of the heat equation. In this sense, the heat equation regularizes or smoothes
out its initial values. In particular, since thus all factors e=*»* are less than
or equal to 1 for ¢ > 0, the series (4.1.9) converges in L?({2), because (4.1.7)
does.

If instead of the heat equation we considered the backward heat equation

Ut = —AU,

then the analogous expansion would be u(z,t) = 3" a,e* v, (z), and so the
modes would grow, and differences would be exponentially enlarged, and in
fact, in general, the series will no longer converge for positive t. This expresses
the distinction between “past” and “future” built into the heat equation and
alluded to above.

If we write

q(z,y,t) Ze”‘ "o (2)vn (y), (4.1.10)
neN

and if we can use the results of Section 8.5 to show the convergence of this
series, we may represent the solution u(x,t) of (4.1.8) as

= e*)‘"tvn x Up 1.
-y @) [ o) flu)dy by (419

nel (4.1.11)

= / q(z,y,t) f(y)dy.
2

Instead of demonstrating the convergence of the series (4.1.10) and that
u(z,t) given by (4.1.9) is smooth for ¢ > 0 and permits differentiation under
the sum, in this chapter we shall pursue a different strategy to construct the
“heat kernel” ¢(x,y,t) in Section 4.3.

For x,y € R", t,tg € R, t # to, we define the heat kernel at (y,to) as

A( ‘1 ) 1 \zﬁ:y\i
e ito—1) |
Z,Y,t,l0 (47‘(‘|t—t0|)%€
‘We then have
Ae(z,y,t,t0) = —————A(z,y, t, to) + M/l@c Y, t,to)
) Y 2(t—t0) b) ) b 4(t0—t)2 ) Y )
-y
Az, (2, y,t,t0) = m/l(l“ Y5ty to),
(' —y')? 1
A:me (xayatatO) = 7/1(1’,1%75,?50) + 7A($,y,t tO)

Aty — 1)2
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ie.,

2
T —
AIA(J;7 y,tato) = 4|(t0—yt|)2/1(x’ y7t7t0) +

- At(xvyvtatO)'

d
—A
2(t0 —t) (x7yat7t0)

The heat kernel thus is a solution of (4.1.1). The heat kernel A is similarly
important for the heat equation as the fundamental solution I' is for the
Laplace equation.

We first wish to derive a representation formula for solutions of the (ho-
mogeneous and inhomogeneous) heat equation that will permit us to compute
the values of uw at time 7" from the values of u and its normal derivative on
0*2p. For that purpose, we shall first assume that u solves the equation

ut(x,t) = Au(z,t) + o(x,t) in O2p

for some bounded integrable function ¢(z,t) and that 2 ¢ R? is bounded
and such that the divergence theorem holds. Let v satisfy v, = —Av on £27.
Then

/ vpdxdt :/ v(uy — Au) dx dt
QT QT

:/Q (/OTv(x,t)ut(m,t)dt> dx—/oT (/QvAudx) dt

:/Q v(x, T)u(x, T) — v(z, 0)u(x,0) —/0 Ut(x,t)u(x,t)dtl dx

—/ (/ uAvdx) dt f/ / (vau - u@v) dodt

0 o0 aV l/

:/ vu dr —/ vudr —/ / (Uau _u[)v) dodt.
2x{T} 2x{0} 0 an v ov

(4.1.12)

For v(z,t) := A(x,y, T + &,t) with T > 0 and y € 29 fixed we then have,
because of vy = —Awv,

/ Audz = Agadxdt—i—/ Audz
2x{T} 2r 2x{0}

(L () )

For € — 0, the term on the left-hand side becomes

(4.1.13)

lim [ A(z,y, T +e,Tu(x,T)dx = u(y,T).
e—=0 Jo
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Furthermore, A(z,y,T + &,t) is uniformly continuous in ¢, z,t for ¢ > 0,
x €02, and 0 <t < T orforze 2, ¢t=0. Thus (4.1.13) implies, letting
e — 0,

D)= [ Ay Tt dods + /Q Az, y, T, 0)u(z, 0) de

+AT(AQ<Ma%ﬂﬂaﬁ?”—uQJfM@gfnﬂ>m)m.(4LM)

This formula, however, does not yet solve the initial boundary value problem,
since in (4.1.14), in addition to u(x,t) for x € 942, t > 0, and u(z,0), also the
normal derivative %(I,t) for x € 912, t > 0, enters. Thus we should try to
replace A(x,y,T,t) by a kernel that vanishes on 02 x (0, 00). This is the task
that we shall address in Section 4.3. Here, we shall modify the construction
in a somewhat different manner. Namely, we do not replace the kernel, but
change the domain of integration so that the kernel becomes constant on its
boundary. Thus, for p > 0, we let

ol

1 lz—y|?
My, T;p) =< (2,8) ERIXR,s <T: —————¢ 3T-5 > 5.
(4n (T — s))

For any y € £2,T > 0, we may find pg > 0 such that for all u > po,
M(y,T;p) € £2x[0,T].
We always have

(v, T) € M(y,T; ),

and in fact, M(y,T;pu) N {s = T} consists of the single point (y,T). For t
falling below T, M (y, T; ) N {s =t} is a ball in R? with center (y,t) whose
radius first grows but then starts to shrink again if ¢ is decreased further,
until it becomes 0 at a certain value of t.

We then perform the above computation on M (y,T; 1) (1 > o) in place
of 27, with

v(z,t) = Az, y, T +&,t) — p,
and as before, we may perform the limit ¢ \, 0. Then
v(x,t) =0 for (x,t) € IM(y,T;p),

so that the corresponding boundary term disappears.
Here, we are interested only in the homogeneous heat equation, and so,
we put ¢ = 0. We then obtain the representation formula
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u(y, T) = / u(e, ) 2L (2,4, T, t)do(, 1
OM (y,T;u) vy

|z —y|
= u/ u(x,t) =———do(x, 1), 4.1.15
S ( )ﬂT—ﬂ (z,t) ( )

since

oA -yl |z—yl :
v, 2Tt 2T -p" on OM(y, Ts p).

In general, the maximum principles for parabolic equations are quali-
tatively different from those for elliptic equations. Namely, one often gets
stronger conclusions in the parabolic case.

Theorem 4.1.1: Let u be as in the assumptions of (4.1.1). Let 2 C R be
open and bounded and

Au—uy >0 in Q7. (4.1.16)
We then have
supu = sup u. (4.1.17)
Qr o*Qr

(If T < oo, we can take max in place of sup.)
Proof: Without loss of generality T < oc.
(i) Suppose first

Au—uy >0 in O27. (4.1.18)

For 0 < e < T, by continuity of u and compactness of Q7_., there
exists (xg,t0) € 27— with

u(zg, tg) = max u. (4.1.19)
-QT—E
If we had (zo,to) € 27—, then Au(zo,tp) < 0, Vu(zg,to) = 0,
ut(xo,t9) = 0 would lead to a contradiction; hence we must have
(x0,t0) € 0N2p_.. Fort =T —¢c and x € {2, we would get Au(zg,to) <0,
ug(2o,to) > 0, likewise contradicting (4.1.18). Thus we conclude that

max u = max 1u, (4.1.20)
QT*E 8*\QT75

and for € — 0, (4.1.20) yields the claim, since w is continuous.
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(i) If we have more generally Au —u; > 0, we let v := u —¢et, e > 0. We
have

v=u —e< Au—¢e=Av —¢e < Av,
and thus by (i),

max u = max(v + et) < maxv + T = max v + T < max u + €7,
Qr Q7 Q7 o* 7 0* Qp

and € — 0 yields the claim.

Theorem 4.1.1 directly leads to a uniqueness result:

Corollary 4.1.1: Let u, v be solutions of (4.1.1) with u = v on 9* 2, where
2 C R is bounded. Then u=v on .

Proof: We apply Theorem 4.1.1 to u — v and v — u. a

This uniqueness holds only for bounded 2, however. If, e.g., 2 = R, unique-
ness holds only under additional assumptions on the solution w.

Theorem 4.1.2: Let 2 = R? and suppose
Au—u >0 in (2,
u(z,t) < MM in 0r for M, X >0, (4.1.21)
u(z,0) = f(x) r €N =R
Then

supu < sup f. (4.1.22)
Q7 R4

Remark: This maximum principle implies the uniqueness of solutions of the
differential equation

AU:Ut on QT:RdX(O,T),
u(z,0) = f(z) for z € RY,
u(z,t) < MM for (x,t) € £2p.

The condition (4.1.21) is a condition for the growth of w at infinity. If this
condtion does not hold, there are counterexamples for uniqueness. For exam-
ple, let us choose

— g" t 2n
u(zx, t) == Z ?27(1))':10
n=0
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with

glt) = 6%’“1 t > 0, for some k > 1,
S lo t=o,
v(x,t):=0 for all (z,t) € R x (0,00).

Then u and v are solutions of (4.1.1) with f(z) = 0. For further details we
refer to the book of F. John [9].

Proof of Theorem 4.1.2: Since we can divide the interval (0,7") into subinter-
vals of length 7 < ﬁ, it suffices to prove the claim for T' < ﬁ, because we
shall then get

sup u < sup u< - <sup f(z).
R4 x[0,kT] Rix[0,(k—1)7] Rd

Thus let T < ﬁ. We may then find € > 0 with

1
T —. 4.1.23
+e< ™ ( )

For fixed y € R? and 6§ > 0, we consider
(x,t) == u(z,t) — 0A(z,y, t, T +¢), 0<t<T. (4.1.24)
It follows that
v) — Av® =y — Au <0, (4.1.25)

since A is a solution of the heat equation. For £2° := B(y, p), we thus obtain
from Theorem 4.1.1

5 5
t) < . 4.1.2
v*(y,t) < maxwv (4.1.26)
Moreover,
v (,0) < u(x,0) < sup f, (4.1.27)
Rd

and for |z — y| = p,

1 p?
Ur(T+e—1)s 0 (4(T+6 —t>)

v (z,t) < MMl — 5

< MM+ _

I
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Because of (4.1.23), for sufficiently large p, the second term has a larger
exponent than the first, and so the whole expression can be made arbitrarily
negative; in particular, we can achieve that it is not larger than supga f.
Consequently,

v <supf on 9*0Q°. (4.1.28)

Rd

Thus, (4.1.26) and (4.1.28) yield
1

1) = — g)=1u -
V(Y1) = u(y,t) = 0A(y,y, 1, T + &) = u(y,t) 6(4W(T+sft))g

<sup f.
Rd

The conclusion follows by letting 6 — 0. O

We shall finally use the representation formula (4.1.12) to obtain a strong
maximum principle for the heat equation, in the same manner as the mean
value formula could be used to obtain Corollary 1.2.3:

Theorem 4.1.3: Let 2 C R? be open and bounded and
Au—uy =0 in Qr,

with the regularity properties specified at the beginning of this section. Then
if there exists some (zg,tg) € 2 x (0,T] with

u(xo, to) = maxu  (or with u(xg,ty) = minu),
.QT QT

then u is constant in (2y,.

Proof: The proof is the same as that of Lemma 1.2.1, using the representation
formula (4.1.12). (Note that by applying (4.1.12) to the function u = 1, we

obtain
|z —yl
,u/ ——do(z,t) =1,
OM (y,T;p) 2(T —t)

and so a general u that solves the heat equation is indeed represented as some
average. Also, M(y,T;us) C M(y,T;u1) for puy < uo, and as p — oo, the
sets M (y, T; ) shrink to the point (y,T).) O

Remark: Of course, the maximum principle also holds for subsolutions, i.e.,
if
Au—uy >0 in 7.

In that case, we get the inequality “<” in place of “=" in (4.1.12), which
is what is required for the proof of the maximum principle. Likewise, the
statement with the minimum holds for solutions of

Au—up <0.
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4.2 The Fundamental Solution of the Heat Equation

4.2 The Fundamental Solution of the Heat Equation.
The Heat Equation and the Laplace Equation
(4.2.1)

_lz—yl?
e It

We first consider the so-called fundamental solution
1

da

2

= A(z,y,t,0) = )

K(z,y,t)

and we first observe that for all z € R%, ¢ > 0,
’7‘2 ].
e~ wrd=tdr = —ddwd/ e 597 1ds
0

1 oo
K(z,y,t)dy = ——dw /
e @0 drt)? "o ot
1
e WP ay =1. (4.2.2)

- T2 JRA
For bounded and continuous f : R¢ — R, we consider the convolution
(4.2.3)

1 _le—y?
/ = f(y)dy.
]Rd

u(z,t) = Kxayatfydy:
@)= [ K@l Wiy =
Lemma 4.2.1: Let f : R* = R be bounded and continuous. Then
u(@ )= | K@y, t)f(y)dy
R

(4.2.4)

is of class C> on R? x (0,00), and it solves the heat equation
Uy = Au.

Proof: That u is of class C* follows, by differentiating under the inte-
gral (which is permitted by standard theorems), from the C'* property of

K(z,y,t). Consequently, we also obtain
(]

0 0

Syu(,t) :/ *K(ﬂc,y,t)f(y)dy:/ A K (z,y,1) f(y)dy = Agu(z,t).
8t R4 6t Rd

Lemma 4.2.2: Under the assumptions of Lemma 4.2.1, we have for every

z € RY,
th_%u(x,t) = f(x).
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Proof:
@) =) = |10 = [ Ken) sy
=| [ K00 - 1] witn (122
=t e L @) s dofe)
_ 7%— : 5 51 /S (F@) — fa -+ 2E)) dofe) ds
-l ...+.../M...‘

dwd > _s2 d—
< s |f(@)— f()] +2sup|f) 2 / e 5914,
yEB(x,2V/tM) Rd ™2 JM

Given € > 0, we first choose M so large that the second summand is less
than £/2, and we then choose to > 0 so small that for all ¢ with 0 < ¢t < to,
the first summand is less than /2 as well. This implies the continuity. O

By (4.2.3), we have thus found a solution of the initial value problem

ug(z,t) — Au(x,t) =0 forz € R, ¢ >0,

for the heat equation. By Theorem 4.1.2 this is the only solution that grows
at most exponentially.

According to the physical interpretation, u(z,t) is supposed to describe
the evolution in time of the temperature for initial values f(x). We should
note, however, that in contrast to physically more realistic theories, we here
obtain an infinite propagation speed as for any positive time ¢ > 0; the
temperature u(z,t) at the point x is influenced by the initial values at all
arbitrarily far away points y, although the strength decays exponentially with
the distance |z — y|.

In the case where f has compact support K, i.e., f(x) =0 for = ¢ K, the
function from (4.2.3) satisfies

1
(47t)2

lu(z, )] <

_ dist(e,K)?
P /K|f(y)|dy, (4.2.5)

which goes to 0 as ¢t — oo.
Remark: (4.2.5) yields an explicit exponential rate of convergence!

More generally, one is interested in the initial boundary value problem for
the inhomogeneous heat equation:
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Let 2 C R? be a domain, and let ¢ € C°(2 x [0,00)), f € C°(R), g €
C°(002 x (0,00)) be given. We wish to find a solution of
u(z,t)
ot

>
S
—
£
N2

I

o(x,t) in 2 x (0,00),

u(z,0) = f(z)  in £2, (4.2.6)
u(z,t) = g(z,t) forzed2, te(0,00).

In order for this problem to make sense, one should require a compatibility
condition between the initial and the boundary values: f € C°(2), g €
CY(002 x [0,00)), and

f(z) = g(z,0) for z € I (4.2.7)

We want to investigate the connection between this problem and the Dirichlet
problem for the Laplace equation, and for that purpose, we consider the
case where ¢ = 0 and g(x,t) = g(x) is independent of ¢. For the following
consideration whose purpose is to serve as motivation, we assume that u(z, t)
is differentiable sufficiently many times up to the boundary. (Of course, this
is an issue that will need a more careful study later on.) We then compute

0 0 a
<8t — A) ut = wpty — U Auy — Zu iy = Uta (up — Au) — Z“iit

i=1 i=1

d
== u, <0. (4.2.8)
i=1
According to Theorem 4.1.1,
ou(z,t)|?
t) =
0= s |

then is a nonincreasing function of ¢.
We now consider

1 d
_ 2
_2/Qiz_;uzlda:

and compute

9 d
&E(u(-,t))—/giz_;umiuwidx

—/ u Audz, since ug(x,t) =
7

%g(m) =0 foraxzedf

—/ﬁmgu (4.2.9)
2
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With (4.2.8), we then conclude that
. :
w / —ulde = f/QAufdx + Q/Q;Uiitdx
P d
=— —uldo(z) + 2/ Zuiitdx.
v 2 =1

898

Since uf > 0 in 2, u? = 0 on Jf2, we have on 942,

It follows that
Z_E(u(-,t)) > 0. (4.2.10)
Thus E(u(-,t)) is a monotonically nonincreasing and convex function of ¢. In

particular, we obtain

;E( () < = Jim %E( (1)) < 0. (4.2.11)

Since E(u(-,t)) > 0 for all ¢, we must have o = 0, because otherwise for
sufficiently large T,

E(u(-,T)) = E(u(-,0)) +/() %E(u(~,t))dt < E(u(+,0)) + a7 < 0.
Thus it follows that

lim [ w?dr =0. (4.2.12)
t—o0 |
In order to get pointwise convergence as well, we have to utilize the maximum
principle once more. We extend u?(x,0) from §2 to all of R? as a nonnegative,
continuous function [ with compact support and put

1 lo—yl|?
v(x,t) = e [(y)dy. 4.2.13
0= [ o (v)iy (1213)
We then have
v — Av =0,

and since [ > 0, also
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and thus in particular

v > utz on 0f2.

Thus w := u? — v satisfies

%w —Aw <0 in £, (4.2.14)

w<0 ondf2,
w(z,0) =0 forxze 2,t=0.

Theorem 4.1.1 then implies

w(z,t) <0,
i.e.,

ul(z,t) < v(x,t) forall z € 2,t> 0. (4.2.15)
Since [ has compact support, from Lemma 4.2.2

lim v(z,t) =0 for all x € {2,
t—o00

and thus also
tlim uf(z,t) =0 forall z € 2. (4.2.16)

We thus conclude that provided that our regularity assumptions are valid
the time derivative of a solution of our initial boundary value theorem with
boundary values that are constant in time goes to 0 as t — oo. Thus, if we
can show that u(z,t) converges for t — oo with respect to x in C?, the limit
function u., needs to satisfy

Aus =0,

i.e., be harmonic. If we can even show convergence up to the boundary, then
U satisfies the Dirichlet condition

Uso(x) = g(x) for x € IN2.

From the remark about (4.2.5), we even see that u;(x,t) converges to 0 ex-
ponentially in ¢.
If we know already that the Dirichlet problem

Aug =0 in £2,
Usg =g on 02, (4.2.17)
admits a solution, it is easy to show that any solution u(x,t) of the heat

equation with appropriate boundary values converges to us,. Namely, we
even have the following result:
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Theorem 4.2.1: Let 2 be a bounded domain in R, and let g(x,t) be con-

tinuous on 82 x (0,00), and suppose

tli)rgo g(x,t) = g(x)  uniformly in z € 012.
Let F(x,t) be continuous on 2 x (0,00), and suppose

tlgglo F(z,t) = F(x) uniformly in x € (2.
Let u(x,t) be a solution of

Au(z,t) — %u(m,t) =F(z,t) forze, 0<t<oo,

u(z,t) = g(z,t)  forxzedf2, 0<t<oo.

Let v(x) be a solution of

BN
<
—
&
I

F(z) foraxe 2,
v(z) =g(x) forzedn.
We then have
tlim u(z,t) =v(x) uniformly in x € (2.
—00

Proof: We consider the difference

w(z,t) = u(x,t) — v(z).

Aw(z,t) — —w(z,t) = F(x,t) — F(z) in §2 x (0,00),
w(z,t) =gz, t) —g(x) in 92 x (0,00),

and the claim follows from the following lemma:

(4.2.18)

(4.2.19)

(4.2.20)

(4.2.21)

(4.2.22)

(4.2.23)

(4.2.24)

Lemma 4.2.3: Let 2 be a bounded domain in R?, let ¢(x,t) be continuous

on 2 x (0,00), and suppose

tli)m d(x,t) =0 uniformly in x € (2.

Let v(x,t) be continuous on 82 x (0,00), and suppose

lim v(z,t) =0  uniformly in x € 012.
t—o0

Let w(x,t) be a solution of

(4.2.25)

(4.2.26)
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Aw(z,t) — —w(z,t) = ¢(x,t) in 2 x (0,00),
w(x,t) =v(z,t) in 02 x (0,00).
Then

tlim w(x,t) =0 wuniformly in x € 2.
— 00

Proof: We choose R > 0 such that
22! <R forallz=(2',...,2%) € 2,
and consider
k(z) := el —e” .
Then
Ak = —¢® .
With k :=inf,cp e“l, we thus have
Ak < —k.
We consider, with constants 7, cg, 7 to be determined, and with

= inf k = k
ko := Inf (z), k1 sup (z),

the expression

in 2 x [1,00).
Then

Am(z,t) — %m(x,t)

K R s (i Rl K s (p—
<—n—n— —cg—e T pt Eemm ) .
Ko

Ko Ko K1
Furthermore,

m(z,7) > ¢y for x € f2,
m(x,t) >n for (x,t) € 002 x [1,00).

(4.2.27)

(4.2.28)

(4.2.29)

(4.2.30)

(4.2.31)

(4.2.32)

(4.2.33)

(4.2.34)
(4.2.35)

By our assumptions (4.2.25), (4.2.26), for every 7, there exists some 7 = 7(n)

with
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|p(z,t)] <n forxe R, t>r, (4.2.36)
|v(z,t)] <n forxzedR, t>r. (4.2.37)
In (4.2.32) we now put

T=7(n), co=suplw(z,T).
el

Then

m(x,7) L w(x,7) >0 for x € 2 by (4.2.34),
m(z,t) £ w(z,t) >0 forxzed2, t>rT,
by (4.2.35), (4.2.37), (4.2.27);

(A—i) (m(z,t) w(z,t)) <0 forze 2, t>r,

by (4.2.33), (4.2.36), (4.2.27).

It follows from Theorem 4.1.1 (observe that it is irrelevant that our functions
are defined only on 2 x [r,00) instead of 2 x [0,00), and initial values are
given on {2 x {7}) that

lw(z,t)] <m(z,t) forze, t>r,

K K K K (f—
,7<1+1> e L)
K Ko Ko

IN

and this becomes smaller than any given € > 0 if > 0 from (4.2.36), (4.2.37)
is sufficiently small and ¢ > 7(n) is sufficiently large. a

4.3 The Initial Boundary Value Problem
for the Heat Equation

In this section, we wish to study the initial boundary value problem for the
inhomogeneous heat equation

up(x,t) — Au(z,t) = p(x,t) for z € 02,t >0,
u(z,t) = g(z,t) for xz € 002,t >0, (4.3.1)
u(z,0) = f(z)  for x € (2,

with given (continuous and smooth) functions ¢, g, f. We shall need some
preparations.

Lemma 4.3.1: Let £2 be a bounded domain of class C? in R%. Then for every
a < % + 1, T > 0 there exists a constant ¢ = c¢(«, T, d, 2) such that for all
xg,x € 082, 0 <t < T, letting v denote the exterior normal of 2, we have
0K _
’(x,xo,t)' <t |z — x|

d+2a
vy '
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Proof:
8 K( ) O;t) #iei%zf 1 . (wfxO)'Vrefh#.
OV, (47rt) vy (47#)5 2

As we are assuming that the boundary of (2 is a manifold of class C2, and
since x, xg € 012, and v, is normal to {2, we have

2
|(z — o) - va| <1 |w — 0]
with a constant ¢; depending on the geometry of (2. Thus

Jz—wg|?

‘K x, To, )‘ < ot 2! |z — z0|° €™ (4.3.2)

vy

with some constant co. With a parameter 5 > 0, we now consider the function

Y(s) :=sPe™® for s > 0. (4.3.3)
Inserting s = [z=zol z“‘ , B = — «, we obtain from (4.3.3)
o= |o— m\ < eg|a — 0| —d—2+2« t%+17a7 (4.3.4)

with ¢3 depending on g, i.e., on d and «. Inserting (4.3.4) into (4.3.2) yields
the assertion. a

Lemma 4.3.2: Let 2 C R? be a bounded domain of class C? with exterior
normal v, and let v € C°(02 x [0,T]) (T >0). We put

/ (z,y,7)v(y,t — T)do(y)dr. (4.3.5)
00 (9I/y

We then have

v e C®(N x1[0,1]),
v(z,0) =0 for all z € {2, (4.3.6)

and for all xg € 02,0 <t < T,

D[] O (ot - oty (187

Proof: First of all, Lemma 4.3.1, with a = %, implies that the integral in
(4.3.5) indeed exists. The C'*°-regularity of v with respect to x then follows
from the corresponding regularity of the kernel K by the change of variables
o =t — 7. Equation (4.3.6) is obvious as well. It remains to verify the jump

relation (4.3.7). For that purpose, it obviously suffices to investigate
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o 0K
- / / EOR (z,y,7)v(y,t — 7)do(y)dr (4.3.8)
0 ANNB(zo,6) IVy

for arbitrarily small 7y > 0, § > 0. In particular, we may assume that dy and
7 are chosen such that for any given € > 0, we have for y € 912, |y — x¢| < 0,
and 0 < 7 < 79,

(0, t) —v(y,t —T)| <e.

Thus, we shall have an error of magnitude controlled by ¢ if in place of (4.3.8),
we evaluate the integral

o 0K
— T(m,y,T)v(mo,t)do(y)dT. (4.3.9)
0 JonenB(zo,s) Oy
Extracting the factor v(xg,t) it remains to show that
o 0K 1
~ lim / / OR oy P)do(y)dr = 2 +00).  (43.10)
=0 Jo  JoRnB(wzo,68) vy 2

Also, we observe that since v is continuous, it suffices to show that (4.3.10)
holds uniformly in x( if x approaches 02 in the direction normal to 9f2. In
other words, letting v(xg) denote the exterior normal vector of 912 at xq, we
may assume

x = x9 — pv(xo).
In that case, u? = |z — 350|27 and since 92 is of class C2, for y € 012,

2 2 2
2 =yl = Iy — wol* + 12 + O (Jy = wol* |z = wo ) -

The term O (|y —zo|* |z — x0|) here is a higher-order term that does not

influence the validity of our subsequent limit processes, and so we shall omit
it in the sequel for the sake of simplicity. Likewise, for y € 02,

(2 =) vy = (@ =20) vy + (20 =) - vy = =+ O (|ao —yf*),

and the term O(|zo — y|*) may be neglected again.
Thus we approximate

0K 1 (x—y) vy _lz—w?
— = Ir
al/y (x’y77—) (471'7')% 2T ©

by
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This means that we need to estimate the expression

To 1 zo—vy|2 2
/ / v [;u efl o e*%do(y)dr
0 JoaonB(zo,6) 2(4m)2 T2+

We introduce polar coordinates with center xy and put o = |xg — y|. We then
obtain, again up to a higher-order error term,

1 o1 e 02
pVol(S94=2) - / —e ™ / e~ =i 2dr dr,
2(4m)z Jo T2t 0

where S?2 is the unit sphere in R?~!

Vol(§9-2) [T 1 _,2 [T
_ 1% 0( ) / —367}47 /gfz 67828d72d8d7—
0 0

475 T2
1
5o 2
Vol( S92 >~ 1 h 2 g
z# —e 7 e % s 2ds do.
22 % o2 0

In this integral we may let u tend to 0 and obtain as limit

1(54-2 <1 i 1
M/ —e*”/ e 592 ds do = 3 (4.3.11)
0 0

d I
2m2 o

By our preceding considerations, this implies (4.3.10).
Equation (4.3.11) is shown with the help of the gamma function

I'(z) = / e 't*tdt  for x > 0.
0
We have
I'x+1)=2l'(x) forallz>0,
and because of I'(1) = 1, then
I'ln+1)=n! forneN.

Moreover,

/ s"e_szds:lf'<n+1) for all n € N.
0 2 2

In particular,
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271'g
r(g)

With these formulae, the integral (4.3.11) becomes

Vol (5971 =

d—1

2 1 1 1 -1 1
gmz Lo (L) Llpfd=t) L
I (%2) ors 2/) 2 2 2

In an analogous manner, one proves the following lemma:

Lemma 4.3.3: Under the assumptions of Lemma 4.53.2, for

t
wat) = [ [ Kepre-ndo)ds
0 Jof2
(x€2,0<t<T), we have

w e C®(N2 x[0,T]),
w(z,0) =0 forx e 2.

(4.3.12)

(4.3.13)

The function w extends continuously to £2 x [0, T], and for xo € 052 we have

t
lim V,w(z,t) - v(xg) = 7(Z0, ) —|—/
0 Joo

Tr—rT0o 2

0
Oy,

We now want to try first to find a solution of

Au—%uzo in 2 x (0,00),
u(z,0) =0 for z € £2,

u(z,t) = g(z,t) forx €02, t>0,

by Lemma 4.3.2.
We try

¢ oK
w(at) = - / Oyt — 7)y(y,7) doly) dr.
o Jon 5’”@/

(1}0, Y, T),Y(yv t— T) dO(y) dr.

(4.3.14)
O

(4.3.15)

(4.3.16)
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with a function y(x,t) yet to be determined. As a consequence of (4.3.7),
(4.3.15), v has to satisfy, for z¢ € 012,

0K

P} (.T(), Y, t— T)W(y7 T) dO(y) dTa
a0 Ily

g(l’o,t) = %'y(x07t) _/0

ie.,

Y[ OK
Aa0t) = 29(e0,)+2 [ [ SR (ot = () doly) . (4317)
0 Joan 9y

This is a fixed-point equation for v, and one may attempt to solve it by
iteration; i.e., for zo € 92,

70('r07t) = 29($07 t>7

t 0K
(0, ) = 290, 1) + 2 / / OK oyt = T)nr(y,7) do(y)dr
o Jon 5Vy

for n € N. Recursively, we obtain

Yn(z0,t) = 2g(w0, 1) +2/ /BQZS z0,y,t — 7)g(y, 7) do(y)dr (4.3.18)
with

0K
Sl(l‘o, y7t) = 287%(37071/775)3

¢ oK
Sll-‘rl(xO? Y, t) = 2/ S,,(l‘o, th - 7')7(2’, Y, T) dO(Z) dr.
0 Joo vy

In order to show that this iteration indeed yields a solution, we have to
verify that the series

330>y7 ZS x07y7

converges.

Choosing once more o = % in Lemma 4.3.1, we obtain

. C(d—1)+1
S (o, y )] < et/ g —y| IR

Tteratively, we get

(d=1)+%

|Sn(I05y7t)‘ < cnt71+% |$0 - y|_

We now choose n = max(4,2(d — 1)) so that both exponents are positive. If
now
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| S (20, y, )| < Bt®  for some constant 3, and some a > 0,

then
t .
|[Smt1(xo,y, )] < Cﬂoﬂm/ (t — )73/ dr,
0

where the constant ¢ comes from Lemma 4.3.1 and

By = sup/ 12—y~ @ D3 do(z).
a8

yeon
Furthermore,
t 1
/ (t — 7_)OLT—:J,/zldT _ I(1 +5O‘)F (Z) ta+1/4,
0 r(3+a)

where on the right-hand side we have the gamma function introduced above.
Thus

Cla+3+u/4)0(3)
I'ao+ 1+ p/4)

|t (0,9, 1) < ﬁn(cﬂo)yta+y/4 H
pn=1

Since the gamma function grows factorially as a function of its arguments,
this implies that

Z SV(‘:UO? Y, t)
v=1

converges absolutely and uniformly on 02 x 92 x [0,T] for every T' > 0. We
thus have the following result:

Theorem 4.3.1: The initial boundary value problem for the heat equation
on a bounded domain 2 C R? of class C?, namely,

Au(x,t) — gu(m, t) =

5 in 2 x (0,00),

in §2,
u(z,t) = g(z,t) forxzed, t>0,

with given continuous g, admits a unique solution. That solution can be rep-
resented as

t
- / X(z,y,t —7)g(y, ) do(y) dr, (4.3.19)
0 Jan
where

0K 0K
E($7y,t):2ayy(xy, +2/ agauzth ZS (z,y,7)do(z)dr.

(4.3.20)
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Proof: Since the series Y7 | S, converges,

Y(z0,t) = 2g(x0,t) + 2 t i Sy(x0,y,t —7)g(y, ) do(y) dr
0 Jon

is a solution of (4.3.17). Inserting this into (4.3.16), we obtain (4.3.20). Here,
one should note that

=34y — 2T ST S, (w0, 1),
v=1

and hence also X(x,y,t) converges absolutely and uniformly on 92 x 92 x
[0,T] for every T' > 0. Thus, we may differentiate term by term under the
integral and show that u solves the heat equation. The boundary values are
assumed by construction, and it is clear that v vanishes at t = 0. Uniqueness
follows from Theorem 4.1.1. ad

Definition 4.3.1: Let 2 C R? be a domain. A function q(x,y,t) that is
defined for x,y € £2, t > 0, is called the heat kernel of (2 if

(i) )

(Az — &5) q(z,y,t) =0 forxz,ye€ 2, t>0,

(i)

q(z,y,t) =0 forx € 012,

(iii)
lim [ q(z,y,t)f(z)de = f(y) forallye 2
t—0 Jp

and for all continuous f : 2 — R.

Corollary 4.3.1: Any bounded domain §2 C R? of class C? has a heat ker-
nel, and this heat kernel is of class C' on 2 with respect to the spatial vari-
ables y. The heat kernel is positive in §2, for all t > 0.

Proof: For each y € {2, by Theorem 4.3.1 we solve the boundary value prob-
lem for the heat equation with initial values 0 and

g(x,t) = —K(Z‘,y,t).
The solution is called p(z,y,t), and we put
q(z,y,t) := K(z,y,t) + p(z,y,1). (4.3.21)
Obviously, ¢(x,y,t) satisfies (i) und (ii), and since

lim pi(, y,t) = 0,
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and K(z,y,t) satisfies (iii), then so does ¢(x,y,t).

Lemma 4.3.3 implies that ¢ can be extended to {2 as a continuously dif-
ferentiable function of the spatial variables.

That g(z,y,t) > 0 for all z,y € £2,¢ > 0 follows from the strong maximum
principle (Theorem 4.1.3). Namely,

q(z,y,t) =0 for x € 012,
q(z,y,t) =0 forz,y,€ 2,z #y,

while (iii) implies
q(x,y,t) >0 if |z —y| and ¢ > 0 are sufficiently small.
Thus, ¢ > 0 and ¢ # 0, and so by Theorem 4.1.3,
g>0 in 2 x02x(0,00).
O

Lemma 4.3.4 (Duhamel principle): For all functions u,v on 2 x [0,T]
with the appropriate reqularity conditions, we have

/OT /Q {o(e.t) (Que. T~ 1) + (e, T~ 1)

—u(x, T —t) (Av(z,t) — v(x, 1)) }dm dt

/ /an {81/ y, T —thly,t) - %(y’ﬂu(y,T - t)} do(y) dt
+/ {u(z,0)v(z,T) — u(z, T)v(x,0)} d. (4.3.22)
9]

Proof: Same as the proof of (4.1.12). ad

Corollary 4.3.2: If the heat kernel q(z,w,T) of 2 is of class C* on 2 with
respect to the spatial variables, then it is symmetric with respect to z and w,
i.e.,

q(z,w,T) =q(w,z,T) forall zywe 2, T>0. (4.3.23)

Proof: In (4.3.22), we put u(x,t) = q(z, 2,t), v(z,t) = q(z,w,t). The double
integrals vanish by properties (i) and (ii) of Definition 4.3.1. Property (iii) of
Definition 4.3.1 then yields v(z, T) = u(w, T'), which is the asserted symmetry.

O

Theorem 4.3.2: Let 2 C R? be a bounded domain of class C? with heat
kernel q(z,y,t) according to Corollary 4.3.1, and let

e %N x[0,0)), g€C’0N2x(0,0)), feC" ).
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Then the initial boundary value problem

ug(x,t) — Au(z,t) = p(x,t) forxze 2,t>0,
u(z,t) = g(x,t)  forx € dR2, t>0,
u(z,0) = f(x)  forx e 2, (4.3.24)

admits a unique solution that is continuous on 2 x [0,00) \ 92 x {0} and is
represented by the formula

) = [ / a(z.y,t — T)ply, T)dy dr
+/ q(z,y,t) f(y)dy — / o ayy (x,y,t —71)g(y, 7)do(y)dr. (4.3.25)

Proof: Uniqueness follows from the maximum principle. We split the exis-
tence problem into two subproblems:
We solve

ve(x,t) — Av(z,t) =0 for x € 2,t >0,
v(x,t) =g(x,t) for z € 002,t >0, (4.3.26)
v(z,0) = f(x) forx € £,

i.e., the homogeneous equation with the prescribed initial and boundary con-
ditions, and

we(z,t) — Aw(z, t) = p(x,t) for x € 2,t >0,
w(z,t) =0 for x € 002,t > 0, (4.3.27)
w(x,0) =0 for z € 2,

i.e., the inhomogeneous equation with vanishing initial and boundary values.
The solution of (4.3.24) is then given by

U =1v-+w.

We first address (4.3.26), and we claim that the solution v can be represented
as

v(,t) :/ q(z,y,t) f(y)dy — / /89 v, (x,y,t —7)g(y, 7)do(y)dr.

The facts that v solves the heat equation and the initial condition v(x,0) =
f(z) follow from the corresponding properties of g. Moreover, ¢(z,y,t) =
K(z,y,t)+ u(z,y,t) with p(x,y,t) coming from the proof of Corollary 4.3.1.
By Theorem 4.3.1, this p can be represented as

wlx,y,t / X(x,z,t — 1)K (z,y,7)do(z) dr, (4.3.28)
o0
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and by Lemma 4.3.3, we have for y € 02,

ou X(x,y,t) /f‘ 0K

—_— = — 2 — _— .

av, (@, y,1) > T oo (,2,t—7) av, (2,y,7)do(z) dr
(4.3.29)

This means that the second integral on the right-hand side of (4.3.25) is pre-
cisely of the type (4.3.19), and thus, by the considerations of Theorem 4.3.1, v
indeed satisfies the boundary condition v(x,t) = g(x,t) for x € 912, because
the first integral vanishes on the boundary.
We now turn to (4.3.27). For every 7 > 0, we let z(x,t,7) be the solution
of
zi(x,t; 1) — Az(x,t,7) =0 forx € 2t >,
z(x,t;7) =0 for x € 002,t > T, (4.3.30)
2(x,7;7) = @(x,7) for x € £2.

This is a special case of (4.3.26), which we already know how to solve, except
that the initial conditions are not prescribed at ¢ = 0, but at ¢ = 7. This
case, however, is trivially reduced to the case of initial conditions at ¢ = 0 by
replacing ¢ by t — 7, i.e., considering ((x,t;7) = z(x,t + 7; 7). Thus, (4.3.30)
can be solved.

We then put

w(x,t)z/o z2(x, t; 7)dr. (4.3.31)

Then

¢ t
wy(x,t) = / ze(x, t;7)dr + z(z, t;t) = / Az(z, t;7)dT + o2, 1)
0 0
= Aw(gjat) + cp(:c,t)
and

w(x,t) =0 for x € 92,1 >0,
w(x,0) =0 forz e .

Thus, w is a solution of (4.3.27) as required, and the proof is complete, since
the representation formula (4.3.25) follows from the one for v and the one for
w that, by (4.3.31), comes from integrating the one for z. The latter in turn
solves (4.3.30), and so by what has been proved already, is given by

z(x,t;7) = /Qq(:r,y,t —7)p(x, 7)dy.

Thus, inserting this into (4.3.31), we obtain
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w(x,t) :/0 /Qq(x,y,th)go(x,T)dydT. (4.3.32)

This completes the proof. O

Remark: We are not asserting that u is twice differentiable with respect to x,
and in fact, this need not be true for a ¢ that is merely continuous. However,
one may still justify the equation

ug(x,t) — Au(x, t) = @(x, t).

We shall return to the analogous issue in the elliptic case in Sections 9.1 and
10.1. In Section 10.1, we shall verify that u is twice continuously differentiable
with respect to x if we assume that ¢ is Holder continuous.

Here, we shall now concentrate on the case ¢ = 0 and address the regularity
issue both in the interior of {2 and at its boundary. We recall the representa-
tion formula (4.1.14) for a solution of the heat equation on 2,

ule,t) = /Q K (2, t)u(y,0) dy

o) (= 2D Syt ) dot
(4.3.33)

We put K(z,y,s) =0 for s <0 and may then integrate the second integral
from 0 to oo instead of from 0 to t. Then K (z,y, s) is of class C> for z,y € R?,
s € R, except at x =y, s = 0. We thus have the following theorem:

Theorem 4.3.3: Any solution u(x,t) of the heat equation in a domain §2 is
of class C'*° with respect to x € 2, t > 0.

Proof: Since we do not know whether the normal derivative g—;‘ exists on 9?2
and is continuous there, we cannot apply (4.3.33) directly. Instead, for given
x € {2, we consider some ball B(z,7) contained in §2. We then apply (4.3.33)
on B(z,r) in place of 2. Since OB(z,r) in {2 is contained in {2, and u as a

solution of the heat equation is of class C'! there, the normal derivative %
on OB(z,r) causes no problem, and the assertion is obtained. O

In particular, the heat kernel ¢(x,y,t) of a bounded C?-domain {2 is of
class C™ with respect to z,y € 2, t > 0. This also follows directly from
(4.3.21), (4.3.28), (4.3.20), and the regularity properties of X(z,y,t) estab-
lished in Theorem 4.3.1. From these solutions it also follows that aal?y (x,y,t)
for y € 942 is of class C'°° with respect to z € §2, ¢ > 0. Thus, one can also use
the representation formula (4.3.25) for deriving regularity properties. Putting

q(z,y,s) =0 for s < 0, we may again extend the second integral in (4.3.25)
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from 0 to oo, and we then obtain by integrating by parts, assuming that the
boundary values are differentiable with respect to ¢,

Gyl = [ ot f)dy

/ /m v, (.9, >%9(y,7) do(y) dr
+ lim 89 (z,y,t —7)g(y, 7) do(y). (4.3.34)

Since ¢(x,y,t) = 0 for x € 002, y € 2, t > 0, also %(Ly,t—ﬂ = 0 for
x,y € 0,7 <t and

%q(a@y,t) =0 forzed, ye 2, t>0 (4.3.35)

(passing to the limit here is again justified by (4.3.28)). Since the second
integral in (4.3.34) has boundary values % g(z,t), we thus have the following
result:

Lemma 4.3.5: Let u be a solution of the heat equation on the bounded C?-
domain 2 with continuous boundary values g(x,t) that are differentiable with
respect to t. Then u is also differentiable with respect to t, for x € 982, t > 0,
and we have

0
= &g(x, t) forxzedf2, t>0. (4.3.36)
O
We are now in position to establish the connection between the heat and

Laplace equation rigorously that we had arrived at from heuristic considera-
tions in Section 4.2.

Theorem 4.3.4: Let 2 C R? be a bounded domain of class C?, and let
feC), geC%aN). Let u be the solution of Theorem 4.3.2 of the initial
boundary value problem

Au(z,t) — ug(z,t) =0 forxze 2, t>0,
u(z,0) = f(x) forx e (2, (4.3.37)
u(z,t) =g(x) forxed, t>0.
Then u converges fort — oo uniformly on 2 towards a solution of the Dirich-
let problem for the Laplace equation
Au(x)
u(x)

0 forxz e 2,
g(z)  for x € 012 (4.3.38)
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Proof: We write u(x,t) = u'(z,t) + u*(z,t), where u' and u? both solve the
heat equation, and u' has the correct initial values, i.e.,

u(z,0) = f(x) forz € £,
while 42 has the correct boundary values, i.e.,
u?(z,t) = g(x) forz € 9, t >0,
as well as
u'(z,t) =0 forx € 902, t >0,
u*(r,0) =0 forz € .
By Lemma 4.2.3, we have

lim u'(z,t) = 0.
t—00

Thus, the initial values f are irrelevant, and we may assume without loss of
generality that f =0, i.e., u = u?.

One easily sees that ¢(z,y,t) > 0 for z,y € {2, because g(z,y,t) = 0
for all x € 9£2, and by (iii) of Definition 4.3.1, ¢(x,y,t) > 0 for x,y € 2
and sufficiently small £ > 0. Since g solves the heat equation, by the strong
maximum principle ¢ then is indeed positive in the interior of {2 for all £ > 0
(see Corollary 4.3.1).

Therefore, we always have

Jdq
< 0. ..
v, (z,y,t) <0 (4.3.39)

Since ¢(z,y,t) solves the heat equation with vanishing boundary values,
Lemma 4.2.3 also implies

lim ¢(z,y,t) = 0 uniformly in 2 x 2 (4.3.40)
t— o0

(utilizing the symmetry ¢(z,y,t) = q(y,x,t) from Corollary 4.3.1). We then
have for t5 > tq,

u(z, ta) —u(z,t1)| =

to 8(]
amz,tgzdozdt‘
| ootz taiots

to aq
< —
< max gl /tl /89 < a0, (x, z,t)) do(z)dt

to
=—maX|9|/ /Qﬂyq(azy,t)dydt
t1

12
——maxlgl [ [ aley.0)dy i
t1 2

= — max|g| /Q {a(e,y.t2) — ala,y,01)} dy

— 0 for t1,ty — oo by (4.3.40).
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Thus u(z,t) converges for ¢ — oo uniformly towards some limit function u(z)
that then also satisfies the boundary condition

u(z) = g(x) for x € 012

Theorem 4.3.2 also implies

/ /E)Q v, (z,2,t)g(z)do(z)dt.

We now consider the derivatives %u(ﬂc, t) =: v(x,t). Then v(x,t) is a solution
of the heat equation itself, namely with boundary values v(z,t) = 0 for
x € 012 by Lemma 4.3.5. By Lemma 4.2.3, v then converges uniformly to
0 on 2 for t — oo. Therefore, Au(z,t) converges uniformly to 0 in (2 for
t — oo, too. Thus, we must have

Au(z) = 0.
O

As a consequence of Theorem 4.3.4, we obtain a new proof for the solv-
ability of the Dirichlet problem for the Laplace equation on bounded domains
of class C?, i.e., a special case of Theorem 3.2.2 (together with Lemma 3.4.1):

Corollary 4.3.3: Let 2 C R? be a bounded domain of class C?, and let
g: 002 — R be continuous. Then the Dirichlet problem

Au(z) =0 forz € £2, (4.3.41)
u(z) = g(z) forx € 012, (4.3.42)
admits a solution that is unique by the mazimum principle. O

References for this Section are Chavel [3] and the sources given there.

4.4 Discrete Methods

Both for the heuristics and for numerical purposes, it can be useful to dis-
cretize the heat equation. For that purpose, we shall proceed as in Section 3.1
and also keep the notation of that section. In addition to the spatial variables,
we also need to discretize the time variable ¢; the corresponding step size will
be denoted by k. It will turn out to be best to choose k different from the
spatial grid size h.

The discretization of the heat equation

w(x, t) = Au(z, t) (4.4.1)

is now straightforward:
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% (uh7k(x,t + k) — uF(x, t)) Apu*(2,1) (4.4.2)

_ Bk (1 i—1 i i1 d
= QE {u (x,...,m , '+ h,x ,...,x,t)

s
Il
-

— PP (ml,...,xd,t) + uk (xl,...,mi—h,...wd,t) }

Thus, for discretizing the time derivative, we have selected a forward differ-
ence quotient. In order to simplify the notation, we shall mostly write u in
place of u*. Choosing

h? = 2dk, (4.4.3)

the term u(z,t) drops out, and (4.4.2) becomes

u(z, t+ k)=
d

%Z(u(xlv"'vxiJFh,u-,J?d,t)+u(:v1,...,xifh,...,zd,t)). (4.4.4)
i=1

This means that u(z, t+k) is the arithmetic mean of the values of u at the 2d
spatial neighbors of (z,t). From this observation, one sees that if the process
stabilizes as time grows, one obtains a solution of the discretized Laplace
equation asymptotically as in the continuous case.

It is possible to prove convergence results as in Section 3.1. Here, however,
we shall not carry this out. We wish to remark, however, that the process
can become unstable if h? < 2dk. The reader may try to find some examples.
This means that if one wishes h to be small so as to guarantee accuracy of
the approximation with respect to the spatial variables, then k£ has to be
extremely small to guarantee stability of the scheme. This makes the scheme
impractical for numerical use.

The mean value property of (4.4.4) also suggests the following semidiscrete
approximation of the heat equation: Let £2 C R? be a bounded domain. For
e > 0, we put {2 := {z € 2 : dist(x,02) > £}. Let a continuous function
g : 0f2 — R be given, with a continuous extension to 2\ {2, again denoted
by g. Finally, let initial values f : 2 — R be given. We put iteratively

a(xz,0) = f(x) for x € 02,
i(z,0) =0 for z € RY\ £2,

u(z,nk) = /B( )ﬂ(y, (n—1)k)dy forz € 2,n €N,

(%S d
and

u(z,nk) for z € (2,

e N.
g(z) for x € R4 \ £, "

a(x,nk) z{
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Thus, in the nth step, the value of the function at x € (2. is obtained as the
mean of the values of the preceding step of the ball B(x,¢). A solution that is
time independent then satisfies a mean value property and thus is harmonic
in 2. according to the remark after Corollary 1.2.5.

Summary
In the present chapter we have investigated the heat equation on a domain

2 eR?,

%u(m,t) — Au(z,t) =0 forz e 2,t>0.

We prescribed initial values
u(z,0) = f(z) forx e £,
and in the case that {2 has a boundary 02, also boundary values
u(y,t) = g(y,t) fory e 02,1 >0.
In particular, we studied the Euclidean fundamental solution

1 _lz—y|?

K(l‘7y’ t) = (47{'1‘;)% € 4t ?

and we obtained the solution of the initial value problem on R? by convolution

u(z,t) = y K(z,y,t)f(y)dy.
If 2 is a bounded domain of class C?, we established the existence of the
heat kernel ¢(z,vy,t), and we solved the initial boundary value problem by
the formula

u(x,t):/gq(x,y,t)f(y)dy—/o o ;i(x,z,t—T)g(z,T)do(z)dT.

In particular, u(x,t) is of class C* for x € §2, t > 0, because of the cor-
responding regularity properties of the kernel ¢(x,y,t). The solutions satisfy
a maximum principle saying that a maximum or minimum can be assumed
only on 2 x {0} or on 912 x [0,00) unless the solution is constant. Conse-
quently, solutions are unique. If the boundary values g(y) do not depend on ¢,
then u(z,t) converges for t — oo towards a solution of the Dirichlet problem
for the Laplace equation

Au(z) =0 in £2,
g(z) for xz € 912

£
&
[
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This yields a new existence proof for that problem, although requiring
stronger assumptions for the domain {2 when compared with the existence
proof of Chapter 3. The present proof, on the other hand, is more construc-
tive in the sense of giving an explicit prescription for how to reach a harmonic
state from some given state f.

Exercises

4.1

4.2

4.3

4.4

Let 2 C R? be bounded, 27 := §2 x (0,T). Let

. 92 d 9
L:: Z a”(fﬂ,t)m"_zbl(w?t)@
ij=1 i=1

be elliptic for all (z,t) € 27, and suppose
Ut S LU,

where u € C°({27) is twice continuously differentiable with respect to
x € 2 and once with respect to t € (0,T).
Show that

supu = sup u.
Qr 0% Q2r

Using the heat kernel A(z,y,t,0) = K(x,y,t), derive a representation

formula for solutions of the heat equation on 27 with a bounded 2 C R¢

and T < oo.

Show that for K as in Exercise 4.2,

K(z,0,s +1) = | K(z,y,t)K(y,0,s)dy
]Rd
(a) if s,t > 0;
(b) if 0 <t < —s.
Let X be the grid consisting of the points (x,t) with x = nh, t = mk,
n,m € Z, m > 0, and let v be the solution of the discrete heat equation

v(r,t+k)—v(x,t)  v(x+ht)—2v(x,t)+v(x—h,t)

k - h2 =0
with v(z,0) = f(z) € C°(R).
Show that for%:%,
=~ (m
h,mk) =2"" : — 27)h).
o) =23 (77) (=4 2000

Conclude from this that

sup [v] < sup |f].
b R
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4.5 Use the method of Section 4.3 to obtain a solution of the Poisson equation
on 2 C R4, a bounded domain of class C?, continuous boundary values
g : 002 — R, and continuous right-hand side ¢ : 2 — R, i.e., of

PN
=8
S
~—
I

p(x) for x € 02,
u(z) = g(z) for x € 912

(For the regularity issue, we need to refer to Section 10.1.)



5. The Wave Equation and Its Connections
with the Laplace and Heat Equations

5.1 The One-Dimensional Wave Equation

The wave equation is the PDE
2

wu(z,t) — Au(x,t) =0 forze 2CcR? te(0,00)ortecR. (51.1)

As with the heat equation, we consider ¢ as time and x as a spatial variable.
For illustration, we first consider the case where the spatial variable x is
one-dimensional. We then write the wave equation as

Ut (,1) — Upg(x,t) = 0. (5.1.2)
Let ¢,9 € C?(R). Then
u(z,t) = oz +t) + Yz —1t) (5.1.3)

obviously solves (5.1.2).

This simple fact already leads to the important observation that in con-
trast to the heat equation, solutions of the wave equation need not be more
regular for ¢ > 0 than they are at ¢ = 0. In particular, they are not necessarily
of class C°>°. We shall have more to say about that issue, but right now we
first wish to motivate (5.1.3):

o(z +t) solves

ot — ¢z =0, (5.1.4)
(xz —t) solves
Yy + 1y =0, (5.1.5)
and the wave operator
0? 0?
= 1.
ot2  0x? (5.1.6)

can be written as



114 5. The Wave Equation

L= <§t - ;;) (gt " i) , (5.1.7)
i.e., as the product of the two operators occurring in (5.1.4), (5.1.5). This

suggests the transformation of variables
E=z+t, n=x—t (5.1.8)

The wave equation (5.1.2) then becomes
wen(€7) =0, (5.0.9)

and for a solution, u¢ has to be independent of 7, i.e.,
ue = ¢'(§) (where “’ 7 denotes a derivative as usual),

and consequently,

w= / & (€) + (1) = (€) + (). (5.1.10)

Thus, (5.1.3) actually is the most general solution of the wave equation
(5.1.2).

Since this solution contains two arbitrary functions, we may prescribe two
data at t = 0, namely, initial values and initial derivatives, again in contrast
to the heat equation, where only initial values could be prescribed. From the
initial conditions

sy e
we obtain
g[,/(f))j%) - ;”((;) (5.1.12)
and thus
plr) = % %/ vy +
o % %/ . (5.1.13)

with some constant c. Hence we have the following theorem:
Theorem 5.1.1: The solution of the initial value problem
Ut (2, 1) — Ugg(x,t) =0 forx € R, t >0,
u(z,0) = f(z),
u(z,0) = g(x),
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s gien by

u(z,t) = p(ax +t) + Y(x —t)

1 1 ot (5.1.14)
— U0+ fe-0h+5 [ gy
x—t
(For u to be of class C?, we need to require f € C%, g € Ct.) O

The representation formula (5.1.14) emphasizes another difference be-
tween the wave and the heat equations. For the latter, we had found an
infinite propagation speed, in the sense that changing the initial values in
some local region affected the solution for arbitrary small ¢ > 0 in its en-
tire domain of definition. The solution u of the wave equation from formula
(5.1.14), however, is determined at (z,t) already by the values of f and ¢ in
the interval [z — ¢, x + t]. The value u(x,t) thus is not affected by the choice
of f and g outside that interval. Conversely, the initial values at the point
(y,0) on the x-axis influence the value of u(z,t) only in the cone

y—t<z<y-+t.

Since the rays bounding that region have slope 1, the propagation speed for
perturbations of the initial values for the wave equation thus is 1.

In order to compare the wave equation with the Laplace and the heat
equations, as in Section 4.1, we now consider some open 2 C R? and try to
solve the wave equation on

Rr=02x(0,T) (T>0)
by separating variables, i.e., writing the solution u of

ug(x,t) = Agu(z,t) on 7,

5.1.15
u(z,t) =0 for x € 012, ( )
as
u(z,t) = v(z)w(t) (5.1.16)
as in (4.1.2). This yields, as in Section 4.1,
wult) _ Av(z) (5.1.17)

wt) ()’

and since the left-hand side is a function of ¢, and the right-hand side one of
x, each of them is constant, and we obtain

Av(z) = —v(z), (5.1.18)
we () = —Aw(t), (5.1.19)
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for some constant A > 0.

As in Section 4.1, v is thus an eigenfunction of the Laplace operator on {2
with Dirichlet boundary conditions, to be studied in more detail in Section 8.5
below. From (5.1.19), since A > 0, w is then of the form

w(t) = acos VAL + Bsin VAL, (5.1.20)

As in Section 4.1, referring to the expansions demonstrated in Section 8.5,
we let 0 < A1 < Ao < A3... denote the sequence of Dirichlet eigenvalues of
A on (2, and vy, v9,... the corresponding orthonormal eigenfunctions, and
we represent a solution of our wave equation (5.1.15) as

u(zx,t) = Z (an cos \/Et—i—ﬁn sin \/Et) U (). (5.1.21)

neN

In particular, for ¢t = 0, we have

0) = anva(z), (5.1.22)

and so the coefficients o, are determined by the initial values u(z,0). Like-
wise,

0) = BuvAnvn(@), (5.1.23)

neN

and so the coefficients 3,, are determined by the initial derivatives u.(xz, 0) (the
convergence of the series in (5.1.23) is addressed in Theorem 8.5.1 below). So,
in contrast to the heat equation, for the wave equation we may supplement
the Dirichlet data on 0f2 by two additional data at ¢ = 0, namely, initial
values and initial time derivatives.

From the representation formula (5.1.21), we also see, again in contrast to
the heat equation, that solutions of the wave equation do not decay exponen-
tially in time, but rather that the modes oscillate like trigonometric functions.
In fact, there is a conservation principle here; namely, the so-called energy

d
E(t) := %/Q {ut(x,t)z + Zuxi(x,t)z} dz (5.1.24)

is given by

01=1 [ (S (oA i s V) )

n

i( ancos\fwrﬁnsmft) )2 dx

:52 (2 + 6%), (5.1.25)

n
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since

0 otherwise,

/o V(@) v (2)d = {1 for n = m,

and

Ed:/ O @) Ly = { A =
—~ Jo O "Ox; " 10 otherwise

(see Theorem 8.5.1). Equation (5.1.25) implies that E does not depend on ¢,
and we conclude that the energy for a solution u of (5.1.15), represented by
(5.1.21), is conserved in time. This issue will be taken up from a somewhat
different perspective in Section 5.3.

5.2 The Mean Value Method: Solving the Wave
Equation Through the Darboux Equation

Let v € C°(R?), 2 € R%, 7~ > 0. As in Section 1.2, we consider the spatial
mean

1
S(o.,1) = oy /0 o, V) (5.2.1)

For r > 0, we put S(v,x,—r) := S(v,z,7), and S(v,z,r) thus is an even
function of r € R. Since %S(U, z,7)|r=0 = 0, the extended function remains
sufficiently many times differentiable.

Theorem 5.2.1 (Darboux equation): For v € C%(R%),

0 d—120
(w * rar> S(v,3,7) = ApS(v,2,7). (5.2.2)
Proof: We have
1
Sv,x,r:—/ v(z + r&) do(§),
) =g [ vt g dot

and hence

0 1 4 v .
A7) = 2 /m_lizzl 00 (w+ r)E dof€)

1 0
= - _ d
dwdrd—l /c()B(x,r) ayv(y) O(y)a

where v is the exterior normal of B(z,r)

1
- Av(z)d
dwgrd=1 /B(m,r) v(z) dz

by the Gauss integral theorem.

(5.2.3)
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This implies

0? d—1 1
Y Av()ds + —
o 5S(v,z,7) = dwdrd /B(m’r) v(z)dz + Jogrd T
—-10 1
T r or S(v,z,r) + dwgrd—1 A

because

/ Av(y) do(y)
OB (z,r)

v(y) do(y),
OB(x,r)
(5.2.4)

A, / o(y) do(y) = As o — 20 + y) do(y)
OB (x,r) OB(xzq,r)

- / Ago(z — z0 + y) do(y)
9B(xo,r)

— [ Ay doty).
OB (z,r)

Equation (5.2.4) is equivalent to (5.2.2).

O

Corollary 5.2.1: Let u(x,t) be a solution of the initial value problem for the

wave equation

Utt(ﬂf, t) -
u(z,0) = f(z),
ur(z,0) = g(x).
We define the spatial mean
1

M(u,z, 7 t) :=

We then have
0? 0 d—10
wM(u,m,r,t) = (87"2 + o

Proof: By the first line of (5.2.4),

dogrd—T /83(z,r) u(y,t) do(y).

) M(u,z,rt).

A(z,t) =0 forxz e R t>0,

(5.2.5)

(5.2.6)

(5.2.7)

9> d-190 1
(arg +— 87’) M(’Ll,7 Z,T, t) - W / Ayu(yv t) dO(y)
OB(x,r)

r

_ 1 /
T dwgrd—1

82
@u(yv t) dO(y),

oB(x,r)

since u solves the wave equation, and this in turn equals

32

@M(u,x,r, t).
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For abbreviation, we put
w(r,t) := M(u,x,r,t). (5.2.8)
Thus w solves the differential equation

d—1
Wt = Wy + — Wy (529)
r

with initial data

w(r,0) = S(f,z,7),

wt(ra 0) = S(g,x,r). (5210)

If the space dimension d equals 3, for a solution u of (5.2.9), v := rw then
solves the one-dimensional wave equation

Vtt = Upp (5211)

with initial data

v(r,0) =rS(f,x,r),

5.2.12
(r.0) = rS(g. 7). 021
By Theorem 5.1.1, this implies
rM(u,z,r,t) = {( +0)S(frz,r 1)+ (r = 8)S(f,z,r — 1)}
%/ S(g,x, p)dp. (5.2.13)

Since S(f,x,r) and S(g,x,r) are even functions of r, we obtain

M(u,z,rt) = %{(t+r)5(f,x7r+t) —(t—=r)S(f,z,t —7)}
1 t+r

+ o pS(g,x, p)dp. (5.2.14)

t—r

We want to let r tend to 0 in this formula. By continuity of w,
M (u,z,0,t) = u(z,t), (5.2.15)
and we obtain
u(z,t) =tS(g,z,t) + %(tS(f,:c,t)). (5.2.16)
By our preceding considerations, every solution of class C? of the initial value

problem (5.2.5) for the wave equation must be represented in this way, and
we thus obtain the following result:
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Theorem 5.2.2: The unique solution of the initial value problem for the
wave equation in 3 space dimensions,

ug(z,t) — Au(z,t) =0 forxz € R®, t >0,

u(z,0) = f(z), (5.2.17)
ui(z,0) = g(x),

for given f € C3(R3), g € C*(R?), can be represented as

1 & i i
u(z,t) = e /6B(aa,t) (tg(y) + f(y) + ;fy Wy —= )) do(y). (5.2.18)

Proof: First of all, (5.2.16) yields

1 0 1
wet) =5 [ ol + g (m Lo f(y)dO(y)> - (5219

In order to carry out the differentiation in the integral, we need to transform
the mean value of f back to the unit sphere, i.e.,

1

A7t JoB(at)

f(y)do(y) = i /I - fz +tz)do(2).

The Darboux equation implies that « from (5.2.19) solves the wave equation,
and the correct initial data result from the relations

S(w,x,0) = w(zx), gS(w,xm)\T:o =0
r

satisfied by every continuous w. a

An important observation resulting from (5.2.18) is that for space dimen-
sions 3 (and higher), a solution of the wave equation can be less regular
than its initial values. Namely, if u(x,0) € C*, u;(x,0) € C*~1 this implies
u(z,t) € CF~1 w(z,t) € C*=2 for positive t.

Moreover, as in the case d = 1, we may determine the regions of influence
of the initial data. It is quite remarkable that the value of u at (z,t) depends
on the initial data only on the sphere OB(x,t), but not on the data in the
interior of the ball B(x,t). This is the so-called Huygens principle. This prin-
ciple, however, holds only in odd dimensions greater than 1, but not in even
dimensions. We want to explain this for the case d = 2. Obviously, a solution
of the wave equation for d = 2 can be considered as a solution for d = 3 that
happens to be independent of the third spatial coordinate 3.

We thus put 2 = 0 in (5.2.19) and integrate on the sphere OB(x,t) =
{y e R3: (yt —21)2 + (y? — 22)? + (y*)? = t?} with surface element

t
do(y) = mdyldyQ.
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Since the points (y!, 4% y3) and (y!,y?, —y>) yield the same contributions,
we obtain

1
U(l‘l,JTZ,t) — 7/ g(y) dy
27 ) B(a.t) [12 — |z — y|2
0

1
+ — 7/ Ly)dy ,
315 271' B(a:,t) /t2 _ |.Z‘ _ y|2

where = (2',22), y = (y',%?), and the ball B(z,t) now is the two-
dimensional one.

The values of u at (z,t) now depend on the values on the whole disk
B(x,t) and not only on its boundary dB(x,t).

A reference for Sections 5.1 and 5.2 is F. John [9].

5.3 The Energy Inequality and the Relation with the
Heat Equation

Let u be a solution of the wave equation
uy(z,t) — Au(z,t) =0 for z € RY, ¢ > 0. (5.3.1)

We define the energy norm of u as follows:

d
E(t) = %/Rd {ut(ac,t)2 + Zuw (a:,t)2} dx. (5.3.2)

‘We have

d
dE
% = /]Rd {ututt —+ Zuxzumzt} dm

i=1

= /}Rd {Ut(utt — Au) + Z (Uitgi) i } dx

=0

(5.3.3)

if u(z,t) = 0 for sufficiently large |x| (where that may depend on ¢, so that this
computation may be applied to solutions of (5.3.1) with compactly supported
initial values).

In this manner, it is easy to show the following result about the region of
dependency of a solution of (5.3.1), partially generalizing the corresponding
results of Section 5.2 to arbitrary dimensions:



122 5. The Wave Equation

Theorem 5.3.1: Let u be a solution of (5.3.1) with

u(z,0) = f(z), w(x,0)=0, (5.3.4)

and let K := supp f (:: {z eRY: f(z) # 0}) be compact. Then

u(z,t) =0 for dist(x, K) > t. (5.3.5)

Proof: We show that f(y) =0 for all y € B(x,T) implies u(x,T) > 0, which
is equivalent to our assertion. We put

d
T - L 2 2
E(t) := 5 /B s {ut + ;uyl}dy (5.3.6)

and obtain as in (5.3.3) (cf. (1.1.1))
dE 1
g i Ly — = 2 2 1y
dt /B(I’Tt){utu” + Z“y Uy t} Y3 /i)B(x,Tt) {ut + Zuy } o(y)
ou 1/, 5
= a5 i d .
/aB(m’Tt) {ut v 2 (ut T Zuy )} o(y)

By the Schwarz inequality, the integrand is nonpositive, and we conclude that

@SO for t > 0.
dt

Since by assumption E(0) = 0 and E is nonnegative, necessarily

E(t)=0 forallt<T,

and hence
u(y,t) =0 for |z —y| <T—t,
so that
u(z,T)=0
as desired. O

Theorem 5.3.2: As in Theorem 5.5.1, let u be a solution of the wave equa-
tion with initial values

u(x,0) = f(z) with compact support

and
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us(x,0) = 0.

Then
52

v(z,t) == /OO ¢ (z,s)ds

U
—oo VATL

yields a solution of the heatl equation
vz, t) — Av(z,t) =0 forx € REE>0
with initial values
v(x,0) = f(x).

Proof: That u solves the heat equation is seen by differentiating under the
integral

9 9 (e
av(m,t) —[m g (\/ﬁ) u(zx, s)ds

R P

= — | —— | u(z,s)ds

oo 082 47t
(since the kernel solves the heat equation)
o e—% 82

:/ \/ﬁ@u(x,s)ds

2

[ At
= ——Ayu(z, s)ds
oo VATt

(since u solves the wave equation)

= Av(z,t),
where we omit the detailed justification of interchanging differentiation and
integration here. Then v(x,0) = u(x,0) = f(x) follows as in Section 4.1. O
Summary

In the present chapter we have studied the wave equation

2
—u(x,t) — Au(z,t) =0 forz € R% t>0

with initial data
u(z,0) = f(x),

0
7@, 0) = g(2).
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In contrast to the heat equation, there is no gain of regularity compared
to the initial data, and in fact, for d > 1, there may even occur a loss of
regularity.

As was the case with the Laplace equation, mean value constructions are
important for the wave equation, and they permit us to reduce the wave
equation for d > 1 to the Darboux equation for the mean values, which is
hyperbolic as well but involves only one spatial coordinate.

The propagation speed for the wave equation is finite, in contrast to the
heat equation. The effect of perturbations sets in sharply, and in odd dimen-
sions greater than 1, it also terminates sharply (Huygens principle).

The energy

Bt) = /R (juelar, ) +1Vu(e, 1)) d

is constant in time.
By a certain time averaging, a solution of the wave equation yields a
solution of the heat equation.

Exercises
5.1 We consider the wave equation in one space dimension,
Upp — Uge =0 for 0 < ax < m,t >0,

with initial data
(o] oo
u(x,0) = Z apsinnx,  u(x,0) = Z Bp sinnx
n=1 n=1

and boundary values
u(0,t) = u(m,t) =0 forallt>0.

Represent the solution as a Fourier series
o
u(x,t) = Z Y (t) sin na:
n=1

and compute the coefficients 7, (t).
5.2 Consider the equation

us + cuy, =0

for some function w(z,t), x,t € R, where ¢ is constant. Show that w is
constant along any line
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x —ct = const = ¢,
and thus the general solution of this equation is given as

u(z,t) = f(§) = [z —ct)

where the initial values are u(z,0) = f(z). Does this differential equation
satisfy the Huygens principle?

We consider the general quasilinear PDE for a function u(x,y) of two
variables,

AUy + 20Uy + CUyy = d,

where a, b, ¢, d are allowed to depend on x,y,u, us, and u,. We consider
the curve v(s) = (¢(s),1(s)) in the zy-plane, where we wish to prescribe
the function u and its first derivatives:

u= f(s), uz = g(s), uy = h(s) for x = (s),y=1v(s).

Show that for this to be possible, we need the relation

f'(s) = g(s)¢'(s) + h(s)d' (s).

For the values of uzy, Uzy, Uy, along 7, compute the equations

QD/umc + d/uzy = g,v
go’umy + ¢'uyy =h.

Conclude that the values of ugg, sy, and u,, along v are uniquely de-
termined by the differential equations and the data f, g, h (satisfying the
above compatibility conditions), unless

ay’” — 200" + ' =0

along . If this latter equation holds, v is called a characteristic curve for
the solution u of our PDE aug, + 2bug, + cuyy = d. (Since a, b, ¢, d may
depend on u and ug,uy, in general it depends not only on the equation,
but also on the solution, which curves are characteristic.) How is this
existence of characteristic curves related to the classification into elliptic,
hyperbolic, and parabolic PDEs discussed in the introduction? What are
the characteristic curves of the wave equation uy — g, = 07
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6. The Heat Equation, Semigroups, and
Brownian Motion

6.1 Semigroups

We first want to reinterpret some of our results about the heat equation. For
that purpose, we again consider the heat kernel of R?, which we now denote

by p(z,y,t),

1 _lz—y|?

e O (6.1.1)

p(z,y,t) =
For a continuous and bounded function f : RY — R, by Lemma 4.2.1

uwt) = [ o))y (612)
then solves the heat equation
Au(z,t) — ug(z,t) = 0. (6.1.3)

For ¢ > 0, and letting Cy denote the class of bounded continuous functions,
we define the operator

P, : CY(RY) — CY(RY)

via
(P f)(z) = u(x, t), (6.1.4)
with u from (6.1.2). By Lemma 4.2.2
Pof =lm P f=f; (6.1.5)

i.e., Py is the identity operator. The crucial point is that we have for any
t1,t2 > 0,

Pt1+t2 :Pt2 OPtl- (616)

Written out, this means that for all f € C2(R?),
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|z —y|?

/ %6_4(”“2) fly)dy
R4 (47‘( (tl + t2))§

1 _le—z? 1 _l=—w?
:/ e i / ze i f(y)dydz. (6.1.7)
R R 2

(47ty)2 (4tq)
This follows from the formula
1 _ lz—y|? 1 1 _ 2=z _z—yl?
—e A(ty +ty) — - ~ e ity ¢ aty dZ,
(471- (tl + tz))5 (47Tt2)§ (47Tt1)§ Rd

(6.1.8)

which can be verified by direct computation (cf. also Exercise 4.3).

There exists, however, a deeper and more abstract reason for (6.1.6):
Py, 44, f(x) is the solution at time ¢ + to of the heat equation with initial
values f. At time ¢1, this solution has the value P, f(x). On the other hand,
P,, (P, f)(x) is the solution at time 5 of the heat equation with initial values
P, f. Since by Theorem 4.1.2, the solution of the heat equation is unique
within the class of bounded functions, and the heat equation is invariant
under time translations, it must lead to the same result starting at time 0
with initial values P, f and considering the solution at time ¢o, or starting
at time ¢; with value P;, f and considering the solution at time t; + t2, since
the time difference is the same in both cases. This reasoning is also valid
for the initial value problem because solutions here are unique as well, by
Corollary 4.1.1. We have the following result:

Theorem 6.1.1: Let 2 C R? be bounded and of class C?, and let g : 082 —
R be continuous. For any f € Cp(£2), we let

Pggif(x)
be the solution of the initial value problem
Au—u; =0 in £2 x (0,00),
u(xz,t) = glx) for x € 012, (6.1.9)
u(z,0) = f(x) forxz e 0.
We then have

Pogof = tli\rr(l) Pogif =f forall f € C°(9), (6.1.10)
P.Q,g,t1+t2 = P_Q,g7t2 o P_Q7g7t1. (6111)
O

Corollary 6.1.1: Under the assumptions of Theorem 6.1.1, we have for all
to > 0 and for all f € CP(12),

P.Q,g,tof = tliir?o P(Z,g,tf~
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We wish to cover the phenomenon just exhibited by a general definition:

Definition 6.1.1: Let B be a Banach space, and fort >0, let Ty : B — B
be continuous linear operators with

(i) To = 1d;
(1t) Ty, 4t, = Tt, 0 Ty, for all ty,ty > 0;
(iii) limy_y,, Tyv = Ty, v for all tg >0 and all v € B.

Then the family {T}}i>o0 is called a continuous semigroup (of operators).

A different and simpler example of a semigroup is the following: Let B be
the Banach space of bounded, uniformly continuous functions on [0, o). For
t >0, we put

T f(x) = f(z +1). (6.1.12)

Then all conditions of Definition 6.1.1 are satisfied. Both semigroups (for
the heat semigroup, this follows from the maximum principle) satisfy the
following definition:

Definition 6.1.2: A continuous semigroup {T}}¢>0 of continuous linear op-
erators of a Banach space B with norm || - || is called contracting if for all
veBandallt >0,

[Tivll < o]l - (6.1.13)

(Here, continuity of the semigroup means continuous dependence of the op-
erators Ty on't.)

6.2 Infinitesimal Generators of Semigroups

If the initial values f(z) = u(z,0) of a solution u of the heat equation
up(x,t) — Au(z,t) =0 (6.2.1)
are of class C?, we expect that

oz, t) —u(x,0) B B
%1\1}(1) — = ug(x,0) = Au(z,0) = Af(x), (6.2.2)

or with the notation
U(.’E,t) = Ptf(u)

of the previous section,

o1
lim (P —1d)f = Af. (6.2.3)

We want to discuss this in more abstract terms and verify the following
definition:
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Definition 6.2.1: Let {T}},>¢ be a continuous semigroup on a Banach space
B. We put

D(A) = {v €B: %%%(Tt —Id)v exists} CB (6.2.4)

and call the linear operator
A:D(A) — B,

defined as
1
Av = 1}{‘% ;(Tt —Id)v, (6.2.5)

the infinitesimal generator of the semigroup {T}}.

Then D(A) is nonempty, since it contains 0.

Lemma 6.2.1: For allv € D(A) and all t > 0, we have
TtA’U = ATt’U. (626)
Thus A commutes with all the T;.

Proof: For v € D(A), we have

1
TtA’U = Tt 71_1{‘1}) ;(TT — Id)’U

1
= lim —(T3T, — T;)v (since T} is continuous and linear)
T™NO0 T

1
= li{% —(T,T; — T;)v (by the semigroup property)
T T

1
= lim = (T, — Id)T,
T%T( )tU

= ATv.
O

In particular, if v € D(A), then so is Tyv. In that sense, there is no loss of
regularity of Tiv when compared with v (= Tyv).
In the sequel, we shall employ the notation

J\v = / Ae MTwds for A >0 (6.2.7)
0
for a contracting semigroup {7;}. The integral here is a Riemann integral

for functions with values in some Banach space. The standard definition of
the Riemann integral as a limit of step functions easily generalizes to the
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Banach-space-valued case. The convergence of the improper integral follows
from the estimate

lim

M
e M Tds
K,M—oo

M
< lim / e || Tyw|| ds
K K,M—oo J§e

M
< lim ||v||/ e Mds
K,M— o0 K

:07

which holds because of the contraction property and the completeness of B.
Since

oo oo d
/ e Mds = / —— (e™)ds =1, (6.2.8)
0 0 ds

Jyv is a weighted mean of the semigroup {T;} applied to v. Since
o0
el < [ Ae 2ol ds
0

<|lol / Ne2ods (6.2.9)

by the contraction property
<|oll

by (6.2.8), Jy : B — B is a bounded linear operator with norm ||J,|| < 1.
Lemma 6.2.2: For all v € B, we have

lim Jyv =w. (6.2.10)

A—00
Proof: By (6.2.8),
Jyv—v= / e (Tyv — v)ds.
0

For § > 0, let

s
I = ‘ / e (Tyw — v)ds .
0

2._
) I}\.—‘

/ e (Tyw — v)ds
s

Now let € > 0 be given. Since Tsv is continuous in s, there exists § > 0 such
that

||Tsva||<§ for0<s<$§

and thus also
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5

€ s 3

Iigi/o e )“ds<§
by (6.2.8). For each ¢ > 0, there also exists Ay € R such that for all A > ),
B2 [ e (Tl + ol ds
5
< 2||v]] / Ae~*ds (by the contraction property)
5

<

DN ™

This easily implies (6.2.10). O

Theorem 6.2.1: Let {T}},>0 be a contracting semigroup with infinitesimal
generator A. Then D(A) is dense in B.

Proof: We shall show that for all A > 0 and all v € B,
Jyv € D(A). (6.2.11)
Since by Lemma 6.2.2,
{Jav:A>0,v e B}

is dense in B, this will imply the assertion. We have
1 1 >~ —As 1 > —As
(T —1d)Jyv = - Ae VT vds — — e Y Tovds
t t Jo t Jo
since T} is continuous and linear
1 [ 1 [
= f/ AeMe M T vdo — = / e MTovds

tJ tJo

At 1 e} 1 t
= / Ae T vdo — f/ e T ds
t t t Jo

e)\t -1 t 1 t
= <J>\v/ Ae M v da) — 7/ e MT.vds.
t 0 tJo

The last term, the integral being continuous in s, for ¢ — 0 tends to

—ATov = —MAv, while the first term in the last line tends to AJyv. This
implies

Al =X(Jx—1Id)v forallve B, (6.2.12)
which in turn implies (6.2.11). O

For a contracting semigroup {7} };>0, we now define operators
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DT, : D(DtTt)(C B) — B
by

1
DtTt'U = lim — (n—i—h - Tt) v, (6213)
h—0 h

where D(D;T}) is the subspace of B where this limit exists.
Lemma 6.2.3: v € D(A) implies v € D(D;T}), and we have
DiTyv = ATyw =T, Av - fort > 0. (6.2.14)

Proof: The second equation has already established shown in Lemma 6.2.1.
We thus have for v € D(A),

}111{% % (Tyyn, — Ty) v = ATyw = Ty Av. (6.2.15)
Equation (6.2.15) means that the right derivative of Tiv with respect to ¢
exists for all v € D(A) and is continuous in ¢. By a well-known calculus
lemma, this then implies that the left derivative exists as well and coincides
with the right one, implying differentiability and (6.2.14). (The proof of the
calculus lemma goes as follows: Let f : [0,00) — B be continuous, and
suppose that for all ¢ > 0, the right derivative d* f(¢) := limp\ %(f(t +
h) — f(t)) exists and is continuous. The continuity of d*f implies that on
every interval [0, 7] this limit relation even holds uniformly in ¢. In order to
conclude that f is differentiable with derivative d* f, one argues that

i | £ (70 - 7 - m) - d*f(t)H

< i [ = 1) -40) = 10 ) = a2 - )|
+ lim | f(t—h)—d*f(t)]|
—0.)
O

Theorem 6.2.2: For A > 0, the operator (A\Id —A) : D(A) — B is invertible
(A being the infinitesimal generator of a contracting semigroup), and we have

(A d—A)"' = R(\, A) = %JA, (6.2.16)

i.e.,

(AId—A)"'v = R(\, A)w = / e T, ds. (6.2.17)
0
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Proof: In order that (AId—A) be invertible, we need to show first that
(AId —A) is injective. So, we need to exclude that there exists vg € D(A),
vg # 0, with

Avg = Avg. (6.2.18)
For such a vy, we would have by (6.2.14)
D, Tyvg = Ty Avg = Ny, (6.2.19)
and hence
Tyvo = . (6.2.20)
Since A > 0, for vy # 0 this would violate the contraction property
[Tevoll < lvoll

however. Therefore, (AId —A) is invertible for A > 0. In order to obtain
(6.2.16), we start with (6.2.12), i.e.,

AJ)\’U = /\(J)\ - Id)’l},
and get
(AId—A)Jyv = M. (6.2.21)

Therefore, (A Id —A) maps the image of Jy bijectively onto B. Since this
image is dense in D(A) by (6.2.11), and since (AId —A) is injective, (AId —A)
then also has to map D(A) bijectively onto B. Thus, D(A) has to coincide
with the image of Jy, and (6.2.21) then implies (6.2.16). O

Lemma 6.2.4 (resolvent equation): Under the assumptions of Theorem
6.2.2, we have for A\, u > 0,

R\ A)— R(p, A) = (u— N)R(X, A)R(u, A). (6.2.22)
Proof:
RN A) =R\ A)(uId—A)R(u, A)
=R\ A)((p—=AN)Id+(ATd—A))R(u, A)

= (n =N RA A)R(u, A) + R(p, A).

O

We now want to compute the infinitesimal generators of the two examples
we have considered with the help of the preceding formalism. We begin with
the translation semigroup: B here is the Banach space of bounded, uniformly
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continuous functions on [0, oo, and T3 f () = f(x+1t) for f € B, x,t > 0. We
then have

(Inf)(z) = /OO Ae M f(x+ s)ds = /OO Ae A7) £(5)ds, (6.2.23)
O €T
and hence

d

(@) = “Af(@) + A ) @) (6.2.24)

By (6.2.12), the infinitesimal generator satisfies

AT (@) = Aaf — f)(@), (6.2.25)
and consequently
Adrf = %J,\f. (6.2.26)

At the end of the proof of Theorem 6.2.2, we have seen that the image of Jy
coincides with D(A), and we thus have

Ag = %g for all g € D(A). (6.2.27)

We now intend to show that D(A) contains precisely those g € B for which
%g belongs to B as well. For such a g, we define f € B by

o)~ rglw) = A1 (@), (6228)

By (6.2.24), we then also have

%(J;j)(x) — A f(z) = —Af(2). (6.2.29)
Thus
p(x) = g(x) — Irf(x)
satisfics
%cp(x) = o), (6.2.30)

whence ¢(r) = ce®, and since ¢ € B, necessarily ¢ = 0, and so g = J) f.

We thus have verified that the infinitesimal generator A is given by
(6.2.27), with the domain of definition D(A) containing precisely those g € B

for which d%g € B as well.
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We now want to study the heat semigroup according to the same pattern.
Let B be the Banach space of bounded, uniformly continuous functions on
R4, and

P, f(x) = Wlt)g/e_ et fly)dy fort>0. (6.2.31)

‘We now have

_lz—yl® y\
Irnf(x /Rd/ o % dtf(y)dy (6.2.32)

We compute

AJ / / Age =t
M Rd (4rt) g
7)\,5 Sleyi?
dt
/]Rd/ ot < 47rt)% ) Jw)dy

_ 7)\t _lz—yl® y\
=-A(z )+>\fo x).

It follows as before that

dtf(y)dy

AJyf = AJrf, (6.2.33)
and thus
Ag = Ag forall g€ D(A). (6.2.34)

We now want to show that this time, D(A) contains all those g € B for which
Ag is contained in B as well. For such a g, we define f € B by

Ag(z) — Ag(x) = =Af(x) (6.2.35)
and compare this with
Adxf(z) = A f(z) = =Af(2). (6.2.36)
Thus ¢ := g — Jy f is bounded and satisfies
Ap—Adp=0 for A>0. (6.2.37)
The next lemma will imply ¢ = 0, whence g = J f as desired:
Lemma 6.2.5: Let A > 0. There does not exist p % 0 with
Ap(z) = Mp(x)  for all z € RY. (6.2.38)
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Proof: For a solution of (6.2.38), we compute

%% -7@@
= 2|Vo> +2)\p> by (6.2.38). (6.2.39)

Ap? = 2|Vo|? + 20A¢ <With Vo = < 0 . 0 )>

Let 29 € RY. We choose C?-functions ng for R > 1 with

0<nr(z) <1 forall zeR? (6.2.40)

nr(x) =0 for |z —x9| > R+ 1, (6.2.41)

nr(x) =1 for |z — x| <R, (6.2.42)

|Vngr(z)| 4+ |Ang(z)| < ¢y with a constant ¢y that does (6.2.43)

not depend on x and R.

‘We compute

A (nje?) = npAG” + 0* A + 8nre ViR - Voo
> 2% [Vol” + 2250 + (Ay) 0 — 20, [Veo|* = 8|Vir|* ¢
by (6.2.39) and the Schwarz inequality

= 20n%e% + (AW%: -8 |VnR|2) ©>. (6.2.44)

Together with (6.2.40)—(6.2.43), this implies

0= / A (npe®) > 2/\/ ©® — cl/ ©°,
B(zo,R+1) B(zo,R) B(xzo,R+1)\B(zo,R)

(6.2.45)

where the constant ¢; does not depend on R.

By assumption, ¢ is bounded, so
W’ <K. (6.2.46)
Thus (6.2.45) implies

K

/ o? < 22 Rt (6.2.47)
B(zo,R) A

where the constant ¢ again is independent of R. Equation (6.2.39) implies
that ¢ is subharmonic. The mean value inequality (cf. Theorem 6.2.2) thus
implies

1 co KK
2 < 22 by (6.2.47 0 for R )
Pl < o [ S G 0r(0247) 50 for R oo

(6.2.48)

Thus, ¢(x) = 0. Since this holds for all o € R%, ¢ has to vanish identically.
O
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Lemma 6.2.6: Let B be a Banach space, L : B — B a continuous linear
operator with ||L|| < 1. Then for every t > 0 and each x € B, the series

=1
exp(tL)z := Z o
v=0 "

(tL)"x

converges and defines a continuous semigroup with infinitesimal generator L.

Proof: Because of ||L|| < 1, we also have

|L"| <1 forallneN. (6.2.49)
Thus
n 1 , n 1 , , n t”
D ieny el < 3 eIl < el 3 4 (6.2.50)

By the Cauchy property of the real-valued exponential series, the last ex-
pression becomes arbitrarily small for sufficiently large m,n, and thus our
Banach-space-valued exponential series satisfies the Cauchy property as well,
and therefore it converges, since B is complete. The limit exp(¢L) is bounded,
because by (6.2.50)

n

3 %(tL)”sc

v=0

<e ||

and thus also
lexp(tL)z| < e ||x||. (6.2.51)

As for the real exponential series, we have

(o) (o) oo
(t+s)” t ©
> L= ZmL“ ZEL x, (6.2.52)
v=0 n=0 o=0
ie.,
exp((t + s)L) = exptL o exp sL, (6.2.53)

whence the semigroup property. Furthermore ,

1 > hv—1 . > hv—1
Hh(exp(hL)—Id)a:—Lx S; o | L ngHxH; o

Since the last expression tends to 0 as b — 0, h is the infinitesimal generator
of the semigroup {exp(tL)}i>0. O
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In the same manner as (6.2.53), one proves (cf. (6.2.52)) the following lemma:

Lemma 6.2.7: Let L, M : B — B be continuous linear operators satisfying
the assumptions of Lemma 6.2.6, and suppose

LM = ML. (6.2.54)

Then
exp(t(M + L)) = exp(tM) o exp(tL). (6.2.55)
O

Theorem 6.2.3 (Hille—Yosida): Let A : D(A) — B be a linear operator
whose domain of definition D(A) is dense in the Banach space B. Suppose
that the resolvent R(n, A) = (n1d —A)~! exists for alln € N, and that

—1
\ (Id_u.>
n

Then A generates a unique contracting semigroup.

<1 forallneN. (6.2.56)

Proof: As before, we put

-1
1
Ip 1= (Id_nA> for n € N (cf. Theorem 6.2.2).

The proof will consist of several steps:

(1) We claim

lim J,x=a forall ze€ B, (6.2.57)
n—oo

and
Jnx € D(A) for all x € B. (6.2.58)

Namely, for z € D(A), we first have
Adpzr = JyAx = Jp (A —nld)z + ndpz = n(J, —1d)z, (6.2.59)
and since by assumption ||J, Az|| < ||Az||, it follows that
an—x:%JnAx%O for n — oo.

As D(A) is dense in B and the operators .J,, are equicontinuous by our
assumptions, (6.2.57) follows. (6.2.59) then also implies (6.2.58).
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By Lemma 6.2.6, the semigroup

{exp(sJn)}s>0

exists, because of (6.2.56). Putting s = tn, we obtain the semigroup

{exp(tndy,)}i>0

and likewise the semigroup
T\ = exp(tAJ,) = exp(tn(J, — Id)) (t > 0)
(cf. (6.2.59)). By Lemma 6.2.7, we then have
Tt(n) = exp(—tn) exp(tnJ,). (6.2.60)

Since by (6.2.56)

llexp(tndy)z|| <

Jyx| < exp(nt) ||z,

it follows that

HT}”) <1, (6.2.61)

and thus in particular, the operators are equicontinuous in ¢ > 0 and
n € N.
For all m,n € N, we have

Since by (6.2.60), .J,, commutes with Tt(n), then also .J,,, commutes with
Tt(n) for all n,m € N, t > 0. By Lemmas 6.2.3, 6.2.6, we have for x € B,

DT\ = AT, T2 = T™ AJ,a; (6.2.63)

hence

S

t
D, (Tt@”)TSF%) ds
0

i1 -
¢ 2.64

:‘ / T T™ (AJ, — Ady) a ds (6:2.64)
0

< t|(An = Ad)2]|

with (6.2.61). For € D(A), we have by (6.2.59)

(Ady — AJp) & = (Jy — Jp) Az, (6.2.65)
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Equations (6.2.64), (6.2.65), (6.2.57) imply that for z € D(A),

(Tt(")x> neN

is a Cauchy sequence, and the Cauchy property holds uniformly on 0 <

t < tg, for any tq. Since the operators Tt(n) are equicontinuous by (6.2.61),

and D(A) is dense in B by assumption, then

(Tt(n) $> .

is even a Cauchy sequence for all x € B, again locally uniformly with
respect to t. Thus the limit

Tix := lim Tt(n)x
n—oo
exists locally uniformly in ¢, and T} is a continuous linear operator with
T3 <1 (6.2.66)

(cf. (6.2.61)).
We claim that (7});>0 is a semigroup. Namely, since {Tt(n)}tzo is a semi-
group for all n € N, using (6.2.61), we get

1Tt = TTal) < |Tipsw = T

’ + |l - Tt(")Tsa:H

7" T,z — T, T,z

|

S HTt_;,_SI - Tt(zZI

’—!— TMg — T

+ H (Té") - Tt) Tz,

and this tends to 0 for n — oc.

By (4) and (6.2.66), {1} }+>0 is a contracting semigroup. We now want to
show that A is the infinitesimal generator of this semigroup. Letting A
be the infinitesimal generator, we are thus claiming

A=A (6.2.67)
Let z € D(A). From (6.2.57) and (6.2.59), we easily obtain

Ty Az = lim T\ AJ,z, (6.2.68)

n—oo

again locally uniformly with respect to ¢t. Thus, for x € D(A),
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1 1 n
lim — (Tix — z) = lim — lim (Tt( Vo — x)
t\O t\O0 T n—oo

1 t
=lim = lim [ TWAJ,zds by (6.2.63)
tNO T n—oo [o

t

1
= lim — T, Az ds
t\0 t 0

= Az.
Thus, for # € D(A), we also have z € D(A), and Az = Az. All that

remains is to show that D(A) = D(A). By the proof of Theorem 6.2.2,
(nId —A) maps D(A) bijectively onto B. Since (nId —A) already maps
D(A) bijectively onto B, we must have D(A) = D(A) as desired.

(6) It remains to show the uniqueness of the semigroup {7} }:>¢ generated by

A. Let {T;}+>0 be another contracting semigroup generated by A. Since
A then commutes with T}, so do AJ, and Tt("). We thus obtain as in

(6.2.64) for x € D(A),
t
= Dy (Ti_ Tz ) ds
<[ o (7a)

= ‘ /t (—Tt,STS(") (A— AJn)x) ds|| .
0

HTt(n)x — Ty

Then (6.2.57) implies

Tix = lim Tt(n)
n—o0
for all z € D(A) and then as usual also for all # € B; hence T} = T;.
O

We now wish to show that the two examples that we have been considering
satisfy the assumptions of the Hille-Yosida theorem. Again, we start with the
translation semigroup and continue to employ the previous notation. We had
identified

_4a
C dx

as the infinitesimal generator, and we want to show that A satisfies condition
(6.2.56). Thus, assume

(6.2.69)

1d\ "
Id—=-— = 6.2.70
( ndm) f=9 ( )
and we have to show that

sup |g(z)| < sup |£(x) . (6.2.71)
x>0 x>0
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Equation (6.2.70) is equivalent to

f(a) = 9(e) — g'(@). (62.72)

We first consider the case where g assumes its supremum at some zq € [0, 00).
We then have

g (x9) <0 (=0, if g > 0).

From this,
Sgpg(w) = g(z0) < g(x0) — %9'(560) = f(xo) < sup f(x). (6.2.73)

If g does not assume its supremum, we can at least find a sequence (z,),en C
[0, 00) with

g(zy) — sgpg(m). (6.2.74)

We claim that for every £y > 0 there exists vy € N such that for all v > vy,
g (z,) < eo. (6.2.75)
Namely, if we had
g'(x,) > eo (6.2.76)

for some gg and almost all v, by the uniform continuity of ¢’ that follows
from (6.2.72) because f, g € B, there would also exist 6 > 0 such that

o
2
for all v with (6.2.76). Thus we would have

g (z) > if [z —x,| <4

€00

5
g(z, +6) = g(z,) +/O g (x, + t)dt > g(x,) + 5 (6.2.77)

On the other hand, by (6.2.74), we may assume

606
9(zv) 2 supg(x) — ==,
which in conjunction with (6.2.77) yields the contradiction

g(z, +9) > sup g(z).

Consequently, (6.2.75) must hold. As in (6.2.73), we now obtain for each e > 0
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S|m

supg(e) = Jim g(z,) < Jim (9(0,) ~ 2o/ +

V—00 V—00

= lim f(xy)—kiﬁsupf(a:)—ki.
v—00 n - n

The case of an infimum is treated analogously, and (6.2.70) follows.

We now want to carry out the corresponding analysis for the heat semi-
group, again using the notation already established. In this case, the infinites-
imal generator is the Laplace operator,

A=A (6.2.78)
We again consider the equation
1 -1
(Id _nA) f=g, (6.2.79)
or equivalently,
1
f(@) = g(z) — —Ag(z), (6.2.80)

and we again want to verify (6.2.56), i.e.,

sup [g(z)| < sup |f(2)]. (6.2.81)
TERY R4

Again, we first consider the case where g achieves its supremum at some
zo € R?. Then

Ag(zo) <0,

and consequently,
1
sup g(z) = g(xo) < g(wo) — ~Ag(wo) = f(zo) < sup f(2). (6.2.82)

If g does not assume its supremum, we select some o € R, and for every
n > 0, we consider the function

gn() = g(a) —nlz — ol
Since

lim g,(x) = —oo,
|z|—o00

gn assumes its supremum at some x,, € R?. Then

Ag?’](‘rn) S 07
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ie.,
Ag(ay) < 2dn.
For y € R?, we obtain
9(y) < glay) + 1y — wo|”

1 2d
< o) = 296e) + (2 4y - ol

Since n > 0 can be chosen arbitrarily small, we thus get for every y € R¢

9(y) < sup f(a),
zER

i.e., (6.2.81) if we treat the infimum analogously.

It is no longer so easy to verify directly that (6.2.80) is solvable with
respect to g for given f. By our previous considerations, however, we already
know that A generates a contracting semigroup, namely, the heat semigroup,
and the solvability of (6.2.80) therefore follows from Theorem 6.2.2. Of course,
we could have deduced (6.2.56) in the same way, since it is easy to see that
(6.2.56) is also necessary for generating a contracting semigroup. The direct
proof given here, however, was simple and instructive enough to be presented.

6.3 Brownian Motion

We consider a particle that moves around in some set S, for simplicity as-
sumed to be a measurable subset of R?, obeying the following rules: The
probability that the particle that is at the point z at time ¢ happens to be in
the set £ C S for s >t is denoted by P(t,z; s, E). In particular,

P(t7 '1:; 57 S) = 17

P(t,x;s,0) =0.
This probability should not depend on the positions of the particles at any
times less than ¢. Thus, the particle has no memory, or, as one also says,

the process has the Markov property. This means that for ¢ < 7 < s, the
Chapman-Kolmogorov equation

Pwm&QZ/Phw&DHMUw@ (6.3.1)
S
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holds. Here, P(t,z;7,y) has to be considered as a probability density, i.e.,
P(t,z;7,y) > 0 and fs P(t,x;7,y)dy = 1 for all z,t,7. We want to assume
that the process is homogeneous in time, meaning that P(t, z; s, E) depends
only on (s —t). We thus have

P(t,x;s, E) = P(0,z;s —t,FE) =: P(s —t,x, E),

and (6.3.1) becomes
Pit+r,2,F) = / P(r,y, E)P(t,z,y)dy. (6.3.2)
s
We express this property through the following definition:

Definition 6.3.1: Let B a o-additive set of subsets of S with S € B. For
t>0,z€8, and E € B, let P(t,x, E) be defined satisfying

(i) P(t,z,E) >0, P(t,z,S) = 1.
(i) P(t,x, E) is o-additive with respect to E € B for all t,x.
(iii) P(t,x, E) is B-measurable with respect to x for all t,E.
(w) P(t+7,2,E) = [ P(1,y, E)P(t,z,y)dy (Chapman-Kolmogorov equa-
tion) for all t,7 >0, z, E.

Then P(t,x, E) is called a Markov process on (S, B).

Let L>°(S) be the space of bounded functions on S. For f € L>(S), t > 0,
we put

@)@ = [ Pty rwiy (6:33)
The Chapman—Kolmogorov equation implies the semigroup property

Tt—&-s = Tt o Tg for t, s> 0. (634)

Since by (i), P(t,z,y) > 0 and
/SP(t,x,y)dy =1, (6.3.5)
it follows that
sup [Tif(z)] < sup |f(2)] (6.3.6)

i.e., the contraction property.

In order that T; map continuous functions to continuous functions and
that {T}}+>0 define a continuous semigroup, we need additional assumptions.
For simplicity, we consider only the case S = R%.
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Definition 6.3.2: The Markov process P(t,x, E) is called spatially homoge-
neous if for all translations i : R — R?,

P(t,i(z),i(E)) = P(t,z, E). (6.3.7)

A spatially homogeneous Markov process is called a Brownian motion if for
all 0> 0 and all x € RY,

1
lim ~ P(t,x,y)dy = 0. (6.3.8)
NO L Jjg—y|>0

Theorem 6.3.1: Let B be the Banach space of bounded and uniformly con-
tinuous functions on Re, equipped with the supremum norm. Let P(t,x, E)
be a Brownian motion. We put

(T f)(x): = /Rd P(t,z,y)f(y)dy fort >0,
Tof = 1.
Then {T}}i>0 constitutes a contracting semigroup on B.

Proof: As already explained, P(t,z, E) > 0, P(t,z,R?) = 1 implies the con-
traction property

sup |(Tif) ()| < sup |f(z)] forall f € B,t>0, (6.3.9)
zEeR? z€ER4

and the semigroup property follows from the Chapman-Kolmogorov equa-
tion. Let ¢ be a translation of Euclidean space. We put

if(x) := f(ix)

and obtain
T (@) = Toflin) = [ Pl f0)dy

= y P(t,iz,iy) f(iy)dy,

since d(iy) = dy for a translation,

= [ Pls s

Rd

since the process is spatially homogeneous,
= Ttlf($>7

i.e.,

iT, = Tyi. (6.3.10)
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For z,y € R%, we may find a translation i : R¢ — R? with
i =y.
We then have
(T ) (@) = (T f)W)| = (Tef) (@) = GTef) (@) = [Te(f —if ) ()]

Since f is uniformly continuous, this implies that T} f is uniformly continuous
as well; namely,

7 = i)l = | [ Pl 2)(7) = Fi2)z| < suplf:) = 7).

and if |z — y| < &, then also |z —iz| < § for all z € R? and ¢ may be chosen
such that this expression becomes smaller than any given € > 0. Note that
this estimate does not depend on t.

It remains to show continuity with respect to t. Let ¢t > s. For f € B, we
consider

Tif(x) = Tsf (2)| = [Trg(x) —g(x)|  for 7:=t—s,9:=Tf

=| [ Ptrsaiot) - g(x))dy'

because of P(t,z,y)dy =1
Rd

<

[ P o)~

+

/| PO o)y

<

/| _ PO o)y

+ 2 sup |f(2)] P(t,z,y)dy
z€R4 lz—y|>0

by (6.3.9). Since we have checked already that g = T f satisfies the same
continuity estimates as f, for given € > 0 we may choose g > 0 so small that
the first term on the right-hand side becomes smaller than /2. For that value
of o we may then choose 7 so small that the second term becomes smaller
than £/2 as well. Note that because of the spatial homogeneity, 7 can be
chosen independently of  and y. This shows that {T}},>¢ is a continuous
semigroup, and the proof of Theorem 6.3.1 is complete. O

An example of Brownian motion is given by the heat kernel
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1 _lz—y|?

P(t,xz,y) = a2 e” 4. (6.3.11)

We shall now see that this already is the typical case of a Brownian motion.

Theorem 6.3.2: Let P(t,z, E) be a Brownian motion that is invariant un-
der all isometries of Fuclidean space, i.e.,

P(t,i(x),i(E)) = P(t,z, E) (6.3.12)

for all Euclidean isometries i. Then the infinitesimal generator of the con-
tracting semigroup defined by this process is

A=cA, (6.3.13)

c = const > 0, A =Laplace operator, and this semigroup then coincides with
the heat semigroup up to reparametrization, according to the uniqueness result
of Theorem 6.2.3. More precisely, we have

P(t,z,y) =

. 2
e T (6.3.14)

Proof: (1) Let B again be the Banach space of bounded, uniformly contin-
uous functions on R?, equipped with the supremum norm. By Theo-
rem 6.3.1, our semigroup operates on B. By Theorem 6.2.1, the domain
of definition D(A) of the infinitesimal operator A is dense in B.

(2) We claim that D(A) N C*°(R?) is still dense in B. To verify that, as
in Section 2.1 we consider mollifications with a smooth kernel, i.e., for

f € D(A),

1 T — .
frlz) = =l 0 (|7‘y|> f(y)dy asin (1.2.6)
= [ oD@ = r2)az. (6:3.15)

Since we are assuming translation invariance, if the function f(x) is con-
tained in D(A), so is (i,.f)(z) = f(z —7z) for all 7 > 0, 2 € R? in D(A),
and the defining criterion, namely,

t—0 t

Jim = ( [ Pltay)fy=rs) - fa- rz)) 0,

holds uniformly in 7, z. Approximating the preceding integral by step
functions of the form )~ ¢, f(x —7z,) (where we have only finitely many
summands, since g has compact support), we see that since f does, f,. also
satisfies limy_0 1 ([ga P(t,2,y) fr(y) dy — fr(x)) = 0, hence is contained
in D(A). Since f, is contained in C*°(R?) for r > 0, and converges to f
uniformly as r — 0, the claim follows.
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(3) We claim that there exists a function ¢ € D(A) N C>®(RY) with

3k 3?90
OzJ Oxk

d
0) > (27)? forall z € RY. (6.3.16)
j=1

For that purpose, we select 1) € B with
0% 1 forj=k
——(0) = 24, Ok =
8x78xk( ) Ik ( Ix {O otherwise |’

and from (2), we find a sequence (f*)),en C D(A)NC>®(RY), converging
uniformly to ¢. Then

02 1 02 ly — x|
) (0
8x18xkf 0)= rd 8xj8xkg( T )
1 > ly — x|
- | 9rioLh® ( r )

1 ly — x| 0?
o p( r )8xj8mkw(y)dy

replacing the derivative with respect to = by one with
respect to y and integrating by parts
82
- ———9(0
OxI Oxk v(0)
= 20.

F () dy

=0

P(y)dy for v — oo

=0

forr — 0

We may thus put ¢ = fr('/) for suitable ¥ € N, > 0, in order to achieve
(6.3.16). By Euclidean invariance, for every zo € R%, there then exists a
function in D(A) N C*> (Rd), again denoted by ¢ for simplicity, with

(xj—xf))(wk—xg) >Z I —x)? for all z € RY

(6.3.17)
(4) Forall zp € R4, j =1,...,d,r > 0,1t >0,
/ (27 — 2P (t, 20, x)dx = 0, xo = (zg,...,28);  (6.3.18)
lz—xo|<r
namely, let
i: R — RY
be the Euclidean isometry defined by
(2 —al) = —(a) — ,
o —ah) = (7 i) 6519)
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(reflection across the hyperplane through xz( that is orthogonal to the jth
coordinate axis). We then have

/ (xj _ xé)P(t, 20, x)dr = / i(xj - mg)P(t,ixO,ix)d;v

|z—xzo|<r |z—zo|<r
=— / (27 — ) P(t, z0, x)dx
|z—zo|<r

because of (6.3.19) and the assumed invariance of P, and this indeed
implies (6.3.18).
Similarly, the invariance of P under rotations of R yields

/| ‘ (27 — x))2P(t, 20, x)dx = / | (z* — 28)2P(t, z0, ) dx
r—xo|<r r—xo|<r

for all zg € R%,r > 0,t > 0,5,k =1,...,d, (6.3.20)
and finally as in (6.3.18),

/ (27 — 2d) (2% — ab)P(t,x0,x)dz =0 for j £k, (6.3.21)
|zo—z|<r

ifzg €RY, r>0,t>0,j5ke{l,....d}.
Let ¢ € D(A) N C?(R%). We then obtain the existence of

Ap(ao) =lim + [ P(t,z0,2)(p(x) — p(r0))dz

t\O T R4
1
=lim — P(t,zg,x)(o(x) — ¢(x0))dx by (6.3.8)
NO L o —ag|<e
d
1 4 i Op
=lim - ) — x)) == (20)P(t, zo, x)dx
ot \m—mo|§s;( ) g (T0) Pt 0:2)
1 , ,
+ lim ~ = ol — ) (k- 2k
7 [ 32 e )
82
X Wgﬂ(ﬂﬁo + 7(x — x0))P(t, z0, x)dx

by Taylor expansion for some 7 € [0,1), as ¢ € C%(R%).

The first term on the right-hand side vanishes by (6.3.18). Thus, the
limit for ¢ N\, 0 of the second term exists, and it follows from (6.3.17) and
P(t,z9,x) > 0 that
1 , .
lim sup f/ Z(Jc] — 2})2P(t, 20, 7)dz < 00. (6.3.22)
™0 |z—zo|<e

By (6.3.8), this limit superior does not depend on € > 0, and neither does
the corresponding limit inferior.
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(6) Now let f € D(A) N C?(R%). As in (5), we obtain, by Taylor expanding
[ at zo,

1(Tt 0) — f(z0))
7 / 20))P(t, xo, x)dx
%/ zm — [(x0))P(t, xo, x)dx

1 R
1 /|$ rol<e > (@l - x{))%(ﬂ”o)])(t, zo, z)dx

+ 1/ 13 (@ — 2 - )= (o) P(t, 20, 2)de
t ), IO|<€2 e 0 07 923 Ok 0 » L0
1 . .
+ t/| | > (@ = w) (@b — 2f)oi; () P(t, xo, x)da
r—xo|<e ik

(where the notation suppresses the a-dependence of the remain-
der term o;;(¢), since this converges to 0 for ¢ — 0 uniformly
in 2, since f € C*(R%))

1

- Z /:1: I0\>6(f(x) B f(xO))P(t,:L'O’x)dx

1 ) ) 92
+ ; ‘/|37 wo|<e Z(ajj _ 37?))2 (8xjf)Q (.’L'())P(t,g;o’ x)dl‘

1 , ,
+ t/l < Z(aﬁj _ x%)(xk _ xlg)aij(e)P(t,xo,x)dx
r—xo € ],k

by (6.3.18), (6.3.21). (6.3.23)

By (6.3.8), the first term on the right-hand side tends to 0 as t — 0 for
every € > 0. Because of (6.3.22) and lim._,00;j(¢) = 0 (since f € C?), the
last term converges to 0 as € — 0 for every ¢ > 0. Since we have observed at
the end of (5), however, that in the second term on the right-hand side, limits

can be performed independently of ¢, for all € > 0, we obtain the existence
of

1 , L, O%f
i — J o nJ)2
}l\lrlr[l)t \w—xﬂﬁeZ(x {IJ()) (ax])

s (20) P(t, w0, x)dw = Af(20), (6.3.24)
by performing the limit ¢ — 0 on the right-hand side of (6.3.23).

The argument of (3) shows that for f € D(A),

82
(8:cjf)2 (o)
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may approximate arbitrary values, and so in particular, we infer the existence
of
1

lim — P 2P(t, zo, x)dx
lim |z7wo\§52( 0)"P(t,xo, )

independently of . By (6.3.20), for each j =1,...,d,

1 . .
lim = (z7 — x})?P(t, x0, x)dx
NO L o —ag|<e ’

exists and is independent of j and by translation invariance independent of
xo as well. We thus call this limit ¢. By (6.3.24), we then have

Af(xo) = cAf(xo).
The rest follows from Theorem 6.2.3. O

Remark: If we assume only spatial homogeneity, i.e., translation invariance,
but not invariance under reflections and rotations, the infinitesimal generator
still is a second-order differential operator; namely, it is of the form

d 92 f
Jk J
Z @ 817J8xk )+ Z b 8:17J
Jik=1
with
, 1 , ,
/" (z) = lim — (v —27)(y" — 2")P(t,z,y)dy,

™NO S jy—a|<e
and thus in particular,
aF =ak a7 >0 forall j,k,
and

J — lim = J_ \P
v (x) Jim > ‘y_mlgs(y 2?)P(t,,y)dy,

where the limits again are independent of € > 0. The proof can be carried
out with the same methods as employed for demonstrating Theorem 6.3.2.

A reference for the present chapter is Yosida [17].

Summary

The heat equation satisfies a Markov property in the sense that the solution
u(z,t) at time t1 + to with initial values u(x,0) = f(x) equals the solution at
time to with initial values u(z,t1). Putting
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(P f) () = ulz,t),

we thus have

(Pt1+t2f)(x) = Pt2(Pt1f)(x)7

i.e., P; satisfies the semigroup property
Pt1+t2 = Pt2 o Pt1 for tl,tQ 2 0.
Moreover, {P;};>0 is continuous on the space C” in the sense that

lim P, = P,
t{glo t to

for all ¢y > 0 (in particular, this also holds for ¢y = 0, with Py = Id).
Moreover, P; is contracting because of the maximum principle, i.e.,

1Pcfllco < Ifllo fort >0, feC

The infinitesimal generator of the semigroup P; is the Laplace generator, i.e.,

A = lim 1(Pt —1d).
tNO T

Upon these properties one may found an abstract theory of semigroups in

Banach spaces. The Hille-Yosida theorem says that a linear operator A :

D(A) — B whose domain of definition D(A) is dense in the Banach space B

and for which Id f%A is invertible for all n € N and

1
d-——A)"1 <1
H( N E

generates a unique contracting semigroup of operators
T,:B— B (t>0).

For a stochastic interpretation, one considers the probability density
P(t,z,y) that some particle that during the random walk happened to be
at the point = at a certain time can be found at y at a time that is larger by
the amount ¢. This constitutes a Markov process inasmuch as this probability
density depends only on the time difference, but not on the individual values
of the times involved. In particular, P(¢,z,y) does not depend on where the
particle had been before reaching 2 (random walk without memory). Such a
random walk on the set S satisfies the Chapman—Kolmogorov equation

P(tl +t2733,y) — / P(tl,l',Z)P(tQ,Z,y)dZ
S
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and thus constitutes a semigroup.
If such a process on R? is spatially homogeneous and satisfies

1

7/ P(t,iC,y)dyZO
t Jio—yl>p

for all p > 0 and x € R?, it is called a Brownian motion. One shows that
up to a scaling factor, such a Brownian motion has to be given by the heat
semigroup, i.e.,

1 le—y|?

P(t,z,y) = We

Exercises
6.1 Let f € C°(R?) be bounded, u(z,t) a solution of the heat equation

ug(z,t) = Au(x,t) for z € Rt >0,
u(z,0) = f(x).

Show that the derivatives of u satisfy
9 —~1/2
| =—u(z,t)| < const sup|f|-t7/°.
i

(Hint: Use the representation formula (4.2.3) from Section 4.2.)
6.2 As in Section 6.2, we consider a continuous semigroup

exp(tAd) : B— B (t > 0), B a Banach space.
Let By be another Banach space, and for ¢t > 0 suppose
exp(tAd) : By — B
is defined, and we have for 0 <t <1 and for all ¢ € By,
[lexp(tA)pllp < const t~||¢|lp, for some a < 1.
Finally, let
®:B— B

be Lipschitz continuous.
Show that for every f € B there exists T' > 0 with the property that the
evolution equation

ov

i Av + P(v(t)) for t >0,

v(0) = f,
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6.3

6.4

6. The Heat Equation, Semigroups, and Brownian Motion

has a unique, continuous solution v : [0,7] — B.
(Hint: Convert the problem into the integral equation

o(t) = exp(tA)f + /0 exp((t — 5) A)B(v(s))ds

and use the Banach fixed-point theorem (as in the standard proof of the
Picard-Lindelof theorem for ODEs) to obtain a solution of that integral
equation.)

Apply the results of Exercises 6.1, 6.2 to the initial value problem for the
following semilinear parabolic PDE:

8U(a:? Y _ Au(a,t) + F(t,,u(@), Du(z)) for v € Rt >0,
u(x,0) = f(x),

for compactly supported f € CY(R%). We assume that F' is smooth with
respect to all its arguments.
Demonstrate the assertion in the remark at the end of Section 6.3.



7. The Dirichlet Principle.
Variational Methods for the Solution of PDEs
(Existence Techniques III)

7.1 Dirichlet’s Principle

We consider the Dirichlet problem for harmonic functions once more:
We want to find a solution u : 2 — R, 2 € R? a domain, of

Au =0 1in {2,

1.1
u=f on 912, (7.1.1)

with given f.
Dirichlet’s principle is based on the following observation: Let u € C2(2)
be a function with v = f on 92 and

/ |Vu(z)|? dz = min {/ |Vo(z)]*de:v: 2 — R with v = f on 89} :
? ? (7.1.2)
We now claim that u then solves (7.1.1). To show this, let
neCe(2).!

According to (7.1.2), the function

auw=ﬁva+mxmﬁm

possesses a minimum at ¢ = 0, because u + tn = f on 942, since 7 vanishes
on 0f2. Expanding this expression, we obtain

= ux2x ulx) - .T$2 .1'256...
a@—LW(Nd+%AV()WKM+tAWMNd(“@

In particular, « is differentiable with respect to ¢, and the minimality at ¢ = 0
implies
@(0) = 0. (7.1.4)

L C§°(A) := {p € C*(A) : the closure of {x : p(z) # 0} is compact and contained
in A}.
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By (7.1.3) this implies

/ Vu(z) - Vn(x)dz =0, (7.1.5)
0]

and this holds for all n € C§°(£2).
Integrating (7.1.5) by parts, we obtain

/ Au(z)n(z)de =0 for all n € C5°(£2). (7.1.6)
2

We now recall the following well-known and elementary fact:

Lemma 7.1.1: Suppose g € C°(02) satisfies

/Qg(x)n(x)da: =0 forallne C§°(0).

Then g =0 in (2. ad

Applying Lemma 7.1.1 to (7.1.6) (which is possible, since Au € C°(£2) by
our assumption u € C?(£2)), we indeed obtain

Au(z) =0 1in £,

as claimed.
This observation suggests that we try to minimize the so-called Dirichlet
integral

D(u) == /Q \Vu(z)|? da (7.1.7)

in the class of all functions u : 2 — R with u = f on 9£2. This is Dirichlet’s
principle.

It is by no means evident, however, that the Dirichlet integral assumes
its infimum within the considered class of functions. This constitutes the
essential difficulty of Dirichlet’s principle. In any case, so far we have not
specified which class of functions u : {2 — R (with the given boundary values)
we allow for competition; the possibilities include functions of class C'°*°, which
would be natural, since we have shown already in Chapter 1 that any solution
of (7.1.1) automatically is of regularity class C; functions of class C2, which
would be natural, since then the differential equation Au(z) = 0 would have
a meaning; and functions of class C! because then at least (assuming {2
bounded and f sufficiently regular, e.g., f € C!) the Dirichlet integral D(u)
would be finite. Posing the question somewhat differently, should we try to
minimize D(U) in a space of functions that is as large as possible, in order to
increase the chance that a minimizing sequence possesses a limit in that space
that then would be a natural candidate for a minimizer, or should we rather
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select a smaller space in order to facilitate the verification that a tentative
solution is a minimizer?

In order to analyze this question, we consider a minimzing sequence
(un)nen for D, ie.,

lim D(uy,) =inf{D(w):v:2 —R,v=fondR} =k, (7.1.8)

n— oo

where, of course, we assume u,, = f on 942 for all u,. To find properties of
such a minimizing sequence, we shall employ the following simple lemma:

Lemma 7.1.2: Dirichlet’s integral is convex, i.e.,
D(tu+ (1 —t)v) <tD(u) + (1 —t)D(v) (7.1.9)
for all uw,v and all t € [0,1].

Proof:

D(tu+ (1= t)v) :/Q Vu + (1 — ) Vo

§/Q{t|Vu|2+(1—t)|Vv|2}

because of the convexity of w — |wl|?
= tD(u) + (1 — t)Dv.

Now let (u,)nen be a minimizing sequence. Then

D(up — tp) :/Q IV (u, — Um)|2

:2/ |Vun|2+2/ |Vum|2—4/ ‘v(“ﬁ“m)
(9] (9] (9] 2

= 2D(up) + 2D () — AD (“"J;“’") .

2

(7.1.10)

We now have
Up, + Um "
k<D (2) by definition of x ((7.1.8))
1 1
< §D(un) + §D(um) by Lemma 7.1.2
— K for n,m — oo, (7.1.11)

since (u,,) is a minimizing sequence. This implies that the right-hand side of
(7.1.10) converges to 0 for n,m — oo, and so then does the left-hand side.
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This means that (Vu, )nen is a Cauchy sequence with respect to the topology
of the space L?(£2). (Since Vu,, has d components, i.e., is vector-valued, this
says that 2% is a Cauchy seqeunce in L2(£2) for i = 1,...,d.) Since L*(12)
is a Hilbert space, hence complete, Vu,, thus converges to some w € L?(£2).
The question now is whether w can be represented as the gradient Vu of
some function v : 2 — R. At the moment, however, we know only that
w € L2(§2), and so it is not clear what regularity properties u should possess.
In any case, this consideration suggests that we seek a minimum of D in the
space of those functions whose gradient is in L?(§2). In a subsequent step we
would then have to analyze the regularity proprties of such a minimizer u.
For that step, the starting point would be relation (7.1.5), i.e.,

/ Vu(z) - Vn(x)de =0 for all n € C3°(12), (7.1.12)
Q

which continues to hold in the context presently considered. By Corol-
lary 1.2.1 this already implies v € C°°(£2). In the next chapter, however,
we shall investigate this problem in greater generality.

Dividing the problem into two steps as just sketched, namely, first proving
the existence of a minimizer and afterwards establishing its regularity, proves
to be a fruitful approach indeed, as we shall find in the sequel. For that
purpose, we first need to investigate the space of functions just considered in
more detail. This is the task of the next section.

7.2 The Sobolev Space W12

Definition 7.2.1: Let 2 C R? be open and u € L (£2). A function v €

loc

L} (92) is called weak derivative of u in the direction z* (x = (z',...,z%) €
R?) if
0
pv=— [ u ¢, dz (7.2.1)
2 o Ox

for all ¢ € CL(£2).2 We write v = D;u.
A function u is called weakly differentiable if it possesses a weak derivative
in the direction z* for alli € {1,...,d}.

It is obvious that each u € C1(§2) is weakly differentiable, and the weak
derivatives are simply given by the ordinary derivatives. Equation (7.2.1) is
then the formula for integrating by parts. Thus, the idea behind the definition
of weak derivatives is to use the integration by parts formula as an abstract
axiom.

2 CE(Q) == {f € C*(N) : the closure of {x : f(x) # 0} is a compact subset of 2}
(h=1,2,..0).
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Lemma 7.2.1: Let u € L (£2), and suppose v = D;u ezists. If dist(x, d12)
> h, we have

Di(un(x)) = (Diu)n(z)-

Proof: By differentiating under the integral, we obtain
1 0 T —y
D) = gz [ e (52 ) ulway
0 x—y
A d
/ayzg( - )u(y) Y

_ ﬁ/g (””;y) Dyu(y)dy by (7.2.1)
= (D;u)p(x).

—1
hd
1

O
Lemmas A.3 and 7.2.1 and formula (7.2.1) imply the following theorem:
Theorem 7.2.1: Let u,v € L*(§2). Then

v=D;u

precisely if there exists a sequence (u,) C C°°(£2) with

Uy — U, gun — v in L*(2)  for any 2’ CC 1.
:I;’L
O
Definition 7.2.2: The Sobolev space W'2(§2) is defined as the space of those
u € L*(02) that possess a weak derivative of class L*({2) for each direction
2t (i=1,...,d).
In W12(02) we define a scalar product

d
(u, v)wr.2(0) ::/ uv + Z/ D;u - D;v
Q —Jo

and a norm

1
Hunwlﬂ(n) = (Uvu)ﬁvl,z((z)'

We also define H2(£2) as the closure of C°°(2) N W12(£2) with respect to
the W2-norm, and Hy*(£2) as the closure of CS°(£2) with respect to this
norm.

Corollary 7.2.1: W2(02) is complete with respect to ||-||y1.2, and is hence
a Hilbert space. W12(Q2) = HV2(0).
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Proof: Let (un)nen be a Cauchy sequence in W12(2). Then (up)nen,
(Ditip)nen (i = 1,...,d) are Cauchy sequences in L2(2). Since L?(£2) is
complete, there exist u, v’ € L?(§2) with

Up = u, Dyu, —v' in L*(02) (i=1,...,d).

/ Dty -6 = — / un D

and the left-hand side converges to [ v*- ¢, the right-hand side to — [u-D;¢.
Therefore, D;u = v', and thus u € W2(£2). This shows completeness.

In order to prove the equality H12(2) = W12(02), we need to verify that
the space C°(2) N W12(02) is dense in W2(£2). For n € N, we put

For ¢ € CL(£2), we have

1
02, = {CE € 2 ||z|| < n,dist(z,002) > },
n

with g := 2_1 := (). Thus,

02, CC 2pyy and | J 02, =0
neN

We let {¢;},en be a partition of unity subordinate to the cover

{Qn+1 \ Qn—l}

of 2. Let u € W12(£2). By Theorem 7.2.1, for every ¢ > 0, we may find a
positive number h,, for any n € N such that

By < dist(2, 02011),

g
||(¢nu)hn - SQTLUHWLQ(_Q) < 27’”

Since the ¢,, constitute a partition of unity, on any 2 CC (2, at most finitely
many of the smooth functions (¢,u)p, are non-zero. Consequently,

W= (pnt)n, € CP(R).

n

‘We have

lu = @llyrzgey < D Intn, —pnull <e,
n

and we see that every u € W12(§2) can be approximated by C*°-functions.
O
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Corollary 7.2.1 answers one of the questions raised in Section 7.1, namely
whether the function w considered there can be represented as the gradient
of an L2-function.

Ezamples: 2 =(—1,1) CR.
(i) ulz) == |x|

In that case, u € WH2((—1,1)), and

1 for 0 1
Du(x):{ or <o <l1,

—1 for —1<x<0,

because for every ¢ € C3((—1,1)),

/01 —p(x)dx + /01 o(x)dr = — /11 ¢ (x) - || dz.

1 for0<z<1,
u(x) :=
0 for —1<xz<0,

is not weakly differentiable, for if it were, necessarily Du(x) = 0 for
x # 0; hence as an L{ . function Du = 0, but we do not have, for every

¢ € Co((=1,1)),

0= /_11 6(x) - 0dz = — /_11 & (2)u(z)dz = — /01 & ()dz = 6(0).

Remark: Any u € L, (£2) defines a distribution (cf. Section 1.1) I, by

Lulp] :== /Qu(a:)go(m)dx for ¢ € C3°(12).

Every distribution [ possesses distributional derivatives D;l, i = 1,...,d,
defined by
d¢
Dll = -
o=t [55]

If v = D;u € L] _(£2) is the weak derivative of u, then

Dilu = lv7

/Du /Qu(x)g;p()dx—Dl[]

for all ¢ € C5°(£2)

because
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Whereas the distributional derivative D;l,, always exists, the weak deriva-
tive need not exist. Thus, in general, the distributional derivative is not of

the form [, for some v € L{ (£2), i.e., not represented by a locally integrable

function. This is what happens in Example 2. Here, DI, = §p, the delta
distribution at 0, because

The delta distribution cannot be represented by some locally integrable func-
tion v, because, as one easily verifies, there is no function v € L} ((—1,1))
with

/_1 v(x)p(x)de = ¢(0) for all p € C5°(02).

This explains why u from Example 2 is not weakly differentiable.
We now prove a replacement lemma exhibiting a characteristic property
of Sobolev functions:

Lemma 7.2.2: Let 2y CC 2, g € WH2(02), u € WH2(), u — g €
Hé’Q(QO). Then

o) = u(x)  for x € £,
g(z) forxz e 2\ 12,

is contained in W12(£2), and

Diu(x) for x € 2,

Div() = {Dig(x) for x € 2\ £.

Proof: By Corollary 7.2.1, there exist g, € C®(£2), u,, € C>(£2) with

gn — g in WH2(02),
up — u  in WH2(0p),
Up —gn =0 on 98. (7.2.2)

We put

wi () = {Dzun(x) for x € (2,
D;

on(z) = up(z) for x € £,
9n

gn(x)  for x € 02\ o,
)
(x) for x € 2\ (2,
i) Dyu(zx) for x € £,
w'(x) =
D,g(z) forxz e 2\ (2.



7.2 The Sobolev Space W12 165

We then have for ¢ € C§(£2),

[ Y Sy L
(9] QU Q\QU .Q() Q\QU
=—/ unDz‘sﬁ—/ gnDip
2 2\ 2

since the two boundary terms resulting from integrating the two
integrals by parts have opposite signs and thus cancel because
of g, = u, on A2

= - / UnDiSD
(9]

by (7.2.2). Now for n — oo,

/ owl, = [ pDju+ / ¢D;g,
(] 20 Q\-QO

/vnDicp%/ vD;p,
Q Q

and the claim follows. O
The next lemma is a chain rule for Sobolev functions:

Lemma 7.2.3: For u € W12(02), f € C1(R), suppose

sup | f'(y)] < oo.
yeR

Then fou € W2(£2), and the weak derivative satisfies D(f ou) = f'(u)Du

Proof: Let u, € C*®(£2), u, — u in W2(§2) for n — co. Then

/|fun (w)|> dz < sup | f'| /|un—u| dx — 0

[ 1# @)D~ @Duf” do < 2sup] / \Duy, — Duf d
(%
+2 [ 1) = /) 1Dl da.

By a well-known result about L2-functions, after selection of a subsequence,
u,, converges to u pointwise almost everywhere in £2.% Since f’ is continuous,
1/ (uy,) then also converges pointwise almost everywhere to f/(u), and since

3 See J. Jost, Postmodern Analysis, p. 240 [11].
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/! is also bounded, the last integral converges to 0 for n — co by Lebesgue’s
theorem on dominated convergence.

Thus
fup) = f(u) in L*($2)
and
D(f(un)) = f'(un)Dup = f'(u)Du in L*(£2),
and hence fou € Wh2(£2) and D(f ou) = f'(u) Du. O

Corollary 7.2.2: If u € WY2(02), then also |u| € WH2(02), and D|u| =
signu - Du.

Proof: We consider f.(u) := (u2+52)% —¢, apply Lemma 7.2.3, and let € — 0,
using once more Lebesgue’s theorem on dominated convergence to justify the
limit as before. a

We next prove the Poincaré inequality:

Theorem 7.2.2: Foru € Hy*(2), we have

1
1921\
||u||L2(_Q) < (Wd ||Du||L2(Q) ) (7.2.3)

where |2 denotes the (Lebesgue) measure of 2, and wq is the measure of
the unit ball in RY. In particular, for any u € H&’Q(Q), its WH2-norm is
controlled by the L?>-norm of Du:

1
o
lllyragen < <1+( D)) 1Dulaqa-

Proof: Suppose first u € C}(£2); we put u(z) = 0 for z € R?\ 2. For w € R¢
with |w| = 1, by the fundamental theorem of calculus we obtain by integrating
along the ray {rw:0 <r < oo} that

u(x) = — /OOO %u(x + rw)dr.

Integrating with respect to w then yields, as in the proof of Theorem 1.2.1,

= dwd
u(z) dwd/ / 16r (x4 rw) dwdr
1 Ou
B dwd/ /an rdfla(z)dg(z)dr (7.2.4)
x'fy'
- dy,
“n oo —yl" 126@1 o=y



7.2 The Sobolev Space W12 167

and thus with the Schwarz inequality,
1 / 1
u(x)| < — —— - | Du(y)| dy. 7.2.5
) < g7 |, P (7.25)

‘We now need a lemma:

Lemma 7.2.4: For f € L'(2), 0 < pu <1, let

(Vif)(@) := /Q lz — 5" () dy.

Then

1 4_
Vi lzzqay < i 120" 1l s

Proof: B(z,R) := {y € R%: |z —y| < R}. Let R be chosen such that |{2| =
T =w . vince 1n that case
|B(x, R)| = waR?. Since in th
|2\ (20 B(x, R))| = |B(z, R) \ (20 B(z, R))|
and
o =y < RIED for |w—y| > R,
o —y| "D > R for |z —y| < R,

it follows that

1

_ _ 1 _
/ |x_y|d(u 1) dyg/ |m_y‘d(ﬂ 1) dyszdeusz; MlQ'N_
n B(z,R) 12 2

(7.2.6)

We now write
_ d(,— d(,—
o=l 11w = (Jo = w2 0) (1o = w2V 15 w)1)

and obtain, applying the Cauchy Schwarz inequality,

(V) (@) < / & — D | £(y)] dy
0
< ( [ o=y dy) 2 ( [ o=y If(y)IQdy>2,
and hence

1oy .
[ Wat@P da < sl [ [ -yt D) dy o
2 K RJ

by estimating the first integral of the preceding inequality
with (7.2.6)

2
<(;w;“|w) [ 1wy
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by interchanging the integrations with respect to x and y and applying (7.2.6)
once more, whence the claim. O

We may now complete the proof of Theorem 7.2.2: Applying Lemma 7.2.4
with 4 = % and f = |Du| to the right-hand side of (7.2.5), we obtain
(7.2.3) for u € CA(£2). Since by definition of Hy?(£2), it contains CZ(£2)
as a dense subspace, we may approximate u in the H'2-norm by some se-
quence (up)neny C CE(£2). Thus, u, converges to u in L% and Du, to u.
Thus, the inequality (7.2.3) that has been proved for u,, extends to w. a

Remark: The assumption that u is contained in H&’2(Q), and not only in
H'2(£2), is necessary for Theorem 7.2.2, since otherwise the nonzero con-
stants would constitute counterexamples. However, the assumption u €
Hy?(£2) may be replaced by other assumptions that exclude nonzero con-
stants, for example by fQ u(x)dx = 0.

For our treatment of eigenvalues of the Laplace operator in Section 8.5,
the fundamental tool will be the compactness theorem of Rellich:

Theorem 7.2.3: Let 2 € R? be open and bounded. Then Hy*(02) is com-
pactly embedded in L?(£2); i.e., any sequence (un)nen C Hy>(2) with

||“n||wl.,2(9) < co (7.2.7)

contains a subsequence that converges in L*({2).

Proof: The strategy is to find functions w,, . € C*(£2), for every € > 0, with

3
Hun - wn,e”wl,z(g) < 5 (728)

and
||wn,€||wl,2(_o) < (7.2.9)

(the constant ¢; will depend on e, but not on n). By the Aszela—Ascoli theo-
rem, (W )nen then contains a subsequence that converges uniformly, hence
also in L2. Since this holds for every ¢ > 0, one may appeal to a general
theorem about compact subsets of metric spaces to conclude that the closure
of (un)nen is compact in L2(£2) and thus contains a convergent subsequence.
That theorem? states that a subset of a metric space is compact precisely if
it is complete and totally bounded, i.e., if for any ¢ > 0, it is contained in
the union of a finite number of balls of radius ¢.

Applying this result to the (closure of the) sequence (wy, o )nen, we infer
that there exist finitely many z,, v = 1,..., N, in L?(£2) such that for every
n €N,

4 see, e.g., J. Jost, Postmodern Analysis, Springer, 1998, Theorem 7.38.
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€
||wn,€721/”L2(Q) < 5 for some v € {1,,N} (72]_0)
Hence, from (7.2.8) and (7.2.10), for every n € N,
[[un — ZyHLg(Q) < e for some v.

Since this holds for every ¢ > 0, the sequence (uy)nen is totally bounded,
and so its closure is compact in L?(§2), and we get the desired convergent
subsequence in L2({2).

It remains to construct the w, .. First of all, by definition of Hy™?(£2),
there exists w,, € C§(£2) with

(7.2.11)

=] m

[un — wnHWL?(Q) <
By (7.2.7), then also
[wn [l w120y < o for some constant c. (7.2.12)

We then define w,, . as the mollification of w,, with a parameter h = h(e) to
be determined subsequently:

wn,g(az)z,;/ng<x;y) wn(y)dy.

The crucial step now is to control the L?-norm of the difference w,, — W, ¢
with the help of the W1 2-bound on the original u,,. This goes as follows:

/Q |wn () = wn e (2)|*dz = /Q </y51 o(y)(wa () — wn (z — hy))dy> 2 dx

0 [t = | aray) y
< 0 / —wy,(x —rw)| drd dr with w ==
/9 /|y<1 Do o Y vl
L el g 2
:/ / Q(y)fg(y)i/ a—wn(x—rw) drdy | dx
2 ly|<1 0 T

21,,12 9
- </y<1g(y)dy> </y|<1 o(y)h”ly| /\Dwn(xn dxdy)

by Hoélder’s inequality ((A.4) of the Appendix) and Fubini’s theorem. Since
fly|<1 o(y)dy = 1, we obtain the estimate

||wn — Wnp e L2(£2) <h HDwn||L2(Q) :

Because of (7.2.12), we may then choose h such that

g
2 < 3 (7.2.13)

Then (7.2.11) and (7.2.13) yield the desired estimate (7.2.8). O

||wn — Wne
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7.3 Weak Solutions of the Poisson Equation

As before, let £2 be an open and bounded subset of R?, g € H'2(§2). With the
concepts introduced in the previous section, we now consider the following
version of the Dirichlet principle. We seek a solution of

Au=0 1in {2,
u=g fordf ( meaning u — g € Héz(Q)) ,
by minimizing the Dirichlet integral

/ |Dv|>  (here, Dv = (Dyv, ..., Dgv))
Q

among all v € HY2(02) with v — g € Hy*(£2). We want to convince ourselves
that this approach indeed works. Let

K= inf{ |D1}|2Z’UEHLQ(Q),’U—QEH&’Q(Q)},
Q

and let (uy,)nen be a minimizing sequence, meaning that w, — g € H&’2(()),

and
/ |Duy|* — k.
Q

We have already argued in Section 7.1 that for a minimizing sequence
(un)nen, the sequence of (weak) derivatives (Du,) is a Cauchy sequence
in L?(2). Theorem 7.2.2 implies

lun = g2y < const IDun = Dtz

Thus, (u,) also is a Cauchy sequence in L?(§2). We conclude that (u,)nen
converges in W12(£2) to some u. This u satisfies

/ |Dul®> = &
2

u—ge Hé’2(Q),

as well as

because Hy?(£2) is a closed subspace of W12(£2). Furthermore, for every
ve Hy?(2), t € R, putting Du - Dv := Z?Zl Dj;u - D;v, we have

ng/ |D(u+tv)|2:/ |Du|2+2t/ Du~Dv+t2/ | D,
2 2 2 2

and differentiating with respect to ¢t at ¢ = 0 yields

d
0= —/ |D(u+tv)|2|t:0:2/ Du-Dv for all v € Hy(£2).



7.3 Weak Solutions of the Poisson Equation 171

Definition 7.3.1: A function u € H2(£2) is called weakly harmonic, or a
weak solution of the Laplace equation, if

/ Du-Dv=0 forallve Hy*(02). (7.3.1)
Q

Any harmonic function obviously satisfies (7.3.1). In order to obtain a har-
monic function from the Dirichlet principle one has to show that, conversely,
any solution of (7.3.1) is twice continuously differentiable, hence harmonic.
In the present case, this follows directly from Corollary 1.2.1:

Corollary 7.3.1: Any weakly harmonic function is smooth and harmonic. In
particular, applying the Dirichlet principle yields harmonic functions. More
precisely, for any open and bounded £2 in RY, g € HY2(§2), there exists a
function u € H2(2) N C>(£2) with

Au=0 1in 2
and
u—ge Hy*(0).

The proof of Corollary 7.3.1 depends on the rotational invariance of the
Laplace operator and therefore cannot be generalized. For that reason, in the
sequel, we want to develop a more general approach to regularity theory. Be-
fore turning to that theory, however, we wish to slightly extend the situation
just considered.

Definition 7.3.2: Let f € L*(£2). A function v € HY2(Q) is called a weak
solution of the Poisson equation Au = f if for all v € Hol’Q(Q),

/QDu-Dv—l—/va:O. (7.3.2)

Remark: For given boundary values g (meaning u—g € Hé ’2(())), a solution
can be obtained by minimizing

5 [ pul+ [
2 Jq Q

inside the class of all w € HY2(2) with w — g € Hy*(£2). Note that this
expression is bounded from below by the Poincaré inequality (Theorem 7.2.2),
because we are assuming fixed boundary values g.

Lemma 7.3.1 (stability lemma): Let u;=12 be a weak solution of Au; =
fi with uy —ug € Hy*(2). Then

lur = zllyag) < const [ f1 = fallpag) -

In particular, a weak solution of Au = f, u— g € H&’Q(Q) s uniquely
determined.
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Proof: We have

/D(ul—ug)sz—/(ﬁ—fz)v for allveHé’Q(Q)7
o) o)

and thus in particular,

D(uy —u2)D(uy — ug) = — /Q(fl — f2)(u1 — u2)

2
<= fellpz o) lua = w2l 2

< const [[f1 = fall L2 () [Pur — Dual| 2

by Theorem 7.2.2, and hence

[ Duy — DU2HL2(Q) < const || f1 — f2HL2(Q) :
The claim follows by applying Theorem 7.2.2 once more. a

We have thus obtained the existence and uniqueness of weak solutions of
the Poisson equation in a very simple manner. The task of regularity theory
then consists in showing that (for sufficiently well behaved f) a weak solution
is of class C? and thus also a classical solution of Au = f.

We shall present three different methods, namely the so-called L?-theory,
the theory of strong solutions, and the C“-theory. The L2-theory will be
developed in Chapter 8, the theory of strong solutions in Chapter 9, and the
C“-theory in Chapter 10.

7.4 Quadratic Variational Problems

We may ask whether the Dirichlet principle can be generalized to obtain solu-
tions of other PDEs. In general, of course, a minimizer u of some variational
problem has to satisfy the corresponding Euler-Lagrange equations, first in
the weak sense, and if u is regular, also in the classical sense. In the general
case, however, regularity theory encounters obstacles, and weak solutions of
Euler-Lagrange equations need not always be regular. We therefore restrict
ourselves to quadratic variational problems and consider

d

I(u) := /Q > aY(x)Dyu(x) Dju(x)
i,j=1

) (7.4.1)
+22bj(x)Dju(x)u(x) + c(x)u(z)? 3 da.
j=1
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We require the symmetry condition a’ = a7 for all i,j. In addition, the
coefficients a® (z), b’ (), ¢(z) should all be bounded. Then I(u) is defined for
u € HY2(02). As before, we compute, for ¢ € Hy*(12),

I(u+tp) = I(u)

+2t/{zawD uDjap—i—ZbJuDJ(p—l— (Zb]D u+cu)g@}dm

0 ©J
+t21(p). (7.4.2)

A minimizer u thus satisfies, as before,

d
pr I(u+tp)|i—o =0 for all p € Hy?(£2); (7.4.3)
hence
/ Z(ZaijDiu+bju> Djp+ ijDju+cu pode=0 (744)
0 J i J

for all ¢ € Hé’Q(Q).
If w € C?(2) and a¥,b’ € C(£2), then (7.4.4) implies the differential
equation

d

d d
; ai <Z I(x )g;l (;z:)u) — ;bj(x)aa;] —c(x)u=0. (7.4.5)

=1

As the Euler-Lagrange equation of a quadratic variational integral, we thus
obtain a linear PDE of second order. This equation is elliptic when we assume
that the matrix (aij(x))m:l ,,,,, 4 1s positive definite at every x € 2.

In the next chapter we should see that weak solutions of (7.4.5) (i.e., so-
lutions of (7.4.4)) are regular, provided that appropriate assumptions for the
coefficients @, b7, ¢ hold. The direct method of the calculus of variations,
as this generalization of the Dirichlet principle is called, consists in finding a
weak solution of (7.4.5) by minimizing I(u), and then demonstrating its reg-
ularity. We finally wish to study the transformation behavior of the Dirichlet
integral and the Laplace operator with respect to changes of the independent
variables. We shall also need that transformation rule for our investigation
of boundary regularity in the next chapter.

Thus let

§ = xz(§)

be a diffeomorphism from 2’ to 2. We put
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d
Ox® Oz
gij = Z:: o e (7.4.6)
N 08 9¢
ij . 95
97 ; oa B (7.4.7)
ie.,
d .
. 1 fori=j
Z gk =5 = { ’
9kig ij . .
Pt 0 fori##j,
and
g :=det (9ij); j=1. 4 (7.4.8)
We then have, for u(&(x)),
2 4 d ; ; d
_ Ou 0" Ou 0§ _ iy Qu Ju
() ~E S s - Yk o

The Dirichlet integral thus transforms via

/Z(axa> dw‘/ Z g;g;fﬁ (7.4.10)

By (7.4.5), the Euler-Lagrange equation for the integral on the right-hand
side is

Li 9 \fzd: o)) g (7.4.11)
\/§j:1 o¢? gi:lg og! - h

where we have added the normalization factor 1/,/g. This means that under
our substitution z = x(§) of the independent variables, the Laplace equation,
i.e., the Fuler-Lagrange equation for the Dirichlet integral, is transformed
into (7.4.11).

Likewise, (7.4.5) is transformed into

1 &9 L s, 0608 D . agﬂ
7oV 2 @ gasget Srwiga))
o¢1 9
- Z ba(a?)a%a—gj —c(x)u =0, (7.4.12)
o

where z = 2(£) has to be inserted, of course.
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7.5 Abstract Hilbert Space Formulation of the
Variational Problem. The Finite Element Method

The present section presents an abstract version of the approach described in
Section 7.3 together with a method for constructing an approximate solution.

We again set out from from some model problem, the Poisson equation
with homogeneous boundary data

Au=f in {2,

(7.5.1)
u=0 on 0.

In Definition 7.3.2 we introduced a weak version of that problem, namely the
problem of finding a solution  in the Hilbert space Hy*(£2) of

/ Du Dy +/ fo=0 forall p e Hy*(12). (7.5.2)
2 2

This problem can be generalized as an abstract Hilbert space problem that
we now wish to describe:

Definition 7.5.1: Let (H, (-,-)) be a Hilbert space with associated norm ||-||,
A : Hx H — R a continuous symmetric bilinear form. Here, continuity
means that there exists a constant C' such that for all u,v € H,

A(u,v) < Clulf o] -
Symmetry means that for all u,v € H,
A(u,v) = A(v,u).

The form A is called elliptic, or coercive, if there exists a positive X such that
forallve H,

A(v,v) > Ajo|*. (7.5.3)
In our example, H = Hy?(£2), and

A(u,v) = %/QDU - Dv. (7.5.4)

Symmetry is obvious here, continuity follows from Hdlder’s inequality, and
ellipticity results from

1 1 2
§/DU - Du = 5 HDUHL2(Q)

and the Poincaré inequality (Theorem 7.2.2), which implies for u € H&’Q(Q),

||u||Hé,2(_Q) < const [[Dul[pz(g) -
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Moreover, for f € L({2),
L:Hy?(02) =R, v»—>/ fv,
o

yields a continuous linear map on Hy*(£2) (even on L2(£2)).
Namely,

L
1L = sup — 2

<Nl 2y
i

for by Holder’s inequality,

/Q 0 < 1l 1ol < 1l agen I0lleqe -

Of course, the purpose of Definition 7.5.1 is to isolate certain abstract
assumptions that allow us to treat not only the Dirichlet integral, but also
more general variational problems as considered in Section 7.4. However,
we do need to impose certain restrictions, in particular for satisfying the
ellipticity condition. We consider

d
A(u,v) = 5/ Z a"(z)Dyu(z)Djv(z) + c(x)u(z)v(z) p d,
o | =
7,7=1
with u,v € H = Hé’z(!?), where we assume:
(A) Symmetry:
a’(z) = a’'(x) foralli,j, and z € 0.

(B) Ellipticity: There exists A > 0 with
d ..
D a ()& = AEP? forallw € 2, € RY.
ij=1

(C) Boundedness: There exists A < oo with
le(2)],]a¥] < A for all i,j, and z € 2.
(D) Nonnegativity:
c(x) >0 forall z € (2.

The ellipticity condition (B) and the nonnegativity (D) imply that

1
A(v,v) > §A/ Dv-Dv for all v e Hy?(9),
(9]
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and using the Poincaré inequality, we obtain
A 1,2/ .
A(v,v) > §||'U||Hl,2(9) for all v € Hy " (£2);

i.e., A is elliptic in the sense of Definition 7.5.1. The continuity of A of course
follows from the boundedness condition (C), and the symmetry is condition

(A).

Theorem 7.5.1: Let (H,(,-)) be a Hilbert space with norm |-||, V. C H
conver and closed, A: H x H — R a continuous symmetric elliptic bilinear
form, L : H— R a continuous linear map. Then

J(v) = A(v,v) + L(v)
has precisely one minimizer u in V.

Remark: The solution v depends not only on A and L, but also on V, for it
solves the problem

J(u) = Jg‘f/ J(v).

Proof: By ellipticity of A, J is bounded from below; namely,

T0) = Al = 15 ol = —JEL
- - 4\
We put
K= Jlel\f/ J(v).

Now let (un)nen € V be a minimizing sequence, i.e.,

lim J(up) = k. (7.5.5)

n—roo

We claim that (u,)nen is a Cauchy sequence, from which we then deduce,
since V is closed, the existence of a limit

uw= lim u, € V.
n—oo

The Cauchy property is verified as follows: By definition of x,

Uy, + U, 1 1 1
< — p— —_ R — —_ — .
Kk < J( 5 ) 2J(un) + 2J(um) 4A(un Uy Uy, — Uy )

Here, we have used that if u,, and u,, are in V, so is Y2L%= hecause V is
) n m ’ 2 ’
COI’IVQX.)
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Since J(uy) and J(uy,) by (7.4.5) for n,m — oo both converge to , we
deduce that

A(un — Um, Up — um)

converges to 0 for n,m — oo. Ellipticity then implies that |lu, — u,|| con-
verges to 0 as well, and hence the Cauchy property.

Since J is continuous, the limit u satisfies

J(u) = lim J = inf J
(u) = Jim J(un) = inf J(v)

by the choice of the sequence (uy,)nen.

The preceding proof yields uniqueness of u, too. It is instructive, however,
to see this once more as a consequence of the convexity of J: Thus, let uy, us
be two minimizers, i.e.,

J(uy) = J(ug) =k = Ulg‘f/ J(v).

Since together with u; and wus, “1;“2 is also contained in the convex set V,

we have

up + u 1 1 1
1 2) = 7(](7_1,1) —+ §J(U2) - ZA(ul — U2,U] — U’Q)

<
k< J( 5 3

1
=K - ZA(m — U, U1 — Ug),

and thus A(u; — ug,u; — ug) = 0, which by ellipticity of A implies u; = us.
O

Remark: Theorem 7.5.1 remains true without the symmetry assumption for
A. This is the content of the Lax—Milgram theorem, proved in Appendix A.

This remark allows us also to treat variational integrands that in addition
to the symmetric terms

d

3" a¥(@)DiDju(x) (a¥ = o)

ij=1

and ¢(z)u(x)v(z) also contain terms of the form 2 E;l:l W (x)Dju(z)v(z) as
in (7.4.1). Of course, we need to impose conditions on the function &’ (x) so
as to guarantee boundedness and nonnegativity (the latter requires bounds
on |6/ (z)| depending on A and a lower bound for |c(z)]). We leave the details
to the reader.

Corollary 7.5.1: The other assumptions of the previous theorem remaining
in force, now let V be a closed linear (hence convex) subspace of H. Then
there exists precisely one u € V' that solves

2A(u, ) + L(p) =0 for all o € V. (7.5.6)
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Proof: The point u is a critical point (e.g., a minimum) of the functional
J(v) = A(v,v) + L(v)
in V precisely if
2A(v, )+ L(p) =0 forall p € V.

Namely, that u is a critical point means here that

d
aJ(u +tp)ji=o =0 forall p € V.

This, however, is equivalent to

0= jt(A(u-i-tga,u-i-tga)+L(u+tga))|t 0 = 2A(u, ) + L(p).

Conversely, if that holds, then
J(u+tp) = J(u) +t(2A(u, ) + L(p)) + 2 A0, ) 2 J (u)

for all ¢ € V, and w thus is a minimizer. The existence and uniqueness of a
minimizer established in the theorem thus yields the corollary. a

For our example A(v,v) = 5 [ Du - Dv, L(v ffv with f € L%(£2),
Corollary 7.5.1 thus yields the existence of some u € H %(12) satisfying

/QDu-D(p—i—/Qﬂp:O, (7.5.7)

i.e, a weak solution of the Poisson equation in the sense of Definition 7.3.2.
As explained above, the assumptions apply to more general variational
problems, and we deduce the following result from Corollary 7.5.1:

Corollary 7.5.2: Let 2 C R? be open and bounded, and let the functions
a(z) (i,j = 1,...,d) and c(z) satisfy the above assumptions (A)-(D). Let
f € L?(02). Then there exists a unique u € H&’Q(Q) satisfying

d
/ S 0 (@) Du(w) Dy () + el u(w)ple) b d

7,7=1
/ f(x)p(z)de  for all p € Hy*(R2).

Thus, we obtain a weak solution of

y 2 = (07005000 ) + elalate) = 1)

i,j=1
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with w = 0 on 9f2. Of course, so far, this equation does not yet make sense,
since we do not know yet whether our weak solution u is regular, i.e., of class
C?(£2). This issue, however, will be addresssed in the next chapter.

We now want to compare the solution of our variational problem J(v) —
min in H with the one obtained in the subspace V of H.

Lemma 7.5.1: Let A : H x H — R be a continuous, symmetric, elliptic,
bilinear form in the sense of Definition 7.5.1, and let L : H — R be linear
and continuous. We consider once more the problem

J(v) :== A(v,v) + L(v) — min. (7.5.8)

Let u be the solution in H, uy the solution in the closed linear subspace V.
Then

fu—wl < S inf u v (7.5.9)
with the constants C' and \ from Definition 7.5.1.
Proof: By Corollary 7.5.1,

2A(u, ) + L(¢) =0 forall p € H,
2A(uy, ) + L(py) =0 forall p €V,

hence also

2A(w —uy,p) =0 forall peV. (7.5.10)

For v € V, we thus obtain

1
Ju—uy|* < A = wy,u—uy) by ellipticity of A

1 1

= —Alu—uy,u—v)+ —A(u — uy,v —uy)
A A
1

= XA(U —uy,u—o) from (7.5.10) with p = v —uy € V

< S = wvllu = o]

=7 \4 )

and since the inequality holds for arbitrary v € V, (7.5.9) follows. O

This lemma is the basis for an important numerical method for the ap-
proximative solution of variational problems. Since numerically only finite-
dimensional problems can be solved, it is necessary to approximate infinite-
dimensional problems by finite-dimensional ones. Thus, J(v) — min cannot
be solved in an infinite-dimensional Hilbert space like H = H& 2(£2), but one
needs to replace H by some finite-dimensional subspace V of H that on the
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one hand can easily be handled numerically and on the other hand possesses
good approximation properties. These requirements are satisfied well by the
finite element spaces. Here, the region {2 is subdivided into polyhedra that
are as uniform as possible, e.g., triangles or squares in the 2-dimensional case
(if the boundary of (2 is curved, of course, it can only be approximated by
such a polyhedral subdivision). The finite elements then are simply piecewise
polynomials of a given degree. This means that the restriction of such a finite
element ¢ onto each polyhedron occurring in the subdivision is a polyno-
mial. In addition, one usually requires that across the boundaries between the
polyhedra, 1 be continuous or even satisfy certain specified differentiability
properties. The simplest such finite elements are piecewise linear functions
on triangles, where the continuity requirement is satisfied by choosing the
coefficients on neighboring triangles approximately. The theory of numeri-
cal mathematics then derives several approximation theorems of the type
sketched above. This is not particulary difficult and rather elementary, but
somewhat lengthy and therefore not pursued here. We rather refer to the
corresponding textbooks like Strang—Fix [15] or Braess [2].

The quality of the approximation of course depends not only on the de-
gree of the polynomials, but also on the scale of the subdivision employed.
Typically, it makes sense to work with a fixed polynomial degree, for ex-
ample admitting only piecewise linear or quadratic elements, and make the
subdivision finer and finer.

As presented here, the method of finite elements depends on the fact
that according to some abstract theorem, one is assured of the existence
(and uniqueness) of a solution of the variational problem under investigation
and that one can approximate that solution by elements of cleverly chosen
subspaces. Even though that will not be necessary for the theoretical analysis
of the method, for reasons of mathematical consistency it might be preferable
to avoid the abstract existence result and to convert the finite-dimensional
approximations into a constructive existence proof instead. This is what we
now wish to do.

Theorem 7.5.2: Let A: H x H — R be a continuous, symmetric, elliptic,
bilinear form on the Hilbert space (H, (-, ")) with norm ||-||, and let L : H — R
be linear and continuous. We consider the variational problem

J(v) = A(v,v) + L(v) — min.

Let (Vp)nen C H be an increasing (i.e., Vi, C Vpg1 for all n) sequence of
closed linear subspaces exhausting H in the sense that for all v € H and
6 > 0, there exist n € N and v, € V,, with

[|[v = v, < 0.
Let u,, be the solution of the problem

J(v) — min in V,
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obtained in Theorem 7.5.1. Then (up)nen converges for n — oo towards a
solution of

J(v) = min in H.
Proof: Let

K= vlgg J(v).

We want to show that

nhﬁn;o J(un) = K.

In that case, (up)nen Will be a minimizing sequence for J in H, and thus it
will converge to a minimizer of J in H by the proof of Theorem 7.5.1. We
shall proceed by contradiction and thus assume that for some ¢ > 0 and all
n €N,

J(up) > k+e (7.5.11)

(since V,, C Viq1, we have J(up41) < J(uy) for all n, by the way).
By definition of x, there exists some ug € H with

J(ug) < k+¢€/2. (7.5.12)

For every 4 > 0, by assumption, there exist some n € N and some v,, € V,,
with

[lug — vnl| < 0.
With w,, := v, — ug, we then have

|J(vn) = J(uo)| < [A(vn, vn) — A(uo, uo)| + [L(vn) — L(uo)|
< A(wn, wy) + 2| A(wy, uo)| + || L] [|ws||
< Cllwnll? +2C [wa | uoll + | ]| [[wn
<e/2

for some appropriate choice of §.
Thus

J(vp) < J(up) +€/2 < k+e by (7.5.12) < J(u,) by (7.5.11),

contradicting the minimizing property of u,.
This contradiction shows that (u,)nen indeed is a minimizing sequence,
implying the convergence to a minimizer as already explained. ad
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We thus have a constructive method for the (approximative) solution
of our variational problem when we choose all the V,, as suitable finite-
dimensional subspaces of H. For each V,,, by Corollary 7.5.1 one needs to solve
only a finite linear system, with dim V,, equations; namely, let e, ...,ex be a
basis of V;,. Then (7.5.6) is equivalent to the N linear equations for u,, € V,,,

2A(un,e;) + L(e;) =0 for j=1,...,N. (7.5.13)

Of course, the more general quadratic variational problems studied in Sec-
tion 7.4 can also be covered by this method; we leave this as an exercise.

7.6 Convex Variational Problems

In the preceding sections, we have studied quadratic variational problems, and
we provided an abstract Hilbert space interpretation of Dirichlet’s principle.
In this section, we shall find out that what is essential is not the quadratic
structure of the integrand, but rather the fact that the integrand satisfies
suitable bounds. In addition, we need the key assumption of convexity of the
integrand, and hence, as we shall see, also of the variational integral.

For simplicity, we consider only variational integrals of the form

I(u):/gf(:r,Du(x))dx, (7.6.1)

where Du = (Dyu,...,Dgu) denotes the weak derivatives of u € H2(02),
instead of admitting more general integrands of the type

f(z,u(x), Du(x)). (7.6.2)

The additional dependence on the vector u itself, instead of just on its deriva-
tives, does not change the results significantly, but it makes the proofs techni-
cally more complicated. In Section 11.3 below, when we address the regularity
of minimizers, we shall even drop the dependence on x and consider only in-
tegrands of the form

f(Du(x)),

in order to make the proofs as transparent as possible while still preserving
the essential features.
The main result of this section then is the following theorem:

Theorem 7.6.1: Let 2 C R? be open, and consider a function
f:2xR*=R

satisfying:
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(i) f(-,v) is measurable for all v € R%
(ii) f(x,-) is convex for all x € £2.
(iii) f(x,v) > —y(x)+r|v|? for almost allx € 2, allv € R?, withy € L' (£2),
K> 0.

We let g € HY2(02), and we consider the variational problem

I(u) = /Q f(z, Du(z))dz — min

among all w € HY2(2) with u — g € Hé’Q(Q) (thus, g are boundary values
prescribed in the Sobolev sense).
Then I assumes its infimum; i.e., there exists such a ug with
I(up) = inf I(u).
u—g€H)?(2)
To simplify our further considerations, we first observe that it suffices to
consider the case g = 0. Namely, otherwise, we consider, for w = u — g,

[, w(z)) = [z, w(z) + g(2)).

The function f satisfies the same structural assumptions that f does; this is
clear for (i) and (ii), and for (iii), we observe that

e w(e) 2 =) + slulo) + 9P = 1) + x (@) - lo@)?).

and so f satisfies the analogue of (iii) with
3(a) = (@) + wlg(@)|? € L!
and kK := %I{. Thus, for the rest of this section we assume
g=0. (7.6.3)

In order to prepare the proof of the Theorem 7.6.1, we shall first derive
some properties of the variational integral I. We point out that in the next
two lemmas the function v takes its values in R<, i.e., is vector- instead of
scalar-valued, but that will not influence our reasoning at all.

Lemma 7.6.1: Suppose that f is as in Theorem 7.6.1, but with (ii) weakened
to
(ii’) f(x,-) is continuous for all x € 2,
and supposing in (11i) only k € R, but not necessarily k > 0.
Then

J(v) ::/Qf(x,v(x))dx

is a lower semicontinuous functional on L%(§2;R?).
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Proof: We first observe that if v is in L?, it is measurable, and since f(z,v) is
continuous with respect to v, f(z,v(x)) then is measurable by a basic result
in Lebesgue integration theory.”> Now let (v, ),en converge to v in L2(£2; R9).
By another basic result in Lebesgue integration theory,® after selection of
a subsequence, (v,) also converges to v pointwise almost everywhere. (It is
legitimate to select a subsequence here, because the subsequent arguments
can be applied to any subsequence of (v,).) By continuity of f,

fla,v(@)) = Klo(@)? = lm (f(z,va(2)) = sloa(2)]).

n—oo

Since f(z,v, (7)) — k|v(x)|? > —7(x), and v is integrable, we may apply
Fatou’s lemma’ to obtain

/(f(xav(ﬂﬂ))—fi\v(x)lg))dwSliminf/ ((f (2, vn(2)) = [vn(2)[?) da,
2 [0}

n—r oo

and since (v,,) converges to v in L?, then also

n— oo

/Qf(:v,v(x))dxgliminf/gf(a:,vn(x))da:.
O

Lemma 7.6.2: Let f be as in Theorem 7.6.1, without necessarily requiring
K in (i) to be positive. Then

J(v) = /Q F (@, v(@))da
is convex on L%(§2;R?).
Proof: Let vg,v; € L?(£2,R%),0 < ¢ < 1. We have
T(tve + (1 — t)vy) = /f(x,tvo(x) (1= Do)
< [ s on@) + (1= 0f @) by )
= tJ(’Uo) + (1 - t)J(Ul).

Thus, J is convex. ]

Lemma 7.6.1 and Lemma 7.6.2 imply the following result:

5 See J. Jost, Postmodern Analysis, p. 214 [11].
6 See J. Jost, Postmodern Analysis, p. 240 [11].
" See J. Jost, Postmodern Analysis, p. 202 [11].
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Lemma 7.6.3: Let f be as in Theorem 7.6.1, still not necessarily requiring
k > 0. With our previous simplification g =0 (7.6.3), the functional

I(u)z/ﬂf(aDu(x))dm

. . . . 1.2
is a convex and lower semicontinuous functional on Hy*(2). ad

With Lemma 7.6.3, Theorem 7.6.1 is a consequence of the following abstract
result:

Theorem 7.6.2: Let H be a Hilbert space, with norm |||,
I:H — RU{cc}

be bounded from below, not identically equal to +00, conver and lower semi-
continuous. Then, for every A >0, and u € H,

In(w) = inf (1) + A lu = ol°) (7.6.4)

is realized by a unique uy € H, i.e.,
() = I(uy) + Alu—uy?, (7.6.5)
and if (ux)r=o remains bounded as A\, 0, then
= 1i
up += lim uy
exists and minimizes I, i.e.,

I(ug) zulglfil(u)

Proof: We first verify the auxiliary statement about the uniqueness and ex-
istence of uy. We let (y,)nen be a minimizing sequence for (7.6.4), i.e.,

Iya) + Mu =yl = inf (Ig) + A Ju—y]*).
yeH
For m,n € N, we put

1
‘We then have

1
I(Ymn) + M=yl < 3 (I(ym) + A lu — ym||2) (7.6.6)
1 N A )
+ 5 (1) + A = yal®) = 5 lym = vl
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by the convexity of I and the general Hilbert space identity

2
1 1
=5 (le =9l +lle = 9al) = s — vl (7.67)

1
T — 5(?/1 +92)

for any x, 41, y2 € H, which is easily derived from expressing the norm squares
as scalar products and expanding these scalar products.

Now, by definition of I (u), the left-hand side of (7.6.6) has to be > I (u),
whereas for k = m and n, I(yx) + A |Ju — yx||* converges to I (u), by choice
of the sequence (yy), for k — oo. This implies that

Hym - yn||2 =0

for m,n — oco. Thus, (y»)nen is a Cauchy sequence, and it converges to a
unique limit wy. Since |-|| is continuous, and I is lower semicontinuous, u,
realizes the infimum in (7.6.4); i.e., (7.6.5) holds.

If (uy) then remains bounded for A — 0, this minimizing property implies
that

lim I(uy) = inf I(y). 6.
lim I(uy) nf (y) (7.6.8)

Thus, for any sequence A\, — 0, (uy,) is a minimizing sequence for I.
We now let 0 < A; < A2, From the definition of uy,,

[(UJ)Q) + A1 ”u = U, ”2 > I(uAl) + A1 Hu — Ux, H2 )
and so
I(uny) + s flu = un, |* > T(ur,) + Ao flu— uy, |

2 2
(O = A) (lhe = P = flu =, 7).

Since uy, minimizes I(y) 4+ Az ||u — y||*, we conclude from this and A; < A
that

lu = wx, 1* > [lu— ux, ||
This means that
= uxl®

is a decreasing function of A\, or in other words, it increases as A \ 0. Since
this expression is also bounded by assumption, it has to converge as A \, 0. In
particular, for any € > 0, we may find Ay > 0 such that for 0 < Ay, Ay < Ao,

€
e =, 1 = flu = wn [1*] < 5 (7.6.9)
2
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We put

Up9 = 5 (ux, + ux,) .

If we assume, without loss of generality, I(uy,) > I(uy,), the convexity of I
implies

I(ul’g) S I(UA1)~ (7610)
‘We then have
I(ulg) + M Hu - u172||2
1 1 5 1 9
< T(un) + A | 5l = 4 5 e = 17— 5 flus, — was |
2 2 4
by (7.6.10) and (7.6.7)

€ 1
<t (lu= w4+ 5 = ¢l — ) by (.69

Since wy, minimizes I(y) 4+ A1 |lu — y||*, we conclude that
||u)\1 Uy H2 <e&.

So, we have shown the Cauchy property of uy for A N\, 0, and therefore, we
obtain the existence of

=1l .
o = I A
By (7.6.8) and the lower semicontinuity of I, we see that
1 = inf I(y).
(uo) = inf I(y)
Thus, we have shown the existence of a minimizer of I. This concludes the

proof of Theorem 7.6.2, as well as that of Theorem 7.6.1. a

While we shall see in Chapter 8 that the minimizers of the quadratic vari-
ational problems studied in the preceding sections of this chapter are smooth,
we have to wait until Chapter 11 until we can derive a regularity theorem for
minimizers of a class of variational integrals that satisfy similar structural
conditions as in Theorem 7.6.1. Let us anticipate here Theorem 11.3.1 below:

Let f:R? — R be of class C™ and satisfy:
(1) There exists a constant K < oo with
o

3

< K| fori=1,....,d (v=(v',...,v%) eRY).

(v)
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(ii) There exist constants A > 0, A < oo with

L9 f(v)

anUj

Nel? < &i€; < AlEP  for all € € RY.

ij=1

Let 2 C R? be open and bounded. Let ug € W12(£2) minimize
I(u) ::/ f(Du(z))dx
Q

among all u € WY2(2) with u — ug € Hy?(£2). Then

uy € C(02).

In order to compare the assumptions of this result with those of Theo-
rem 7.6.1, we first observe that (i) implies that there exist constants ¢ and k
with

[f@)] < e+ ko

Thus, in place of the lower bound in (iii) of Theorem 7.6.1, here we have an
upper bound with the same asymptotic growth as |v| — co. Thus, altogether,
we are considering integrands with quadratic growth. In fact, it is also possible
to consider variational integrands that asymptotically grow like |v|P, with
1 < p < 0. The existence of a minimizer follows with similar techniques as
described here, by working in the Banach space Hé7p (£2) and exploiting a
crucial geometric property of those particular Banach spaces, namely, that
the unit ball is uniformly convex. The first steps of the regularity proof also
do not change significantly, but higher regularity poses a problem for p # 2.
The lower bound in assumption (i) above should be compared with the
convexity assumption in Theorem 7.6.1. For f € C%(R?), convexity means

% f(v)
OvtovI

6620 forall € = (&,....L).

Thus, in contrast to the assumption in the regularity theorem, we are not
summing here with respect ¢ and j, and so this is a stronger assumption.
On the other hand, we are not requiring a positive lower bound as in the
regularity theorem, but only nonnegativity.

The existence of minimizers of variational problems is discussed in more
detail in J. Jost—X. Li-Jost [12]. The minimizing scheme presented here is put
in a broader context in J. Jost [10].

Summary

The Dirichlet principle consists in finding solutions of the Dirichlet problem
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u=0 in {2,
u=g on 02,

by minimizing the Dirichlet integral

/Q | Du(z)2de

among all functions u with boundary values g in the function space W2(2)
(Sobolev space) (which turns out to be the appropriate space for this task).
More generally, one may also treat the Poisson equation

Au=f in 2

this way, namely, minimizing

/Q|Du(:1:)|2dx+2/nf(x)u(;c)dz_

A minimizer then satisfies the equation

/ Du(x) Do(x)dz =0
Q

(respectively [, Du(z)Dy(x)dx + [ f(x)p(x)dz = 0 for the Poisson equa-
tion) for all ¢ € C§°(£2). If one manages to show that a minimizer v is regular
(for example of class C?(2)), then this equation results from integrating the
original differential equation (Laplace or Poisson equation, respectively ) by
parts. However, since the Sobolev space W12(£2) is considerably larger than
the space C?(42), we first need to show in the next chapter that a solution of
this equation (called a “weak” differential equation) is indeed regular.

The Dirichlet principle also works for a more general class of elliptic equa-
tions, and it admits an abstract Hilbert space formulation.

Exercises
7.1 Show that the norm
llull == llull 20y + 1 Dull 2 (0

is equivalent to the norm [|uly12(q) (i-e., there are constants 0 < o <
0 < oo satisfying

offull < llullyr2qy < Bllull - for all w e WH2(£2)).

Why does one prefer the norm [[ully1.2(g)?
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Exercises 191

What would be a natural definition of k-times weak differentiablity? (The
answer will be given in the next chapter, but you might wish to try
yourself at this point to define Sobolev spaces W2 (§2) of k-times weakly
differentiably functions that are contained in L?(§2) together with all
their weak derivatives and to prove results analogous to Theorem 7.2.1
and Corollary 7.2.1 for them.)

Consider a variational problem of the type

I(u):/QF(Du(x))d:L‘

with a smooth function F' : RY — §2 satisfying an inequality of the form
|F(p)| < ci|p|® + ¢z for all p € RY.

Derive the corresponding Euler-Lagrange equations for a minimizer (in
the weak sense; cf. (7.4.4)). Try more generally to find conditions for
integrands of the type F(z,u(x), Du(x)) that allow one to derive weak
Euler-Lagrange equations for minimizers.

Following R. Courant, as a model problem for finite elements we consider
the Poisson equation

Au=f in £,
u=0 ondfN

in the unit square 2 = [0,1] x
[0,1] € R% For h = & (n €
N), we subdivide £ into 75 (=
227) subsquares of side length h,
and each such square in turn is
subdivided into two right-angled
symmetric triangles by the di-
agonal from the upper left to
the lower right vertex (see Fig-
ure 7.1). We thus obtain trian-
gles AP, i =1,...,22"*1 What
is the number of interior vertices
Figure 7.1. p; of this triangulation?

We consider the space of continuous triangular finite elements
Shi={peC’(N): @ ar linear for all 4,¢ = 0 on 912}
The triangular elements ¢; with

©;(pi) = 645
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constitute a basis of S (proof?).
Compute

ajj = LD(pi -Dyp; for all pairs i, j
2

and establish the system of linear equations for the approximating solu-
tion of the Poisson equation in S", i.e., for the minimizer ¢" of

Lotz [ fo

for ¢ € S", with respect to the above basis @, of Sh (for that purpose,
you have just computed the coefficients a;;!).



8. Sobolev Spaces and L? Regularity Theory

8.1 General Sobolev Spaces. Embedding Theorems of
Sobolev, Morrey, and John—Nirenberg

Definition 8.1.1: Let u: 2 — R be integrable, o := (a1, ..., aq),

D Q= i al... i adgp foerEC‘al(Q)
a Oxt Oxd

An integrable function v : 2 — R is called an ath weak derivative of u, in
symbols v = Dyu, if

/ pvds = (_1)lal/ uDupdz  for all ¢ € C\(£2). (8.1.1)
2 2

For k€ N, 1 < p < oo, we define the Sobolev space

WHP(0) := {u € LP(R) : Dou exists and is contained in LP(£2) for
all | <k},
%

llhyenio == | 3 /Q Dou]?

|| <k

The spaces H*?(2) and HY?(2) are defined to be the closures of C°°(£2)
and C§°(12), respectively, with respect to H'Hwk‘p(m. Occasionally, we shall
employ the abbreviation |||, = ||l » (o) -

Concerning notation: The multi-index notation will be used in the present
section only. Later on, for u € W1P(£2), first weak derivatives will be denoted
by D;u, i = 1,...,d, as in Definition 7.2.1, and we shall denote the vector
(D1, ..., Dgu) by Du. Likewise, for u € W2P({2), second weak derivatives
will be written D;ju, 4,5 = 1,...,d, and the matrix of second weak derivatives
will be denoted by D?u.

As in Section 7.2, one proves the following lemma:

Lemma 8.1.1: W*?(Q2) = H¥P(0). The space W*P(£2) is complete with
respect 0 ||-[lyyr.p (), €., it is a Banach space. O
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We now state the Sobolev embedding theorem:

Theorem 8.1.1:

dp_
H&’p(Q) c La P_(Q) forp <d,
CY(0) for p > d.
Moreover, for u € Hy?(2) ,
lull 2 < ¢ Dull, forp <d, (8.1.2)
suplu < ¢|Q"7 - ||Dul, forp>d, (8.1.3)
17

where the constant ¢ depends on p and d only.

In order to better understand the content of the Sobolev embedding the-
orem, we first consider the scaling behavior of the expressions involved: Let
f € HYP(RY) N LI(R?). We look at the scaling y = Az (with A > 0) and

hw) =1 (%) = 1@

Then, with y = Az,

</R PR dy) i </R |Df(m)|pd1‘>;

(note that on the left, the derivative is taken with respect to y, and on the
right with respect to x; this explains the —p in the exponent) and

L |fA(y)|qdy>é (/) |f(17)|qda:);

Thus in the limit A — 0, || fa]l ;o is controlled by || D fx;, if

d d—p
A <A77 forA<1

holds, i.e.,
d—p

> =
p

)

[SHESH

ie.,

d,

g<-L_ itp<d
d—p

(We have implicitly assumed [|[Df||,, > 0 here, but you will easily convince

yourself that this is the essential case of the embedding theorem.) We treat

only the limit A — 0 here, since only for A < 1 (for f € Hé P(R4)) do we have
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supp fa C supp f,

and the Sobolev embedding theorem covers only the case where the functions
have their support contained in a fixed bounded set (2. Looking at the scaling
properties for A — oo, one observes that this assumption on the support is
necessary for the theorem. The scaling properties for p > d will be examined
after Corollary 8.1.5.

Proof of Theorem 8.1.1: We shall first prove the inequalities (8.1.2) and
(8.1.3) for u € C§(£2). We put u = 0 on R?\ 2 again. As in the proof
of Theorem 7.2.2,

i

xT
|u(x)\g/ D, 262 et de with o = (2. 2%)

— 00

for 1 <i < d, and hence

d  roo
u@/ <[ [ ipwlas
=17~

and

1

d—1

d o
()| < (H / |Diu|dxi)
i=1Y —
It follows that

1 1
[o'e) o0 a—1 oo oo . da—1
/ \u(ac)|ﬁ det < (/ | Dqul dw1> <H/ / |D;ul dx’dw1> ,

i#1Y
where we have used (A.6) for py = -+ = py—_1 = d — 1. Iteratively, we obtain

1

d T
u(x d%ldxg / D;u| dx ,
| @) (1_1 [ D )

and hence

1
d d d
1
||u||dig1 < (H/ |Diudx> < g/ E |Dju| dz,
=179 =1

since the geometric mean is not larger than the arithmetic one, and conse-
quently

1
lull o; < < 1Dully (8.1.4)
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which is (8.1.2) for p = 1.

Applying (8.1.4) to |u|” (y > 1) (Ju|” is not necessarily contained in
C3(£2), even if u is, but as will be explained at the end of the present proof,
by an approximation argument, if shown for C}(£2), (8.1.4) continues to hold
for H)', and we shall choose v such that for u € Hy?(£2), we have |u|]? €
Hy'' (£2)), we obtain

_ _ 1 1
gl <7 U Duld <1H WlH'D for Lty
o, < 5 [ 1l 1Dudde < 2l 1Dl for S+ 2

(8.1.5)
applying Holder’s inequality (A.4). For p < d, v = % satisfies
v (y=1p
d—1 p—1"

and (8.1.5) yields, taking g = p%l into account,
g -1
[ulVa < = llull’a - [ Dull,
d—1 d—1
i.e.,
Y
full 2o < 2 1Du,

which is (8.1.2). In order to establish (8.1.3), we need the following general-
ization of Lemma 7.2.4:

Lemma 8.1.2: For p € (0,1], f € LY(92) let

(Vif)(@) = /Q & — 5D f(y)dy.

Let 1 <p<qg<oo,

1 1
0<d=-—-<p.
p q

Then V,, maps LP(£2) continuously to LI(§2), and for f € LP({2), we have

1-6\""" s
— 1—p -
IVufll, < (M) wy 1AL, - (8.1.6)
Proof: Let
1 1 1
—=14+-—-—-=1-
r q P
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Then
Uz —y) = |z —y|"" Ve L"(0),

and as in the proof of Lemma 7.2.4, we choose R such that |2| = |B(z, R)| =
wgR?%, and we estimate as follows:

‘We write

C1f) = =D ()|

and the generalized Holder inequality (A.6) yields

Vit ()]

<([re-smea) (fee-va) ([yora)’

hence, integrating with respect to x and interchanging the integrations in the
first integral, we obtain

i - 1-6\"° .,
ufll, <sw ([ e@-nan) 1, < (325) wirier i,

by the above estimate for ||¢],.. O

In order to complete the proof of Theorem 8.1.1, we use (7.2.4), assuming
first u € C3(£2) as before, i.e.,

dwd/ Z (+' —y') (y)dy (8.1.7)

Im—y\

for x € 2. This implies

1
< — . 1.
jul < Z-V3(1D) (5.1.8)
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Inequality (8.1.6) for ¢ = oo, u = 1/d then yields (8.1.3), again at this
moment for u € C(£2) only.

If now u € Hé P(£2), we approximate u in the WP-norm by C§° functions
Uy, and apply (8.1.2) and (8.1.3) to the difference u,, — uy,. It follows that
(u,,) is a Cauchy sequence in L%/(4=P) () (for p < d) or C°(§2) (for p > d),
respectively. Thus u itself is contained in the same space and satisfies (8.1.2)
or (8.1.3), respectively O

Corollary 8.1.1:

Ldile)w(ﬂ) for kp < d,

HMP(0) .
0" (%) {cm(n) for0O<m<k—2.

Proof: The first embedding iteratively follows from Theorem 8.1.1, and the
second one then from the first and the case p > d in Theorem 8.1.1. ad

Corollary 8.1.2: If u € H(]f’p(ﬂ) for some p and all k € N, then u €
C>(92). O

The embedding theorems to follow will be used in Chapter 11 only. First
we shall present another variant of the Sobolev embedding theorem. For a
function v € L'(§2), we define the mean of v on (2 as

][Qv(x)dac = ﬁ/ﬂv(x)da:,

[2| denoting the Lebesgue measure of 2. We then have the following result:
Corollary 8.1.3: Let 1 <p < d and u € H"P(B(z0, R)). Then

d—p

dp p
][ |U|d% < ¢ Rp][ |DU|p+][ lul” | , (8.1.9)
B(zo,R) B(zo,R) B(zo,R)

where ¢y depends on p and q only.

Proof: Without loss of generality, g = 0. Likewise, we may assume R =
1, since we may consider the functions u(x) = w(Rx) and check that the
expressions in (8.1.9) scale in the right way. Thus, let u € H*?(B(0,1)). We
extend v to the ball B(0,2), by putting

u(z) =u % for |z| > 1.
||

This extension satisfies

||U||H1,p(B(0,2)) <a ||U||H1,p(B(0,1)) : (8.1.10)
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Now let n € C§°(B(0,2)) with
n>0, n=1on B(0,1), |Dnl <2

Then v = nu € Hy?(B(0,2)), and by (8.1.2),

d—p 1
“dp~ P
/ o] 75 < e / Duf” | . (8.1.11)
B(0,2) B(0,2)

Dv =nDu + uDn,

Since

from the properties of 7, we deduce
Dul? < ¢ (IDul” + ul?), (8.1.12)
and hence with (8.1.10),

/ Do’ < ¢4 / |Du\p+/ l? | . (8.1.13)
B(0,2) B(0,1) B(0,1)

Since on the other hand

_dp_ _dp_
[ [
B(0,1) B(0,2)

(8.1.9) follows from (8.1.11) and (8.1.13). O

Later on (in Section 11.1), we shall need the following result of John and
Nirenberg:

Theorem 8.1.2: Let B(yo, Ro) be a ball in R, v € WH(B(yo, Ry)), and
suppose that for all balls By, R) C RY,
/ |Du| < R4, (8.1.14)
B(y,R)NB(yo,Ro)
Then there exist a« > 0 and By < oo satisfying

/ eclu—uwl < 5 Rd (8.1.15)
B(yo,Ro)

with
1
wq Rg

ug = / u  (mean of u on B(yo, Rop))-
B(yo,Ro)

In particular,

/ eau/ e—au :/ ea(ufuo)/ efoz(ufm)) SﬂgR%d
B(yo,Ro) B(yo,Ro) B(yo,Ro) B(yo,Ro)

(8.1.16)
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More generally, for a measurable set B C R and u € L'(B), we denote
the mean by

= 1.1
us = g7 [ w(w)dy. (.1.17)

|B| being the Lebesgue measure of B. In order to prepare the proof of The-
orem 8.1.2, we start with a lemma:

Lemma 8.1.3: Let 2 C R? be convex, B C §2 measurable with |B| > 0,
u € WH(£2). Then we have for almost all x € §2,

(diam £2)4 1d
() — | < S /| | Du(2)| d=. (8.1.18)

Proof: As before, it suffices to prove the inequality for u € C'(§2). Since {2
is convex, if x and y are contained in (2, so is the straight line joining them,

and we have
le=yl 5 _
y—x
u(x) —uly) = — —ulx+r >dr,
@ === [ (e

1
u(@) ~up = /B (u() — u(y))dy

1 le=vl 9 y—x
-l ar“(“ﬂy—ﬂ)drdy‘

lz—yl 5
—u x4 rw)dr dw

and thus

This implies

1 (diam Q

1.1
\B| — , (8.1.19)

[u(z) — up| < .
z+rwe R

if instead of over B, we integrate over the ball B(z,diam 2)) N 2, write
dy = 0% 'dw dp in polar coordinates, and integrate with respect to o. Thus,
as in the proofs of Theorems 1.2.1 and 7.2.2,

|z—yl
1 dlamQ 1 8u
uw) —upl < = [ [ Qe
0 90B(z,r)NN2
1 dlamQ a: -z
_\ dlzazl x—z|dz|
dlam.Q
il / d 7 [Du(z)] dz.
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We shall also need the following variant of Lemma 8.1.2:

Lemma 8.1.4: Let f € L'(2), and suppose that for all balls B(xo, R) C RY,

/ If| < KR —3%) (8.1.20)
QQB(IQ,R)

with some fized K. Moreover, let p > 1, 1/p < . Then

(V) (@) < L= (diam @) D i (81.21)

((Vuf)(x) = [ ey f(y)dy) |

Proof: We put f =0 in the exterior of 2. With r = |z — y|, then

WV, f(@)] < /Q PG | £ ()] dy

diam §2
:/ rd(”*l)/ |f(2)| dzdr
0 OB (z,r)

diam 2 i N 9
= P —/ dy | dr
/O o B(z,@'ﬂy)' Y

— (diam Q)¢ / )l dy

B(z,diam £2)

diam 2
=g [ e )y
0 B(z,r)
< K (diam Q)d(uled(l*l/p)
diam 2
+ Kd(1 — p) / pAr=D)=1+dA=1/) g 1y (8.1.20)
0
1-1

1
P (diam )4 #=1/p),

=K

O

Proof of Theorem 8.1.2: Because of (8.1.14), f = | Du| satisfies the inequality
(8.1.20) with K =1 and p = d. Thus, by Lemma 8.1.4, for u > 1/d,

_ d—1 -
V@ = [ e )l dy < S R (8122)
B(yo,Ro) pnd —
In particular, for s > 1 and p = é + i’
Vipa (f) < (d=1)s(2Ro)*. (8.1.23)
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By Lemma 8.1.2, we also have, for s > 1, u=1/ds, p=¢q =1,

1‘ y ( (y07 U))
B(yo,Ro)

(8.1.24)
L hd—1
< dswq 5 Ry
by (8.1.20), which, as noted, holds for K =1 and p = d. Now
o —y[' ™ = fo — g NF DT g -y (FFEIOE) (8.1.25)

and from Holder’s inequality then

Vi) = [ (ko= E D401 (o - o E A0 ) ay
<V (f)sVap(f)'s. (8.1.26)

With (8.1.23) and (8.1.24), this implies

1

/ Vi (f)° < dswaRy T (d - 1) s (2R) T
B(yo,Ro)

< 2d(d — 1) 5wy RY

d S
= 2d — 1wd((d —1)s)*RY.
Thus
" 24 — (d—1\"n"
Jupn 253 = et (5 5
B(yo,R0) 5— 0 ytn d—1 n=0 v n'
1 1
< cRg, if -,
e
ie.,
V
/ exp (Ud(f)> < cRY. (8.1.27)
B(yo,Ro) v
Now by Lemma 8.1.3
|u(z) — up| < const V%(|Du\), (8.1.28)
and since we have proved (8.1.27) for f = |Dul, (8.1.15) follows. O

Before concluding the present section, we would like to derive some further
applications of the preceding lemmas, including the following version of the
Poincaré inequality:
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Corollary 8.1.4: Let 2 C RY be convez, and u € WHP(£2). We then have
for every measurable B C {2 with |B| > 0,

1 1-1 ) %
(/ u—uB|p> < %d__10|7 (diam 2)? </ |Dup> : (8.1.29)
o |B| Q

Proof: By Lemma 8.1.3,

(diam £2)?

‘U(x)7UB|_ d|B|

v, (1Dul),

and by Lemma 8.1.2, then,

1—1 1
V209w, < 437 121 AP

Lr(£2)
and these two inequalities imply the claim. a

The next result is due to C.B. Morrey:

Theorem 8.1.3: Assume u € WH1(02), 2 C R?, and that there exist con-
stants K < 00, 0 < a < 1, such that for all balls B(xg, R) C R?,

/ |Du| < KR, (8.1.30)
2NB(zo,R)

Then we have for every ball B(z,r) C RY,

osc  u:= sup lu(z) — u(y)| < cKre, (8.1.31)
2NB(z,r) z,y€B(2,m)NN

with ¢ = ¢(d, a).
Proof: We have

2nB(z,r) z€B(z,r)NN2

<o / - "% |Du(y)| dy
B(z,r)

by Lemma 8.1.3, where ¢; depends on d only, and
where we simply put Du = 0 on R\ £2.

= aVy(IDw) (2)

osc u<2 sup ‘u(x) - “B(ZW)‘

with the notation of Lemma 8.1.4. With

and
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f = |Du| then satisfies the assumptions of Lemma 8.1.4, and the preceding
estimate together with Lemma 8.1.4 (applied to B(z,r) in place of {2) then
yields

osc u< CQK(diamB(z,r))k% = cKr®.
02NB(z,r)

O

Definition 8.1.2: A function u defined on (2 is called o-Hélder continuous
in 2, for some 0 < o < 1, if for all z € (2,

u(z) —u(z
Notation: u € C*(£2). For u € C*({2), we put
u(z) — u(y)|
U|| e = ||u + sup ———F—.
[ullga (o) = llullco () A

(For o =1, a function satisfying (8.1.32) is called Lipschitz continuous, and
the corresponding space is denoted by C%1(£2).)

If u satisfies the assumptions of Theorem 8.1.3, it thus turns out to be
a-Holder continuous on 2; this follows by putting r = dist(z,942) in Theo-
rem 8.1.3. The notion of Holder continuity will play a crucial role in Chap-
ters 10 and 11.

Theorem 8.1.3 now implies the following refinement, due to Morrey, of
the Sobolev embedding theorem in the case p > d:

Corollary 8.1.5: Let u € Hy?(£2) with p > d. Then
uwe C'E ().
More precisely, for every ball B(z,r) C RY,

, <erlT3 D 8.1.33
Qe juser v || Dull 1) ( )

where ¢ depends on d and p only.

Once more, it helps in understanding the content of this embedding the-
orem if we take a look at the scaling properties of the norms involved: Let
f € H*?»(RY)NC*(R?) with 0 < o < 1. We again consider the scaling y = Az
(A > 0) and put

) = f(Ax).
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Then

‘f)\(yl) - fA(yQ)‘ _ Afa |f(l’1) - f(l’g)| (yz — >\9317 i = 172)
ly1 — yal? |z1 — xo|®

and thus

3 llga = A" 1 Fllca s

and as has been computed above,

d—p
[ llre = A7 1 f o -
In the limit A — 0, thus || fA| o« is controlled by || D f||,,, provided that

A< AT for A< 1,

ie.,

d
a<1—— in the case p > d.
p

Proof of Corollary 8.1.5: By Holder’s inequality

1
/ Dul < 1B, B F ([ Duf? (8.1.31)
QOB(LEQ,R) QﬁB(wo,R)
<c3 HDU’”LP(Q) rU-3) (8.1.35)

1a(1-4
:CSHDUHLP(Q) Ri-1+0 p)7 (8.1.36)

where c3 depends on p and d only. Consequently, the assumptions of Theo-
rem 8.1.3 hold. a

The following version of Theorem 8.1.3 is called “Morrey’s Dirichlet growth
theorem” and is frequently used for showing the regularity of minimizers of
variational problems:

Corollary 8.1.6: Let u € W12(£2), and suppose there exist constants K' <
o0, 0 < a < 1 such that for all balls B(zo, R) C R,

/ |Duf® < K'R4-2+2e, (8.1.37)
QOB(LEQ,R)

Then u € C*(£2), and for all balls B(z,r),

osc  u<c(K')7re, (8.1.38)

with ¢ depending only on d and o.
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Proof: By Holder’s inequality

/ |Du| < |B(zo, R)|? / |Dul?
QOB(I(],R) QﬁB(mg,R)

< c4(K/)%Rd—l+a

1
2

by (8.1.37), with ¢, depending on d only. Thus, the assumptions of Theo-
rem 8.1.3 hold again. a

Finally, later on (in Section 11.3), we shall use the following result of
Campanato characterizing Holder continuity in terms of LP-approximability
by means on balls:

Theorem 8.1.4: Let p > 1,d < A < d +p, and let 2 C R? be a bounded
domain for which there exists some § > 0 with

|B(xo,7) N 02| > 6% for all 2o € 2,7 > 0. (8.1.39)

Then a function v € LP(§2) is contained in C*(12) for a = % (or in
CY1(0) in the case X\ = d + p), precisely if there exists a constant K < oo
with

/ lu(z) — uB(zoyr)|p dr < KPr™ for all zo € 2,7 >0 (8.1.40)
B(xzg,r)N2

(where for defining up(q,,ry, we have extended u by 0 on R\ 2).
Proof: Let uw € C¥(£2), x € 2N B(xg,r). We then have

() = up(ag,r)| < (2r)* [l ga(q)
and hence

/ |“ - “B(xo,r)|p <6 ||u||0a(n) rovtd,
B(ZD07R)ﬁQ

whereby (8.1.40) is satisfied.
In order to prove the converse implication, we start with the following
estimate for 0 < r < R:

’UB(xO,R) - UB(aco,r)|p < 2r~t (|U($) - uB(aco,R)‘p + |u($) - UB(aco,r)|p) )

and thus, integrating with respect to x on 2 N B(xp,r) and using (8.1.39),

|uB(9307R) — UB(xo,r) |p

S U e f ’
= u_uBa:,R u_uBz,r -
rd B(xzo,r)N§2 (0. 1) B(xo,r)N$2 (zo.r)
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This implies

A

R»
’uB(xn,R) — uB(IU,r)‘ <K r% . (8.1.41)

We put R; = £ and obtain from (8.1.41)

21
ja=A A—d
|uB(I0,Ri) — uB(Io,Ri-H)’ < C7K2 » Rv . (8142)

For 7 < 7, this implies

A—d
‘UB(wo,Ri) — uB(wo,Rj)| < CsKRi P (8143)

Thus (uB(%ﬁi))ieN constitutes a Cauchy sequence. Since (8.1.41) with r; =
T

57 also implies

R 5 A-d
§06K<) r.? —0 fori— o
r

2

’uB(wo’Ri) — UB(wo,r;)

because of A > d, the limit of this Cauchy sequence does not depend on R.
Since by Lemma A .4, up(, ) converges in L' for r — 0 towards u(z), in the
limit j — oo, we obtain from (8.1.43)

A—d
4B (o, R) — w(wo)| < sKR7 (8.1.44)

Thus, up(,,r) converges not only in L', but also uniformly towards u as
R — 0. Since for R > 0, up(,,g) is continuous with respect x, then so is u.

It remains to show that u is a-Holder continuous. For that purpose, let
z,y € 2, R:= |z —y|. Then

|U(ZL') - u(y)| < |UB(x,2R) - U(CL')‘ + |UB(37,2R) — uB(y,2R)|
+ ‘u(y) - UB(y,zR)} . (8.1.45)

Now

|U'B(Z,2R) - uB(y,QR)| < ‘UB(I,ZR) - U(Z)’ + ‘U(Z) — UB(y,2R)

)

and integrating with respect to z on B(x,2R) N B(y,2R) N {2, we obtain

|UB(x,2R) - UB(y,2R)|
1

<
= |B(x,2R) N B(y,2R) N 2| (/B(;c,2R)n!2) |

+ / |u(z) — UB(y,2R) ’ dz)
B(y,2R)N$2

KR+

u(z) — uB(mngﬂ dz

cg
<
~ |B(x,2R) N B(y,2R) N 2|
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by applying Holder’s inequality. Because of R = |z — y|,
B(z,R) C B(y,2R),
and so by (8.1.39),
|B(x,2R) N B(y,2R) N 2| > |B(z, R) N 2| > 6R<.

We conclude that

|uB(2r) — UB(y2r)| < KR (8.1.46)
Using (8.1.44) and (8.1.46), we obtain

fu(e) — u(y)| < enk e~y 7 (8.1.47)

which is Holder continuity with exponent a = %. a

Later on (in Section 11.3), we shall use the following local version of
Campanato’s theorem:

Corollary 8.1.7: If for all 0 < r < Ry and all x € 2y, we have

/ |u — UB(xq,r) |p < ,yrd+pa
B(zo,m)

with constants v and 0 < o < 1, then u is locally a-Holder continuous in {2
(this means that u is a-Holder continuous in any 21 CC ). ]

References for this section are Gilbarg—Trudinger [8] and Giaquinta [6].

8.2 L2-Regularity Theory: Interior Regularity of
Weak Solutions of the Poisson Equation

For u : 2 — R, we define the difference quotient

u(z + he;) — u(x)

h —
Alu(z) = W

(h #0),

e; being the ith unit vector of R? (i € {1,...,d}).

Lemma 8.2.1: Assume u € Wh2(2),2" cC 2, |h| < dist(2',002). Then
Aly e L3(2') and

||A?u||L2(Q,) < | Diufl gy (i=1,...,d). (8.2.1)
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Proof: By an approximation argument, it again suffices to consider the case
ue CH2)NWL2(2). Then

u(z + he;) — u(x)

AP =
tu(a) :
I L ,
= E/ Diu(xt, ... 27 ot & ™ ad)de,
0

and with Holder’s inequality

2 1 [k
‘A?u(x)’ Sﬁ/ |Dlu($1,,$l+§,,ﬂjd)‘2df,
0

and thus
h 2 Lot 2 2
|Alu(z)| do < < |D;u|” dxdé = [ |D;ul” da.
foX hilo Ja Q

Conversely, we have the following result:

Lemma 8.2.2: Let u € L?(£2), and suppose there ezists K < oo with Alu €
L2(82) and

| AY <K (8.2.2)

“HL?(Q/)

for all h >0 and £ CC 2 with h < dist(£2’,062). Then the weak derivative
D;u exists and satisfies

IDiull 2 g < K. (8.2.3)

Proof: For ¢ € C}(£2) and 0 < h < dist(supp ¢, 9§2) (supp ¢ is the closure
of {x € 2: p(x) #0}), we have

/A?ugo:—/uA;hgpﬁ—/uDigo,
Q Q 2

as h — 0. Thus, we also have

\ /Q qu\ < K llellaen -

Since C{(£2) is dense in L?({2), we may thus extend

<pl—>—/uD,»<p
Q
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to a bounded linear functional on L?(§2). According to the Riesz represen-
tation theorem as quoted in Appendix 11.3, there then exists v € L2(§2)
with

/gpvz—/uDigo for all ¢ € C3(£2).
Q 7

Since this is precisely the equation defining D;u, we must have v = D;u. O

Theorem 8.2.1: Let u € WH2(2) be a weak solution of Au = f with f €
L2(82). For any 2 CC 2, then u € W22(£2'), and

el ary < const (Il gz + 171l 2y (8.2.4)

where the constant depends only on 6 := dist(£2',042). Furthermore, Au = f
almost everywhere in {2.

The content of Theorem 8.2.1 is twofold: First, there is a regularity result
saying that a weak solution of the Poisson equation is of class W22 in the
interior, and second, we have an estimate for the W22-norm. The proof will
yield both results at the same time. If the regularity result happens to be
known already, the estimate becomes much easier. That easier demonstration
of the estimate nevertheless contains the essential idea of the proof, and so
we present it first. To start with, we shall prove a lemma. The proof of that
lemma is typical for regularity arguments for weak solutions, and several of
the subsequent estimates will turn out to be variants of that proof. We thus
recommend that the reader study the following estimate very carefully.

Our starting point is the relation

/ Du-Dv = 7/ fo for all v e HY?(02). (8.2.5)
2 2

(Here, Du is the vector (Dyu, ..., Dgu).)

We need some technical preparation: We construct some 7 € C}(£2) with
0<n<1n(x)=1forz € 2 and |Dy| < 2. Such an n can be obtained
by mollification, i.e., by convolution with a smooth kernel as described in
Appendix 11.3, from the following function ng:

for dist(xz, ') < &,
for dist(z, 2') > %‘5,
— g dist(z, ') for g < dist(z, ) < %5_

no(z) ==

ol ©

Thus 79 is a (piecewise) linear function of dist(xz, £2’) interpolating between
£, where it takes the value 1, and the complement of {2, where it is 0. This
is also the purpose of the cutoff function 7. If one abandons the requirement
of continuous differentiability (which is not essential anyway), one may put
more simply
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1 for x € (2,
n(z) =40 for dist(x, 2") > 4,
1 — $dist(x, 2') for 0 < dist(z, ') <6

(note that dist(£2',962) > §). Tt is not difficult to verify that n € Hy>(12),
which suffices for the sequel. In (8.2.5), we now use the test function

v =nu

with 7 of the type just presented. This yields

/ n? | Dul® + 2/ nDu-uDn = f/ n* fu, (8.2.6)
Q 9 ¢
and with the so-called Young inequality
1
tab < %a2 + 50 forabeRe>0 (8.2.7)

used with @ = n|Du|, b = u|Dp|, ¢ = § in the second integral, and with
a =nf, b=nu, e =2 in the integral on the right-hand side, we obtain

1 1 52
/772 |Dul? < */ nz\DUI2+2/ |D77|2u2+7/ n2u2+*/ n’f2.
Q 2 Jo Q 202 /o 2 Jo
(8.2.8)

We recall that 0 <7 <1, =1 on 2’ to see that this yields

16 1
Du2</ 2Du2<<+)/u2+§2/ 2,
[ e < [ < (Gg) [ 1

We record this inequality in the following lemma:

Lemma 8.2.3: Let u be a weak solution of Au = f with f € L*(2). We
then have for any {2’ CC {2,

2 17, 2 2
[Dull72(0) < 52 ullz2(0y + 0% 1720 » (8.2.9)

where ¢ := dist(£2',012). O

So far, we have not used that we are temporarily assuming u € W2?2(§2')
for any £2’ CC £2. Now, however, we come to the estimate of the W?22-norm,
so we shall need that assumption. Let u € W22(£2') N W2(£2) again satisfy

/ Du - Dv = —/ fv forall v e Hy?(02). (8.2.10)
2 2

If suppv CC ' (ie., v € H&’Q(Q”) for some 2" CC ('), we may, assuming
u € W22(()'), integrate by parts in (8.2.10) to obtain
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/Q(zd:DiDiu)v:/va. (8.2.11)

i=1

This in particular holds for all v € C§°(§2'), and since C§°(£2’) is dense in
L?(£2"), (8.2.11) then also holds for v € L?(§2’), where we have put v = 0 in
0\ Q2.

We consider the matrix D?u of the second weak derivatives of u and
obtain

d
/|D2u|2:/ " DiDju- DiDju
Q, !

i,j=1

d d
:/ > DiDiu-Y_ D;Dju
" i=2 i=1

+ boundary terms that we neglect for the moment (later on,
they will be converted into interior terms with the help of
cutoff functions),

by an integration by parts that will even require the as-
sumption u € W32(£2")

d
:/ fZDiju
Q2 =

1
P 3
< </ f2) </Q |D2u’2> by Holder’s inequality, (8.2.12)

/Q/ | D’ g/QfZ, (8.2.13)

HDZ“H;(QI) = ||in2(_Q) : (8.2.14)

Taken together (8.2.9) and (8.2.14) yield

and hence

i.e.,

22y < (e1(8) + 1) [[ull 22 (o) + 211F 11720 - (8.2.15)

We now come to the actual Proof of Theorem 8.2.1: Let

Q' cc Q' ccn, dist(Q",00) > g dist(2/,00") >

] o

We again use

/Du~Dv=—/ f-v forallve Hy?(2). (8.2.16)
Q Q
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In the sequel, we consider v with
suppv CC 2"
and choose h > 0 with
2h < dist(supp v, 902").

In (8.2.16), we may then also insert Av (i € {1,...,d}) in place of v. We
obtain

DA - Dy = AMDu) - Dv = — Du - A Dy
Q// Q// Q//
— [ Du-D(AM) (8.2.17)

0

o FARM <\ fllpeqay - 1Dl g2 gom

by Lemma 8.2.1 and the choice of h. As described above, let n € C§(£2"),
0<n<1,nx)=1forze, |Dn <8/6. We put

v = n? Al

From (8.2.17), we obtain
/ |nDA?u|2 = DAM - Dy — 2/ nDAM - AMuDn
1 Q// ( "

< fllz2 () |D (nzA?u)Hy(m)

h h
+2|[nDA; u”mmn) [P U’DnHLz(Q“) :
With Young’s inequality (8.2.7) and employing Lemma 8.2.1 (recall the choice
of h), we hence obtain

1
DAk gy < 2017 sy + 7 II0DA] s g

1
+ 1 HnDAZhuHiz + 8sup |D77|2 ||Diu|‘i2(9//) .

()
The essential point in employing Young’s inequality here is that the expres-

sion HnDA?uHiQ( occurs on the right-hand side with a smaller coefficient

Q//)
than on the left-hand side, and so the contribution on the right-hand 1side can
be absorbed in the left-hand side. Because of n = 1 on §2’ and (a?>+b%)2 < a+b

with Lemma 8.2.2, as h — oo, we obtain

1
10?2, < const (||f|L2<m +5 Duwm) . (8.2.18)
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Lemma 8.2.3 (with £2” in place of {2') now implies

1
Dl <1 (5 Il 431l ) (6219

with some constant c;. Inequality (8.2.4) then follows from (8.2.18) and
(8.2.19). O

If f happens to be even of class W2(£2), in (8.2.5) we may insert D;v in
place of v to obtain

/QD(DZ-u)~Dv:—/QDif-v.

Theorem 8.2.1 then implies Dyu € W22(§2'), ie.,, u € W32(£2'). In this
manner, we iteratively obtain the following theorem:

Theorem 8.2.2: Let u € WY2(2) be a weak solution of Au = f, f €
WH2(0). For any 2’ CC 2 then u € WF22(0'), and

ullnsas oy < const (el oo + ooy )
where the constant depends on d, h, and dist((2',012).
Corollary 8.2.1: If u € W12(02) is a weak solution of Au = f with f €
C>(£2), then also u € C*(£2).
Proof: From Theorem 8.2.2 and Corollary 8.1.2. ad

At the end of this section, we wish to record once more a fundamental
observation concerning elliptic regularity theory as encountered in the present
section for the first time and to be encountered many more times in the
subsequent sections. For any u contained in the Sobolev space W22(£2), we
have the trivial estimate

[ull L2 (@) + 1Aull 2oy < const [|ully2.2(0)

(where Au is to be understood as the sum of the weak pure second derivatives
of w). Elliptic regularity theory yields an estimate in the opposite direction;
according to Theorem 8.2.1, we have

ullyz oy < const([[ull 2oy + 1 Aullp2(g))  for 2" CC £

Thus Au and some lowerorder term already control all second derivatives of
u. Lemma 8.2.3 shall be interpreted in this sense as well.
The Poincaré inequality states that for every u € H& ’2((2),

l[ull 2y < const [[Dul| 12(q) ;
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while for a harmonic u € W12(£2), we have the estimate in the opposite
direction,

[1Dull 220y < ull 2oy

(for 2 CC 02).

In this sense, in elliptic regularity theory one has estimates in both di-
rections, one direction resulting from general embedding theorems, and the
other one from the elliptic equation. Combining both directions often allows
iteration arguments for proving even higher regularity, as we have seen in the
present section and as we shall have ample occasion to witness in subsequent
sections.

8.3 Boundary Regularity and Regularity Results for
Solutions of General Linear Elliptic Equations

With the help of Dirichlet’s principle, we have found weak solutions of
Au=f in {2
with
u—ge Hy*(02)

for given f € L%(£2), g € HY2(£2). In the previous section, we have seen that
in the interior of 2, u is as regular as [ allows. It is then natural to ask
whether u is regular at 0f2 as well, provided that g and 02 satisfy suitable
regularity conditions. A preliminary observation is that a solution of the
above Dirichlet problem possesses a global bound that depends only on f
and g:

Lemma 8.3.1: Let u be a weak solution of Au=f, u—gé€ Hé’Z(.Q) in the
bounded region (2. Then

ety < € (N9l + 1fllzza) ) (8.3.1)

where the constant ¢ depends only on the Lebesgue measure |2| of £2 and on
d.

Proof: We insert the test function v = u—g into the weak differential equation

Du-Dv=— [ fv forallve Hy*(R2)
2 2

to obtain
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/\Du| /Du Dy /fu+/fg

/|D|+ /|D|+ /f2 /u2+§/92

for any € > 0, by Young’s inequality, and hence
2
2 2 2 2
1Dullz> < e flullzs + 1Dglzz + Z 1fllz2 + < llgllza

ie.,

2
[1Dull > < Vellullp> + | Dyllze + \/;”f”LQ +velgllLe -

Obviously,

lull 2 < llu =gl 2 + llgll 2 »

and by the Poincaré inequality

1
21\
=gl < (1) QDule + 1D,

Altogether, it follows that

1 1
021\ 4 020\ ¢
|Dull < V7 (") ||Du||m+<1+ﬁ (') )anan
wq wd

2
F2vE ol + 2 11e.
5_1 wq \ ¢
4\
ot 1
\/g<|> = 3
wq 2

‘We now choose

N}

i.e.

and obtain

(8.3.2)

(8.3.3)

(8.3.4)

)
Duls <3103l +2(28) o+ v (2) s i)

Inequalities (8.3.3)—(8.3.5) then also yield an estimate for |u|| ., and (8.3.1)

follows.

O



8.3 Boundary Regularity. General Linear Elliptic Equations 217

We also wish to convince ourselves that we can reduce our considerations
to the case u € Hé’z(ﬁ). Namely, we simply consider 4 :=u — g € H&’Q(_Q),
which satisfies

Ai=Au—Ag=f—-Ag=f (8.3.6)

in the weak sense. Here, we are assuming g € W22(§2), and thus, for @ €
Hy?(2), we obtain the equation

Au=f (8.3.7)

with f € L?({2), again in the weak sense. Since the W?22-norm of u can be
estimated by those of u and g, it thus suffices to consider vanishing boundary
values. We consequently assume that v € Hé ’2((2) is a weak solution of
Au= fin §2.

We now consider a special situation; namely, we assume that in the vicin-
ity of a given point xg € 912, 012 contains a piece of a hyperplane; for example,
without loss of generality, ¢ = 0 and

92N B(0,R) = {(«',...,297,0)} N B(0, R)

(here, B(0,R) = {z € R% : |x| < R} is the interior of the ball B(0, R)) for
some I > 0. Let

BT(0,R) := {(m17...7xd) € B(0,R) : 2 > 0} C £.

If now 1 € CL(B(0, R)), we have
n*u e Hy®(B*(0, R)),

because we are assuming that u vanishes on 02 N é(O,R)D in the Sobolev
space sense. If now 1 <4 < d—1 and |h| < dist(suppn, 0B(0, R)), we also
have

Al € BB (0,R).

Thus, we may proceed as in the proof of Theorem 8.2.1, in order to show

that
Diju € L? (é (0, g)) (8.3.8)

with a corresponding estimate, provided that ¢ and j are not both equal to
d. However, since, from our differential equation we have

d—1
Dddu = f - Z Djju, (839)

Jj=1
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Dyqu € L? <1°3 <0, g)) ,

and thus the desired regularity result

ue W22 (é (0, ];)) ,

as well as the corresponding estimate.

In order to treat the general case, we have to require suitable assumptions
for 012.

we then also obtain

Definition 8.3.1: An open and bounded set 2 C R? is of class C* (k =
0,1,2,.. ,00) if for any zo € 082 there exist r > 0 and a bijective map
¢ B(xo, ) = ¢(B(xo, 7)) € R (B(zo,r) = {y € RY : |xg —y| < r}) with
the following properties:

(i) $(20N B(xo, 7)) C {(at,...,2%) :2? > 0}
(i) ¢(02 N B(wg,r)) C {(z*,...,2%) : 2? = 0}.
(iii) ¢ and ¢~ are of class C*.

Remark: This means that 912 is a (d — 1)-dimensional submanifold of R? of
differentiability class C*.

Definition 8.3.2: Let 2 C R? be of class C*, as defined in Definition 8.3.1.
We say that g : 2 — R is of class C'(2) for | < k if g € C(£2) and if for
any xo € 082 and ¢ as in Definition 8.3.1,

god1: {(xl,...,zd):deO} —R
is of class C".

The crucial idea for boundary regularity is to consider, instead of u, local
functions u o ¢! with ¢ as in Definition 8.3.1. As we have argued at the
beginning of this section, we may assume that the prescribed boundary values
are g = 0. Then u o ¢! is defined on some half-ball, and we may therefore
carry over the interior regularity theory as just described. However, in general
uo ¢! no longer satisfies the Laplace equation. It turns out, however, that
uog ! satisfies a more general differential equation that is structurally similar
to the Laplace equation and for which one may derive interior regularity in
a similar manner.

We have derived a corresponding transformation formula already in Sec-
tion 7.4. Thus w = u o ¢! satisfies a differential equation (7.4.11), i.e

d
Z <85J (fzg”w)) =0, (8.3.10)
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where the positive definite matrix ¢ is computed from ¢ and its derivatives
(cf. (7.4.7)).

We shall consider an even more general class of elliptic differential equa-
tions:

o0 R
Lu = Z:l@ <CLJ( 8;10’ ) ZT ))
d
+> (@) z) 4 d(z)u(z)
i=1
= f(x). (8.3.11)

We shall need two essential assumptions:
(A1) (Ellipticity) There exists some A > 0 with

d
Z a” (x)&& > A > for all z € 2,¢ € R

ij=1
(A2) (Boundedness) There exists some M < co with
)| o' @)] le(@)], |d(x)]) < M.

sup (‘aij(x
r€f2,i,j

3y,

A function wu is called a weak solution of the Dirichlet problem
Lu=f in 2 (f€ L*() given),
u—g e Hy*(Q),
if for all v € Hé’Q(Q),

/Q { Z a” (z) Diu(z) Djv(x) + Z b (z)u(z)Djo(x)
_ <Z c(z)Diu(z) + d(m)u(m)) U(x)}dw =— /Q f(z)v(x)dx. (8.3.12)

K3
In order to become a little more familiar with (8.3.12), we shall first try to
find out what happens if we insert our test functions that proved successful
for the weak Poisson equation, namely, v = n?u and v = u — g. Here 7 is a
cutoff function as described in Section 8.2 with respect to 2 cC 2. With
v = n?u, (8.3.12) then becomes

/ { Z n*a" DyuDju + 2 Z na’uD;uD;n + Z b’ uDju (8.3.13)
Q

+2> wtnDin =Y nPcuDiu — dn2u2} =— / fntu.



220 8. Sobolev Spaces and L? Regularity Theory
Analogously to (8.2.8), using Young’s inequality, this time of the form

Z a”aibj < 5 Z a”aiaj + % Z a% bzbj (8314)

for ¢ > 0, (a1,...,aq),(b1,...,by) € R? and a positive definite matrix
(a'); j=1,....a, we thence obtain the following inequality:

1 3
/7]2 |Dul? < X/nzza”DiuDju

M
ET/|Du|2772—&-cl(s, )\,M,d)/n2u2 (8.3.15)

IN

2
+ea@ A 1d) [ o+ % o2

where € > 0 remains to be chosen appropriately, and ¢ = dist(£2’, 92), with
constants c¢1, co that depend only on the indicated quantities. Of course, we

have used (A1) and (A2) here. With e = 53, this yields

/ \Dul? < ¢s(5, /\,M,d)/ u2+52/ 12, (8.3.16)
(el (9} (9]

where we have also used the properties of 7. This is the analogue of
Lemma 8.2.3. The global bound of Lemma 8.3.1, however, does not admit a
direct generalization. If we insert the test function u—g in (8.3.12), we obtain
only (as usual, employing Young’s inequality in order to absorb all the terms
containing derivatives into the positive definite leading term)

1 3
/ |Dul® < X/Za”DiuDju
7

(8.3.17)
< ea(n M, s 1921) (Ilglyns + 1132 ) + NulFeqey)

Thus, the additional term ||u|@2(m appears in the right-hand side. That this
is really necessary can already be seen from the differential equation

u'(t) + KPu(t) =0 for0<t<m,

u(0) = u(m) = 0 (8.3.18)

with k > 0. Namely, for k € N, we have the solutions
u(t) = bsin(kt)

with b € R arbitrary, and these solutions obviously cannot be controlled solely
by the right-hand side of the differential equation and the boundary values,
because those are all zero. The local interior regularity theory of Section 8.2,
however, remains fully valid. Namely, we have the following theorem:
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Theorem 8.3.1: Let u € W12(Q2) be a weak solution of Lu = f; i.e., let
(8.3.12) hold. Let the ellipticity assumption (A1) hold. Moreover, let all coeffi-
cients ¥ (x),...,d(x) as well as f(z) be of class C°°. Then also u € C>(§2).

Remark: Regularity is a local result. Since we assume that all coefficients are
C*°, in particular, on every {2’ CC {2, we have a bound of type (A2), with
the constant M depending on 2’ here, however.

Let us discuss the Proof of Theorem 8.3.1: We first reduce the proof to
the case b/, c¢',d = 0, i.e., to the regularity of weak solutions of

Mum 30 2 (o) ) ) = 1) (3:3.19)

For that purpose, we simply rewrite
Lu=f

as

Mu= =Y S G @ule)) - 3 ¢) rule) - diz)ule) + flo).
(8.3.20)

We then prove the following theorem:

Theorem 8.3.2: Let u € W12(Q2) be a weak solution of Mu = f with f €
Wk2(0). Assume (A1), and that the coefficients a™(x) of M are of class
Ck+1(02). Then for every £2' CC 2,

u € WHF2k ().
If

@l giesr ey < M for alld, j, (8.3.21)

then
lullwesae gy < e (Illagoy + 1o ) (8:3.22)

with ¢ = e(d, A\, k, My, dist(£2,042)).

The Sobolev embedding theorem then implies that in case a¥, f € C°,
any solution of Mu = f is of class C*° as well. The corresponding regu-
larity for solutions of Lu = f, as claimed in Theorem 8.3.1 can then be
obtained through the following important iteration argument: Since we as-
sume u € W12(2), the right-hand side of (8.3.20) is in L?(§2). According to
Theorem 8.3.2, for k = 0, then v € W22({2). This in turn implies that the
right-hand side of (8.3.20) is in W12(§2). Thus, we may apply Theorem 8.3.2
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for k = 1 to obtain u € W32(£2). But then, the right-hand side is in W?22(£2);
hence u € W42(2), and so on.

In that manner we deduce u € W™2(2) for all m € N, and by the Sobolev
embedding theorem, hence that v is in C*°({2).

We shall not display all details of the Proof of Theorem 8.3.2 here, since
this represents a generalization of the reasoning given in Section 8.2 that
only needs a more cumbersome notation, but no new ideas. We have already
seen how such a generalization works when we inserted the test function n?u
in (8.3.12). The only additional ingredient is certain rules for manipulating
difference quotients, like the product rule

Af(ab)(z) = — (a(x + hey)b(z + he)) — a(x)b(x))
= a(x + he)) AlMb(z) + (A?a(m)) b(x).

> —

(8.3.23)

For example,

d
Al (Z aij(:c)Dium) = (a¥(x + he)) Al Diu(x) + Alta¥ (z) Diu(z))

(8.3.24)

As before, we use Afhv as a test function in place of v, and in the case
suppuv CC 2, 2h < dist(supp v, 92"), we obtain

/Q ”ZA? (¥ (2) D;u(z)) Djo(x)dz = / F@) A o(x)de. (8.3.25)

With (8.3.23) and Lemma 8.2.1, this yields

/ ) Z a(z + hey) Dy AMu(z) Djv(z)da

1,7
< cs(d, My) (||u||W1,2(Q~) + Hf||L2(Q)) HD”HL2(9~) , (8.3.26)

i.e., an analogue of (8.2.17). Since because of the ellipticity condition (A1),
we have the estimate

)\/ |17DA?u(x)|2 dx < / n* Z a(z + he)) Al Dyu(z) AP Dju(z)dz,
0 Q =
i
we can then proceed as in the proofs of Theorems 8.2.1 and 8.2.2. Readers
so inclined should face no difficulties in supplying the details. a

We now return to the question of boundary regularity and state a theorem:
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Theorem 8.3.3: Let u be a weak solution of Mu = f in 2 with u — g €
Hy%(02). As always, suppose (A1). Let f € WE2(2), g € WFT22(2). Let 2
be of class C*+2, and let the coefficients of M be of class C**1(2) (in the
sense of Definition 8.53.1). Then

u e Wk22(0),

and we have the estimate
lullwnseza) < ¢ (I lwra + 19lwerza )

with ¢ depending on X, d, and 2, and on C**t1-bounds for the a™.

Proof: As explained at the beginning of this section, we may assume that
012 is locally a hyperplane, by considering the composition v o ¢! in place
of u, where ¢ is a diffeomorphism of the type described in Definition 8.3.1.
Namely, by (7.4.12) our equation Mu = f gets transformed into an equation

Mi=f

of the same type, with estimates for the coefficients of M following from
those for the a®/ as well as estimates for the derivatives of ¢. We have already
explained above how to obtain estimates for u in that particular geometric
situation. We let this suffice here, instead of offering tedious details without
new ideas. a

Remark: As a reference for the regularity theory of weak solutions, we rec-
ommend Gilbarg—Trudinger [8].

8.4 Extensions of Sobolev Functions and
Natural Boundary Conditions

Most of our preceding results have been formulated for the spaces Hy™”(£2)
only, but not for the general Sobolev spaces WP (2) = H*P((2). A technical
reason for this is that the mollifications that we have frequently employed
use the values of the given function in some full ball about the point under
consideration, and this cannot be done at a boundary point if the function
is defined only in the domain {2, perhaps up to its boundary, but not in the
exterior of 2. Thus, it seems natural to extend a given Sobolev function on a
domain 2 in R? to all of R, or at least to some larger domain that contains
the closure of (2 in its interior. The problem then is to guarantee that the
extended function maintains all the weak differentiability properties of the
original function. It turns out that for this to be successfully resolved, we
need to impose certain regularity conditions on 0f2 as in Definition 8.3.1. In
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the spirit of that definition, we thus start with the model situation of the
domain

Ri = {(z", ..., z%) ERd,xd>0}.

If now u € C* (@), we define an extension via

u(x) for 24 > 0,
E = 8.4.1
ou(e) {Z?_l aju(zt, ... z? 1 —%xd) for 24 < 0, ( )
where the a; are chosen such that
k 1 v
a; <_j> =1 forv=0,...,k—1. (8.4.2)

Jj=1

One readily verifies that the system (8.4.2) is uniquely solvable for the a; (the
determinant of this system is a Vandermonde determinant that is nonzero).
One moreover verifies, and this of course is the reason for the choice of the a;,
that the derivatives of Eyu up to order k —1 coincide with the corresponding
ones of u on the hyperplane {xd = O}, and that the derivatives of order k are
bounded whenever those of v are. Thus

Eou € C*LL(RY), (8.4.3)

where CU1((2) is defined as the space of [-times continuously differentiable
functions on {2 whose [th derivatives are Lipschitz continuous, i.e.,
|v(z) — v(zo)|

sup —————— < 00
TES? ‘QZ‘—$0|

for any such derivative v and zg € 2 (see also Definition 10.1.1 below).

If now 2 is a domain of class C* in the sense of Definition 8.3.1, and if
u € C*(2) (see Definition 8.3.2), we may locally straighten out the boundary
with a C*-diffeomorphism ¢!, extend the functions u o ¢~! with the above
operator Fp, and then take Eo(u o ¢~ 1) o ¢. This function then defines a
local extension of class C* =11 of u across 042. In order to obtain a global
extension, we simply patch these local extensions together with the help of
a partition of unity. This is easy, and the reader may know this construction
already, but for completeness, we present the details. We assume that {2 is a
bounded domain of class C*. Thus, 942 is compact, and so it may be covered
by finitely many sets of the type Q2NB (o, r) on which a local diffeomorphism
with the properties specified in Definition 8.3.1 exists.

We call these sets §2,, v = 1,...,n, and the corresponding diffeomor-
phisms ¢,. In addition, we may find an open set 2y C {2, with 92N 82y = 0,
so that
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cC OQV.

v=0

We then let ¢,, v = 0,...,m, be a partition of unity subordinate to this
covering of {2 and put

Eu := pou + Z Ey ((<p,,u) o d);l) o ¢y

v=1

This then extends u as a C*~1! function to some open neighborhood 2" of
2. By taking a C§°(R?) function n with 7 = 1 on £2, n = 0 in R4\ £2’, one may
then also extend u to the C*~11(RY) function nEu. In fact, this extension
lies in Ci— 1 (£2').

This was for C*-functions, but it may be extended to Sobolev functions
by approximation. Again considering the model situation of Ri, we observe
that u € W*P(R%) can be approximated by the translated mollifications

1 x4+ 2heq —
ot 2hea) = 3 [ atmye (A Yay
ye>0

for h — 0 (h > 0) (here, eg4 is the dth unit vector in R?). The limit for
h — 0 of the extensions Eu(x + 2hey) then yields the extension Fu(x).
One readily verifies that Eu € WFP(£2') for some domain (2’ containing {2
(for the detailed argument, one needs the extension lemma (Lemma 7.2.2),
which obviously holds for all p, not just for p = 2) in order to handle the
possible discontinuity of the highest-order derivatives along 92 in the above
construction), and that

HEu”W’mP(Q’) <cC Hu||Wk=p((Z) (8.4.4)

for some constant C' depending on (2 (via bounds on the maps ¢, ¢~! from
Definition 8.3.1) and k. As above, by multiplying by a C§° function n with
n=1on 2, n =0 outside £, we may even assume

Eu e HYP(2). (8.4.5)

Equipped with our extension operator F/, we may now extend the embed-
ding theorems from the Sobolev spaces Hg’p(.Q) to the spaces WkP (), if 2
is a C*-domain. Namely, if u € W*P(£2), we consider Fu € hﬂ’f’p((l’)7 which
then is contained in Ldﬁizp(ﬂ’) for kp < d, and in C™({2'), respectively, for
0<m< k—%, according to Corollary 8.1.1, and thus in Ldfﬁ[’ip(ﬂ) or C™(42),
by restriction from (2’ to {2. Since Fu = u on §2, we have thus proved the
following version of the Sobolev embedding theorem:

Theorem 8.4.1: Let 2 C R? be a bounded domain of class C*. Then
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Ldifl])&'p(ﬁ) for kp < d,

_ 4 (8.4.6)
c™(02) for0<m <k - 7.

WhP(0) {

O

In the same manner, we may extend the compactness theorem of Rellich:

Theorem 8.4.2: Let £2 C R? be a bounded domain of class C*. Then any
sequence (uy)nen that is bounded in WH2(§2) contains a subsequence that
converges in L?(2). O

The preceding version of the Sobolev embedding theorem allows us to
put our previous existence and regularity results together to obtain a very
satisfactory treatment of the Poisson equation in the smooth setting:

Theorem 8.4.3: Let 2 C R? be a bounded domain of class C*, and let
g € C®(012), f € C>°(£2). Then the Dirichlet problem

Au=f in {2,
u=g ondf2,

possesses a (unique) solution u of class C*°(§2).

Proof: As explained in the beginning of Section 8.3, we may restrict ourselves
to the case where ¢ = 0, by considering © = u— g in place of u, where we have
extended g as a C*°-function to all of 2. (Since {2 is bounded, C*°-functions
on (2 are contained in all Sobolev spaces W*?((2).)

In Section 7.3, we have seen how Dirichlet’s principle produces a weak
solution u € H&’Q(Q) of Au = f. We have already observed in Corollary 7.3.1
that such a u is smooth in {2, but of course this follows also from the more
general approach of Section 8.2, as stated in Corollary 8.2.1. Regularity up
to the boundary, i.e., the result that u € C°°(£2), finally follows from the
Sobolev estimates of Theorem 8.3.3 together with the embedding theorem
(Theorem 8.4.1). O

Of course, analogous statements can be stated and proved with the con-
cepts and methods developed here in the C*-case, for any k € N. In this
setting, however, a somewhat more refined result will be obtained below in
Theorem 10.3.1.

Likewise, the results extend to more general elliptic operators. Combin-
ing Corollary 7.5.2 with Theorem 8.3.3 and Theorem 8.4.1, we obtain the
following theorem:

Theorem 8.4.4: Let 2 C R? be a bounded domain of class C™. Let the
functions @ (i,j = 1,...,d) and c be of class C* in 2 and satisfy the
assumptions (A)—(D) of Section 7.5, and let f € C*(£2), g € C(012) be
giwen. Then the Dirichlet problem
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d

Py o (7@ ) ) = chule) = flo) in 2
u(z) = g(z) on 092,
admits a (unique) solution of class C™({2). .

It is instructive to compare this result with Theorem 10.3.2 below.

We now address a question that the curious reader may already have
wondered about. Namely, what happens if we consider the weak differential
equation

/Du-Dv—i—/ fo=0 (fecL*N) (8.4.7)
2 2

for all v € W12(£2), and not only for those in Hy*(£2)? A solution u again
has to be as regular as f and (2 allow, and in fact, the regularity proofs
become simpler, since we do not need to restrict our test functions to have
vanishing boundary values. In particular we have the following result:

Theorem 8.4.5: Let (8.4.7) be satisfied for all v € W2(£2), on some C*-
domain {2, for some function f € C*°(§2). Then also

u€ C™(0).

The Proof follows the scheme presented in Section 8.3. We obtain dif-
ferentiability results on the boundary 02 (note that here we conclude that
u is smooth even on the boundary and not only in {2 as in Theorem 8.3.1)
by applying the version stated in Theorem 8.4.1 of the Sobolev embedding
theorem. ad

In Section 8.5 we shall need regularity results for solutions of
/ Du - Dv —|—,u/ u-v=0 (peR), forallvecW"?(0). (8.4.8)
0 Q

We can apply the iteration scheme described in Section 8.3 to establish the
following corollary:

Corollary 8.4.1: Let u be a solution of (8.4.8), for all v € W'2(R2). If the
domain §2 is of class C*, then u € C*({2). O

We return to the equation

/Du~Dv+/fU:O
2 2

on a C*°-domain (2, for f € C°°({2). Since u is smooth up to the boundary
by Theorem 8.4.5, we may integrate by parts to obtain
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—/Au-v+ %'v—i—/fv:O for all v € WH2(02). (8.4.9)
2 a0 On o)

We know from our discussion of the weak Poisson equation that already if
(8.4.7) holds for all v € Hy?(£2), then, since u is smooth, necessarily

Au=f in {2 (8.4.10)
Equation (8.4.9) then implies

o g—z v =0 forallveWh%(0).

This then implies

% =0 on 012 (8.4.11)
Thus, u satisfies a homogeneous Neumann boundary condition. Since this
boundary condition arises from (8.4.7) when we do not impose any restric-
tions on v, it then is also called a natural boundary condition.

We add some further easy observations (which have already been made
in Section 1.1): If w is a solution, so is u+ ¢, for any ¢ € R. Thus, in contrast
to the Dirichlet problem, a solution of the Neumann problem is not unique.
On the other hand, a solution does not always exist. Namely, we have

ou
— Au—i—/—:O,
A _QaTL

and therefore, using v = 1 in (8.4.9), we obtain the condition

/ F=0 (8.4.12)
22

on f as a necessary condition for the solvability of (8.4.9), hence of (8.4.7).
It is not hard to show that this condition is also sufficient, but we do not
pursue that point here.

Again, the preceding considerations about the regularity of solutions of
the Neumann problem extend to more general elliptic operators, in the same
manner as in Section 8.3. This is straightforward.

Finally, one may also consider inhomogeneous Neumann boundary con-
ditions; for simplicity, we consider only the Laplace equation, i.e., assume
f =0 in the above.

A solution of

Au=0 in £,

ou (8.4.13)
— =h on 92, for some given smooth function h on 942,

on
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can then be obtained by minimizing

1
5/ |Du|2—/ hu in Wh2(102). (8.4.14)
2 o

Here, a necessary (and sufficient) condition for solvability is

/ h=0. (8.4.15)
o

In contrast to the inhomogeneous Dirichlet boundary condition, here the
boundary values do not constrain the space in which we seek a minimizer,
but rather enter into the functional to be minimized. Again, a weak solution
u, i.e., satisfying

/ Du - Dv — / hv =0 for all v € Wh2(2), (8.4.16)
7 09

is determined up to a constant and is smooth up to the boundary, assuming,
of course, that 92 is smooth as before.

8.5 Eigenvalues of Elliptic Operators

In this textbook, at several places (see Sections 4.1, 5.1), we have already
encountered expansions in terms of eigenfunctions of the Laplace operator.
These expansions, however, served as heuristic motivations only, since we did
not show the convergence of these expansions. It is the purpose of the present
section to carry this out and to study the eigenvalues of the Laplace operator
systematically. In fact, our reasoning will also apply to elliptic operators in
divergence form,

d

Lu= Y % (m‘j (z) aiiu(:r)) : (8.5.1)

i,7=1

for which the coefficients a% (z) satisfy the assumptions stated in Section 8.3
and are smooth in {2. Nevertheless, since we have already learned in this chap-
ter how to extend the theory of the Laplace operator to such operators, here
we shall carry out the analysis only for the Laplace operator. The indicated
generalization we shall leave as an easy exercise. We hope that this strat-
egy has the pedagogical advantage of concentrating on the really essential
features.

Let £2 be an open and bounded domain in R?. The eigenvalue problem
for the Laplace operator consists in finding nontrivial solutions of

Au(z) + du(xz) =0 in 2, (8.5.2)
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for some constant A, the eigenvalue in question. Here one also imposes some
boundary conditions on u. In the light of the preceding, it seems natural to
require the Dirichlet boundary condition

u=0 on 0. (8.5.3)

For many applications, however, it is more natural to have the Neumann
boundary condition
ou

o 0 ondf2 (8.5.4)

instead, where % denotes the derivative in the direction of the exterior nor-
mal. Here, in order to make this meaningful, one needs to impose certain
restrictions, for example, as in Section 1.1, that the divergence theorem is
valid for {2. For simplicity, as in the preceding section, we shall assume that
2 is a C*°-domain in treating Neumann boundary conditions. In any case,
we shall treat the eigenvalue problem for either type of boundary condition.

As with many questions in the theory of PDEs, the situation becomes
much clearer when a more abstract approach is developed. Thus, we shall
work in some Hilbert space H; for the Dirichlet case, we choose

H = Hy* (1), (8.5.5)
while for the Neumann case, we take
H=W"2(12). (8.5.6)

In either case, we shall employ the L2-product

,qg) = d
()= | @te)is
for f,g € L?(£2), and we shall also put

W1 = 12y = (1)

It is important to realize that we are not working here with the scalar product
of our Hilbert space H, but rather with the scalar product of another Hilbert
space, namely L?(§2), into which H is compactly embedded by Rellich’s the-
orem (Theorems 7.2.2 and 8.4.2).

Another useful point in the sequel is the symmetry of the Laplace opera-
tor,

(Ap, ) = —(Dyp, D) = (p, A) (8.5.7)

for all @, 1) € C§°(£2), as well as for ¢, € C°°(§2) with g—i =0= g—’ﬁ on Of2.
This symmetry will imply that all eigenvalues are real.
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We now start our eigenvalue search with

A=

2
Du, D Du
(D, u> ””LZ)(m) . (8.5.8)

in —_— = m 2
weH\{0}  (u,u) w€H\O} lufl 72 (o)

We wish to show that (because the expression in (8.5.8) is scaling invariant,
in the sense that it is not affected by replacing u by cu for some nonzero
constant ¢) this infimum is realized by some u € H with

Au+ Au = 0.

We first observe that (because the expression in (8.5.8) is scaling invariant,
in the sense that it is not affected by replacing u by cu for some constant c)
we may restrict our attention to those u that satisfy

[ullL2(q) (= (u,uw)) = 1. (8.5.9)

We then let (uy,)neny € H be a minimizing sequence with (u,,u,) = 1, and
thus

A = lim (Duy,, Duy,). (8.5.10)

n—oo

Thus, (un)nen is bounded in H, and by the compactness theorem of Rellich
(Theorems 7.2.2 and 8.4.2), a subsequence, again denoted by u,,, converges
to some limit u in L?(§2) that then also satisfies [ull 2oy = 1. In fact, since

2 2
1D (un — Um)HL2(Q) + D (un + Um)”m(rz)
2 2
=2[|Dunl72(0) + 2| Dumllf2(o) for all n,m €N,

and
1D (un, + “m)Hiz(Q) > Muy, + umHiz(m by definition of A,
we obtain
2 2 2
||Dun - Du'rn||L2(Q) <2 ”DunHLZ(Q) +2 ||Dum||L2(Q)
= Ml + il 2 - (8.5.11)

Since by choice of the sequence (uy,)nen, ||Dun||2LQ(Q) and ||Dum||2L2(Q) con-

verge to A, and ||u, + U, ||2Lz(9) converges to 4, since the u,, converge in L?(§2)
to an element u of norm 1, the right-hand side of (8.5.11) converges to 0, and
so then does the left-hand side. This, together with the L?-convergence, im-
plies that (uy)nen is a Cauchy sequence even in H, and so it also converges
to u in H. Thus
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Du, D
(Du, Du) -\ (8.5.12)
(u,u)
In the Dirichlet case, the Poincaré inequality (Theorem 7.2.1) implies

A>0,

while in the Neumann case, we simply take any nonzero constant ¢, which
now is an element of H \ {0}, to see that

0< )< (De, Dc) _o,

B XS

i.e.,
A=0.

Following standard conventions for the enumeration of eigenvalues, we put

in the Dirichlet case,

in the Neumann case,

A =: )\1
A= )\0(2 O)

and likewise u =: u; and u =: ug, respectively.
Let us now assume that we have iteratively determined ((Ao, uo)), (A1, u1),

) ()\mfh um71)7 with
M)A < < A,
wi € L2(2) N C=(9),

in the Dirichlet case, and

u; =0 on 02
8ui .
=0 on df2 in the Neumann case,
on
<U1',’U,j> :(;ij for all Z,] Sm—l
Au; +Xu; =0 in 2 fori <m — 1. (8.5.13)
We define
H, ={veH: (vyu;)=0 fori<m-—1}
and
(Du, Du) (8.5.14)

A = i
m uel}i\{o} (u, u)
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Since H,, C H,,_1, the infimum over the former space cannot be smaller
than the one over the latter, i.e.,

Am > At (8.5.15)

Note that H,, is a Hilbert space itself, being the orthogonal complement of
a finite-dimensional subspace of the Hilbert space H. Therefore, with the
previous reasoning, we may find wm, € Hp, With [[um |2y =1 and

(DU, Dtyy,)

R T

(8.5.16)

We now want to verify the smoothness of u,, and equation (8.5.13) for i = m.
From (8.5.14), (8.5.16), for all p € H,,, t € R,

(D (um +tp), D(um +tp))
(Um + 1@, U + t0)

> A'IYL?

where we choose |t| so small that the denominator is bounded away from 0.
This expression then is differentiable w.r.t. t near t = 0 and has a minimum
at 0. Hence the derivative vanishes at ¢ = 0, and we get

(DU, D) (D, D) (tm, @)

<um7 um> <uma um> <Um7 Um>

= (DU, Dp) — Ay (tm, @) for all p € Hy,.

In fact, this relation even holds for all ¢ € H, because for i <m — 1,
(U, ui) =0
and
(D, Du;) = (D, Dtgn) = Ni{ti, ) = 0,

since u,, € H;. Thus, u,, satisfies

/Dum~D<pf)\/um<p:O for all p € H. (8.5.17)
e} Q

By Theorem 8.3.1 and Corollary 8.4.1, respectively, u,, is smooth, and so we
obtain from (8.5.17)

Ay, + Aty = 0 in 2.
As explained in the preceding section, we also have

6;—;::0 on 012
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in the Neumann case. In the Dirichlet case, we have of course

Uy =0 on 02

(this holds pointwise if 9f2 is smooth, as explained in Section 8.4; for a
general, not necessarily smooth, 0f2, this relation is valid in the sense of

Sobolev).

Theorem 8.5.1: Let 2 C R? be open and bounded. Then the eigenvalue

problem
Au+du=0, ueHj?)

has countably many eigenvalues

IN
IN

0< A <A< A
with

lim A, = o0
m—r 00

and pointwise L?-orthonormal eigenfunctions u; and {Du;, Du;) = \;. Any

v € L%(2) can be expanded in terms of these eigenfunctions,

v = Z:(v,'uZ)uz (and thus (v,v) = Z(v,ui>2),

and if v € Hy*(£2), we also have

(Dv, Dv) Z)\ vul

(8.5.18)

(8.5.19)

Theorem 8.5.2: Let 2 C R? be bounded, open, and of class C>. Then the

etgenvalue problem
Au+du=0, uecWH?(92)
has countably many eigenvalues

0=X<N <

IN
>
3

IN

with

lim A, =

n—r oo

and piecewise L?-orthonormal eigenfunctions u; that satisfy
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aui

o =0 on dN.

Any v € L?(82) can be expanded in terms of these eigenfunctions

v = Z(v,ui>ui (and thus (v,v) = Z(v,ui>2), (8.5.20)
i=0 1=0

and if v € W12(£2), also

(Dv, Dv) Z)\ v, ;)2 (8.5.21)

Remark: Those v € L?({2) that are not contained in H can be characterized
by the fact that the expression on the right-hand side of (8.5.19) or (8.5.21)
diverges.

The Proofs of Theorems 8.5.1 and 8.5.2 are now easy: We first check

lim A\, = oo.
m—r 00

Indeed, otherwise,
|Du || < ¢ for all m and some constant c.

By Rellich’s theorem again, a subsequence of (u,,) would then be a Cauchy
sequence in L?(§2). This, however, is not possible, since the u,, are pairwise
L?-orthonormal.

It remains to prove the expansion. For v € H we put

Bi = (v, ui)

and

Uy 1= E Bitts, Wy 1=V — Upy.

i<m

Thus, v, is the orthogonal projection of v onto H,,, and w,, then is orthog-
onal to H,,; hence

(W, u;) =0 for i < m.
Thus also
<Dwm7 Dwm> > >\m+1<wm7 wm>

and
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(Dwp, Dug) = Ai(ug, wp) = 0.
These orthogonality relations imply

(Wi, W) = (0, V) = (Vin,, V),

8.5.22
(DWyp, Dw,yy,) = (Dv, Dv) — (Dvy,, Dvy,), ( )
and then
1
(Wi, W) < (Dv, Dv),
>\m+1

which converges to 0 as the A\, tend to co. Thus, the remainder w,,, converges
to 0in L2, and so

T o ) ) . 2
v= mlgnoo U, = Z(v,u»ul in L*($2).

Also,
Dvy, =Y BiDu;,
i<m
and hence

(Dvpy,, Duy,) = Z B?(Du;, Du;)  (since (Du;, Duj) =0 for i # j)

i<m

=Y Npl

i<m

Since (Dv,y,, Dvy,) < (Dv, Dv) by (8.5.22) and the ); are nonnegative, this
series then converges, and then for m < n,

(Dwy, — Dwy,, Dwy,, — Dwy,) = (D, — Dy, Duy, — Dug,)

n
Z )\Zﬂ? — 0 for m,n — oo,
i=m-+1

and 80 (Dwy,)men is a Cauchy sequence in L?, and so w,, converges in H,
and the limit is the same as the L2-limit, namely 0. Therefore, we get (8.5.19)
and (8.5.21), namely

o _ 32
(Dv, Dv) = n}gr(lﬁ(DvW“ Dv,,) = Z i
The eigenfunctions (u,;,)n € N thus are an L2?-orthonormal sequence. The
closure of the span of the u,, then is a Hilbert space contained in L?({2) and
containing H. Since H (in fact, even C§°(§2) N H, see the Appendix) is dense
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in L?(£2), this Hilbert space then has to be all of L?(§2). So, the expansions
(8.5.18), (8.5.20) are valid for all v € L?(£2). 0

A moment’s reflection also shows that the above procedure produces all
the eigenvalues of A on H, and that any eigenfunction is a linear combination
of the u;.

We can also easily derive Courant’s minimax principle for the eigenvalues
of A:

Theorem 8.5.3: Under the above assumptions, let P* be the collection of all
k-dimensional linear subspaces of the Hilbert space H. Then the kth eigen-
value of A (i.e., \g in the Dirichlet case, A\p—1 in the Neumann case) is
characterized as

max min

(Du, Du)  w # 0,u orthogonal to L,
Jnax { 7 g . (8.5.23)

(w,u) =~ le., (u,v)y =0 forallve L
or dually as

(Du, Du)

e L\{O}}. (8.5.24)

min max
Lep*

Proof: We have seen that

(Du, Du)
(u, u)

Am = min{ : u # 0,u orthogonal to the u; with i < m — 1} .

(8.5.25)

It is also clear that
(Du, Du)

Am = max{ )

. u # 0 linear combination of u; with i < m} ,

(8.5.26)

and in fact, this minimum is realized if u is a multiple of the mth eigenfunc-
<Dui,Dui)

ey = Am for i < m and the u; are pairwise

tion u,,, because \; =
orthogonal.

Now let L be another linear subspace of H of the same dimension as the
span of the wu;, ¢ < m. Let L be spanned by vectors v;, i < m. We may then

find some v =Y ajv; € L with

(v, us) = Zozj<vj,ui> =0 fori<m-—1. (8.5.27)
J
(This is a system of homogeneous linearly independent equations for the ¢,

with one fewer equation than unknowns, and so it can be solved.) Inserting
(8.5.27) into the expansion (8.5.19) or (8.5.21), we obtain
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(Dv,Dv) 52, Ailv, u;)?

ORI SN URA R

Therefore,

(Dv, Dv)

max > A,
wel\{0} (v, v)

and (8.5.24) follows. Suitably dualizing the preceding argument, which we
leave to the reader, yields (8.5.23). O

While for certain geometrically simple domains, like balls and cubes, one
may determine the eigenvalues explicitly, for a general domain, it is a hopeless
endeavor to attempt an exact computation of its eigenvalues. One therefore
needs approximation schemes, and the minimax principle of Courant suggests
one such method, the Rayleigh—Ritz scheme. For that scheme, one selects
linearly independent functions wi,...,w; € H, which then span a linear
subspace L, and seeks the critical values, and in particular the maximum of

w for w € L.
With
aij = (Dw;, Dwj), A:=(aij)ij=1, . ks
bij = (wi, wy), B = (bij)ij=1,... ks
for
w = Z cjwy,
j=1
then
(Dw, Dw) Zf,j:l QijCiCy
(wow) T bieie;|
and the critical values are given by the solutions p1, ..., of
det(A — puB) =0.
These values 1, . .., i then are taken as approximations of the first k eigen-

values; in particular, if they are ordered such that puy is the largest among
them, that value is supposed to approximate the kth eigenvalue. One then
tries to optimize with respect to the choice of the functions wq, ..., wy; i.e.,
one tries to make py as small as possible, according to (8.5.24), by suitably
choosing wy, ..., wg.
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The characerizations (8.5.23) and (8.5.24) of the eigenvalues have many
further useful applications. The basis of those applications is the following
simple remark: In (8.5.24), we take the maximum over all u € H that are
contained in some subspace L. If we then enlarge H to some Hilbert space
H'’, then H’ contains more such subspaces than H, and so the minimum over
all of them cannot increase.

Formally, if we put P¥(H) := {k — dimensional linear subspaces of H},
then, if H C H', it follows that PX(H) C P*(H’), and so

) (Du, Du) . (Du, Du)
min max ————— > -

> m max (8.5.28)
LePk(H)ueI\{0} (u,u) L'ePk(H') ueL\{0}  (u,u)

Corollary 8.5.1: Under the above assumptions, we let 0 < AP < \P < ...
be the Dirichlet eigenvalues, and 0 = A\lY < AN < A\ < ... be the Neumann
etgenvalues. Then

AV <A for all j.

Proof: The Hilbert space for the Dirichlet case, namely H01’2(Q)7 is a subspace
of that for the Neumann case, namely W12(£2), and so (8.5.28) applies. O

The next result states that the eigenvalues decrease if the domain is en-
larged:

Corollary 8.5.2: Let £, C (25 be bounded open subsets of R®. We denote
the eigenvalues for the Dirichlet case of the domain §2 by \i.(§2). Then

Ae(22) < A(821)  for all k. (8.5.29)

Proof: Any v € H&’Q(Ql) can be extended to a function ¢ € Hé72(92>, simply
by putting

. v(z) for x € (2,
o(x) =
0 for x € 25\ (2;.
Lemma 7.2.2 tells us that indeed v € Hé’2(_(22). Thus, the Hilbert space
employed for (2; is contained in that for (25, and the principle (8.5.28) again
implies the result for the Dirichlet case. ad

Remark: Corollary 8.5.2 is also valid for the Neumann case. A first idea to
show the result in that case is to extend functions v € WH2(£21) to 25 by
the extension operator E constructed in Section 8.4. However, this operator
does not preserve the norm: In general, |[Evl|y1.2(0,) > [[vlly1.2(o,), and so
this does not represent W12(£2;) as a Hilbert subspace of W12((2;). This
difficulty makes the proof more involved, and we omit it here.

The next result concerns the first eigenvalue A; of A with Dirichlet bound-
ary conditions:
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Theorem 8.5.4: Let A1 be the first eigenvalue of A on the open and bounded
domain 2 C RY with Dirichlet boundary conditions. Then A1 is a simple
etgenvalue, meaning that the corresponding eigenspace is one-dimensional.
Moreover, an eigenfunction uy for Ay has no zeros in {2, and so it is either
everywhere positive or negative in 2.

Proof: Let
Aup 4+ Aup =0 in £2.
By Corollary 7.2.2, we know that |u;| € WH2(§2), and

(Dlu1|, Dlut|)  (Duy, Duy) N
- — A\
(Jur], [usl]) (w1, ur)

Therefore, |u;| also minimizes

(Du, Du)
(w,u)

and by the reasoning leading to Theorem 8.5.1, it must also be an eigenfunc-
tion with eigenvalue \;. Therefore, it is a nonnegative solution of

Au+Au=0 in 2,

and by the strong maximum principle (Theorem 8.1.2), it cannot assume a
nonpositive interior minimum. Thus, it cannot become 0 in {2, and so it is
positive in (2. This, however, implies that the original function u; cannot
become 0 either. Thus, u; is of a fixed sign.

This argument applies to all eigenfunctions with eigenvalue \i. Since two
functions vy, vy neither of which changes sign in {2 cannot satisfy

/ vy (2)ve(x)de = 0,

0

i.e., cannot be LZ-orthogonal, the space of eigenfunctions for \; is one-
dimensional. a

The classical text on eigenvalue problems is Courant—Hilbert [4].

Remark: More generally, Courant’s nodal set theorem holds: Let 2 ¢ R?
be open and bounded, with Dirichlet eigenvalues 0 < A < Ay < ... and
corresponding eigenfunctions w1, us, . ... We call

I .={ze2: uy(z) =0}

the nodal set of uy,. The complement 2\ I'* then has at most k components.
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Summary

In this chapter we have introduced Sobolev spaces as spaces of integrable
functions that are not necessarily differentiable in the classical sense, but
do possess so-called generalized or weak derivatives that obey the rules for
integration by parts. Embedding theorems relate Sobolev spaces to spaces of
LP-functions or of continuous, Holder continuous, or differentiable functions.

The weak solutions of the Laplace and Poisson equations, obtained in
Chapter 7 by Dirichlet’s principle, naturally lie in such Sobolev spaces. In
this chapter, embedding theorems allow us to show that weak solutions are
regular, i.e., differentiable of any order, and hence also solutions in the clas-
sical sense.

Based on Rellich’s theorem, we have treated the eigenvalue problem for
the Laplace operator and shown that any L2?-function admits an expansion
in terms of eigenfunctions of the Laplace operator.

Exercises

8.1 Let u : £2 — R be integrable, and let a, 8 be multi-indices. Show that
if two of the weak derivatives Dy gu, DoDgu, DgDou exist, then the
third one also exists, and all three of them coincide.

8.2 Let u,v € WhHH(2) with uwv, uDv +vDu € L'(£2). Then uv € WhH(2)
as well, and the weak derivative satisfies the product rule

D(uv) = uDv + vDu.

(For the proof, it is helpful to first consider the case where one of the two
functions is of class C*(£2).)

8.3 Form >2,1<q<m/2ue Ho ™ (2)NL7T(2) we haveu € H% (1)
and

||Du||i%(m < const Ju|, = || D%

_m_ .
=1 () La+1 ()

(Hint: For p = %,
\Dlu|p = Dl(uDzu|Dlu\p_2) — uDi(Diu|Diu|p_2).
The first term on the right-hand side disappears upon integration over

2 for u € C§°(f2) (approximation argument!), and for the second one,
we utilize the formula

Di(v[v[P=?) = (p — 1)(Dw)|o"~>.
Finally, you need the following version of Holder’s inequality
||“1U2u3||L1(Q) < ||U1||Lm(n) ||U2HLpz(Q) HUSHLPs(Q)

for u; € LPi(£2), + + p% + p% =1 (proof!).)

’ p1
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8.4

8.5

8.6

8.7

8. Sobolev Spaces and L? Regularity Theory

Let

Q) := B(0,1) c RY,
2, =R\ B(0,1),

i.e., the d-dimensional unit ball and its complement. For which values of
k,p,d,« is

fx) =[]

in WhP(0y) or WEP(025)?
Prove the following version of the Sobolev embedding theorem:
Let u € WkP(0), 2 cC 2 C RY. Then

" Ldiiip(ﬁ’) for kp < d,
cm () for 0 <m < k—d/p.

State and prove a generalization of Corollary 8.1.5 for u € WP (§2) that
is analogous to Exercise 8.5.

Supply the details of the proof of Theorem 8.3.2 (This may sound like
a dull exercise after what has been said in the text, but in order to
understand the techniques for estimating solutions of PDEs, a certain
drill in handling additional lower-order terms and variable coefficients
may be needed.)



9. Strong Solutions

9.1 The Regularity Theory for Strong Solutions

We start with an elementary observation: Let v € C3(§2). Then

d d
HDQUH?QUD :/ Z Vgt @i Vgt @i = _/ Z Vgi i g Vg
£ 2

ij=1 i,5=1

d
2
:/ E Vgi i E Vi i ZHAUHH(Q)'
2 i=1 i=1

(9.1.1)

Thus, the L?-norm of Av controls the L?-norms of all second derivatives of
v. Therefore, if v is a solution of the differential equation

Av = f,

the L?-norm of f controls the L2-norm of the second derivatives of v. This
is a result in the spirit of elliptic regularity theory as encountered in Sec-
tion 8.2 (cf. Theorem 8.2.1). In the preceding computation, however, we have
assumed that, firstly, v is thrice continuously differentiable, and secondly,
that it has compact support. The aim of elliptic regularity theory, however,
is to deduce such regularity results, and also, one typically encounters non-
vanishing boundary terms on 0f2. Thus, our assumptions are inappropriate,
and we need to get rid of them. This is the content of this section.

We shall first discuss an elementary special case of the Calderon-Zygmund
inequality. Let f € L?(2), £2 open and bounded in R%. We define the Newton
potential of f as

wz) == /Q () (w)dy (9.1.2)

using the fundamental solution constructed in Section 1.1,

L log |z — v for d =2,
F(%y):{g”

2-d
m\x—m for d > 2.
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Theorem 9.1.1: Let f € L?(2) and let w be the Newton potential of f.
Then w € W22(02), Aw = f almost everywhere in §2, and

HDQU}HLz(Rd) 11l L2 (2 (9.1.3)

(w is called a strong solution of Aw = f, because this equation holds almost
everywhere).

Proof: We first assume f € C§°(£2). Then w € C*®°(RY). Let 2 CC 2, 2
bounded with a smooth boundary. We first wish to show that for x € (2,

520 = [ ot () ~ Sy

(9.1.4)
1@ [ S,

where v = (v!,...,v%) is the exterior normal and do(y) yields the induced

measure on 0f2y. This is an easy consequence of the fact that
82

() - f<x>>] < comst 1)~ 1)

w—y\

< Constﬁ I fllcn -
|z =y

In other words, the singularity under the integral sign is integrable. (Namely,
one simply considers

_ / () )y

with 7:(y) = 0 for |y| < e, n-(y) =1 for |y| > 2¢ and [Dn.| < 2, and shows
that as ¢ — 0, D;v, converges to the right-hand side of (9.1.4).)

Remark: Equation (9.1.4) continues to hold for a Holder continuous f, cf.
Section 10.1 below, since in that case, one can estimate the integrand by

1
const————— || f{| o«
z —y|

0<a<l).

Since
Al(x,y) =0 for all x # y,

for 29 = B(z, R), R sufficiently large, from (9.1.4) we obtain
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d

1 . )
x V' (y)v'(y) do(y) = f(x). 9.1.5
o[ S e wen=re. 019

Aw(zx) = doa BT
Thus, if f has compact support, so does Aw; let the latter be contained in
the interior of B(0, R). Then

d 2
0 ) / a9
/B(O,R) 121 <8x18x1 B(0,R) zl: ozt O
"‘/ Dw - ﬁDw do(y)
OB(0.E) v (9.1.6)

— /[ (awp
B(0,R)

0
+/ Dw - —Dwdo(y).
dB(0,R) v )

As R — 0o, Dw behaves like R'~¢, D?w like R~%, and therefore, the integral
on dB(0, R) converges to zero for R — oco. Because of (9.1.5), (9.1.6) then
yields (9.1.3).

In order to treat the general case f € L2({2), we argue that by The-
orem 7.2.2, for f € C§°(£2) the Wh%norm of w can be controlled by the
L2?-norm of f.! We then approximate f € L2(£2) by (f.) € C§°(£2). Apply-
ing (9.1.3) to the differences (w,, — w,,) of the Newton potentials w,, of f,,
we see that the latter constitute a Cauchy sequence in W2:2(£2). The limit w
again satisfies (9.1.3), and since L2-functions are defined almost everywhere,
Aw = f holds almost everywhere, too. ad

The above considerations can also be used to provide a proof of Theo-
rem 8.2.1. We recall that result:

Theorem 9.1.2: Let u € W12(2) be a weak solution of Au = f, with
f € L*2). Then uw e W22(2'), for every 2’ CC (2, and

[ullyy22 () < comst (||U||L2(Q) + ||f||L2(Q)> ; (9.1.7)
with a constant depending only on d, 2, and §2'. Moreover,
Au = f almost everywhere in 2.

Proof: As before, we first consider the case u € C3(2). Let B(x, R) C 2,
o€ (0,1), and let n € C3(B(z, R)) be a cutoff function with

! See the proof of Lemma 7.3.1.
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0<n(y) <1,
n(y) =1 forye B(z,0R),

1
n(y) =0 foryERd\B<ac7 +U.R>,

2
|Dn| < R
D%y < ﬁ
We put
v = nu.

Then v € C3(B(z, R)), and (9.1.1) implies

1DV 2 5a.ry) = 180N L2(B o)) - (9.1.8)
Now,
Av = nAu+ 2Du - Dy + ul,
and thus
HD2U||L2(B(1,0R)) < HDQUHLZ(B(z,R))

1
< COHSt( 1N 22w, ry) T I—o)R ||DU||L2(B($71+TU.R))

1
+ Ty ey )

(9.1.9)
Now let £ € C}(B(z, R)) be a cutoff function with
0<&(y) <1,

1
Ely)=1 foryeB(a?, —;—UR),

4
D¢ < - o)R

Putting w = £2u and using that v is a weak solution of Au = f, we obtain

/ Du - D(€%u) = 7/ f&u,
B(z,R) B(z,R)

hence
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/ {2\Du|2 = —2/ éuDu - D€ — f &%
B(z,R) B(z,R) B(z,R)
1 2 2 2 2
<5 & [Dul” +2 u” | D¢
2 JB(,R) B(x,R)

)

1
+1—02R2/ f2+7/ u?.
( ) B(z,R) (1-o0)?R? B(z,R)

Thus, we have an estimate for [[{Dul| 2 (g, gy and also

1Dl 2 (0,252 r)) < 16D 250, my)
§ 1
< const| g 1ullz2 (B2, R)) (9.1.10)
+ @ =0)R(fll 2B R)) )

Inequalities (9.1.9) and (9.1.10) yield

1
2
D% 2 oy < cODSE <||f||L2<B<z,R>> AR |“”L2<B(mﬁ>>) :
(9.1.11)
In (9.1.11) we put ¢ = %, and we cover {2’ by a finite number of balls

B(z, R/2) with R < dist(£2',042) and obtain (9.1.7) for u € C3(£2).
For the general case u € W12(£2), we consider the mollifications u, de-
fined in Appendix 11.3. Thus, let 0 < h < dist(§2",942). Then

/QDuh -Dv = —/fhv, for all v € Hy?(02),
and since up € C°(£2), also
Aup, = fp.
By Lemma A.3,
hun =, W= Fll o = 0.

In particular, the uj, and the f;, satisfy the Cauchy property in L?(£2). We
apply (9.1.7) for up, — up, to obtain

leany = tnallynaary < const (llun, = tnall gy + 1 = frallzaqey) -

Thus, the uy; satisfy the Cauchy property in W?22(£2’). Consequently, the
limit w is in W22(£’) and satisfies (9.1.7). O
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If now f € WhH2(82), then, because u € W2(§2') for all 2 CC 2, D;u is
a weak solution of AD;u = D;f in £2’. We then obtain D;u € W?22(£2") for
all 27 cC 2, ie., u € W32(£2"). Iteratively, we thus obtain a new proof of
Theorem 8.2.2, which we now recall:

Theorem 9.1.3: Let u € W12(2) be a weak solution of Au = f. Then
u € WF2.2(0q) for all 29 CC 2, and

lullpnsans ) < const (Jlull gy + I lwege )

with a constant depending on k,d, 2, and 2. O
In the same manner, we also obtain a new proof of Corollary 8.2.1:

Corollary 9.1.1: Let u € W12(82) be a weak solution of Au = f, for f €
C>(£2). Then u € C*>(£2).

Proof: Theorems 9.1.3 and 8.1.2. O

9.2 A Survey of the LP-Regularity Theory and
Applications to Solutions of Semilinear Elliptic
Equations

The results of the preceding section are valid not only for the exponent p = 2,
but in fact for any 1 < p < co. We wish to explain this result in the present
section. The basis of this LP-regularity theory is the Calderon—Zygmund in-
equality, which we shall only quote here without proof:

Theorem 9.2.1: Let 1 < p < oo, f € LP(2) (2 C R? open and bounded),
and let w be the Newton potential (9.1.1) of f. Then w € W2P(2), Aw = f
almost everywhere in (2, and

1D?w] 1) < ) 11|y (9.2.1)

with the constant c¢(d,p) depending only on the space dimension d and the
exponent p.

In contrast to the case p = 2, i.e., Theorem 9.1.1 above, where ¢(d,2) = 1
for all d and the proof is elementary, the proof of the general case is relatively
involved; we refer the reader to Bers—Schechter [1] or Gilbarg-Trudinger [8].

The Calderon—Zygmund inequality yields a generalization of Theorem 9.1.2:

Theorem 9.2.2: Letu € WH(2) be a weak solution of Au = f, f € LP(§2),
1<p<oo, ie.,
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/Du - Do = —/fgp for all p € C§°(02). (9.2.2)
Then u € W2P (') for any 2" CC 2, and

lulls ey < const (Hll ey + 1l goen) - (9.2.3)
with a constant depending on p,d, (2, and 2. Also,
Au = f almost everywhere in (2. (9.2.4)

We do not provide a complete proof of this result either. This time, how-
ever, we shall present at least a sketch of the proof:
Apart from the fact that (9.1.8) needs to be replaced by the inequality
2
|D UHLP(B(LR)) < const. | A0 1o (9.2.5)
coming from the Calderon-Zygmund inequality (Theorem 9.2.1), we may first
proceed as in the proof of Theorem 9.1.2 and obtain the estimate

1
2
HD UHLP(B(Q;7R)) < C0n5t<||f”LP(B(ac,R)) + (1-0)R HDUHL”(B(LHT”R))

1
+m el o By (9.2.6)

for 0 < ¢ < 1, B(z,R) C {2. The second part of the proof, namely the
estimate of || Dul|,,, however, is much more difficult for p # 2 than for p =
2. One needs an interpolation argument. For details, we refer to Gilbarg—
Trudinger [8] or Giaquinta [7]. This ends our sketch of the proof.

The reader may now get the impression that the LP-theory is a technically
subtle, but perhaps essentially useless, generalization of the L2-theory. The
LP-theory becomes necessary, however, for treating many nonlinear PDEs.
We shall now discuss an example of this. We consider the equation

Au+ I'(u)|Dul? = 0 (9.2.7)

with a smooth I'. We also require that I'(u) be bounded. This holds if we
assume that I itself is bounded, or if we know already that our (weak)
solution u is bounded.

Equation (9.2.7) occurs as the Euler-Lagrange equation of the variational
problem

I(u) := /Qg(u(x))\Du(xﬂzdx — min, (9.2.8)

with a smooth g that satisfies the inequalities
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0<A<gv)<A<oo, |g@)|<k<oo (9.2.9)

(¢’ is the derivative of g), with constants A, A, k, for all v.
In order to derive the Euler-Lagrange equation for (9.2.8), as in Sec-
tion 7.4, for ¢ € HS’Q(Q), t € R, we consider

I(u+tp) = / g(u +to)|D(u + t)|? d.
0
In that case,

d
@I(uﬂw)\tzo = / {29(u)ZDiUDi<P+g/(u)|Du|2<P} dx

— / <2g(u)Au — QZDig(u)Diu +g'(u) Du|2> pdr

~ / (~29(u)Au — g'(w)| Duf?) p dz

after integrating by parts and assuming for the moment u € C?.

The Euler-Lagrange equation stems from requiring that this expression
vanish for all ¢ € H&’Q(Q), which is the case, for example, if « minimizes
I(u) with respect to fixed boundary values. Thus, that equation is

9'(W) 2
Au+ 2900 |Dul? = 0. (9.2.10)

With I'(u) := £8 we have (9.2.7).

In order to apply the LP-theory, we assume that u is a weak solution of
(9.2.7) with

u € WhHPH()  for some p; > d (9.2.11)

(as always, £2 C R%, and so d is the space dimension).

The assumption (9.2.11) might appear rather arbitrary. It is typical
for nonlinear differential equations, however, that some such hypothesis is
needed. Although one may show in the present case? that any weak solution
u of class W12(£2) is also contained in W1P(£2) for all p, in structurally simi-
lar cases, for example if u is vector-valued instead of scalar-valued (so that in
place of a single equation, we have a system of—typically coupled—equations
of the type (9.2.7)), there exist examples of solutions of class W2(£2) that
are not contained in any of the spaces WP(£2) for p > 2. In other words,
for nonlinear equations, one typically needs a certain initial regularity of the
solution before the linear theory can be applied.

2 See Ladyzhenskya and Ural’tseva [13] or the remarks in Section 11.3 below.
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In order to apply the LP-theory to our solution w of (9.2.7), we put
f(z) == —I'(u(zx))|Du(x)|?. (9.2.12)

Because of (9.2.11) and the boundedness of I'(u), then

f e LP/2(0), (9.2.13)
and u satisfies
Au=f in 2. (9.2.14)
By Theorem 9.2.2,
we WP/2() for any ' cC 0. (9.2.15)

By the Sobolev embedding theorem (Corollary 8.1.1, Corollary 8.1.3, and
Exercise 2 of Chapter 8),

ue WhP2 (') for any 2’ CC 02, (9.2.16)
with
qpL
p2= 7 _2&1 >p;  because of p; > d. (9.2.17)
2
Thus,
feLZ () forall 2 cC 0, (9.2.18)

and we can apply Theorem 9.2.2 and the Sobolev embedding theorem once
more, to obtain

P2

25 > D2 (9.2.19)

weWZ nWhrs(Q')  with ps = y
)

for all 2" cC . Tterating this procedure, we finally obtain

u € W) for all q. (9.2.20)

We now differentiate (9.2.7), in order to obtain an equation for D;u, i =
1,...,d:

ADju+ I'(u)Diu|Dul? + 2T (u) Y DjuDiju = 0. (9.2.21)

This time, we put

fi=—I"(u)Dju|Dul? - 2T'(u) Y~ D;uD;ju. (9.2.22)
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Then
|f| < const (|Du|® + |Dul||D?ul),
and because of (9.2.20) thus
ferLr2) forallp.
This means that v := D,u satisfies
Av = f with f € LP(Q") for all p. (9.2.23)

By Theorem 9.2.2, we infer

v e WP(Q') for all p,
ie.

u € WP(2') for all p. (9.2.24)

We differentiate the equation again, to obtain equations for D;ju (i,j =
1,...,d), apply Theorem 9.2.2, conclude that u € W4P(§2'), etc. Iterating
the procedure again (this time with higher-order derivatives instead of higher
exponents) and applying the Sobolev embedding theorem (Corollary 8.1.2),
we obtain the following result:

Theorem 9.2.3: Letu € WhP1(0), for py > d (2 C RY), be a weak solution
of

Au + IT'(u)|Dul? =0
where I' is smooth and I'(u) is bounded. Then
u € C™(0).
O

The principle of the preceding iteration process is to use the information
about the solution u derived in one step as structural information about
the equation satisfied by u in the next step, in order to obtain improved
information about u. In the example discussed here, we use this information
in the right-hand side of the equation, but in Chapter 11 we shall see other
instances. Such iteration processes are typical and essential tools in the study
of nonlinear PDEs. Usually, to get the iteration started, one needs to know
some initial regularity of the solution, however.
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Summary
A function u from the Sobolev space W22((2) is called a strong solution of
Ay = f

if that equation holds for almost all z in 2.

In this chapter we show that weak solutions of the Poisson equation are
strong solutions as well. This makes an alternative approach to regularity
theory possible.

More generally, for a weak solution u € W11(£2) of

Au = f,

where f € LP({2), one may utilize the Calderon-Zygmund inequality to get
the LP-estimate for all 2 CC (2,

lullyen () < const (ull gy + 1] o)

This is valid for all 1 < p < co (but not for p =1 or p = o).
This estimate is useful for iteration methods for the regularity of solutions
of nonlinear elliptic equations. For example, any solution u of

Au + I'(u)|Dul? =0

with regular I is of class C°°({2), provided that it satisfies the initial regu-
larity

u € WHP(2)  for some p > d (= space dimension).

Exercises

9.1 Using the theorems discussed in Section 9.2, derive the following result:
Let u € WH2(£2) be a weak solution of

Au = f,

with f € WFP(£) for some k > 2 and some 1 < p < oo. Then u €
WH+22(()y) for all £y CC 2, and

lullywiszp(op) < const (lull i) + lullyrro)-
9.2 Consider the map
u: B(0,1)(c RY) — RY,

T
T = .
||
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9. Strong Solutions

Show that for d > 3, u € W2(B(0,1),R%) (this means that all compo-
nents of u are of class W12). Show, moreover, that u is a weak solution
of the following system of PDEs:

d
Au® 4+ u® Z |IDiuP? =0 fora=1,...,d.
i,8=1

Since u is not continuous, we see that solutions of systems of semilinear
elliptic equations need not be regular.



10. The Regularity Theory of Schauder and
the Continuity Method
(Existence Techniques IV)

10.1 C*-Regularity Theory for the Poisson Equation

In this chapter we shall need the fundamental concept of Holder continuity,
which we now recall from Section 8.1:

Definition 10.1.1: Let f: 2 - R, zg € 2, 0 < a < 1. The function f is
called Holder continuous at xo with exponent o if

sup < 00

(6%
xeN |9C - $0|

|f(x) — f(z0)| ) (10.1.1)

Moreover, [ is called Hélder continuous in §2 if it is Hélder continuous at
each xo € 2 (with exponent «); we write f € C*(§2). If (10.1.1) holds for
a =1, then f is called Lipschitz continuous at xo. Similarly, C*<(£2) is the
space of those f € CF(£2) whose kth derivative is Hélder continuous with
exponent «.

We define a seminorm by

[f(x) = f(y)]
floacoy i= sup ————3"—. 10.1.2
[floa (o) B A ey ( )
We define
[fllcaay = Ifllcocay + 1 flca(a)
and

1fllcra o)

as the sum of || f | ¢ (2) and the Holder seminorms of all kth partial derivatives

of f. As in Definition 10.1.1, in place of C%%, we usually write C®. The
following result is elementary:

Lemma 10.1.1: If f1, fo € C*(G) on G C RY, then f1fs € C(G), and

)i

Ca(G)—’_ Sup|f2‘ ‘fl co(Q)
G

|f1f2‘cu(c) < (Sgp |f1



256 10. Existence Techniques IV

Proof:
I:v - yl - | yl \w yl
which directly implies the claim. a
Theorem 10.1.1: As always, let 2 C R? be open and bounded,
u(w)i= [ I i@y (10.1.3)
[0

where I is the fundamental solution defined in Section 1.1.

(a) If f € L*°(2) (i.e., sup,cq |f(x)] < 00),! then u € C12(02), and
uloraiey Sersuplf| forac(©1). (1014
(b) If f € C§(2), then u € C%%(2), and
[ullcz.oo) < 2 l[fllgaqe) for0<a<l (10.1.5)

The constants in (10.1.4) and (10.1.5) depend on «, d, and |2|.

Proof: (a) Up to a constant factor, the first derivatives of u are given by

vi(z) == |z—_y\d() (i=1,....d).

From this formula,
i i i

. . xi — x J—
|[v*(@1) — V' (x2)| < Sl(lzp|f| / | ! y|d | s y|
Q1|11 =Y T2 —Y

Sldy.  (10.1.6)

By the intermediate value theorem, on the line from x; to x5 there exists
some 3 with

i

-y Ty

C3 |$1 - $2|
d d <
lze —yl”  e2 =yl

(10.1.7)

|3 —y‘d

We put ¢ := 2|z — x3|. Since §2 is bounded, we can find R > 0 with
2 C B(x3, R), and we replace the integral on {2 in (10.1.6) by the integral
on B(zs, R), and we decompose the latter as

B(xz3,R) B(x3,0) B(z3,R)\B(x3,9)

! “sup” here is the essential supremum, as explained in Appendix 11.3.
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where without loss of generality, we may take § < R. We have

1
B(z3.0) |23 — |

and by (10.1.7)
Iy < c46(log R —log ), (10.1.10)
and hence
I + I < cs|vy — 22| for any a € (0,1).
This proves (a), because obviously, we also have

|v*(x)] < cgsup|f]. (10.1.11)
Q
(b) Up to a constant factor, the second derivatives of u are given by
ij i i j j 1
w (r) = / <|$ - Z/|2 dij — d(x -y ) (33] - yj)) mf(y)d%

however, we still need to show that this integral is finite if our assumption
f € C§(£2) holds. This will also follow from our subsequent considerations.

We first put f(z) = 0 for z € R?\ 2; this does not affect the Holder
continuity of f. We write

K(z —y) = (\w —y* 6y —d (' — ') (27 —yj))
_ 9 (#=y
02 \Jz—y)
We have

yoy vy
K(y)dy=/ = —/ = (10.1.12)
/Rl<y<R2 wi=r: B2 |y|* Jyyi=r, Byl

=0,

1

d+2
|z —y|**

since ‘;’7 is homogeneous of degree 1 — d. Thus also

K(y)dy = 0. (10.1.13)
Rd

We now write
W) = [ K=y (10.1.14)

= [ 0w - ) K@=y
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by (10.1.13). As before, on the line from z; to x5 there is some x5 with

cr |z — @2l

|K (21 —y) — K(z2 —y)| < g

(10.1.15)
|$3 - y|

We again put
§:= 2z — a9
and write (cf. (10.1.14))
w' (21) — w" (22)
= [ AU = F@) Ko =) = (£) = fe2)) K(ea =)} dy

=1 + I,
(10.1.16)

where I; denotes the integral on B(zy,d), and I3 that on R\ B(xy,§). Since
1f(y) = f@)] < [[fllce - [z —yl|%, it follows that

L) <l / o B ) " — K ) oy} dy
T,

<cs|fll g - 5%
(10.1.17)

Moreover,
I = / (F(w2) — fla) K (1 — ) dy
R4\ B(z1,5)
+f (F(y) — f(22)) (K (21— y) — K (22 —y))dy,  (10.1.18)
RI\ B(z1,6)

and the first integral vanishes because of (10.1.12). Employing (10.1.15), and
since for y € R4\ B(zy,9),

1 Co

d+1 — d+1"’
23 —y|" T o — YT

it follows that

Bl <adlflee [ -yl <end fllen. (10.119)
R4\ B(z1,5)
Inequality (10.1.5) then follows from (10.1.16), (10.1.17), (10.1.19). O

Theorem 10.1.2: As always, let 2 C R? be open and bounded, and 2o CC
0. Let u be a weak solution of Au = f in 2.
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(a) If f € C°(R2), then u € C*(£2), and

lullor.agany < 12 (Iflcogay + 2oy ) - (10.1.20)
(

(b) If f € C(R), then u € C**(£2), and

lullaa o) < s (Ifllcaa) + el 2 ) - (10.1.21)

Remark: The restriction 0 < a < 1 is essential for Theorem 10.1.2, as well
as for the subsequent results. For example, in some neighborhood of 0, the
function

u(e!,2%) = [a'|[e*[log (|2*] + |2°)
satisfies the inequality
|u] + |Au| < const,
while the mixed second derivative 597 behaves like
log (|'| + |2°]) -

Consequently, the C*'-norm of u cannot be controlled by pointwise bounds
for f:= Au and u.

Proof: We demonstrate the estimates (10.1.20) and (10.1.21) first under the
assumption u € C*(£2). We may cover (2 by finitely many balls that are
contained in 2. Therefore, it suffices to verify the estimates for the case

QOZB(Oar)7
2=B(0,R), 0<r<R<o.

Let 0 < Ry < Ry < R. We choose some n € Cg°(B(0,Rz)) with 0 <n <1,
n(x) =1 for |z| < Ry, and

11l a0 oY) < C1a(R2 — Ra) ™. (10.1.22)
We put
¢ = nu. (10.1.23)

Then ¢ vanishes outside of B(0, Ry), and by (1.1.7),

@) = [ Tl 20ty (10.1.24)

Here,
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A¢ = nAu+ 2Du - Dn + uAn, (10.1.25)
and so
140l co < | Aullco + c15 Imll gz - lulln s (10.1.26)
and by Lemma 10.1.1
[4¢llca < ci6 Inllcz.a ([Aullga + [lullgra) (10.1.27)

where all norms are computed on B(0,R). From Theorem 10.1.1 and
(10.1.26) and (10.1.27), we obtain

[¢llcre < aar ([Aullco + (Il g2 l[ull ) (10.1.28)
and

[Pllgz.e < crslinllgze (1Aullga + luflora) (10.1.29)

respectively. Since u(z) = ¢(z) for |x| < Ry, and recalling (10.1.22), we
obtain

1
leloseqaran < €10 (18010, + G sy

(10.1.30)

and

1
lullco.a(po,ry)) < 0 Ry~ Ry)2te (HAUHCa(B(o,Rz)) + ||UHCLQ(B(O,R2)))

(10.1.31)

respectively.

We now claim that for o € (0, 1), for any € > 0 there exist some N(e) < 0o
with

luller @) < € llulleracy + N (@) lull L2 (o) (10.1.32)

for all u € C’LO‘(Q). If not, we can find a sequence of functions (uy)nen C
Cle(02) with

[[un| =1,
i) (10.1.33)

lunllcr oy > € llunllcrao) + e llunllp2q) -

In particular, [[un[|c1.0(p) is uniformly bounded. This means that the wu,
and their first derivatives are uniformly continuous. By the Arzela—Ascoli
theorem, after selection of a subsequence, (u,) converges to some u € C1({2)
with [lu[|ci (o) = 1. However, (10.1.33) implies [[u| 2, = 0, hence u = 0,
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hence |[ul[c1(p) = 0, and a contradiction results. This proves (10.1.32). In
the same manner, one verifies

lllozgay < € lulloa.agg) + N @) lullz2(q) - (10-1.34)
We put
Ay = sup (R—7)? ||u||cl~a(B(0,r)) ’
0<r<R
Ay = sup (R—7)"[ullcze(po,m) -
0<r<R

For the proof of (a), we choose Ry such that

Ay <2(R - R1)? |[ull gra (0.1, )) (10.1.35)
and for (b), such that

Az <2(R = R1)* |[ull oo (30,12 - (10.1.36)

Then (10.1.30) and (10.1.32) imply
€
Ay <ean(R - R1)3( [ Aull co o, r,)) (R —R1)? lullcr.o (B (0,Ra))

1
+ WN(@ ||U||L2(B(0,Rz)) )

(R—R1>3 3

SRR (R

(R—Ri)*
+ a3 (R — R1)? | Aull o 0.1y + 24 N(ﬁ)m [ull 250, Ry)) -

Choosing Rs (R1 < Ry < R) and e appropriately, the coefficient of A; on
the rhs becomes smaller than % We then altogether obtain

1

[ullora o) < m/h

(10.1.37)

<z ( |Aull o p0,r)) + Hu||L2(B(O,R))) ;

with a constant that now also depends on the radii occurring. In the same
manner, from (10.1.31) and (10.1.34), we obtain

Hu||C2>0(B(07T)) S C26 (HAUHC"(B(O,R)) + ||u||L2(B(O,R))> (10138)

for 0 < r < R. Since Au = f, we have thus proved (10.1.20) and (10.1.21)
for u € C*%(02).

For u € W12(02) we consider the mollifications uy, as in Appendix 11.3.
Let 0 < h < dist(§29, 012). Then
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/ Duy, - Dv = —/ fav for all v € Hy?(£2),
0 Q
and since up € C*°, also
Aup = fp.
Moreover, by Lemma A.2,

[fn = fllgo = 0,

and with an analogous proof, if f € C%({2),

[fn = fllge = 0.
For h — 0, the f, therefore constitute a Cauchy sequence in C(£2) or C*(12).
Applying (10.1.20) and (10.1.21) to up, — up,, we obtain

[un, = Unyllra(o,) < cor <||fh1 — Irallcoqay + llun, — uh2|lL2(Q))
(10.1.39)

or

loany = tnll ey < €28 (I = Fnallomqay + lim = nall o)) -
(10.1.40)

The limit function u thus is contained in C1®(£2y) or C*%(£2y), and satisfies
(10.1.20) or (10.1.21). O

Part (a) of the preceding theorem can be sharpened as follows:

Theorem 10.1.3: Let u be a weak solution of Au = f in 2 (£2 a bounded
domain in R?), f € LP(£2) for some p > d, 2y CC 2. Then u € C(£2) for
some « that depends on p and d, and

el gy < const (L1l agay + el 2y ) -
Proof: Again, we consider the Newton potential
wia) = [ Tle)fw)is

and

i o at —y'
V)= [ E s

Using Holder’s inequality, we obtain
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p—1

dy o
[v' (@) < NFll oo </|x_y|(d_1)pgl> :

and this expression is finite because of p > d. In this manner, one also verifies
that %w = constv’ and obtains the Holder estimate as in the proof of
Theorem 10.1.1(a) and Theorem 10.1.2(a). O

Corollary 10.1.1: If u € WY2(£2) is a weak solution of Au = f with f €
Cke(), k€N, 0< a< 1, thenu € C*22(Q), and for 2y CC 12,
el gy < const (1l + 1l 2y ) -
If f € C*(£2), so is u.
Proof: Since u € C%*(£2) by Theorem 10.1.2, we know that it weakly solves

0 0

A(’?mi Y= o

I
Theorem 10.1.2 then implies

0 .
py A2) (Ged{1,....d}),

and thus u € C%%(£2). The proof is concluded by induction. 0

10.2 The Schauder Estimates

In this section, we study differential equations of the type

—i ) | § i) 250 | ayut) — p@) (10:21)
= ~ axzaxﬂ 2 ) o c(x)u(x) = flz 2.

in some domain 2 C R?. We make the following assumptions:

(A) Ellipticity: There exists A > 0 such that for all x € 2, ¢ € R4,

d
Z z)&i&; > A7

Moreover, a¥ (x) = a’*(z) for all i, j, =
(B) Holder continuous coefficients: There exists K < oo such that

||aij||ca(rz) ' HbiHCﬂ(Q) lellgagay = K

for all ¢, 5.
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The fundamental estimates of J. Schauder are the following:

Theorem 10.2.1: Let f € C%(£2), and suppose u € C>%(§2) satisfies

Lu=f

in 2 (0<a<1). Forany 2y CC 2, we then have

llos.aqan < e (1 lceiay + lull 2o ) -

with a constant ¢y depending on (2, 2y, o, d, A\, K.
For the proof, we shall need the following lemma:

Lemma 10.2.1: Let the symmetric matriz (A"); j—1,.. a satisfy

d
MelP < N Age; < Alef for all€ € RY
Q=1
with
0<A<A<o0.
Let u satisfy
d
0%
AV ——— =
Z OxtdxI /
7,7=1

with f € C*(2) (0 < a < 1). For any 2y CC 2, we then have

Full o) < 2 (1o + 1l 2oy ) -

Proof: We shall employ the following notation:

2
A= (AY); 21,0, DPu:= (8”)
ij=1,

(10.2.2)

(10.2.3)

(10.2.4)

(10.2.5)

(10.2.6)

If B is a nonsingular d x d-matrix, and if y := Bx,v:=uo B~! ie., v(y) =

u(x), we have
AD?*u(x) = AB'D*v(y)B,
and hence

Tr(AD?u(z)) = Tr(BAB'D*v(y)).

(10.2.7)

Since A is symmetric, we may choose B such that B*A B is the unit matrix.

In fact, B can be chosen as the product of the diagonal matrix
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Ay ?
D=
A
(A1,...,Aq being the eigenvalues of A) with some orthogonal matrix R. In
this way we obtain the transformed equation
Av(y) = f (B 1y). (10.2.8)

Theorem 10.1.2 then yields C%%-estimates for v, and these can be trans-
formed back into estimates for u = v o B. The resulting constants will also
depend on the bounds A, A for the eigenvalues of A, since these determine
the eigenvalues of D and hence of B. a

Proof of Theorem 10.2.1: We shall show that for every zg € 2 there exists
some ball B(zg,r) on which the desired estimate holds. The radius r of this
ball will depend only on dist({2y, 9§2) and the Holder norms of the coefficients
a', b, c. Since 2y is compact, it can be covered by finitely many such balls,
and thls yields the estimate in 2.
Thus, let zg € £29. We rewrite the differential equation Lu = f as

22w
D atey )T 3 () — () )

0.
10.2.9
Y@ e + s O
=: so(w)-
If we are able to estimate the C®mnorm of ¢, putting AY = a%(xq) and

applying Lemma 10.2.1 will yield the estimate of the 02 ‘*-norm of u. The
crucial term for the estimate of ¢ is 3 (a% (20)—a" (2)) 24> axa Let B(zo, R) C
2. By Lemma 10.1.1

y y 0%u(x)
Z (a Hwo) —a j(m» OriOI
.5 Co(B(xo,R ))
< sup ‘a” (o) — a” | |D2u}C“(B(wo7R))

i,J,2€B(zo,R)

—|—Z‘aij‘ca(3(zoﬁ B(bup |D2u’ (10.2.10)

Thus, also

i 9*u
HZ (20) = 0"(@)) 5o 0xtoxd

< sup |a" (z0) — a” ()] [ullc2.0 (B oo, m)) + €3 Nllca(Bag Ry - (10-211)

C*(B(xo,R))
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where ¢5 in particular depends on the C*-norm of the a*.
Analogously,

Zbl axz S Cq Hu||C1>O‘(B(zo,R)) 5 (10212)
C"(B(me))
le(@)u(@) | ga(Bo,r)) < 5 Ullca(Bo,r)) - (10.2.13)
Altogether, we obtain
1Pl (B o,y < Bl ) |a" (z0) — @™ (@) [ull o2.0 (B (20, r)
+ ¢ l[ullc2(Bzo,r)) + 1l co(Bzo,R)) - (10.2.14)

By Lemma 10.2.1, from (10.2.9) and (10.2.14) for 0 < r < R, we obtain

ul| g2, <ecr  sup @ (zo) — a ()] [[ullgea
ez i,j,zeB(zo,R)| @Hellen o

+cs lull ez, ry) + 0 I flloa(ae,ry - (10:2.15)

Since the @ are continuous on §2, we may choose R > 0 so small that

¢;  sup |a" (z0) — a¥ (z)] < (10.2.16)

i,j,2€B(x0,R)

l\DM—l

With the same method as in the proof of Theorem 10.1.2, the corresponding
term can be absorbed in the left-hand side. We then obtain from (10.2.15)
lull c2.o (B(ao,r)) < 268 Ul c2(B(ao,r)) + 200 1 fllco(Bzo,r)y) - (10.2.17)

By (10.1.34), for every € > 0, there exists some N (&) with

HU||C2(B($O7R)) <e¢ ||U||c2,a(3($073)) + N(e) ||u||L2(B(z0,R)) : (10.2.18)

With the same method as in the proof of Theorem 10.1.2, from (10.2.18) and
(10.2.17) we deduce the desired estimate

[tllcz.o B2y, r)) < €10 (Hf”C“(B(mO,R)) + ||uHL2(B(mg,R))) : (10.2.19)
O

We may now state the global estimate of J. Schauder for the solution of the
Dirichlet problem for L:

Theorem 10.2.2: Let 2 C R? be a bounded domain of class C** (anal-
ogously to Definition 8.3.1, we require the same properties as there, except
that (iii) is replaced by the condition that ¢ and ¢~ are of class C**). Let
f€CY02), ge C**(N2) (as in Definition 8.3.2), and let u € C*(§2) satisfy
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Lu(z) = f(x) forxz e (2,

u(z) = g(x) for x € 052. (10-2:20)

Then
llgeaqay < e11 (I leaqa + lllcana + el 2) - (10:221)

with a constant c11 depending on 2,a,d, \, and K.

The Proof essentially is a modification of that of Theorem 10.2.1, with
modifications that are similar to those employed in the proof of Theo-
rem 8.3.3. We shall therefore provide only a sketch of the proof. We start
with a simplified model situation, namely, the Poisson equation in a half-
ball, from which we shall derive the general case.

As in Section 8.3, let

BY(0,R) = {33 =(z',...,29) eRY x| < R, 2% > 0} )
Moreover, let

°B*(0,R) := 0BT (0,R) N {2* =0},
0TBT(0,R) :=0B*(0,R)\ 8"B*(0, R).

We consider f € C* (B*(O, R)) with

f=0 ondtBT(0,R).
In contrast to the situation considered in Theorem 10.1.1(b), f no longer must

vanish on all of the boundary of our domain 2 = B*(0, R), but only on a
certain portion of it. Again, we consider the corresponding Newton potential

u(x) ::/ I'(z,y)f(y)dy. (10.2.22)
B+(0,R)

Up to a constant factor, the first derivatives of u are given by

; b — gt .
v'(x) = / ydf(y)dy (i=1,...,d), (10.2.23)
B+(0.R) |z — |

and they can be estimated as in the proof of Theorem 10.1.1(a), since there,
we did not need any assumption on the boundary values.
Up to a constant factor, the second derivatives are given by

w' (z) =/ 2 <x — yd> fydy (= w'(2)). (10.2.24)

i

ForK(x_y)Z%(L%),andz';édorj;éd,

|z—y|
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/R1<|dy<R2 K(y)dy =0 (10.2.25)
y@>0
by homogeneity as in (10.1.12). Thus, for ¢ # d or j # d, the a-Holder
norm of the second derivative m?igwju can be estimated as in the proof of
Theorem 10.1.1(b). The differential equation Au = f implies

Gty = F=> (aii)2“’ (10.2.26)

i=1

and so we obtain estimates for the a-Holder norm of %u as well. We can

thus estimate all second derivatives of u.
As in the proof of Theorem 10.1.2, we then obtain C%®-estimates in
B*(0, R) for solutions of

Au=f in BY(0,R) with feC® (B+(0,R)) ,

(10.2.27)
u=0 on 3°BT(0, R),
for 0 <r < R:
[ull 2o (p+(0,r)) < €12 (Hf”ca(mw,R)) + ||UHL2(B+(0,R))) . (10.2.28)

Namely, putting

©=nu
as in (10.1.23) with the same cutoff function as in (10.1.22), we have ¢ = 0

on OB1(0,Ry) (0 < Ry < Ry < R), since n vanishes on 97 B (0, Rz), and u
on 3°B*(0, Ry). Thus, again

p(r) = / I'(x,y)Ap(y)dy
B+(0,R)

is a Newton potential, and the preceding estimates can be used to deduce
the same result as in Theorem 10.1.2: For 0 < r < R,

||u“02"1(3+(0,r)) < <Hf||cu(3+(o,R)) + ||“HL2(B+(0,R))) : (10.2.29)

We next consider a solution of
Au=f in B*(0,R) with feC® (m) : (10.2.30)
u=g ondB*(0,R) withge C>® (m) . (10.2.31)

As in Section 8.3, we put @ := u — g. We see that u satisfies
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A

!

—f-Ag=:feC~ (B+(0,R)) in B (0, R),
0 on 8°BT(0, R).

a:

We have thus reduced our considerations to the above case (10.2.27), and so,
from (10.2.29), we obtain

[ullgza 0,y < Nllo2ia B+ (0,ry) + 19l o205+ (0,0
<cus [HfHCQ(BJr(O,R)) +all L2+ 0,m)) + ||g||C21“(B+(O,R))}

< a5 [Iflonzro.my + 191cnez 0. + 10l s+ 0.0
(10.2.32)

In order to finally treat the situation of Theorem 10.2.2, as in Section 8.3,
we transform a neighborhood U of a boundary point zq € 042 with a C%-
diffeomorphism ¢ to the ball é(O,R), such that the portion of u that is
contained in (2 is mapped to BT (0, R), and the intersection of U with 92
is mapped to 8°B*(0,R). Again, @ := uo ¢! on BT(0,R) satisfies a dif-
ferential equation of the same type as Lu = f, Li = f, again with different
constants A, K in (A) and (B). By the preceding considerations, we obtain a
C%*“_estimate for @ in BT (0, R/2). Again ¢ transforms this estimate into one
for u on a subset U’ of U. Since {2 is bounded, 04?2 is compact and can thus
be covered by finitely many such neighborhoods U’. The resulting estimates,
together with the interior estimate of Theorem 10.2.1, applied to the comple-
ment 2 of those neighborhoods in (2, yield the claim of Theorem 10.2.2. O

Corollary 10.2.1: In addition to the assumptions of Theorem 10.2.2, sup-
pose that c(x) <0 in 2. Then

luloz.agay < et6 (I lcagay + lllcnaca) - (10.2:33)

Proof: Because of ¢ < 0, the maximum principle (see, e.g., Theorem 2.3.2)
implies

sup |u| < maxu] + €17 SUp |f] = max|g| + €17 SUp |fl.

Therefore, the L?-norm of u can be estimated in terms of the C%-norms of f
and g, and the claim follows from (10.2.21). O

10.3 Existence Techniques IV: The Continuity Method

In this section, we wish to study the existence problem

Lu=f in £,
u=g¢g on0f2,
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in a C%%region 2 with f € C%(§2), g € C%*(f2). The starting point for
our considerations will be the corresponding result for the Poisson equation,
Kellogg’s theorem:

Theorem 10.3.1: Let {2 be a bounded domain of class C* in R?, f €
C(0), g € C**(2). The Dirichlet problem
Au=f in $2,

10.3.1
u=g ondf2, ( )

then possesses a unique solution u of class C*(£2).

Proof: Uniqueness follows from the maximum principle (see Corollary 2.1.1).
For the existence proof, we first assume that f and g are of class C*°. The
variational methods of Section 7.3 yield a weak solution, which then is of
class C°°(£2) by Theorem 8.3.1. Moreover, by Corollary 10.2.1,

lllge.agay < e1 (1l eagay + lgllcaaay ) - (10.3.2)

We now return to the C%“-case. We approximate f and g by C'*°-functions
fn and g,, that are defined on (2. Let u,, be the solution of the corresponding
Dirichlet problem

Auy = [, in §2,
Up = gn on 0f2.

For n > m, u, — u,, then satisfies (10.3.2) on (2, i.e.,

[t = tml[ 2.0 () < 1 (||fn — fmllgacay + llgn — gm“c?aa(n)) - (10.3.3)

Here, the constant c¢; does not depend on the solutions; it depends only
on the C?%-geometry of the domain. We assume that f,, converges to f in
C%(£2), and g, to g in C*%(§2), and so the u,, constitute a Cauchy sequence
in C%%(£2) and therefore converge towards some u € C%%({2) that satisfies
Ay = f in §2,
u=g¢g on df2,

and the estimate (10.3.2). O

We now state the main existence result of this chapter:

Theorem 10.3.2: Let 2 be a bounded domain of class C* in R®. Let the
differential operator

. 92 . p
i,j=1 3
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satisfy (A) and (B) from Section 10.2, and in addition,
c(x) <0 in £2. (10.3.5)

For any f € C*(2), g € C>*(02) there then exists a unique solution u €
C?(0) of the Dirichlet problem

Lu=f n {2,

10.3.6
u=g on df2. ( )

Remark: It is quite instructive to compare this result and its assumptions
with Theorem 8.4.4 above.

Proof: Considering, as usual, & = u — ¢ in place of u, we may assume g = 0,
as our problem is equivalent to

Li=f:=f—LgeC*N),
uw=0 on 0f2.

We thus assume g = 0 (and write u in place of @). We consider the family of
equations

Liu=f for0<t<1,
10.3.7
u=0 on 02, ( )
with
Ly =tL+(1—t)A. (10.3.8)

The differential operators L, satisfy the structural conditions (A) and (B)
with

A+ = min(1,\), K; =max(l, K). (10.3.9)

We have Ly = A, L1 = L. By Theorem 10.3.1, we can solve (10.3.7) for t = 0.
We intend to show that we may then also solve this equation for all ¢ € [0, 1],
in particular for ¢ = 1. The latter is what is claimed in the theorem.

The operator

Ly: By :=C**(Q)N{u:u=0 ondR} — CN) =: By

is a bounded linear operator between the Banach spaces By and Bs. Let u;
be a solution of Liyu; = f, u; = 0 on 9f2. By Corollary 10.2.1,

HUtch,a(Q) < e ||f||ca((z) )

ie.,
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lull g, < callLeullg, (10.3.10)

for all w € Bj. Here, the constant ¢, does not depend on t, because by
(10.3.9), the structure constants A\, K; of the operators L; can be controlled
independently of .

We want to show that for any f € By there exists a solution u; of (10.3.7),
i.e., of Lyuy = f, in Bj. In other words, we want to show that the operators
L; : By — By are surjective for 0 < ¢t < 1. This, however, follows from the
general result stated as the next theorem. With that result, we then conclude
the proof of Theorem 10.3.2. O

Theorem 10.3.3: Let Ly, Ly : By — By be bounded linear operators between
the Banach spaces Bi, Bs. We put

L, = (1—t)L0+tL1 for0<t<1.
We assume that there exists a constant c that does not depend on t, with
lullg, < cllLiullg, for allu € By. (10.3.11)

If then Lq is surjective, so is L.

Proof: Let L, be surjective for some 7 € [0,1]. By (10.3.11), L, then is
injective as well, and thus bijective. We therefore have an inverse operator

L7': By — By.
For t € [0, 1], we rewrite the equation
Liu=f for f e By (10.3.12)
as
Lru=f+(Lr — Ly)u= f+(t —7)(Lou — Lyu),
or
u=L 'f+(t—7)L7 (Lo — Li)u =: Au.

Thus, for solving (10.3.12), we need to find a fixed point of the operator
A : By — Bs. By the Banach fixed point theorem, such a fixed point exists
if we can find some ¢ < 1 with

[Au — Avll g, < qllu—vp, -
‘We have

= Al < (|27 1ol + NEall) It = 71— o]
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By (10.3.11), HLT_lH < c. Therefore, it suffices to choose

1 _
[t =7 < 5 (e Loll + 1 L1]1)) f=ip

for obtaining the desired fixed point. This means that if L,u = f is solvable,
so is Lyu = f for all ¢ with |t — 7| < 7. Since Ly is surjective by assumption,
L; then is surjective for 0 < ¢ < 7. Repeating the preceding argument, this
time for 7 = 7, we obtain surjectivity for n < ¢ < 2n. Iteratively, all L; for
t € [0,1], and in particular L, are surjective. O

Summary
A solution of the Poisson equation
Ay = f

with a-Holder continuous f is contained in the space C%; i.e., it possesses
a-Holder continuous second derivatives for 0 < o < 1. (This is no longer true
for « = 0 or a = 1. For example, if f is only continuous, a solution need not
be twice continuously differentiable.) By linear coordinate transformations
this result can be easily extended to linear elliptic differential equations with
constant coefficients. Schauder then succeeded in extending these results to
solutions of elliptic equations

Lu(z) == Y a" () 2;(;2 +b(a) g;ﬁ. +c(z)u(z) = f(z)

]

with a-Holder continuous coefficients, by considering such an operator L as
a local perturbation of an operator with constant coefficients a®, b’, c.
The continuity method reduces the solution of

Lu=f
to that of the Poisson equation

Au

I
~

by considering the operators
Li:=tL+(1—1t)A
for 0 <t <1, and showing that the set of ¢ € [0, 1] for which
Liu=f

can be solved is open and closed (and nonempty, because the Poisson equation
can be solved). The proof of closedness rests on Schauder’s estimates.
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Exercises

10.1 Let K C R? be bounded, f,, : K — R (n € N) a sequence of functions
with

[ fallce(xy < const  (independent of n),

for some 0 < o < 1. (Here and in the next exercise, in the case & = 1 we
consider the space C%! of Lipschitz continuous functions.) Show that
then (f,,)nen has to contain a uniformly convergent subsequence.

10.2 Is it true that for all domains 2 C RY,.0<a < <1,

Ch(02) c CY(N)?
10.3 Let u € C*(£2) satisfy
Lu=f

for some f € C*%(2) (k € N,0 < a < 1). Here, we assume that the
operator L from (10.2.1) satisfies the ellipticity condition (A) as well as

a7 ooy 10l ooy - Nellon oy < K
for all 7, j. Show that u € C*+2:%(§2) for any 2y CC 2, and

[ullgrrzaiay < ellflloraca) + lull2(a)),

with a constant ¢ depending on K and the quantities of Theorem 10.2.1.



11. The Moser Iteration Method and the
Regularity Theorem of de Giorgi and Nash

11.1 The Moser—Harnack Inequality

In this chapter, as in Chapter 8, we shall consider elliptic differential operators
of divergence type. In order to concentrate on the essential aspects and not
to burden the proofs with too many technical details, in this chapter we shall
omit all lower-order terms and consider only solutions of the homogeneous
equation. Thus, we shall investigate (weak) solutions of

d

Lu= > % (aij (z) (,jﬂu(x)) =0,

ij=1

where the coefficients @'/ are (measurable and) bounded and satisfy an ellip-
ticity condition. We thus assume that there exist constants 0 < A < A < o0
with

d

AP <Y a(@)&g (11.1.1)

i,j=1
for all z in the domain of definition 2 of v and all ¢ € R%, and

sup ’aij(x)’ < A.

4,7,

Definition 11.1.1: A function u € W2(02) is called a weak subsolution of
L, and we write this as Lu > 0, if for all ¢ € H&’z((?), p >0 in £,

/ E a"(z)D;uDjpdz < 0. (11.1.2)
0=
J

Similarly, it is called a weak supersolution (Lu < 0), if we have > in (10.1.2).

Inequalities like ¢ > 0 are assumed to hold pointwise almost everywhere, here
and in the sequel. Likewise, sup and inf will denote the essential supremum
and infimum, respectively. Finally, as always, { will denote the average mean
integral:
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1
(pdx:—/ pdx.
][n 12| Jo

In order to familiarize ourselves with the notions of sub- and supersolutions,
we shall demonstrate the following useful lemma.

Lemma 11.1.1: (i) Let u be a subsolution, i.e. u € C*(§2), Lu > 0, and
let f € C*(R) be convex with f' > 0. Then f ou is a subsolution as
well.

(ii) Let u be a supersolution, f € C*(R) concave with f' > 0. Then fou is
a supersolution as well.
(iii) Let u be a solution, and f € C*(R) convex. Then fou is a subsolution.

Proof:

Lifou) = Z{) J ( A )&ﬁ) :f”(u)za”a;afxuj + f'(u)Lu,

2,9

(11.1.3)
which implies all the inequalities claimed. a

We now wish to verify that the assertions of Lemma 11.1.1 continue to hold
for weak (sub-, super-)solutions. We assume that f'(u) and f”(u) satisfy
approximate integrability conditions to make the chain rules for weak deriva-
tives

Di(fou) = f'(u)Di(u)
and

Di(f ou) = f"(u)Diju fori=1,...,d
valid. (By Lemma 7.2.3 this holds if, for example,

sup | f'(y)| + sup [f" (y)| < o0.)
yER yER

We obtain
[ S ainitseupse= [ Y Dby
20 ij
— [ S Dby wye)
ij
/Za”D wf” (u)Djuep.

The last integral is nonnegative because of the ellipticity condition, if f is
convex, i.e., f”(u) > 0, and ¢ > 0, and consequently yields a nonpositive
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contribution because of the minus sign in front of it, if u is a weak subsolution
and f’(u) > 0. Therefore, under those assumptions

/ > a" Di(fou)Djp <0,
ek

and f owu is a weak subsolution.
In the same manner, one treats the weak versions of the other assertions
of Lemma 11.1.1 to obtain the following result:

Lemma 11.1.2: Under the corresponding assumptions, the assertions of
Lemma 11.1.1 hold for weak (sub-,super-)solutions, provided that the chain
rule for weak derivatives is satisfied for f € C*(R). O

From Lemma 11.1.2 we derive the following result:

Lemma 11.1.3: Let u € W2(£2) be a weak subsolution of L, and k € R.
Then

v(z) = max(u(x), k)

1s a weak subsolution as well.
Proof: We consider the function

fR—=R,

f(y) = max(y, k).
Then
v=fou.

We approximate f by a sequence (f,)nen of convex functions of class C2

with

n

faly) = fly) fory¢ <k_711’k+ 1)
and

Ifi(y)| <1 for all .

Then, as in the proofs of Lemmas 7.2.2 and 7.2.3, by an approximation ar-
gument, f, ou converges to v = f ow in W12, Therefore,

/QZaijDiijgp:nli_)rI;OAZaijDi(fnou)Djw
1,] 1,7
<0 forgoEHéQ(Q),apZO

by Lemma 11.1.2. a
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Remark: Of course, we also have a result analoguous to Lemma 11.1.3 for
weak supersolutions. For k € R, if u € W2(£2) is a weak supersolution, then
so is

min(u(z), k).
We now come to the fundamental estimates of J. Moser:

Theorem 11.1.1: Let u be a subsolution in the ball B(zo,4R) C R? (R >
0), and assume p > 1. Then

sup u < ¢ <p> ][ (max(u(x),0))” dz | (11.1.4)
B(z0,R) p—1 B(z0,2R)

with a constant ¢ depending only on d and %

SIS

Remark: If w is positive, then obviously max(u,0) = w in (11.1.4), and this
case will constitute our main application of this result.

Theorem 11.1.2: Let u be a positive supersolution in B(xg,4R) C R%. For
O0<p< d%‘IQ, and if d > 3, then

1
wdr | < —2 inf (11.1.5)

2 B(zo.R

B(z0,2R) ((%27]7) (zo,R)

with co again depending on d and % only. If d = 2, this estimate holds
for any 0 < p < oo, with a constant co depending on p, d,% in place of

ca/ (ﬁfQ —p)z,

Remark: In order to see the necessity of the condition p < ﬁ, we let L be
the Laplace operator A and

u(z) = min (|z[*>~% k) for some k > 0.
According to the remark after Lemma 11.1.3, because |x|>~? is harmonic on
R%\ {0}, this is a weak supersolution on R%. If we then let k increase, we see

that the L72-norm can no longer be controlled by the infimum.

From Theorems 11.1.1 and 11.1.2 we derive Harnack-type inequalities for
solutions of Lu = 0. These two theorems directly yield the following corollary:

Corollary 11.1.1: Let u be a positive (weak) solution of Lu = 0 in the ball
B(zg,4R) CR? (R >0). Then

sup u<cg inf w, (11.1.6)
B(Io,R) B(‘TO7R)

with c3 depending on d and % only.
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For general domains, we have the following result:

Corollary 11.1.2: Let u be a positive (weak) solution of Lu = 0 in a domain
2 of R, and let £2y CC (2. Then

supu < cinf u, (11.1.7)
2 20

with ¢ depending on d, 2, {2y, and %

Proof: This Harnack inequality on (2 follows by the standard ball chain
argument: Since 2y is compact, it can be covered by finitely many balls B; :=
B(z;, R) with B(z;, R) C §2 (we choose, for example, R < 1 dist(042, £2)),
1 =1,...,N. Now let y1,ys € (2; without loss of generality y; € By, y2 €
Bjym for some m > 1, and the balls are enumerated in such manner that
B;NBjy1 #0for j =k,...,k+m — 1. By applying Corollary 11.1.1 to the
balls By, Bg+1, - .., we obtain

u(yr) < supu(x) < czinf u(z)
By By,

< c3 sup u(z) (since By N Byy1 # 0)
Br1

§c§ inf u(z) <...
Bt

< C?H Bi’grf u(z) < cg”lu(yg).

Since y; and yy are arbitrary, and m < N, it follows that

supu(z) < ci T inf u(z). (11.1.8)
2 2

O

We now start with the preparations for the proofs of Theorems 11.1.1 and
11.1.2. For positive u and a point xg, we put

o(p, R) := <]{3(, . u”dm)

1
P

Lemma 11.1.4:

lim ¢(p,R) = sup u =: ¢(co, R), (11.1.9)
proo B(zo,R)

li R) = inf =: ¢(—o0, R). 11.1.10
i o(p, B) = infu=:¢(-oc0,R) ( )

Proof: By Hoélder’s inequality, ¢(p, R) is monotonically increasing with re-
spect to p. Namely, for p < p’ and u € LP (£2),
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- 1
7

G k) = (L) (o) =G )

Moreover,

1 N .
o(p, R) < <|B(J:0,R)| B(:me)(SHPU) ) = ¢(o0, R). (11.1.11)

On the other hand, by the definition of the essential supremum, for any € > 0
there exists some ¢ > 0 with

x € B(zo,R) :u(z) > sup uw—ep| >4
B(zo0,R)
Therefore,
1 1
60,12 (e | ) 2 () e
p,R)> | s w > | = supu — ¢€),
|[B(zo, R)| Juiizow e |B(z0, R)|
and hence
lim ¢(p, R) > supu —¢
p—r00
for any € > 0, and thus also
lim ¢(p, R) > sup u. (11.1.12)

p—0o0

Inequalities (11.1.11) and (11.1.12) imply (11.1.9), and (11.1.10) is derived
similarly (or, alternatively, by applying the preceding argument to %) ad

Lemma 11.1.5: (i) Let u be a positive subsolution in (2, and for q > %,
assume

vi=ul € L*(2).
For any n € Hy*(£2), we then have

/n |Dv|? < ;( ) /|Dn|2 2, (11.1.13)

(ii) If u is a supersolution instead, this inequality holds for q < %

Proof: The claim is trivial for ¢ = 0. We put

fu) = u®? for ¢ > 0,
f(u) = —u?? for ¢ < 0.
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By Lemma 11.1.2, f(u) then is a subsolution in case (i), and a supersolution
in case (ii). The subsequent calculations are based on that fact. (In the course
of the proof there will also arise integrability conditions implying the needed
chain rules. For that purpose, the proof of Lemma 7.2.3 requires a slight
generalization, utilizing varying Sobolev exponents, the Holder inequality,
and the Sobolev embedding theorem. We leave this as an exercise for the
reader.) As a test function in (11.1.2) (or in the corresponding inequality in
case (ii), we then use

0= f'(u) -0 (11.1.14)
Then

/ E a”(aj)Dlungo

2

ij

2/ g aijDiuDjuf”(u)WQ—i-/ E a" Dyuf’ (w)2nDjn
7,7 ]

/ 21ql (2¢ — 1) Za”D uDju u?T 2?4 / 4|q| ZaijDiu D
2

,] ]

(11.1.15)

In case (i), this is < 0. Applying Young’s inequality to the last term, for all
€ > 0, we obtain

21g|(2¢—1) /|Du|2 20722 < 2|q\A5/\Du|2 24=2p2

2
+ —'Z' /u2q |Dnf?.

2q—1)\
2 A

With

we thus obtain

2 4 A2 2
[ ipu i < ot g [l

2 2q 2
/\Dv| < ( 1) /U2|D77|2.

In case (ii), (11.1.15) is nonnegative, and since in that case also 2¢ — 1 < 0,
one can proceed analoguously and put
1—2q A
T2
to obtain (11.1.13) in that case as well. O

ie.,
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We now begin the proofs of Theorems 11.1.1 and 11.1.2. Since the stated
inequalities are invariant under scaling, we may assume, without loss of gen-
erality, that

R=1 and z7=0.
We shall employ the abbreviation
B, := B(0,r).
Let

0<r <r<2r, (11.1.16)

and let n € Hé’Q (B;) be a cutoff function satisfying

n=1 on B,
_ d
n=0 onR’\ B, (11.1.17)
\DU| S /
r—r

For the proof of Theorem 11.1.1, we may assume without loss of generality
that u is positive, since otherwise, by Lemma 11.1.3, we may consider the
positive subsolutions

vg(x) = max(u(x), k)

for k > 0 (or the approximating subsolutions from the proof of that lemma),
perform the subsequent reasoning for positive subsolutions, apply the result
to the vy, and finally let k tend to 0.

We consider once more

v =uf
and assume that v € L?(£2). By the Sobolev embedding theorem (Corol-
lary 8.1.3), for d > 3, we obtain

d—2

d
<][ vf%) <y (r’27[ |Dv|2+][ v2>. (11.1.18)
B, B B,

If d = 2 instead of %, we may take an arbitrarily large exponent p and
proceed analogously. We leave the necessary modifications for the case d = 2
to the reader and henceforth treat only the case d > 3. With (11.1.13) and

(11.1.17), (11.1.18) yields

d—2

—d
][ L= §E][ v? (11.1.19)
B B,

!

I~



11.1 The Moser-Harnack Inequality 283

with

&< cs ((rfﬂ>2<2q2zl>2+1>. (11.1.20)

Thus, we get v € L%(Q) We shall iterate that step and realize that higher
and higher powers of u are integrable.
We put s = 2¢ and assume

|s| > p >0,

choosing an appropriate value for p later on. Because of r < 27/, then

N2/ s \2
c < 11.1.21
C_C6<r7") (51> ’ ( )

with cg also depending on p. Thus, by (11.1.19) and (11.1.21), since v = u?,
we get for s > pu,

d—2
ds ’ 2d “ 7!
— = JZ -2 <
d)(d—z’?ﬂ) <B o ) _C7<7“—7"'>

1
with ¢7 = ¢g. For s < —pu, analogously,

d 1 PO\
¢ (dSQ’T/) 2o (TTT,) o(s,7) (11.1.23)

s
s—1

2
(we may omit the term ( ) - here, since it is greater than or equal to

1).

We now wish to complete the proof of Theorem 11.1.1, and therefore, we
return to (11.1.22). The decisive insight obtained so far is that we can control
the integral of a higher power of u by that of a lower power of u. We now
shall simply iterate this estimate to control even higher integral norms of u
and from Lemma 11.1.4 then also the supremum of u. For that purpose, let

d n
sn< )p for p > 1,

d—2
rp=1+27",
-
=T > ?n

Then (11.1.22) implies
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and iteratively,

2

S(msns rapn) < =T g6 1) < (ppl) T o(p2). (11.1.24)

(Since we may assume u € LP((2), therefore ¢(s,,r,) is finite for all n € N,
and thus any power of u is integrable.) Using Lemma 11.1.4, this yields
Theorem 11.1.1.

In order to prove Theorem 11.1.2, we now assume u > € > 0, in order
to ensure that ¢(co,r) is finite for ¢ < 0. This does not constitute a serious
restriction, because once we have proved Theorem 11.1.2 under that assump-
tion, then for positive u, we may apply the result to v + €. In the resulting
inequality for v + €, namely

1
][ (ut+e)P | < 6722 inf (u+e),
B(z0,2R) (L _ p) B(zo,R)

d—2

we then simply let € — 0 to deduce the inequality for u itself.
Carrying out the above iteration analogously for s < —p with r, = 2 +
27", we deduce from (11.1.23) that

d(—11,3) < e100(—00,2) < c19p(—00, 1). (11.1.25)

By finitely many iteration steps, we also obtain

o(p,2) < cr1p(p, 3). (11.1.26)

(The restriction p < d%d2 in Theorem 11.1.2 arises because according to
Lemma 11.1.5, in (11.1.19) we may insert v = u? only for ¢ < 3. The re-

lation p = qufz that is needed to control the LP-norm of u with (11.1.19),
-2
by (11.1.20) also yields the factor (df—z - p) in (11.1.15).)
The only missing step is
o1, 3) < c120(—p1, 3). (11.1.27)

Inequalities (11.1.25), (11.1.26), (11.1.27) imply Theorem 11.1.2. For the
proof of (11.1.27), we shall use the theorem of John-Nirenberg (Theo-
rem 8.1.2). For that purpose, we put
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1
v=logu, ¢=—r’

with some cutoff function n € Hy'*(By). Then
/ > DipDju = _/ 7Y a DwDjv + / 273" a¥ DinDjv.
Ba 1, By By
Since wu is a supersolution, the left-hand side is nonnegative; hence

/\/ n? | Do|? S/ nQZaijDiijv§2/ nZaiijDjv
By By By

<2 ([ o) ([ 1on?)
B4 B4

by the Schwarz inequality, and thus

A 2
/ n? |Dv|2§4<> / | D). (11.1.28)
B4 )\ B4

If now B(y, R) C Bg 1 is any ball, we choose 7 satisfying

n=1 on By, R),
17 =0 outside of B(y,2R) N By,

6
Dn| < —.
Inl_R

With such an 7, we obtain from (11.1.28)
2 1 .
][ |Dv|” < y—5 with some constant 7.
B(y,R) R

Thus, by Holder’s inequality

/ |Dv| < wa/7R¥L.
B(y,R)

Now let a be as in Theorem 8.1.2. With u = wda\ﬁ, applying that theorem to

1 1

v
Wi/ war/Y

/ U“/ u < B2
Bs Bs

log u,

we obtain

and hence
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2
¢(M7 3) < ﬂ” Qs(il’l’? 3)7

and hence (11.1.27), thus completing the proof. O

A reference for this section is Moser [14].

Krylov and Safonov have shown that solutions of elliptic equations that
are not of divergence type satisfy Harnack inequalities as well. In order to
describe their results in the simplest case, we again omit all lower-order terms
and consider solutions of

b 0
Mu = Z a'(z) 8xi3xju(x) =0.

Here the coefficients a*(x) again need only be (measurable and) bounded
and satisfy the structural condition (11.1.1), i.e.,

d
AP < Y a¥(2)&¢; forall z € 2,6 € R
ij=1

and

sup |a” (z)| < A

4,0,
with constants 0 < A < A < oc.

We then have the following theorem:

Theorem 11.1.3: Let u € W24(£2) be positive and satisfy Mu > 0 almost
everywhere in B(xg,4R) C RY. For any p > 0, we then have

1/p
sup u < ¢ ][ uP dz
B(zo,R) B(z0,2R)

A
7N’
Theorem 11.1.4: Let u € W24(02) be positive and satisfy Mu < 0 almost
everywhere in B(xo,4R) C R:. Then there exist p > 0 and some constant c,
depending only on d and %, such that

1/p
][ uP dx <ecg Inf w.
B(z0,R) B(zo,R)

As in the case of divergence-type equations (see Section 11.2 below), these
results imply Harnack inequalities, maximum principles, and the Holder con-
tinuity of solutions u € W24(§2) of

with a constant ¢ depending on d and p.

Mu =0 almost everywhere 2 C R%.

Proofs of the results of Krylov—Safonov can be found in Gilbarg—Trudinger [8].
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11.2 Properties of Solutions of Elliptic Equations

In this section we shall apply the Moser—-Harnack inequality in order to de-
duce the Holder continuity of weak solutions of Lu = 0 under the structural
condition (11.1.1). That result had originally been proved by E. de Giorgi
and J. Nash independently of each other, and with different methods, before
J. Moser found the proof presented here, based on the Harnack inequality.

Lemma 11.2.1: Let u € WY2(2) be a weak solution of L, i.e.,

d

0 . 0
= —_— v _— >
Lu Z 97 (a (x) 8x1u($)> > 0 weakly,

i,5=1

with L satisfying the conditions stated in Section 11.1. Then u is bounded
from above on any 2o CC (2. Thus, if u is a weak solution of Lu = 0, it is
bounded from above and below on any such (2.

Proof: By Lemma 11.1.3, for any positive k,
v(z) = max(u(x), k)

is a positive subsolution (by the way, in place of v, one might also employ
the approximating subsolutions f,, ou from the proof of Lemma 11.1.3). The
local boundedness of v, hence of u, then follows from Theorem 11.1.1, using
a ball chain argument as in the proof of Corollary 11.1.2. ad

Theorem 11.2.1: Let u € W12(2) be a weak solution of

d

Lu= > % (aij(:r)aiiu(x)> =0, (11.2.1)

i,j=1

assuming that the measurable and bounded coefficients a™ (x) satisfy the struc-
tural conditions

d

AP <Y ai(@)gg, o (x)] < A (11.2.2)

ij=1

for all x € 2, £ € RY, with constants 0 < A\ < A < oo. Then u is Hélder
continuous in 2. More precisely, for any 2y CC {2, there exist some o €
(0,1) and a constant ¢ with

lu(z) = u(y)| < clo—y[* (11.2.3)
for all x,y € 2y. o depends on d, &, and £y, ¢ in addition on supg, u —
X 2

info, u.
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Proof: Let x € 2. For R > 0 and B(z, R) C {2, we put

M(R):= sup u, m(R):= inf wu.
(R) Sup (R) i

(By Lemma 11.2.1, —oo < m(R) < M(R) < cc.) Then
w(R) := M(R) — m(R)
is the oscillation of u in B(z, R), and we plan to prove the inequality
w(r) <eo (%)aw(R) for 0 < r < % (11.2.4)

for some « to be specified. This will then imply

w(z) —u(y) < sup u— inf u=w(r)< cow(R) |z —y|*. (11.2.5)

B(z,r) B(z,r) R~

for all y with |z — y| = r. This, in turn, easily implies the claim.
We now turn to the proof of (11.2.4):

M(R) —u and u—m(R)

are positive solutions of Lu = 0 in B(z, R).! Thus, by Corollary 11.1.1,

M(R) —m (R) = sup (M(R)—u)<c¢ inf (M(R) —u)
B(z, &) B(x, %)

- - (5).

M (R) —m(R)= sup (u—m(R)) <c¢; inf (u—m(R))

4 B(z, &) Bz, 4)

e (n () ).

(By Corollary 11.1.1, ¢; does not depend on R.) Adding these two inequalities
yields

and analogously,

M (f) —m (f) < 2 - 1(M(R) — m(R)). (11.2.6)

With ¢ := 921 < 1, thus

! More precisely, these are nonnegative solutions, and as in the proof of Theo-
rem 11.1.2, one adds € > 0 and lets ¢ approach to 0.
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o () <outm,

Iterating this inequality gives

R
w <4H> <Y"w(R) forn e N. (11.2.7)
Now let
R R

We now choose o« > 0 such that

whence (11.2.4). O

We now want to prove a strong maximum principle:

Theorem 11.2.2: Let u € W12(02) satisfy Lu > 0 weakly, the coefficients
a’ of L again satisfying

AP <Y (@), o (@) <A
4,7

for all x € 2, £ € RY. If for some ball B(yo, R) CC 2,

sup u = supu, (11.2.9)
B(yo,R) o

then u is constant.

Proof: If (11.2.9) holds, we may find some ball B(zo, Ry) with B(z¢,4Ro)
C {2 and
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sup © = supu. (11.2.10)
B(zo,Ro) «Q
Without loss of generality sup,u < oo, because SUPpB(y,,r) U < 00 by

Lemma 11.2.1. For
M > supu
[0
M — u then is a positive subsolution, and we may apply Theorem 11.1.2 to
it. Passing to the limit, the resulting inequalities then continue to hold for

M = sup u. (11.2.11)
Q

Thus, for p =1, we get from Theorem 11.1.2

][ (M—u)<c¢ inf (M—u)=0
B(x0,2R0) B(zo,Ro)

by (11.2.10), (11.2.11). Since by choice of M, we also have u < M, it follows
that

w=M (11.2.12)

in B(l‘Q,QRo).

Now let y € 2. We may find a chain of balls B(x;, R;), i = 0,...,m,
with B(z;,4R;) C 2, B(x;—1,R;—1) N Bz, R;) # 0 for ¢ = 1,...,m,
y € B(xpm, Ry). We already know that w = M on B(xg,2Ry). Because of
B(xg, Ro) N B(x1, R1) # 0, this implies

sup u= M,
B(z1,R1)

hence by our preceding reasoning
u=M on B(x1,2R;).
Tteratively, we obtain
u=M on B(zm,2Rn),
and because of y € B(@y,, Ry),
u(y) = M.
Since y was arbitrary, it follows that

u=M 1in 0.
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As another application of the Harnack inequality, we shall now demonstrate
a result of Liouville type:

Theorem 11.2.3: Any bounded (weak) solution of Lu = 0 that is defined on
all of RY, where L has measurable bounded coefficients a¥ (x) satisfying

A< a(@)gg, o ()| < A
1,

for fized constants 0 < A < A < oo and all x € R?, € € RY, is constant.

Proof: Since u is bounded, infrs u and supg« u are finite. Thus, for any
< infu,
Rd
u — p is a positive solution of Lu = 0 on R?. Therefore, by Corollary 11.1.1
0< sup u— <03( inf u—u)
B(0,R) : B(0,R)

for any R > 0 and any p < infge u, and passing to the limit, then this also
holds for

uzlﬂgdfu.

Since c3 does not depend on R, it follows that
0<supu—pu<cs (infu—u) =0,
Rd R4

and hence

u = const.

11.3 Regularity of Minimizers of Variational Problems

The aim of this section is the proof of (a special case of) the fundamental
result of de Giorgi on the regularity of minima of variational problems with
elliptic Euler-Lagrange equations:

Theorem 11.3.1: Let F : R? — R be a function of class C™ satisfying
the following conditions: For some constants K, A < co, A > 0 and for all

p= (p17"'7pd) S Rd.'
(i) ‘Sﬁ(p)] <Klp| (i=1,...,d).
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(i1) X |£‘2 <> gpfa(]fj&fj <A |§|2 for all € € R?,

Let 2 C RY be a bounded domain. Let u € WY2(2) be a minimizer of the
variational problem

I(v) := /QF(Dv(m))dac,
i.e.,
I(w) < I(u+¢) forall p € Hy*(R2). (11.3.1)
Then u € C*>(£2).
Remark: Because of (i), there exist constants ¢;, ¢ with
[F(p)| < er+ e lpl” (11.3.2)

Since {2 is assumed to be bounded, this implies
I(v) :/ F(Dv) < o
Q

for all v € W12(£2). Therefore, our variational problem, namely to minimize
I in W12(0), is meaningful.
We shall first derive the Euler-Lagrange equations for a minimizer of I:

Lemma 11.3.1: Suppose that the assumptions of Theorem 11.3.1 hold. We
then have for all p € Hy*(£2),

d
/ > F,,(Du)Dip =0 (11.3.3)
2 =1

(using the abbreviation F,, = g}i).

Proof: By (i),

d
/Q S B (Dv)Dip < d K /Q |Dv| D] < d K [ Dl ) 1D 2
=1

and this is finite for p,v € W2(£2). By a standard result of Lebesgue inte-
gration theory, on the basis of this inequality we may compute

d
—1
o (u+ tp)

by differentiation under the integral sign:
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d
7 I{u+ty) = /ZF (Du+tDy)D;. (11.3.4)

In particular, I(u + ty) is a differentiable function of ¢t € R, and since w is a
minimizer,

d

¢ —o. 11.3.5
pn I(u+tp)|i=o ( )
Equation (11.3.4) for ¢ = 0 then implies (11.3.3). O
Lemma 11.3.1 reduces Theorem 11.3.1 to the following:

Theorem 11.3.2: Let A" :R? - R,i=1,...,d, be C®-functions satisfying
the following conditions: There exist constants K, A < oo, A > 0 such that
for all p € R?:

(i) |A(p)| < Klp| (i=1,...,4d).

(ii) Al < Tf i, 25 P, for all € € RY,
..y oAl
(iii) ‘Tﬁp)‘ <A

Let u € WH2(02) be a weak solution of

"(Du) in 2 C RY, (11.3.6)

HM&

i.e., for all p € Hé’g(!?), let

d
/ > AY(Du)Dip = 0. (11.3.7)
2

i=1
Then u € C*(12).

The crucial step in the proof will be Theorem 11.2.1, of de Giorgi and
Nash. Important steps towards Theorem 11.3.2 had been obtained earlier
by S. Bernstein, L. Lichtenstein, E. Hopf, C. Morrey, and others.

We shall start with a lemma.

Lemma 11.3.2: Under the assumptions of Theorem 11.3.2, for any §2 CC
2 we have u € W2(£2"), and moreover, lullpeeoy < cllullyrzig), where
¢ =c(\ A, dist(2,002)).

Proof: We shall proceed as in the proof of Theorem 8.2.1. For
|h| < dist(supp ¢, 012),

@i, n(x) == @(x — hey) (e being the kth unit vector) is of class Hy*(2) as
well. Therefore,
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/ ZAZ (Du(zx)) D, —p(z)dx
19,

1=1

_ /QZAi(Du(z))Digp(x— hey)d

d
- /Q > AY(Duly + hex)) Dig(y)dy

Zl
:/(ZZAi((Du)k,h)Dga

Subtracting (11.3.7), we obtain
/ S (A (Du(a + hew)) — A'(Du(a))) Digp(a) = 0. (11.3.8)
For almost all = € 2
A" (Du(z + hey)) — AY(Du(x))
/ — A" (tDu(x + hey,) + (1 — t)Du(z)) dt

/0 (Z AZ (tDu(z + heg) + (1 — t)Du(x)) D, (u(x + hey) — u(x))) dt.

j=1
(11.3.9)

‘We thus put
al (x / AZ (tDu(x + hey) 4+ (1 — t)Du(x)) dt,
and using (11.3.9), we rewrite (11.3.8) as

/ Za ( ulr + he;z) - “(9‘")) Djp(x)dz = 0. (11.3.10)

Here, because of (ii) and (iii),

A\§|<Za 2)6& < AlE)? for all € € RY,

We may thus proceed as in Section 8.2 and put

= o (ul@ + her) — u(x)) n*

==
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with n € CL(£2"), where we choose 2 satisfying
' cc ' cc,

dist(£2”,092), dist(£2',002") > % dist(£2’,012), and require

o
IN

n<l1,
n(x) =1 foraxe (2,
8
1Dl < Gt a0)
as well as
[2h] < dist(£2”,012).
Using the notation

u(z + heg) — u(x)
h 9

Ahu(z) =

(11.3.10) then implies
)\/ |DA},;U|2’I72 </ Za DAku)
Q
/ Za DA 2n(Din) Abu by (11.3.10)
no2 A ho2 2
<ed | |DAGu|" + - |Aju|”|Dn|*  for all e > 0,
2 Q

i -
and with e = 55,

/’DAku’ n <cl/ ‘A2u|2§cl/ | Dul?
Qv Q

by Lemma 8.2.1, with ¢; independent of h. Hence
| DA uHL2(Q,) < c1 | Dul| 2 gy - (11.3.11)

Since the right hand side of (11.3.11) does not depend on h, from Lemma 8.2.2
we obtain D?u € L?(£2’) and the inequality

||D2u||L2(Q/) < a1 [ Dull g2 - (11.3.12)

Consequently, u € W22(£2'). 0
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Performing the limit ~ — 0 in (11.3.10), with

a(z) = A;j (Du(x)),

(11.3.13)
v = Dyu,

we also obtain

/ > _a’(z)DjuDip =0 for all p € Hy*(12).
2 ij

By (ii), (iii), (a"(z));,j=1,..q4 satisfies the assumptions of Theorem 11.2.1.
Applying that result to v = Dyu then yields the following result:

Lemma 11.3.3: Under the assumptions of Theorem 11.2.1,

Du e C(02)
for some a € (0,1), i.e.,
u € CH(0).
O
Thus v = Dyu, k=1,...,d, is a weak solution of
d
> D;(a"(z)Djv) =0. (11.3.14)

i,)=r
Here, the coefficients a%/ () satisfy not only the ellipticity condition

d

AP < D ai(@)&g,  Ja(z)| <A

4,J=1

forall ¢ € RY, 2 € 2,4,5 =1,...,d, but by (11.3.13), they are also Holder
continuous, since A’ is smooth and Du is Hélder continuous by Lemma 11.3.3.
For the proof of Theorem 11.3.2, we thus need a regularity theory for such
equations. Equation (11.3.14) is of divergence type, in contrast to those
treated in Chapter 10, and therefore, we cannot apply the results of Schauder
directly. However, one can develop similar methods. For the sake of variety,
here, we shall present the method of Campanato as an alternative approach.
As a preparation, we shall now prove some auxiliary results for equations of
type (11.3.14) with constant coefficients. (Of course, these results are already
essentially known from Chapter 8.)

The first result is the Caccioppoli inequality:



11.3 Regularity of Minimizers of Variational Problems 297

Lemma 11.3.4: Let (A"); j—1, 4 be a matriz with ’Aij‘ < A for all 1,7,
and

d
MelP < N AYge; for allg e R
ij=1
with A > 0. Let u € Wl’Z(Q) be a weak solution of

d
> D; (ADiu) =0 in Q. (11.3.15)

ij=1

We then have for all zg € 2 and 0 < r < R < dist(xo,d2) and all u € R,

Co 2
|Dul? < 7/ lu— pl*. (11.3.16)
/B(asg,r) (R =1)? JB(2o,R)\B(zo,r)

Proof: We choose 1 € Hé’Q(B(xo, R)) with

0<n<l,
n=1 on B(xg,r), hence Dn=0 on B(xzg,r),

Dn| <
1Dnl < =

As in Section 8.2, we employ the test function

o = (u—pmn*
and obtain
0= /Z AYDauDj ((u— p)n?)
2%
= /Z AYDiuDjun?® + / 2 Z AY Dyu(u — p)nDyn.
i,j 0,J

Using the ellipticity conditions, we deduce the inequality
A | Dul*n? S/ z:AijDiuDjun2
B(IQ,R) B(anR)

< ez/ld/ |Du|2n2
B(.’E(),R)

A

2 2
+—d/ 1Dl |u — "
& JB(zo,R)\B(zo,7)
since Dn = 0 on B(xg,r). Hence, with ¢ = %ﬁ,
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Co 2
|Du|2n2s—/ fu—puf?,
/B(mo,m (R —=7)% JB(20,R)\B(x0,)

and because of

[opar< [ pupe
B(zo,r) B(zo,R)

the claim results. O

The next lemma contains the Campanato estimates:

Lemma 11.3.5: Under the assumptions of Lemma 11.3.4, we have

r\9 2
lul? < s (= / |ul (11.3.17)
/B(zg,r) (R) B(xo,R)

as well as

2 7\ d+2 2
= ugan|* <o () = upon|’ - (11.3.18)
B(zo,r) B(zo,R)

Proof: Without loss of generality r < %. We choose k > d. By the Sobolev
embedding theorem (Theorem 8.1.1) or an extension of this result analogous
to Corollary 8.1.3,

W*2(B(z, R)) C C°(B(x0, R)).
By Theorem 8.3.1, now u € W¥?2 (B (mo, %)), with an estimate analogous to

Theorem 8.2.2. Therefore,

d

[ et sup ol < oo lullyns(oe, )
B(xo,r) B(xo,r) R 12

d
r 2

SC:S*/ |ul”.
R ) gzo.R)

(Concerning the dependence on the radius: The power r* is obvious. The
power R? can easily be derived from a scaling argument, instead of carefully
going through all the intermediate estimates.) This yields (11.3.17). Since
we are dealing with an equation with constant coefficients, Du is a solution
along with u. For r < g, we thus obtain

d
/ 1Dul? < 07%/ |Du)? . (11.3.19)
B(zo,r) R B(zo,%)

By the Poincaré inequality (Corollary 8.1.4),

d

2
/ |u = up(pym| < 081"2/ |Dul?. (11.3.20)
B(zo,r) B(zg,r)
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By the Caccioppoli inequality (Lemma 11.3.4)

/ |Dul® < 0—92/ |t — up(eo.my| - (11.3.21)
B(z0,4) R B(wo,R)
Then (11.3.19)-(11.3.21) imply (11.3.18). 0

We may now use Campanato’s method to derive the following regularity
result:

Theorem 11.3.3: Let a¥(x), i,7 = 1,...,d, be functions of class C, 0 <
a <1, on 2 C RY, satisfying the ellipticity condition

d
AP < Y a(@)&g, forallE Rz € (11.3.22)
i,j=1
and
|aij(x)| <A forallzeR,i,j=1,...,d, (11.3.23)

with fived constants 0 < A < A < co. Then any weak solution v of
d

> Dj(a”(x)Div) =0 (11.3.24)

ij=1
is of class C* (2) for any o/ with 0 < o/ < a.
Proof: For xy € {2, we write

a = a¥ (o) + (aij (z) — a' (20)) -
Letting
A= a% (),

(11.3.24) becomes

d d d
> D; (A"Dyw) = D; ((a"(xo) — a" (x))Dyw) = > _ D; (#7(x))
i,7=1 i,j=1 j=1
with
f(z) = Z ((a"(zg) — a” (z))D;v) . (11.3.25)

This means that
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d d
/ > AijDiijg):/ > fDjp forall p € Hy?(2).  (11.3.26)
[0} 0%
j=1

ig=1
For some ball B(xzg, R) C (2, let
w € H"?(B(z, R))

be a weak solution of

d
D; (AYD;w) =0 in B(xo, R),
.Zl i ( ) (w0, ) (11.3.27)
i,j=
w=wv on dB(xg,R).

Thus w is a solution of

d
/ > AYDiwDjp =0 forall p € Hy*(B(xo, R)).  (11.3.28)
B(.’I:(),R) i,jzl

Such a w exists by the Lax-Milgram theorem (see Appendix 11.3). Note that
we seek z = w — v with

B(p,2):

—/ZAijDi’UDj(p

—: F(¢) forall ¢ € Hy?(B(xo,R)).

Since (11.3.27) is a linear equation with constant coefficients, then if w is
a solution, so is Dyw, k = 1,...,d (with different boundary conditions, of
course). We may thus apply (11.3.17) from Lemma 4.3.5 to v = Djw and
obtain

d
/ |Dw|® < e (i) / |Duw|?. (11.3.29)
B(wo,r) R/ JB(xo.R)

(Here, Dw stands for the vector (Dyw, ..., Dgw).) Since w = v on dB(xg, R),
¢ = v —w is an admissible test function in (11.3.28), and we obtain

d d
/ S AYDuwD;w :/ S AV DawD;v, (11.3.30)
B(wo,R) ; ;=1 B(zo,R) ; =1

Using (11.3.27), (11.3.23) and the Cauchy—Schwarz inequality, this implies

Ad\?
/ |Dw|® < () / | D). (11.3.31)
B(zo,R) A B(xo,R)
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Equations (11.3.26) and (11.3.28) imply

d d
/ > AYD;(v—w)Djep :/ > P Djp
B(wo.R) ; ;-1 B(zo,R)

i,5=1

for all ¢ € Hy*(B(zo, R)). We utilize once more the test function ¢ = v —w
to obtain

2 1 WD (0 — ) Ds (6 — w
/B(:z:O,R) ID(v —w)l” < X/ ZA Di( )D;( )

B(wo,R) i,

1/ ;
= Dj(v—w
)\ B(wO,R); J( )

1 22/ 12 ’
< — D(v — J
A(me|@um> SV

by the Cauchy—Schwarz inequality, i.e.,

1 )
|D(v —w)|* < 7/ 7. (11.3.32)
‘/B(QJO;R) A2 B R ;| ‘
We now put the preceding estimates together. For 0 < r < R, we have

/ Dol < 2/ \Duwl? + 2/ D@ — w)[?
B(xo,r) B(zo,m) B(zo,m)

d
<en (4 Dol +2 |D(v = w)f
R
B(xo,r) B(xo,r)

by (11.3.29), (11.3.31). Now

/ \D(v—w)|2§/ |D(U—w)|27 since r < R
B(zo,r) B(zo,R)
1 / .9
< — F7 by (11.3.32)
% o ; /7]
< sw o Ja¥(wo) — 0¥ ()|’ | Dol
A zEBi(‘sz,R) B(zo,R)
by (11.3.25)

S 012R2a/ |l)’l}|2 y
B(CL‘(),R)
(11.3.33)

since the a¥ are of class C®. Altogether, we obtain
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d
/ |Dvl* <~ ((T) + R2°‘> / |Du|? (11.3.34)
B(zo.r) R B(xo,R)

with some constant ~. If (11.3.34) did not contain the term R?* (which is
present solely for the reason that the @ (x), while Hélder continuous, are not
necessarily constant), we would have a useful inequality. That term, however,
can be made to disappear by a simple trick. For later purposes, we formulate
a somewhat more general result:

Lemma 11.3.6: Let o(r) be a nonnegative, monotonically increasing func-
tion satisfying

o(r) <~ ((%)‘ +08) o(R) + R

for all0 < r < R < Ry, with p > v and § < 6o(v,p,v). If 0o is sufficiently
small, for 0 <r < R < Ry, we then have

o(r) < (%)V o(R) + ki7",

with v, depending on v, u,v, and k1 depending in addition on k (k1 = 0 if
k=0).

Proof: Let 0 <7 <1, R < Ry. Then by assumption
o(TR) <y (1+677*) o(R) + kR”.
We choose 0 < 7 < 1 such that
2yrH = A
with v < A < p (without loss of generality 2y > 1), and assume that
oo M < 1.
It follows that
o(TR) < 70 (R) + KR
and thus iteratively for k € N,

O'(Tk+1R) < TAO'(TkR) + kTR RY

k
< T(k+1))\a,(R) + HT}CVRV Z Tj()\fu)

j=0
< ot Y (0(R) + kRY)

(where o, as well as the subsequent 71, contains a factor %) We now choose
k € N such that
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F2R < < 7"“'1R7

and obtain
o(r) <o(t"R) <y (%)U o(R) + kr”.

O

Continuing with the proof of Theorem 11.3.3, applying Lemma 11.3.6 to
(11.3.34), where we have to require 0 < r < R < Ry with R3* < §p, we
obtain the inequality

d—e
/ IDuf? < e15 (1) / |Dul? (11.3.35)
B(xo,r) R B(zo,R)

for each € > 0, where ¢;3 and Ry depend on . We repeat this procedure,
but this time applying (11.3.18) from Lemma 11.3.5 in place of (11.3.17).
Analogously to (11.3.29), we obtain

) 7y 442 2
[ b= 0wsenf e () [ pu— (Dw)sgnf-
B(zo,r) B(zo,R)

(11.3.36)

We also have
2 2
/ |Dw — (Dw) p(zg,r)|~ < / |Dw — (Dv) p(zo,r)| »
B(z0,R) B(zo,R)

because for any L?-function g, the following relation holds:

2 .
/ |9 = 9B(zo,r)|” = inf / lg — x|%. (11.3.37)
B(zo,R) KER JB(x0,R)

(Proof: For g € L*(2),F(k) == [,,|g — | is convex and differentiable with
respect to k, and

) = [ 20 )
2
hence F'(k) = 0 precisely for

1 /
k=57 9,
12| Jo

and since F' is convex, a critical point has to be a minimizer.)

Moreover,
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/ ’DU} — (DU)B(CE(),R)
B(Io,R)

1 .
< X /( ) ZAU (Dzw — (DiU)B(sz)) (Djw — (DJU)B(IO,R))

}2

1 y
=5 /B(% o ZAZJ (Diw — (Div)B(zO’R)) (Djv — (Djv)B(Io,R))

1 .
+ f/ A (Div) gao.r) (Djv — Djw)
A B(zo.R) Z B(zo,R)

by (11.3.30). The last integral vanishes, since A" (D;v) g(4,,r) 18 constant and

v—w € H& ’2(B (z0, R)). Applying the Cauchy—Schwarz inequality as usual,
we altogether obtain

2 A%, 2
|Dw — (Dw) p(ay,r) | < 2 d |Dv = (D) B(ag.m)| " -
B(Io,R) B(CE(),R)
(11.3.38)

Finally,

2 2
/ |Dv — (Dv) gz, |~ < 3/ |Dw — (Dw) By, ) |
B(zo,r) B(xo,r)

+ 3/ |Dv — Dwl?

B(zo,r)
2

+ 3/ ((DU)B(M,T) - (Dw)B(%aT)) :

B(xo,r)

The last expression can be estimated by Hoélder’s inequality:

2
1
(Dv—Duw) | < 3/ (Dv — Dw)?.
/B(:Eo,r) <|B(m0’ )| B(zo,r) B(zo,r)

Thus

/ ’Dv - (Dv)B(f,jom){2
B(zq,r)

<3 [  |Du— D +6 [ Du-Duf
B(xo,r) B(zo,r)

§3/ |Dw — (Dw) pag.|” + c15R%* / | Dol
B(xzo,r) B(xo,r)

by (11.3.33). From (11.3.39), (11.3.36), (11.3.38), we obtain

(11.3.39)
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B(zo,r
7\ 4+2 2 o
< c16 (E) / |Dv — (D) pag, )|~ + c17R? / | Dul?
B(zo,r) B(zo,R)
7\ d+2 2 et 20
< cig (—) / |Dv — (D) p(ao,my|” + c1s R4 T2,
R B(wo,R)

(11.3.40)

applying (11.3.35) for 0 < R < Ry in place of 0 < r < R. Lemma 11.3.6
implies

/ ’DU — (DU)B(zO,r)IQ
B(zo,r)

r\ d+2a—e 2 e
< C19 <E> / |D'U — (DU)B(:C(),R)’ + 620Td+2 ‘.
B(Io,R)
The claim now follows from Campanato’s theorem (Corollary 8.1.7). O

It is now easy to prove Theorem 11.3.2:

Proof of Theorem 11.3.2: We apply Theorem 11.3.3 to v = Du and obtain
v € C hence u € C2 . We may then differentiate the equation with
respect to z¥ and observe that the second derivatives Djru, j,k=1,....,d,
again satisfy equations of the same type. By Theorem 11.3.3, then D?u €
CLO‘”; hence u € €32 Iteratively, we obtain u € C"*m for all m € N with
0 < ay, < 1. Therefore, u € C°. O

Remark: The regularity Theorem 11.3.1 of de Giorgi more generally applies
to minimizers of variational problems of the form

I(v) := / F(z,v(z), Dv(z))dx,
Q
where F' € O (2 xR xR x R?) again satisfies conditions like (i), (ii) of Theo-

rem 11.3.1 with respect to p, and ﬁF(z, v, p) satisfies smoothness conditions
with respect to the variables x and v uniformly in p.

References for this section are Giaquinta [6],[7].

Summary

Moser’s Harnack inequality says that positive weak solutions u of

Lu = zj: % (aij(x) 8iiu(a:)> =0
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satisfy an estimate of the form

sup u < const inf w
B($07R) B(IDaR)

in each ball B(zo, R) in the interior of their domain of definition (2. Here,
the coefficients a* need to satisfy only an ellipticity condition, and have to
be measurable and bounded, but they need not satisfy any further conditions
like continuity. Moser’s inequality yields a proof of the fundamental result of
de Giorgi and Nash about the Holder continuity of weak solutions of linear
elliptic differential equations of second order with measurable and bounded
coeflicients. These assumptions are appropriate and useful for applications to
nonlinear elliptic equations of the type

S g (400 gt ) =0

Namely, if one does not yet know any detailed properties of the solution w,
then, even if the A% themselves are smooth, one can work only with the
boundedness of the coefficients

a’(x) := A" (u(x)).

Here, a nonlinear equation is treated as a linear equation with not necessarily
regular coefficients.

An application is de Giorgi’s theorem on the regularity of minimizers of
variational problems of the form

/ P(Du(x)) dz — min

under the structural conditions

(i) 15 ()| < Klpl,
2
(ii) AP <X gpfa(ﬁjfifj < Al€J? for all & € RY,

with constants K, A < oo, A > 0.

Exercises

11.1 Formulate conditions on the coefficients of a differential operator of the

form
19 /. 1.9
Lu = -Zl pyel (a” (z) &Ulu(z)) + Zl pys 0" (z)u(x)) + c(z)u(x)

that imply a Harnack inequality of the type of Corollary 11.1.1. Carry
out the detailed proof.



Exercises 307

11.2 As in Lemma 11.1.4, let

1/p
][ uP dx
B(mo,R

for a fixed positive u : B(xg, R) — R.
Show that

o(p, R) = (

lim ¢(p, R) = exp ][ logu(x)dz | .
P20 B(o,R)
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Appendix. Banach and Hilbert Spaces.
The LP-Spaces

In the present appendix we shall first recall some basic concepts from calculus
without proofs. After that, we shall prove some smoothing results for LP-
functions.

Definition A.1: A Banach space B is a real vector space that is equipped
with a norm ||-|| that satisfies the following properties:

(1) ||z|| >0 for all x € B, x # 0.
(i1) ||azx|| = |af - ||z|| for all « € R, x € B.
(iii) ||z + y|| < ||z|| + |yl for all x,y € B (triangle inequality).
(iv) B is complete with respect to ||| (i-e., every Cauchy sequence has a
limit in B).
For example, every Hilbert space is a Banach space. We also recall that

concept:

Definition A.2: A (real) Hilbert space H is a vector space over R, equipped
with a scalar product

(w):HxH—=R
that satisfies the following properties:

(i) (A1w2+Aaz2,y) = A (21, y) +A2(22,y) for all \i, A2 € R, w1, 20,y € H.
(ii) (z,x) >0 for allx #0, x € H.
(iv) H is complete with respect to the norm
1
2] = (z,2)2.
In a Hilbert space H, the following inequalities hold:

— Schwarz inequality:

@)l < [l -yl (A1)

with equality precisely if = and y are linearly dependent.
— Triangle inequality:

e +yll < llz]| + [lyll - (A.2)
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Likewise without proof, we state the Riesz representation theorem:

Let L be a bounded linear functional on the Hilbert space H, i.e., L : H — R
is linear with

L] :== sup— < 00.

Then there exists a unique y € H with L(x) = (x,y) for all x € H, and

L0 = [yl -

The following extension is important, too:

Theorem of Lax—Milgram: Let B be a bilinear form on the Hilbert space
H that is bounded,

|B(x,y)| < K ||z|| [|lyll for all z,y € H with K < oo,

and elliptic, or, since this property is also called in the present context, coer-
cive,

|B(z,z)| > Nz|*  for all z € H with A\ > 0.

For every bounded linear functional T on H, there then exists a unique y € H
with

B(z,y) =Tz forallz € H.
Proof: We consider
L.(x) = B(z,2).
By the Riesz representation theorem, there exists Sz € H with
(x,8z) = Lo = B(z, 2).
Since B is bilinear, Sz depends linearly on z. Moreover,
EEESSED

Thus, S is a bounded linear operator.
Because of

Mzl? < B(z,2) = (2,82) < ||zI| | S=|

we have
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1Sz[F = Al=]l -

So, S is injective. We shall show that S is surjective as well. In fact, there
exists © # 0 with

(x,82) =0 forall z€ H.
With z = x, we get
(x,8z) =0.
Since we have already proved the inequality
(@, 57) = Az,

we conclude that = 0. This establishes the surjectivity of S. By what has
already been shown, it follows that S~ likewise is a bounded linear functional
on H. By Riesz’s theorem, there exists v € H with

Tz = (x,v)
= (z,Sz) for a unique z € H, since S is bijective
= B(x,2) = B(z, S 'v).

Then y = S~ !v satisfies our claim. 0

The Banach spaces that are important for us here are the LP spaces:
For 1 < p < o0, we put

LP(92) = {u : 2 = R measurable,
with [[ull, := [ull o ) = [ Jul” d]? < o0}
and
L>®(0Q) := {u : £2 = R measurable, |[u| ;o (q) = sup [u| < oo}.
Here
sup |u| ;= inf{k e R: {x € 2 : |u(x)| > k} is a null set}

is the essential supremum of |u.
Occasionally, we shall also need the space
»
Lloc
1<p<oc.
In those constructions, one always identifies functions that differ on a null
set. (This is necessary in order to guarantee (i) from Definition A.1.)
We recall the following facts:

(2) :={u: 2 — R measurable with u € LP(£2") for all 2’ CC 2},
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Lemma A.1: The space LP(§2) is complete with respect to |-|,, and hence
is a Banach space, for 1 < p < co. L?(£2) is a Hilbert space, with scalar
product

(u,v) 12(0) ::/Qu(a:)v(x)da:.

Any sequence that converges with respect to ||Hp contains a subsequence that

converges pointwise almost everywhere. For 1 < p < oo, C°(£2) is dense in
LP(0); i.e., for u € LP(2) and € > 0, there exists w € CO(2) with

[u—wl, <e. (A.3)
Holder’s inequality holds: If w € LP(£2), v € L1((2), 1/p+ 1/q =1, then
[ w0 < ooy Polingey (A1)
Inequality (A.4) follows from Young’s inequality
P X

b 11
ab< —+—, ifab>0, pg>1, -+-=1. (A.5)
p q p q

To demonstrate this, we put

A= lull,,  B:=|vll,,

and without loss of generality A, B # 0. With a := ‘uff)‘, b:= ‘U(g)l, (A.5)
then implies

P q
/|u<x>v<x>| _ia 1B
B p AP q B4

A
ie., (A4).
Inductively, (A.4) yield that if uy € LP*,... u,, € LP™,
1
yIER
= Pi
then
/Qul"'unz S ||U1HLP1 ||u7n||me . (A6)

By Lemma A.1, for 1 < p < oo, C%(£2) is dense in LP(§2) with respect to
the LP-norm. We now wish to show that even C°°(£2) is dense in L?(§2). For
that purpose, we shall use so-called mollifiers, i.e., nonnegative functions p
from C§°(B(0,1)) with
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/,dezl.

B(0,1) :={z e R*: [z < 1}.

Here,

The typical example is
1
olz) = cexp (|w\2—1) for |z| <1,
0 for |z| > 1,

where ¢ is chosen such that [ odz = 1. For u € LP(£2), h > 0, we define the
mollification of u as

w(e) =g [ o (552 ) utwan (A7)

where we have put u(y) = 0 for y € R%\ 2. (We shall always use that
convention in the sequel.) The important property of the mollification is

up € Cgo (Rd) .

Lemma A.2: For u € C°(§2), as h — 0, uy converges uniformly to u on
any 2 CC 2.

Proof:
up(z) = % /:c—ylgh 0 (m ’ y) u(y)dy

= / o(z)u(z — hz)dz with z = =y
j21<1 h

(A.8)

Thus, if 2/ CC 2 and 2h < dist(2’, 9(2), employing
uw = [ o)
j21<1

(this follows from [/ _, o(z)dz = 1), we obtain

|z|<1

sup |u — up| < sup / 0(2) |u(z) — u(x — hz)| dz,
@ ve Jiz1<1

< sup sup |u(z) —u(x — hz)|.
e |z|<1

Since w is uniformly continuous on the compact set {z : dist(z, 2') < h}, it
follows that

sup |u — up| = 0 for h — 0.
Q/
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Lemma A.3: Let u € LP(f2), 1 < p < oo. For h — 0, we then have
v = unll ooy = 0.

Moreover, uy, converges to u pointwise almost everywhere (again putting u =
0 outside of 2).

Proof: We use Holder’s inequality, writing in (A.8)
o(z)ule — hz) = o(=) 7 o(z) Fulz — hz)

with 1/p+1/q = 1, to obtain

up(2)|” zdzq 2) |lu(z — hz)|P dz
Jun (@) <</|Z|§@<> ) /Mglg”'( )
= /| » o(2) lu(z — hz)|" dz.

We choose a bounded 2’ with 2 cc 2.
If 2h < dist(£2,042'), it follows that

/Q lup (z)|” dz S/Q /|Z|<1 0(2) lu(z — h2)|P dz da

_/|z|<1 <Q(z)/9 lu(x — he)l? dx) iz (A9)

< | lu()ldy
Q/

(with the substitution y = 2 — hz). For € > 0, we now choose w € CY(£2’)
with

lw —wll ooy <€
(compare Lemma A.1). By Lemma A.2, for sufficiently small h,
= whll oy < &

Applying (A.9) to u — w, we now obtain

[ lunt@) = wn@ do < [ Juty) - w(o) dy
2 o
and hence
Ju— uh”LP(Q) < u— wHLP(_Q) + [Jw - whHLP(Q) + [Jun — whHLP(.Q)

<2+ [lu —wll ooy < 36
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Thus uy, converges to u with respect to |- . By Lemma A.1, a subsequence of
up, then converges to u pointwise almost everywhere. By a slight refinement
of the reasoning, the entire sequence uj, then has to converge to u for h — 0.

O

Remark: Mollifying kernels were introduced into PDE theory by K.O. Fried-
richs. Therefore, they are often called “Friedrichs mollifiers”.

For the proofs of Lemmas A.2 and A.3, we did not need the smoothness of p
at all. Thus, these results also hold for other kernels, and in particular for

L for |z| <1,
o(x) =1 @ .
0 otherwise.

The corresponding convolution is

_ 1 r—y - 1 .
wio) = | o( . )u<y>dy—| B fo 10 -~ L

i.e., the average or mean integral of w on the ball B(x,r). Thus, analogously
to Lemma A.3, we obtain the following result:

Lemma A.4: Let uw € LP(£2), 1 <p < co. Forr — 0, then

fow
B(z,r)

converges to u(x), in the space LP(§2) as well as pointwise almost everywhere.

For a detailed presentation of all the results that have been stated here with-
out proof, we refer to Jost [11].
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Index of Notation

{2 always is an open subset of R?, usually bounded as well.
2 CC {2 :& The closure 2’ is compact and contained in (2.
For ¢ : 2 — R, the support of ¢ (supp ¢) is defined as the closure of

{z € 2:p(x)+#0}.

PDE
Uyi 1= g;ﬁ fori=1,...,d
r=(z%,...,2%

Au = Z?:l Ugizi =0

Rt :={teR:t>0}

Vu

B(z,r):={yeR%: |z —y|<r}
B(z,r) = {yeR!: |z —y|<r}

o | 5= 1og |z -y ford =2
Fle) = Ml =l) = {d(2—1d)wd |z — y|2_d for d > 2
Wd

)
vy
v

'U/(ZL‘()) = S(U,J}o,’r) = W faB(mo,r) U(x)do(x)
’LL(,CCo) = K(u,$07’l") = ﬁ fB(ro,r) U(.’IJ)dCL’

cdeXp( ) if0<t<1,
o(t) = m .
0 otherwise,

1

TH(w):={yeR:IpeR? VzeR:v(x)<v(y)+p (z—y)}

() ={peR*:Vz e 2:v(x) <v(y)+p-(x—y)}
Ly
diam({?2)

0 0 N = = ke

oo

10
16

16

17

38

39
44



320 Index of Notation

R¢ 51
2 = QNRY 51
Iy 52
o 52
ui(z) = ¢ (u(z', ...,z 2t 4 h, 2™t ,xd)—u(xl L z)
up(z) == ¢ (u(a!, ..,J:d)—u(xl ..,1:1 Lat — ot a?) 52
Az, y,t,to) := 7(“”_1%')% exp (f(”t;?i‘:)) 80
K(z,y,t) = Az,y,t,0) = (47r1t)% e*% 87
I(z)= [Ce 't tdt for x>0 97
p(z,y,t) = (4;)% e*‘zzif‘z 127
Py : CO(RY) — CO(RY) 127
Pagf() 128
T,:B— B 129
D(A) 130
I\ = fooc Ae MTovds for A >0 130
DT, 132
RO\ A) := (A\d —A)! 133
P(t,z;s, F) 145
C§°(A) :=={p € C(A) : the closure of {x : p(z) # 0} is compact
and contained in A} 157
D(u) := [, |Vu(z)|® do 158
Co( ) == {f € CF(92) : the closure of {z : f(z) # 0} is a compact
subset of 2} (k=1,2,...) 160
v = Du 160
Wh2(0) 161
(U, v)wrz2) = fQU"U+Z?:1 Jo Diu- Div 161
[ull w20 = (Uau)évmm) 161
H1 2( ) 161
(Q) 161
N@) = [ole =y fy)dy 167
o= (o1,...,04) 193
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Doy = (%)al (a%d)ad ¢ for ¢ € Clel(92)

Dau

WHhP(2) .= {u € LP(2) : Dyu exists and is contained in LP(£2)
for all || < k}

sy = (Ziaizr fo Daul”)
H"?(02)

HE (@)

<=

-l = [l 2o ()

Du

D?u

(Vuh)(@) = [ le = o™V f(w)dy
£ v(x)de = ﬁ Jov(x)dz

42|

up = ﬁ fB u(y)dy

B

0SCoNB(z,r) U = SUPy yeB(z,r)NN2 |u(x) - U(y)|
fec()

||UHca(Q) = ||UHCO(Q) +Sup, yeo %
0071(9)

Ahu(x) — u(m+he}i)7u(z)

supp ¢

domain of class C*

Cl’l(Q)

o9 = Joy S ()g(a)da

C(£2)

Ck,a(g)

o F@)—F @)l
[fla (o) = 8UPs yeo H\?Tl”y
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193
193
193
193
193
196
198
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203
204
204
204
208
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218
224
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255
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LP((2) := {u : £2 — R measurable,
1
with [[ull, = [[ull o gy = [fo ul” da]” < 00}

L>(02) = {u : 2 — R measurable, [|u[| . (q) = sup |u] < oo}

-1l
(u,v) 200y = [ou(z)v(z)dx
up () = g fga 0 () uly)dy

311

311
312
312
313



Index

a-Holder continuous, 204

alternating method of H.A. Schwarz, 64
Arzela—Ascoli, 19

Arzela—Ascoli theorem, 260

Banach space, 309

barrier, 63, 72

bilinear form, 175

— coercive, 175, 310

— elliptic, 175, 310

boundary point

— nonregular, 73

boundary point lemma of E. Hopf, 35
boundary regularity, 218, 222
boundary value problem, 6
boundedness, 219

Brownian motion, 147, 148

Caccioppoli inequality, 296

calculus of variations

— direct method, 173

Calderon—Zygmund inequality, 243, 248

Campanato estimates, 298

Cauchy—Riemann equations, 1

chain rule for Sobolev functions, 165

Chapman—Kolmogorov equation, 145,
146

compactness theorem of Rellich, 168,
226, 231

comparison theorem, 43

concave, 38, 276

constructive method, 51

constructive technique, 6

continuous semigroup, 129

contracting, 129

convex, 22, 276

convolution, 87

Courant’s minimax principle, 237

Courant’s nodal set theorem, 240

cutoff function, 210, 245, 246

Darboux equation, 117

delta distribution, 164

difference equation, 51

difference method, 51

difference quotient, 208

— forward and backward, 52

difference scheme, 58

— consistent, 58

— convergent, 58

differential equation

— parabolic, 77

differential operator

— elliptic, 57

— linear elliptic, 31

diffusion process, 2

Dirac delta distribution, 10

Dirichlet boundary condition, 230

Dirichlet integral, 159, 170, 174

— transformation behavior, 173

Dirichlet principle, 157, 170, 215

Dirichlet problem, 14, 15, 24, 25, 34,
44, 53, 64, 89, 157, 215, 270

— weak solution, 219

Dirichlet problem on the ball

— solution, 14

discretely connected, 52

discretization

— heat equation, 108

discretization of the heat equation, 108

distribution, 10, 163

distributional derivative, 163

divergence theorem, 7

Duhamel principle, 102

edge path, 51

edges, 51

eigenvalue, 229

eigenvalue problem, 234
Einstein field equation, 3
elliptic, 5, 41, 42

elliptic differential operator



324 Index

— divergence type, 275

elliptic regularity theory, 214
ellipticity, 31, 219, 263

ellipticity condition, 44

energy, 116

energy norm, 121

equilibrium state, 2

estimates of J. Schauder, 264
Euler-Lagrange equations, 172, 174
example of Lebesgue, 73

existence, 6

existence problem, 269

extension of Sobolev functions, 225
exterior sphere condition, 72

first eigenvalue, 239
fundamental estimates of J. Moser, 278
fundamental solution, 243

gamma function, 97

global bound, 215

global error, 58

Green function, 11, 13, 24, 55
— for a ball, 13

Green representation formula, 9
Green’s formulae, 7

— first Green’s formula, 7

— second Green’s formula, 7

Hadamard, 6

harmonic, 8, 14, 15, 18, 22, 23, 215

harmonic polynomials, 8

Harnack convergence theorem, 28, 62,
66

Harnack inequality, 27, 286

heat equation, 2, 77, 87, 105, 115, 123,
127

— semidiscrete approximation, 109

— strong maximum principle, 86

heat kernel, 80, 101, 127, 148

Hilbert space, 309

Hille-Yosida theorem, 139

Holder continuous, 255

Holder’s inequality, 312

Huygens principle, 120

hyperbolic, 5

infinitesimal generator, 130

inhomogeneous Neumann boundary
conditions, 228

initial boundary value problem, 82,
100, 103

initial value problem, 88, 114, 118, 120,
128

integration by parts, 160
isolated singularity, 23
iteration argument, 221

Korteweg—de Vries equation, 2

Laplace equation, 1, 9, 51, 53, 89
— discrete, 53

— discretized, 109

— fundamental solution, 9

— weak solution, 171

Laplace operator, 1, 31, 149

— eigenvalues, 229

— rotational symmetry, 9

— transformation behavior, 173
Lax—Milgram theorem, 178
linear, 8

linear equation, 4

Liouville theorem, 26

Lipschitz continuous, 204, 255
local error, 58

Markov process, 146

— spatially homogeneous, 147

Markov property, 145

maximum principle, 20, 23, 42, 44, 65,
83, 90, 103

— discrete, 53

— of Alexandrov and Bakelman, 38

— strong, 22, 60

—— of weak subsolutions, 289

— strong, E. Hopf, 35

— weak, 22, 32

Maxwell equation, 3

mean, 198, 200

mean value formula, 15

mean value inequality, 19, 20

mean value property, 16, 18, 109

methods of Campanato, 296

minimal surface equation, 3

minimizing sequence, 170

mollification, 17, 210, 313

mollifier, 312

Monge—Ampere equation, 2, 41, 42

Morrey’s Dirichlet growth theorem, 205

Moser iteration scheme, 283

Moser—Harnack inequality, 278, 287

natural boundary condition, 228
Navier—Stokes equation, 3

Neumann boundary condition, 228, 230
Newton potential, 243, 262

nonlinear, 44, 306

nonlinear equation, 4



numerical scheme, 6

parabolic, 5

partial differential equation, 1

Perron Method, 60

plate equation, 4

Poincaré inequality, 166, 171, 202, 232
Poisson equation, 1, 23-25, 27, 175, 270
— discrete, 55

— gradient estimate for solutions, 25
— uniqueness of solutions, 23

— weak solution, 171, 179, 210
Poisson representation formula, 14
Poisson’s formula, 16

propagation of waves, 2

quasilinear equation, 4

Rayleigh-Ritz scheme, 238

reduced boundary, 77

regular point, 63

regularity issues, 105

regularity result, 210

regularity theorem of de Giorgi, 291
regularity theory, 172

— LP-regularity theory, 248
replacement lemma, 164
representation formula, 14, 115
resolvent, 133, 139

resolvent equation, 134

Riesz representation theorem, 210, 310

scalar product, 309

Schauder Estimates, 263

Schrodinger equation, 4

Schwarz inequality, 309

semidiscrete approximation of the heat
equation, 109

semigroup, 129, 130, 149

— continuous, 129, 138

— contracting, 129, 132, 147

semigroup property, 146

semilinear equation, 5

Sobolev embedding theorem, 194, 198,
204, 214, 221, 225, 248, 298

Sobolev space, 161, 193

solution of the Dirichlet problem on the
ball, 14

solvability, 6

spatial variable, 2

stability, 6, 58

stability lemma, 171

strong maximum principle, 22

— for the heat equation, 86

Index 325

— of E. Hopf, 35

strong solution, 244
subfunction, 61
subharmonic, 19, 21, 22, 60
subsolution

— positive, 278

— weak, 275

—— strong maximum principle, 289
superharmonic, 19
supersolution

— positive, 278

— weak, 275

theorem of Campanato, 206, 208

theorem of de Giorgi and Nash, 287,
293

theorem of John and Nirenberg, 199

theorem of Kellogg, 270

theorem of Lax—Milgram, 310

theorem of Liouville, 291

theorem of Morrey, 203, 204

theorem of Rellich, 168, 226

time coordinate, 2

triangle inequality, 309

uniqueness, 6

uniqueness of solutions of the Poisson
equation, 23

uniqueness result, 44

variational problem

— constructive method, 183
— minima, 291

vertex, 51

wave equation, 2, 113, 115, 118, 120,
122

wave operator, 113

weak derivative, 160, 164, 193, 209

weak maximum principle, 22

weak solution, 211, 215, 245, 248, 258,
296

— Holder continuity, 287

weak solution of the Dirichlet problem,
219

weak solution of the Poisson equation,
179

weakly differentiable, 160

weakly harmonic, 171

Weyl’s lemma, 18

Young inequality, 211, 312
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