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Preface 

The attraction of quantum computation and quantum communica­
tion theory and experiments hes in the fact that we engineer both them 
themselves and the quantum systems they treat. This approach has 
turned out to be very resiUent. Driven by the final goal of calculating 
exponentially faster and communicating infinitely more securely than 
we do today, as soon as we encounter a limitation in either a theory 
or experiment, a new idea around the no-go emerges. As soon as the 
decoherence "demon" threatened the first computation models, quan­
tum error correction theory was formulated and applied not only to 
computation theory but also to communication theory to make it un­
conditionally secure. As soon as liquid-state nuclear magnetic resonance 
experiments started to approach their limits, solid-based nuclear spin 
experiments—the Kane computer—came in. As soon as it was proved 
that it is theoretically impossible to completely distinguish photon Bell 
states, three new approaches appeared: hyperentanglement, the use of 
continuous variables, and the Knill-Laflamme-Milburn proposal. There 
are many more such examples. 

What facilitated all these breakthroughs is the fact that at the present 
stage of development of quantum computation and communication, we 
deal with elementary quantum systems consisting of several two-level 
systems. The complexity of handling and controlHng such simple sys­
tems in a laboratory has turned out to be tremendous, but the basic 
physical models we follow and calculate for the systems themselves are 
not equally intricate. We could say that the theory of the field leads the 
experiments in a particular way—with each new model we put forward 
and apply in the laboratory, we also build up and widen the theory itself. 
Therefore, we cannot just proceed with assembling quantum computers 
and quantum networks. We also have to use mathematical models to 
understand the physics of each step on the road to our goal. 
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As a consequence, both mathematics and physics are equally essential 
for any approach in the field and therefore for this book as well. The 
mathematics used in the book is a tool, but an indispensable tool because 
the physics of quantum computation and communication theory and 
their experiments cannot be grasped without good mathematical models. 
When we describe an experiment many times, we may get used to it, 
but this does not mean we are more at home with the principles and 
models behind it. This is why I have chosen to make this book an 
interplay between mathematics and physics. The idea of the book is to 
present those details that are used the most often both in theory and 
experiment and to dispense with many inessential ones. Also, the book 
is not conceived as a textbook, at least not as a primary one, but more as 
a guide to a better understanding of theory and experiments by coming 
back to the same concepts in different models and elaborations. Clear 
physical ideas make any formalism easy. 

MLADEN PAVICIC 

['mlAden 'pAvitJitJ"]-"̂  

^IPA, The International Phonetic Alphabet 
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Introduction 

Two predictions are cited particularly often whenever one talks or 
writes about the history or future of computing. One of these is more 
and more wrong, and the other is less and less right, and they both teach 
us how to use theoretical opportunities to find new technologies. 

The first prediction, a beloved opening of speeches and papers, was 
made by the head of the electromagnetic relay calculator at Harvard, 
Howard Aiken, in 1956: "If it should turn out that the basic logics of 
a machine designed for the numerical solution of differential equations 
coincide with the logics of a machine intended to make bills for a depart­
ment store, I would regard this as the most amazing coincidence that I 
have ever encountered" [Anonymous, 1997]. 

The amazing "coincidence" did happen and happens more and more 
every day, tempting us to consider it a part of the history of computers 
that took its own unexpected course ("Only six electronic digital com­
puters would be required to satisfy the computing needs of the entire 
United States," Howard Aiken said in 1947): a program and a machine, 
software and hardware, were interwoven at the beginning and then be­
came more and more separated. At least it seems so when we look at 
the development of computer designs since Charles Babbage's 1840s An­
alytical Engine. A program on punched cards or tapes and a machine 
for which the specific cards were made look inseparable, in contrast to 
today's programs which we move throughout the World Wide Web and 
compile and execute on virtually any computer. 

Yet Alan Mathison Turing (and also Alonzo Church, Stephen Cole 
Kleene, and Emil Post independently at the same time) had already 
proved in 1936 that the only possible course the history could have taken 
was the one it in fact took. Turing used what we now also cite often and 
call a Turing machine to prove that only the simplest calculus, such as 
a prepositional algebra with a Boolean evaluation (true, false) and its 
main model a 0-1 Boolean algebra, is computable, i.e., eflFectively calcu-
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lable [Turing, 1936; Turing, 1937]. He (and others) also proved that real 
numbers are not computable, that there exists no algorithm with the 
help of which we can decide for every arithmetical sentence in finitely 
many steps whether it is true or false, etc. In other words, from the 
very start we only had Boolean algebra at our disposal, and once hard­
ware was developed that could handle classical logic operations—such 
implementations of logic operations axe called logic gates—the universal 
classical computer was born. The "only" thing one had to develop were 
"digital" algorithms and programs for all possible applications, i.e., the 
software for a universal computer. Everything—solving nonlinear diflfer-
ential equations, 3D modeling, speech recognition, and "making bills for 
a department store"—had to be reduced to a Boolean language. Since 
such a reduction imposes ever-growing speed and memory requirements 
upon the hardware, until mid-2002 we were witnessed quite the oppo­
site situation than half a century ago: the software lagged behind the 
hardware, following the Wirth's law: "Software gets slower faster than 
hardware gets faster." Will this computing history repeat itself with 
quantum computers? Will quantum hardware start to advance faster 
than quantum software (quantum algorithms) in the near future? In 
this book we shall try to learn how close we are to answering these 
questions. 

The second prediction is known as Moore's Law, or better yet, Moore's 
laws, since there are many versions and varieties of the several formula­
tions made by Gordon Moore of the Intel Corporation. One widespread 
rendering of the law, "The number of transistors on a single integrated-
circuit chip doubles every 18 months" [Birnbaum and Williams, 2000], 
does not correspond to the historical data which show 26 months [Bren­
ner, 2001]. Moore himself commented. "I never said 18 months. I said 
one year [in 1965], and then two years [in 1975]. One of my Intel col­
leagues changed it from the complexity of the chips to the performance of 
computers and decided that not only did you get a benefit from the dou­
bling every two years but we were able to increase the clock frequency, 
too, so computer performance was actually doubling every 18 months. I 
guess that's a corollary of Moore's Law. Moore's Law has been the name 
given to everything that changes exponentially in the industry... If Al 
Gore invented the Internet, I invented the exponential" [Yang, 2000]. 

And this "exponential" element is what is essential for our develop­
ment and what quantum computers are about. Apparently everything 
underlying the development of technology and society grows exponen­
tially: research, information, production and organization complexity, 
and above all, the costs of keeping pace. So only an exponential increase 
of our computational and processing power and an exponential decrease 
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of computer cost per processed bit could support such a development. 
Therefore, Moore's law was been kept as a guideline in the computer in­
dustry in past three decades and it has supported a global development 
during this period. 

Gates in today's computers are switched on and off by about 1000 
electrons. In 2010, the exponential Moore's Law would require that 
only about 10 electrons do the job. Miniaturization cannot go much 
further than that. It is true that many other possible roads could still 
keep up the pace for a few more years: insulating layers can be reduced 
in their thickness from the present 25 atoms to 4 or 5 atoms (wires con­
necting transistors in a chip already occupy more than 25% of its space); 
computing power can be increased by designing processors so as to con­
tain execution units that process multiple instructions within one cycle; 
processors can rely on parallel compiling technology and use innovative 
software; and finally, chips can eventually get bigger by using reversible 
gates to avoid overheating. Still, by 2020 or 2025 computing technology 
will hit the quantum barrier, and if we want to support the growth of 
our technology and science beyond that point in time, we need to find 
a substitute for exponentially rising classical computational power by 
then. Actually, the exponential increase of the clock speed of processors 
(CPUs) already became linear in 2002 (see Fig. 3.1, p. 135), and an 
extensive patching activity onto classical hardware and software is cur­
rently under way in order to compensate for this lack of an exponential 
increase in speed (see p. 136). 

Now that both Wirth's and Moore's laws are coming to an end, we 
should draw a moral from them. Wirth's law taught us that classical 
hardware development has prompted ever new software, and Moore's 
law taught us that this hardware development has followed an exponen­
tial trend of speed, memory, and lately of number of processors (multiple 
cores, multiple processors, clusters). Such an approach to computation 
will apparently change completely in the quantum realm. Quantum 
hardware is exponential in itself, and if we eventually succeed in mak­
ing functional scalable quantum computers, we will dispense with the 
need for a steadily growing quantum hardware development—to make 
a quantum computer faster means to scale it up linearly or polynomi-
ally. We will also dispense with writing ever new software for faster 
and faster hardware. Once developed, quantum software (quantum al­
gorithms) will simply scale up as we scale—and therefore speed up— 
quantum hardware. 

The "exponential" is built into quantum hardware from its very first 
giiantum hit or quhit. Qubits, physically supported by single atoms, 
electrons, or photons, can superpose and entangle themselves so as 
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to support an arbitrary number of states per unit. Recently devised 
algorithms—quantum software—relying on the exponential feature of 
quantum hardware have explicitly demonstrated how one can reduce 
important problems that are assumed to be exponentially complex, to 
polynomially complex tasks for quantum computers. This has opened a 
vast new interdisciplinary field of quantum computation and communi­
cation theories, together called quantum information theory, which along 
with its experimental verifications are already taught at many universi­
ties and have resulted in several very successful textbooks. 

The target of these courses, seminars, and textbooks is to teach and 
familiarize students and scientists with this new field—in which new 
research projects will keep opening for decades to come—and to help 
integrate the theory and experiments of quantum computation and com­
munication into a would-be quantum network implementation. The goal 
of the book in front of the reader is the same; however, it allows her or 
him to digest the field "by reading." That means that there will be 
no homework and no exercises. Instead, most of the required details 
are elaborated within the main body of the book, and a polynomial 
complexity of reading is intended, optimally in one run. 

So, a few words about the reader. She or he is expected to be familiar 
with higher mathematics and the basics of physics—in particular, quan­
tum physics. The reader could be any former student who graduated 
in the technical or natural sciences, although an undergraduate student 
might also find many if not all sections of the book digestible. Students 
as well as specialists in the field might also find the nutshell approach of 
the book helpful and stimulating. 



Chapter 1 

BITS AND QUBITS: 
THEORY AND ITS IMPLEMENTATION 

In 1936 several authors showed, in effect, that if a function is effec­
tively calculable, then it is Turing computable and, of course, vice versa 
[Church, 1936c; Turing, 1936; Turing, 1937; Church, 1936a; Church, 
1936b; Kleene, 1936; Post, 1936]. Turing concluded: 

We do not need to have an infinity of different machines doing dif­
ferent jobs. A single one will suffice. The engineering problem of 
producing various machines for various jobs is replaced by the of­
fice work of "programming" the universal machine to do these jobs 
[Turing, 1948]. 

This statement does not mean that Turing envisioned the "universal 
computer" we have today, although he was well acquainted with the 
project of breaking the cryptographic codes of German messages carried 
out on the Colossus (the British "computer" at Bletchley Park, which 
operated from 1943 until the 1950s). His universal Turing machine is 
a "universal computer" only in the sense that it keeps to the standard 
digital (classical, 0-1) implementation, i.e., to the binary digiis, or bits, 
of today's hardware. 

1.1 The Turing Machine vs. a Computing 
Machine 

The software used by any classical computer must be based on what 
a Turing machine can confirm to be calculable, recursive, and decidable. 
A historical problem with the development of computers was that there 
were few calculus categories of the latter kind. The only types of cal­
culus that Turing machines can show to be calculable are the simplest 
algebras with the simplest evaluations, such as propositional calculus 
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with Boolean (true-false) evaluation, or 0-1 Boolean algebra. It can be 
shown that even the simplest propositional calculus with a nonordered 
evaluation^ [Pavicic and Megill, 1999] or simplest arithmetic with natu­
ral numbers [Hermes, 1969] is not calculable simply because such types 
of algebra are neither recursive nor decidable nor calculable. Directly, 
a Turing machine can only be used to prove that no mathematics we 
know from primary school can be literally run on it. 

Turing machines, or any equivalent mathematical algorithms, are es­
sential in order to decide whether a chosen problem is calculable or not, 
but we do not use them to write down a new program for, say, 3D mod­
eling or speech recognition. Still, since there are many references to the 
Turing machine in the literature on quantum computing, let us provide 
some details [Hermes, 1969]. In doing so, we bear in mind that Turing 
machines and all related concepts are "concepts of pure mathematics. 
It is however very suggestive to choose a technico-physical terminology 
suggested by the mental image of a machine" [Hermes, 1969, p. 31]. 

The Turing machine is neither today's "universal" computing ma­
chine—generally called a computer—nor a generator of new algorithms 
for the latter machine. Instead, it is simply a mathematical procedure 
to check whether a chosen algebra and/or calculus can or cannot be 
implemented into a computer. To show this, we present some details of 
the procedure. The details often appear in the literature without being 
put into the context of a final outcome and so are just left hanging, giving 
the impression of being building blocks for a computer, or an algorithm 
to be carried out on one. On the other hand, the notion of the classical 
Turing machine is rather important for understanding the role that the 
quantum Turing machine has in the theory of quantum computation. 

1.2 Definition of a Turing Machine 
We start with an alphabet U = { a i , . . . , ajv}, N > 1. There is also a 

blank symbol ao that does not belong to the alphabet. We then define 
a Turing machine M over U as given in Table 1.1, where C I , . . . , C M 

are different natural numbers > 0 and S = c'^ G {c i , . . . , c^} for j = 
1 , . . . , MN. Furthermore, hj G {aoj • • • > o-N, fj h h}, where r, I, and h do 
not belong to U and, as we will see later on, refer to right, left, and halt. 
Cj's are called states, and ci is called the initial state, {ao, ...,aN} are 
values B{x) of function B, where x is an integer. 

^In such a calculus one can ascribe value a to one proposition and p to another in a consistent 
way so as to build a model for a Boolean algebra, while neither a < /S, nor a = /?, a > /? 
holds. 
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To obtain a visualization of a machine, we interpret x's as numbers 
of squares of a computing tape arranged successively, as shown in Table 
1.2. The square with, the number n lies immediately to the left of square 
n + 1. 

It is due to this visualization that Table 1.1 has been named a ma­
chine. We obtain the result of an operation, say addition, as a number 
expressed by an encoding of the symbols {o i , . . . , ajv} positioned some­
where on the tape. Thus operations on numbers and the procedures for 
obtaining final outputs look as if a scanning device "moves" left and 
right over the tape (see Table 1.2). 

Table 1.1. Turing machine. The four columns are the input state, the input 
value, the output "action," and the output state (where c'j € { C I , . . . , C M } for 
j = 1,..., MN). Actions r,l, and h are called left, right, and halt; an action ai €U 
denotes "print the symbol aif and action ao denotes "erase." State a is called the 
initial state. 

ci ao 6i c'l 

C\ UN bN+l CjV+l 
C2 ao &Ar+2 CN+2 

C2 ajv 62N+2 C2N+2 

CM a,N bMN+M CMN+M 

We assume that square n has the symbol B{n) printed in it; for ex­
ample, square —2 has the symbol 04. A square that has the symbol OQ 
printed in it is called empty and is left blank in Table 1.2. Thus the 
function B is a tape expression of the computing tape. The tape can be 
infinite, but we assume that there are only a finite number of symbols 
flj, i = l , 2 , 3 , . . . , printed on it. Other squares axe empty. 

Table 1.2. Computing tape 

I I 04 I I a4 I as I I ae I I ••• 

A configuration if of a Turing machine M is defined as an ordered 
triple K = {A, B, C), where A is a square (given by its number), 5 is a 
tape expression (a function), and C is a state of M. In the aforementioned 
"max;hine language," we say that we place the machine M on the tape 
expression B over the square A. C determines whether a configuration 
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is initial, consecutive, or terminal. In the last case, we simply say that 
the machine stops or halts. 

Referring to the symbols introduced at the beginning of the section 
and taking into account the above details, we can briefly restate the 
definition of a (deterministic) Turing machine as follows. 

DEFINITION 1.1 A deterministic Turing machine is a triple {U,S,dd), 
where 6^, the deterministic transition function, is a function 

5A:UXS —> UxSx{l,r,h]. (1.1) 

To see how the machine works, let us first limit the alphabet U to 
only one symbol, tally "i." Next, we limit our objective to calculation of 
numerical values of functions. In doing so we make use of the following 
correspondence: 0 is i, 1 is i i, 2 is i i i, etc. We, being human computers 
[Turing, 1950] (see footnote 2, p. 6), write down our result on an empty 
sheet of paper (tape). 

To place the machine (alternative terminology: control unit, read-
write unit, head, read-write head) over a square, read a tape expression 
in the square, and move to another square or stop means literally that 
if in the first of the ci lines in Table 1.1, in the second column there is 
the symbol QQ, i.e., an empty symbol, then we carry out the command 
6i, and we go on to carry out the line c\ and so on repeatedly. To carry 
out h\ means that we write down—on the tape, which is our "output"— 
a tally, or we leave it blank (erasing it if necessary), or we move it to 
the left or right, or that we stop computing. An example of a Turing 
machine that produces an infinite number of zeros is given in Table 1.3 
[Hermes, 1969, p. 40]. 

Table 1.3. Example of a Turing machine that prints an infinite sequence 

0 
0 
1 
1 

ao 
1 

ao 
1 

1 

r 
r 
h 

0 
1 
0 
1 

1.3 Turing Computability 
In the example shown in Table 1.3 if we place a Turing machine over 

an arbitrary square of an empty tape, it will read the symbol in the 
square (ao, blank symbol); carry out the command in the third column, 
i.e., print i, and move to ci = 0, i.e., to the next row. In the next row, 
we repeat the procedure: the Turing machine will read the symbol in 
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the square, i, carry out the command in the third column, i.e., move 
one square to the right, and move to C2 = 1, i.e., to the third row. In 
the third row, the Turing machine will read the symbol in the square, 
ao; carry out the command in the third column, i.e., move one square 
to the right, and move to ci = 0, i.e., to the first row. And so on, ad 
infinitum: this Turing machine will never visit the fourth row, i.e., it 
will never stop. The outcome is an infinite sequence of zeros, since i 
corresponds to a zero. However, Turing machines that do not stop, or 
more precisely Turing machines that do not stop on particular tapes fed 
to them, are not important and play no role in the theory of computation 
and computing. Only Turing machines that can calculate functions when 
acting on chosen tapes, i.e., which eventually stop, are of importance. 

A function / is Turing computable if there exists a Turing machine 
M such that, if we print an arbitrary expression x onto an otherwise 
empty tape and if we place M over an arbitrary square of the tape, then 
M will stop operating after finitely many steps behind (over a sequence 
of making tallies) an expression that represents the value f{W) of the 
function [Hermes, 1969]. For instance, if /(3,0) = 1 and M computes / , 
then when M is started in the configuration 

it will stop in the configuration over the last tally on the right-hand side, 
i.e., behind the last and the next-to-last tallies meaning number 1: 

I i I I I I I ' I I I I I I I I I 

In other words, a number-theoretical function / is called Turing com­
putable if there exists a Turing machine that can compute its value. 
Turing computability enables us to give every problem that can be for­
mulated for Turing machines a mechanically obtainable solution accord­
ing to a fixed routine (set of instructions). 

Turing machines are not a unique way to express computability. The 
following formulations have been proved to be equivalent: 

• Turing computability [Turing, 1936], 

• general recursiveness [Herbrand, 1931; Godel, 1931; Godel, 1934], 

• X-definability [Church, 1936c], 

• fi-recursiveness [Kleene, 1936], 

• reckonability [Godel, 1934], 

• evaluation according to rule [Hilbert and Bernays, 1934; Hilbert and 
Bernays, 1939], 
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• binormality [Post, 1943], 

• normal algorithm [Markov, 1947; Markov, 1961]. 

The conjecture that any of these definitions of computabihty is equiv­
alent to effective calculabiHty is known as Church's thesis. There is 
overwhelming evidence for the correctness of the conjecture. Together 
with the notions of computabihty and recursiveness, i.e., calculability, 
we also introduce the notion of decidability. A theory or a calculus or 
an algebra A is decidable if there exists an effective, uniform method of 
determining whether an expression formulated in A is valid in A. Of 
course, a highly desirable property of any theory is that we are eventu­
ally able to "calculate" any expression of the theory and to decide on 
its decidability in an automated, mechanical way according to a fixed 
recipe. Turing's approach resembled this idea, and for students of for­
mal logic and foundations of mathematics, it was the easiest to grasp. 
Therefore Turing machines are often used as a bridge between a calculus 
and a computer on which we can "calculate the calculus."^ 

Courses on the theory of computation often start with Turing ma­
chines and then jump to the architecture of a modern computer without 
a further reference to Turing machines. This is because the Turing mar 
chines are just the tip of a mathematical iceberg. Historically, Turing 
computabihty, general recursiveness, or any other of the aforementioned 
alternatives played a major,role in solving the decision problem for va­
lidity and provability of formal theories, i.e., whether a given formula is 
valid and whether there is a proof for a theorem. The easiest way to 
understand this is by means of Godel numbers. To any primitive sym­
bol such as =, €, V, x, etc., we can ascribe a Godel number 1, 2, 3, 4, 
etc., respectively, and therefore can also do the same to a sequence of 
symbols that make formulas.^ Thereby the notions of derivation, proof, 
etc. become representable by numbers. To see whether a series of for­
mulas is a proof of a given formula, we use a Turing machine or any of 
its equivalents as a mechanical procedure of checking the formulas. In 
a word, "all syntactic questions such as whether a given formal system 
is decidable are mirrored into corresponding number-theoretical ques­
tions such as whether a certain number-theoretical property is general 
recursive [Turing computable, A-definable, etc.]" [Praenkel et al., 1973, 
p. 308]. 

^ "The idea behind digital computers may be explained by saying that these machines are 
intended to carry out any operations which could be done by a human computer [a human 
being who calculates unaided by any machinery save paper and pencil]." [Turing, 1950] 
^One can even carry out a Godel numbering of Turing machines themselves [Hermes, 1969]. 
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What makes a theory calculable on a computer is nothing but its 
aforementioned computability, i.e., its decidability. An apparent simi­
larity between a computer routine and a Turing machine has little to 
do with a decidability proof of a theory. To carry out such a proof for 
even a simplest theory by means of Turing machines, we need to define 
a number of machines (left, right, search, copying, etc.) [Hermes, 1969], 
combine them together, then use a number of symbols and states (two 
or more), and in the end carry out proofs of quite a number of nontrivial 
theorems on hundreds of pages.^ This does not mean, though, that we 
could not use Turing machines for some down-to-earth algorithms such 
as multiplying matrices. We could, but if we want to obtain the result­
ing matrix quickly, we had better use Boolean circuits, in plain words: 
a computer. 

1.4 Bit Computability: Boolean Algebra 
After trying to prove decidability and calculability for simple theories 

at the beginning of the twentieth century, mathematicians were surprised 
by how few proofs turned out to be possible. Even the simplest arith­
metic and predicate calculus turned out to be undecidable and "non-
calculable." Theories (systems, algebras) that had decidability proofs 
were Boolean algebra and a few with Boolean algebra as their model. 
An example of the latter category is the classical propositional logic, 
i.e., a propositional logic but with only its numerical evaluation (true-
false, 0-1, n-valued). The propositional logic—as far as only its axioms 
are concerned—can, however, also have a nonnumerical evaluation, for 
which it cannot have a Boolean algebra as a model. The model for such 
an evaluation is an algebra that is not distributive and which therefore 
cannot be implemented into classical computer hardware [Pavicic and 
Megill, 1999]. 

Hence any classical computer is built so as to make use of Boolean 
algebra in the binary {0,1} evaluation. Essentially, the algebra can follow 
directly from a single universal operation known as the Sheffer stroke 
{A\B) in the logic Uterature and as NAND in the computing literature, 
where A and B are the inputs and yl |5 is the output. 

* Universal Turing machines—those that can mimic any chosen Turing machine—do not con­
tribute to such proofs. So, at least for the time being, the universal Turing machines are just 
puzzles in themselves. The smallest known such machines are of the following complexities: 
{24,2} and {2,5}, where the first number is the number of states and the second the number 
of symbols. {2,5} has recently been found by [Wolfram, 2002, p. 707]. {2,4} and {2,3} have 
also been conjectured [Wolfram, 2002, p. 708,9], but {2,3} apparently contradicts Theorem 
4.1.21 from [Gruska, 1997, p. 226] which sets the minimal complexity to "no smaller than 7" 
because 2 • 3 = 6 < 7. 
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If we use this single universal operation, there is even a way to define 
the Boolean algebra with the help of a single axiom. The NAND can 
therefore be used to express all the standard Boolean operations: NOT 
(~ ^ ) , AND (• , )5, OR (+), and XOR (0} [XOR is addition (+) 
modulo 2: 1 © 1 = 0; also A®B = {A + B)AB]. For instance, 

A^A\A, AB = {A\B)\{A\B), A +B = {A\A)\{B\B). (1.2) 

NAND itself can be expressed with the help of NOT and AND, or NOT 
and OR as follows: 

A\B = AB = A + B. (1.3) 

The other such universal operation is NOR: A I B = A\B. Only 
NAND and NOR can be used to define Boolean algebra with a single 
operation. 

For practical implementation of Boolean algebra, though, short ax-
iomatics are not particularly useful because we need simple axioms to 
implement shortcuts in calculations. One could ask: Do we need an 
algebra at all? Could we not carry out all the calculations by just using 
Os and Is and the operations defined on them, without bothering about 
any underlying algebra and axiomatics? In other words, could we not 
just use the so-called truth tables as shown in Table 1.4 to define our 
operations? 

Table 1.4. NOT (~), NAND (SheflFer stroke), AND, OR, and XOR operations 

A B \\ A \\ A\B \\ AB \\ A + B \\ A®B || 

0 
0 
1 
1 

0 
1 
0 
1 

1 
1 
0 
0 

1 
1 
1 
0 

0 
0 
0 
1 

0 
1 
1 
1 

0 
1 
1 
0 

Let us check this idea and at the same time see how a computer 
handles Os and Is. To verify an expression with 30 variables (even a 
simple 16-bit adder that sums up numbers written down in binary code 
has more than 30 variables), we need to check over 30 billion truth values. 
As opposed to this process, the following axioms [Langholz et al., 1989] 
give the answer in a few lines and within a fraction of a second. 

DEFINITION 1.2 A Boolean algebra is an algebraic structure consisting 
of a set of elements B together with two binary operations, addition (-h) 

^We usually drop • and write, for example, AB instead oi A- B. 
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and multiplication ( ), and a unary operation, negation ( ), such that 
the following axioms hold {for every A,B,C G B): 

1. The set B contains at least two elements A, B such that A ̂  B. 

2. Closure property (a) A + B eB, (b) AB e B 

3. Commutativity {s) A + B = B + A, (b) AB = BA 

4. Existence of identities (0,1) (a) A + 0 = A, (b) Al = A 

5. Distributivity (a) A + BC= {A + B){A + C), (b) A{B + C) =AB + AC 

6. Existence of complements {&) A + A = l, (a) AA = 0 

The aforementioned equivalent definition based on the NAND uses, 
for example, nothing but the axiom 

{A\mA)\AmB\{C\A))=B, (1.4) 

which has been proven to be the shortest among such axioms by WilUam 
McCune [McCune et al., 2002]. A number of single axioms have recently 
been found by Stephen Wolfram [Wolfram, 2002, pp. 808,1174]. 

To find an algebra for quantum mechanics—analogous to the Boolean 
algebra for classical mechanics—to be run on quantum computers might 
prove to be a major challenge in the future. But let us go back and see 
how a classical computer handles Os and Is. 

1.5 Bit Implementation: Transistors and Their 
Limits 

Electrical 0-1 switches in today's computers are mostly metal-oxide 
semiconductor field effect transistors, or MOSFETs. They are made of 
silicon semiconductors with impurities called dopants. If silicon, which 
has four valence electrons, is doped with arsenic, which has five valence 
electrons, the resulting material will contain free electrons, and we say 
that the obtained material is negatively N-doped. If doped with boron, 
which has three valence electrons, the material will show a lack of elec­
trons described by positive "holes," so we say the material is P-doped. 
Two types of MOSFETs are the NPN MOSFET called NMOS, shown 
in Fig. 1.1, and the PNP MOSFET called PMOS. An NMOS transis­
tor consists of two N-doped regions (source and drain) of silicon that 
are slightly separated on a P-doped substrate. The substrate is called 
the channel because when the device turns "on," i.e., where the gate 
voltage is increased and the positively charged holes in the P substrate 
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are repelled away from the insulator (oxide barrier) and electrons are 
attracted to it, the current starts to flow from the drain to the source 
(technical direction; opposite to the electron flow). Actually, the drain 
and the source are interchangeable. A PMOS transistor, on the other 
hand turns "off" when the gate voltage is increased. 

Off 
source 

EL 

gate 

ML^^®©<* ^^Q®' 
e e^\p} ® ® e 

On Insulator 
gate 

^°^^fWW®WW^ drain 

® ® 

Figure 1.1. NPN MOSFET — NMOS (PMOS has N and P inverted) 

By means of 0-1 switches, and logic gates derived from them, today's 
universal computer carries out all tasks, i.e., all operations such as shift, 
(an operation that moves bits stored in a register to a new position); 
move] arithmetical and logical operations; conversions of representations 
of alphanumeric signs, real numbers, graphics, etc.; the management of 
output, input, and storage devices; etc. Early computers dissipated a 
lot of energy (heat) by using such transistor switches. 

To see what caused dissipation and how it was reduced, let us consider 
the NMOS, PMOS, and CMOS circuits of Fig. 1.2. All three circuits are 
put together so as to build the NOT gate. In the circuits, the NMOS and 
PMOS transistors are connected to the positive supply and ground via 
pullup and pulldown resistors, respectively. CMOS dispenses with these 
resistors. To be able to compare the three circuits, we assume that they 
all have to operate between two voltage levels +V and the ground and 
that the information flows between In and Out of each gate. (Within 
real circuitry, these are parts of subcircuits; for example, not each such 
transistor is necessarily connected to the ground or +V.) 

When a positive voltage (in 0-1 logic, In=l) is present at its gate, 
the NMOS transistor conducts electricity (is "on"). The current flows 
through the resistor, and the drain voltage is driven towards the ground. 
The output voltage is therefore zero volts (logic: Out=0). We say that 
the transistor is closed whenever current flows through it—like a switch. 
When the NMOS transistor is "off" (no voltage at its gate), no current 
flows through it, so its drain voltage and Out is positive (logic 1: Out=l) . 
We say that the transistor is open when no current flows through it—like 
a switch. 

In the PMOS circuit of Fig. 1.2, where the source is connected to the 
ground through a pulldown resistor, the reverse is true. When there 



Bit Implementation: Transistors and Their Limits 11 

+V +V 

InHL 
Out 

i„Hr 
Out In 

+V 

r c | r P M O S 

— . O u t 

- | r N M O S 

NMOS PMOS CMOS 

Figure 1.2. NOT gates. Older PMOS and NMOS devices dissipate heat through 
resistors, while the CMOS gate dispense with resistors. In all three cases, when In= l , 
then Out=0, and when ln=0, then O u t = l . 

is no voltage at its gate, ln=0, the PMOS transistor conducts and the 
output voltage is driven to +V: Out=l . The PMOS transistor is closed. 
A small current flows through the resistor to the ground. The power 
dissipated by the resistor is wasted, and this is why it is important for the 
resistance to be as high as possible. On the other hand, if the resistance 
is too high, the discharge of the parasitic capacitances associated with 
the transistor and surrounding circuitry it will take a long time, and the 
maximum operating speed (switching rate) of the circuit will be limited. 
When there is a positive voltage on its gate, the PMOS transistor does 
not conduct, and the resistor pulls the output voltage to the ground. 
The PMOS transistor is open. 

The CMOS circuit of Fig. 1.2 combines NMOS and PMOS circuit 
but dispenses with the resistors. When a positive voltage is present 
at the input (In=l), the PMOS transistor turns off and the NMOS 
turns on, providing an insulating path to +V and a conducting path 
to the ground, so that the output voltage is driven to ground (Out=0). 
When the input voltage is zero (ln=0), the PMOS transistor turns on 
and the NMOS turns off, providing a conducting path to +V and an 
insulating path to the ground so that the output voltage is driven to 
+V (Out=l) . We do not need resistors because whenever one transistor 
is off the other is always on, providing a conducting path to either the 
ground or +V to rapidly (dis) charge parasitic capacitances for high­
speed operation. But once the (dis)charging is completed, the CMOS 
circuit draws no current at all (unlike the circuits with resistors) until 
the next input voltage transition occurs (say, at the beginning of the 
next CPU clock cycle). This technological solution dispenses with great 
deal of the energy dissipation in transistor circuits, which, at the time 
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when Richard Feynman [Feynman, 1985] started to think of a quantum 
computer, was one of the main worries with classical computers. 

Other thermodynamic problems (e.g., energy dissipation) with classi­
cal computers might be solved eventually. For example, today's classical 
computers require hundreds of electrons per gate so as to be reliable. Ap­
parently this number can be reduced to a hundred by using the present 
type of transistors. There are already substitutes for CMOS such as the 
single electron transistor, SET, based on tunnel junctions [Devoret et al., 
1992] and quantum dots that can bring the number of electrons down to 
a few per gate. There is also a problem with the conductors that connect 
transistors. In today's processors, the conductors already occupy 30% 
of available space. With fewer electrons per gate, the conductors can be 
made thinner, but only down to monolayers (one-molecule-thick layers 
of conductors and insulators). Once these limits are reached, further 
shrinking will not be possible. One can still improve the performance 
of a classical computer with a few electrons, or even photons (although 
optical computers are still under development), per bit by increasing the 
size of the processor. But this approach is limited for two reasons: first, 
the number of elements necessary for a linear increase in performance 
grows exponentially; and, second, we will still have a thermodynamic 
minimal energy wasted per calculated bit that increases with shrinking. 
Let us look at the details. 

1.6 Irreversible Bits: Logic Gates 
Logic gates are the elementary building blocks of a digital transis­

tor circuit and correspond to Boolean operations. As we have already 
mentioned, all Boolean operations can be expressed by means of NAND 
(I), but the expressions become simpler if we are allowed NOT ( or 
-i) (A = A|A as well. For instance, the AND operation (•) then reads 
C = A - B = A B = A | B , and OR (-I-) is C=A-(-B=A|B. CMOS AND is 
then CMOS NAND followed by CMOS NOT. There is one important 
difference between the unary NOT operation and the binary operations 
(NAND, AND, etc.), though. We can represent A and B by column 
matrices whose entries are the two possible 0-1 values and the operation 
NOT in a 2 X 2 matrix, as in Eq. (1.5): 

B = 
• 1 • 

0 = 
" 0 1 ' 

1 0 

" 0 • 

1 = -. 
" 0 " 

1 
(1.5) 

We also have A = B = -iB, which means that the NOT operation is 
reversible. On the other hand, no binary Boolean operation is reversible. 
There is no operation that can take us from C = AB back to A and B. 
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For example, if C=l—i.e., a nonzero voltage is detected at the output 
C, as in Fig. 1.3—we cannot know whether it was obtained by A = l and 
B=0 or by A=0 and B = l or by A=0 and B=0. 

(a) 

A • -O0- . B 

(b) 

AHI 

+V| 

A = B 

I^B 

-.c 

(c) 

A 
B ^cy-

C = A | B 

C 

0 
1 

1 
0 

B 

C 
B. \C 

0 
1 

0 1 

1 1 
1 0 

Figure 1.3. (a) NOT gate symbol, operation, and truth values; (b) CMOS NAND 
gate; (c) NAND gate symbol (note the "negating" bubble—the AND gate symbol 
lacks it), operation, and truth values. 

The literature usually claims that this irreversibility is responsible for 
the lost energy per calculated bit. While it is certainly true that "logi­
cal computations that are not reversible necessarily generate heat, i.e., 
fcrin2, where k is Boltzmann's constant [1.38 x lO^^^ J/K] and T the 
temperature in Kelvins, for every bit of information that is lost" [De 
Vos at al., 2002], in today's CMOS processors both reversible and ir­
reversible logical computations generate the same amount of heat for 
every bit (per electron that carries the bit: one bit in today's computers 
is carried by up to 1000 electrons; the heat also depends on the voltage 
through which the electrons move). One can see this process in Figs. 1.1 
and 1.2 (p. 10): in the present computer architecture, the currents that 
switch the gates are simply dumped to the ground or to -|-V, regard­
less of whether the operation is reversible or not. The reversibihty of 
logical operations is only a necessary condition for a possible reuse of 
these currents with the help of a completely different would-be computer 
architecture. There have been several hardware proposals recently, not 
only ideal systems, such as billiard balls and Brownian-motion systems 
but also CMOS prototypes [De Vos et al., 2001]. A promising way to im­
plement reversed directions of computation is by resonating the power 
rails, a process that simultaneously replaces the clock. This or some 
other design reduces to a scheme of a synchronized clock (resonator) 
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pulse, which redirects currents but always according to an algebra of re­
versible computing. For present designs, the slower the clock, the more 
efficient the computing—and what we would like to have is ever-faster 
processors. Hopefully, more efficient designs will be found in the next 
few years, since by then reversible computing apparently will have to be 
implemented for the reasons given below. 

1.7 Reversible Gates 
When we calculate fcrin2 for, say, 100° C, we obtain 3.6 x 10"^^ 

J(oules). This amount may seem negligible, but even with the absolute 
minimum of one bit of logical information supported by only one bit of 
physical information (electron state) in a gate, such a bit passes through 
thousands of gates during each of billions of clock cycles each second. 
When we consider that the number of transistors in a CPU (central pro­
cessing unit) may soon reach 1 billion, and that within a few years CPU 
clock speed may exceed 10 GHz (see p. 135), we can estimate that the 
maximal number of processed bits per second will exceed 10^^ bits per 
second per CPU. Then we can easily calculate that unless we overcome 
kTln2 per bit, no cooling could prevent such CPUs from melting. As 
we have already said, the hardware will have to be changed to replace 
today's clock pulses with resonating "swings." For example, electrons 
could ballistically oscillate in silicon crystals or carbon nanotubes until 
they hit a programmed lattice defect, which change change the paths 
of some of them in order to perform logical operations. Such oscilla­
tions would need only a tiny amount of energy dissipation to keep them 
swinging with a constant frequency. 

Reversible hardware will also require a new kind of software to imple­
ment and use a reversible logic algebra. It seems that development of 
such a software is feasible. For example, it has already turned out that 
a comparatively small number of oscillation delays would be required. 
In today's computers, a series of delays of relevant clock pulses is always 
implemented. In Figs. 1.1 and 1.2 we can see that a pulse (square wave) 
cannot arrive at both a gate and a source at the same instant. We first 
have to switch the gate on, and only after a delay can we let current 
through. Each transistor has such a delay built into it. Groups of gates 
in a computer are incorporated into sophisticated timed circuits. The 
gates then "calculate" within the time window determined by successive 
clock ticks. Any voltage-level change that occurs in response to a clock 
tick must charge or discharge parasitic capacitances associated with a 
transistor and its surrounding circuitry. The energy cost of (dis) charging 
a capacitor is CF^/2. In a conventional circuit, most of this energy is 
dissipated resistively into the environment. In a reversible gate, on the 
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other hand, the energy stored in parasitic capacitances is not dissipated 
but is returned back to the circuit. 

The software for the first reversible processors has already been imple­
mented [De Vos et al., 2001]. Essentially, it is a clever way to implement 
calculations by swinging electrons back and forth. At the end of each 
swing, all obtained outputs are either copied and taken out [Bennett, 
1973; Bennett, 1989] or reintroduced into the next swing. A classical re­
versible computer will most probably be a link between today's classical 
computer and a would-be quantum one, when the shrinking of com-' 
puter elements hits the one atom barrier in about two decades. It is 
no coincidence that reversible algebras underlying reversible computer 
and quantum computer theories were developed in parallel and that 
they have many characteristics in common: reversibility, control, and 
universality. General software, on the other hand, diverged: classical 
reversible computing software is just a technical blueprint for speeding 
up already existing general purpose hardware, while a general software 
for quantum computing still does not exist and is not likely to resemble 
reversible computing software. Therefore, we will not consider reversible 
computing software any longer but will present some details of its alge­
bra that will turn out to be relevant for the algebra of quantum gates 
later on. 

We mentioned above that the logically reversible NOT gate is not re­
versible physically (in today's computers) because a voltage must switch 
the gate in order for a current to pass through the source to the drain. 
So it might be better to call the gate states within reversible computers 
before and after rather than input and output as with standard com­
puters. These terms stress that we do not let gate current "through" a 
transistor—we only redirect it so as to be able to reuse it. (This is why 
reversible computing is sometimes called green computing.) 

In Fig. 1.4, we show the so-called controUed-NOT, CNOT operation, 
which reuses the "gate current" of a NOT gate and serves as a reversible 
logic gate. CNOT cannot be used to express and then reverse the NAND 
operation (see Fig. 1.3, p. 13 and Fig. 1.4 (a)) since it has only two 
outputs and for a reversible NAND we need three outputs: one to give 
its value and two to record the two inputs. CCNOT, shown in Fig. 1.4(b), 
can do just that—as shown in Fig. 1.5 (a) [Feynman, 1985]. Moreover, 
it turns out that CCNOT is one of over 38,975 universal logic gates 
[De Vos et al., 2001] among 81=40,320 reversible gates with three binary 
inputs and three binary outputs. 

Graphical representations of the kind presented in Fig. 1.4—reversible 
circuits—are very common in both reversible and quantum logic, where 
"logic" simply means a set of rules for handling gates. Expressions 
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Figure 1.4- Reversible circuits: (a) C(ontrolled)NOT gate (B"' = B for A = 1 and 
B"^ = B for A = 0); (b) CCNOT (Toflfoli) gate (C^^ = C for A = B = 1; C"^ = C 
otherwise). 

on the left-hand side are "before" (inputs) and on the right-hand side 
are "after" (outputs). Dots stand for controlling gates and mean that 
expressions do not change by passing through these gates from left to 
right. The gate they control is the © gate. Graphs can be concatenated 
as shown in Fig. 1.5 (b). 

(a) (b) 

B 

•e- A B 

Figure 1.5. (a) NAND gate expressed by means of CCNOT gate: A B l + A B l 
= A B l + ABO = AB; (b) Concatenated CCNOT gates. 

In Fig. 1.5 (b), the output of the first © in the third line is the con­
trolled input to the second ©. The final output is therefore 

= AB(ABC-I-ABC) + A B ( A B C + ABC) 

= ABC- | -AB(AB + C)(AB + C) 

= (AB + AB)C = C, (1.6) 

where we used distributivity: A(B -|- C) = A B -I- AC and De Morgan's 
laws: A B = A + B, (A-|-B) = A B , which hold in any Boolean al­
gebra. The use of such general Boolean expressions is not only more 
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general—such expressions also admit multiple-valued logic [Hurst, 1984]— 
but often also shorter and more elegant than handling 0-1 values and 
modulo 2 operations. 

A formal advantage of NOT, CNOT, and CCNOT gates is that NOT 
gate can be represented—see Eq. (1.5)—by a matrix acting on an input 
column vector and giving an output column vector, as opposed to truth 
tables (cf. NAND Karnaugh map [Helms, 1983] in Fig. 1.3), which do 
not form a matrix algebra. Thus CNOT and CCNOT have particularly 
simple forms. Let us consider CCNOT acting on three binary inputs 
A, B, C, forming the set {{0,0,0}, {0 ,0 ,1} , . . . , {1,1,1}} of 2^ = 8 ele­
ments. Let us denote {A, B, C} by 8x 1 (8 rows and 1 column) matrices: 
{0,0,0} will have 1 in the first row and Os in all the others, {0,0,1} will 
have 1 in the second row and Os in all the others, etc. CCNOT has the 
following 8x8 matrix, which we denote by CCNOT: 

1 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 0 

CCNOT a 
0 0 0 0 1 0 0 0 
0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 1 
0 0 0 0 0 0 1 0 

which is here shown acting on a = {1,1,1} and mapping it into h = 

{1,1,0}. The reversibility is obvious from CCNOT b = a and/or 

CCNOT • CCNOT = 1, where 1 is the unit matrix. 

" 0 • 

0 
0 
0 
0 
0 
0 
1 

= 

" 0 " 
0 
0 
0 
0 
0 
1 
0 

= b (1.7) 

1.8 Quantum Bits: Qubits 
We mentioned above that reversible computer and quantum computer 

theories have many characteristics in common. The main characteris­
tic is the reversibility of the gates. Classical reversible computers are 
reversible so as to avoid energy dissipation, and they use reversible clas­
sical gates, binary or multivalued, but in any case with definite values at 
each stage of calculation. Quantum computers are reversible because of 
their quantum nature, and so are their gates, known as quantum gates. 
The units of information that the latter gates process— guantum bits, 
or qubits—have no definite values at some intermediate stages of calcu­
lation. Physically, a qubit is a two-level, two-dimensional system that 
can be represented by a vector from a two-dimensional space. Since any 
vector in two-dimensional space can be written as a linear combination 
of two perpendicular vectors determined by two measuring devices, or 
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detectors, there are infinitely many vectors that can determine the state 
of a qubit before a measurement. 

To see how this works, let us look at the well known polarization 
experiment shown in Fig. 1.6. The figure shows unpolarized photons 
leaving the source S one by one. A photon is a combination of the par­
ticle and wave aspects of light. The quantum, or the particle aspect 
of the photons in the experiment, can transfer its energy to other sys­
tems so that we can read off the energy with detector D. This Planck 
energy E = hv (where h is Planck's constant [6.63 x 10""^^ J-s] and v 
is the frequency of the light given by its wave representation) can be 
transferred only in discrete amounts to a detector: 0 (no "click") and hv 
(one click), analogous to computer bits 0 and 1. But the analogy is not 
straightforward, since the wave aspect of a photon is partly responsible 
for its properties. We can also represent the photon by means of the 
electric-field vector 

E(r , i ) = Eoe^(''-'-'^*-^) 

= Eo(cos(k • r — oii — e)-h i sin(k • r — wt — e)), (1.8) 

where EQ is the amplitude of the wave, k = k o ^ , ko is the direction 
in which the wave propagates (ko i . EQ), A is the wavelength {\v = 
c = speed of light), oj = 2'KV, and e is a phase shift. Its components 
vary sinusoidally with time, but we have no medium that carries the 
"variations"—waves are nothing but a description of photon's properties. 

Figure 1.6. Polarization experiment. Photons—one by one—come from the source 
S, and some pass through polarizers PI and P2 to be detected by the detector D; P2 
is rotated by 0 with respect to PI—here shown in an Escher-like way. 

In the above experiment, photons leave the source S "without prop­
erties" in the sense that the orientation of EQ in time is not determined. 
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By using the (linear) polarizer PI , we impose the property of "verti­
cal polarization" upon photons that pass through PI (50% of incoming 
photons). We describe this property by choosing Eoy = 0 and EQZ = 0 
so as to have EQ = Eoxj, i-e., EQ stays in the a;z-plane (photons move 
along the z-axis). We also say that we prepare a photon with vertical 
polarization by letting it pass through PI . 

We can measure the preparation with the help of P2 oriented parallel 
to PI {9 = 0): all photons pass through. When P2 is rotated by ^ = i b | , 
no photons pass through. So, Jones vectors (a) and (c) of Fig. 1.7 
correspond to the two possible values of classical bits 0 and 1. But there 
are infinitely many intermediate positions that do not—one of them is 
the vector (b) of Fig. 1.7. The average value of energy flow carried by 
an electromagnetic wave is given by the average value (5) = ceo(EE*) = 
^EQ of the Poynting vector S (see p. 21), where * means the complex 
conjugate and eo = 8.854 x I0t~^^ F/m is the permittivity of vacuum 
[Saleh and Teich, 1991]. The irradiance, which is 7(0) = (S) coming out 
from PI , reduces to 

ceo 1(9) = ^{Eocos9y = I{0)cos^9 (1.9) 

after passing through P2. Eq. (1.9) is called the Malus law. Let us 
suppose 200 photons come out from the source S and let us suppose P2 
is rotated by ^ = 30°. Then 100 photons on average will pass through 
PI , and we will register 100cos^30° = 75 dicks with detector D. We 
could detect the other 25 photons if we used a birefringent crystal [Saleh 
and Teich, 1991] for P2: 75 photons would then end up in D and 25 in 
detector D-*- detecting perpendicularly polarized photons. 

(a) 

0 
1 

(b) 

sinG 
cos 6 ey 

(c) 

1 
0 

Figure 1.7. Jones vectors: (a) linearly polarized wave in y direction; (b) in a direction 
malcing an angle 9 with the x-axis; (c) in the x direction. 

The inescapable conclusion from this experiment is that qubits—here 
linear photon polarizations along the x- and y-axes—are not fixed prop­
erties attached to their carriers (photons) and/or devices (polarizers). 
Of all the photons polarized along x and coming from PI , polarizer P2 
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lets some of them through and blocks others. However, when 0^0, 
there is no way to know in advaoace which of the photons will be let 
through and which not. All we know is their probability of passing 
through the polarizer. Hence, a single device as shown in Fig. 1.6 might 
have—as opposed to a transistor—many possible outputs. How can we 
make such a probabilistic device calculate anything? The answer lies in 
superposition and entanglement. 

1.9 Flying Qubits and Circular Polarization 
In Sec. 3.1.6 (p. 146) we will use polarization states of photons to 

transfer a state of one atom to another. When building a quantum net­
work for computation and communication, photons that carry a quantum 
state are called flying qubits, as opposed to atoms, which are then called 
stationary qubits. To be able to calculate the behavior and properties of 
flying qubits, we have to use a "more quantum" description of photons 
than in Sec. 1.8. This also requires that we start with a different type 
of polarization—circular polarization. In the end we can use it to define 
linear polarization from Sec. 1.8. 

Classically, polarization is the direction of a transverse electric field 
E at a particular moment. Hence, it is a vector perpendicular to the 
direction of the propagation wave vector k. If k is oriented along the 
z-axis, the electric-field vector components are 

E^ = Eoxe''^-^^ and Ey = Eoye''^-^^+^. (1.10) 

It is obvious that the projection of the real paxt of this vector onto the 
a;y-plane is an ellipse. For EQX = Eoy and 6 = 7r/2 we have the right 
circular polarization and for 5 = —7r/2 the left circular polarization. 
Their Jones vectors are shown in Fig. 1.8. \R) and \L) are the so-called 
ket vectors belonging to Dirac's bra-ket notation for writing down state 
functions and state vectors. The notation is widely used in quantum 
physics, and we will elaborate on it in Sec. 1.11. 

Quantum mechanically, a circularly polaxized photon has a well-defined 
angular momentum along k. The angular momentum vector of an elec­
tromagnetic radiation field (for example, the field of a laser beam) is 
[Messiah, 1965] 

ip = ^ / [ r x ( E ± x B ) ] d F , (1.11) 
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(a) 

l«>=^ 

Figure 1.8. Jones vectors: (a) R igh t -hand circularly polarized light; (b) Left-hand 
circularly polarized light 

where E and B are electrical and magnetic radiation fields and EJL is the 
transversal^ part of the electric field E. A photon is a carrier (corpuscle, 
particle) of the electromagnetic radiation field. We assume that the 
photon is in either the |i?) or or \L) state. It is straightforward but 
tedious to show that [Messiah, 1965] 

•ip \R) = +\R), •3p \L) = -\L), (1.12) 

i .e , that the component of jp along k is equal to either -f-l or -1 . Hence, 
jp is the total photon angular momentum here,^ \R), \L) are the eigen­
vectors of k • jp/fc, and rrij^ = ±1 the eigenvalues. 

Now, linear polarization (Fig. 1.7, p. 19) emerges as a superposition 
of these eigenvectors: 

-^m - \R)) and — (\L) + \R)). (1.13) 

*Any vector field F can be considered to be a superposition of a divergenceless field F j . 
(divFx = 0, curlFx = curIF) and an irrotational field F | | (curlF|| = 0, divF| | = divF). 
For square integrable vector fields—and we will always assume that our fields are square 
integrable—^this decomposition is unique, and we speak of a longitudinal and transversal 
part of F , respectively. Maxwell's equations require B | | = 0 , and E|| is the electrostatic field 
in the presence of charge. In the absence of charge, E|| = 0 and E = E x - This is our case, 
and jp , given by Bq. (1.11), reads -^ fy[r x ( E x B)]dV. We recognize that E x B = S/c^, 
where S is the Poynting vector. It is a density of electromagnetic momentum and therefore 
r X S/c'^ is the density of the angular electromagnetic momentum, and jp is the angular 
momentum [Jackson, 1967]. 
^Here the total angular momentum coincides with the spin (circular polarization) angular 
momentum. However, one can impose an azimuthal phase dependence exp(—ii<^), where I is 
any integer, on a photon, thus giving it an orbital momentum as well [Padgett et al., 2004]. 
Then the total angular momentum becomes a combination of these two angular momentums, 
as with other quantum particles. 
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Physically, we change polarization by a phase retarder, which is a 
plate that shifts the phase and has the following matrix representation: 

0 
0 

(1.14) 

The so-called quarter-wave plate (QWP) and half-wave plate (HWP) are 
the most often used phase retarders: 

Q W P : JTT/A 1 0 
0 i 

H W P : „i7r/2 1 0 
0 - 1 

(1.15) 

where the y-axis is chosen as the "slow axis." 
A QWP changes a linear polarization at —45° into a right-hand cir­

cular polarization, and a left-hand circular polarization into a linear 
polarization at -|-45°: 

(1.16) 

An HWP changes a linear polarization at —45° into a linear polar­
ization at -1-45°, and a right-hand circular polarization into a left-hand 
one: 

" 1 0 " 
0 i 

" 1 " 
1 = 

" 1 " 
i 

" 1 0 " 
0 i 

1 
—i = 

• 1 • 

1 

" 1 0 " 
0 - 1 

" 1 ' 
1 = 

1 
- 1 ) 

" 1 0 ' 
0 - 1 

1 
—i = 

' 1 • 

i (1.17) 

1.10 Superposition of Qubits 
In the previous section, we used the term qubit {quantum bit) for the 

information ascribed to two polarization states of photons that are inter­
acting with devices (polarizers; environment). In doing so, we only used 
one part of the electric-field description of photons, namely, amplitude, 
while neglecting the other: phase. We could do this because we used 
only one photon path for the photons. When we use more than one path 
and combine them, we arrive at their superposition, which essentially re­
lies on their phase difference. We shall first consider phase description 
alone and come to a combination of phase and polarization later on. 

We have already mentioned that, physically, a logic gate in a classi­
cal computer is a transistor circuit that allows voltages to pass through 
based on simple Boolean algebraic (logic) rules applied to its inputs. 
Thus, gates for the same Boolean operation differ according to their 
physical implementations; for example, the PMOS classical NAND gate 
that Richard Feynman presented in his seminal paper [Feynman, 1985] 
differs from today's CMOS NAND gate (presented in Fig. 1.3, p. 13). In 
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the literature, a logic gate may be represented by its algebraic Boolean 
representation or by more complex electronic representations that in­
clude delays and other parametric information. 

A quantum (logic) gate is not easy to define physically because there 
are many possible physical realizations of gates and ultimately quan­
tum computers under consideration. We also cannot have truth ta­
bles for an algebraic representation of qubits. Therefore, the usual ap­
proach is to define a gate physically for a considered implementation 
and algebraically by means of input-output transformation rules—before 
measurement—for qubits. It turns out that these rules can be given by 
unitary operators, usually with a matrix representation. 

To eventually arrive at quantum logic gates, let us first consider a 
simple experiment consisting of a photon splitting its path at a beam 
splitter, as shown in Fig. 1.9. We denote the two possible incoming paths 
and also the corresponding states of the photon moving along them by 
|0) and |1). These correspond to electric-field vectors along the incoming 
paths. So the photon arrives either from above and has the state de­
scribed by |0) or from below in state |1). These possibilities correspond 
to an electric field describing a wave of frequency u that propagates 
along either path 0 or path 1. Actually, we make no distinction between 
a wave function and a state vector. 

Figure 1.9. Photon at a beam splitter as a VNOT gate {before the collapse of the 
wave pa,cket in one of the detectors Di, i = 0,1). 

The photon can either go through or be reflected from the beam split­
ter. Let us take the case of photon |0) coming in. If it passes through, 
its field vector will remain unchanged and we will only change its name 
because it is now below the beam splitter BS. But because it passes 
through BS with only 50% probability, we multiply its ket by l/-\/2. 
On the other hand, a vector field refiected from BS undergoes a phase 
shift 7r/2 with respect to the field that passes through it. (See [Degior-
gio, 1980], where one must assume that the lower incoming beam does 
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not contain a photon.) This phase shift corresponds to multiplying the 
ket by e*'̂ '̂  = i; therefore, the reflected photon will be described by 
(l/\/2)i |0). Hence, before we detect which outgoing path the photon 
took—by registering a "click" in either DQ or Di—we describe its state 
by the following superposition of paths: 

|out) 
V2 ( | l > + « - (1.18) 

This photon behavior makes a beam splitter the so-called V N O T gate— 
up to a phase shift (see Section 1.14, p. 29). 

To see how the detectors will register the states of our photon, i.e., our 
qubit, we will review the following basics of quantum theory [Messiah, 
1965]. 

1.11 Bra—Ket Qubit Formalism 
All the vectors of states belong to a vector space. One such kind of 

vector is kets, which we have already introduced. Vectors that are dual 
to kets are bra vectors. The bra vector (^| is the conjugate of the ket 
I*): 

(^1 = 1^)*. 

Take, for example, the electric-field ket vector 

|0) = Eoe*('=^-'^*-') 

(1.19) 

(1.20) 

for our polarization measurement above (after the photon passes through 
PI) . Its bra is 

Hence, for 

we have 

(0| = |0)* = E^e-i{kx~u,t-e) 

|V) = «|0)+/?|1), 

(^|=a*(0|+/3*(l|. 

(1.21) 

(1.22) 

(1.23) 

In the matrix representation, |0), |1), the bra given by Eq. (1.22) and 
the ket given by Eq. (1.23) read 

|0) |1) = 
1 
0 m = a 

13 
(VH[«*^*]. (1.24) 



Bra-Ket Quhit Formalism 25 

Hence, the conjugation relations between vectors correspond to Hermi-
tian conjugation between matrices (transposition + conjugation). 

If iV'i) and \ip2) are two n-dimensional kets, any linear combination of 
them, 

Ai|Vi> + A2|V'2), (1.25) 

where Aj, z = 1,2 are complex numbers, is again a ket, namely, lAi-^i + 
A2'!/'2)- In other words, the vector space containing our kets and bras is 
linear. 

The scalar product of the ket 1-01) and the bra (-021 is a complex 
number (V'alV'i)) called a bracket, which is determined by the fact that 
our vectors are state vectors—electric-field vectors, wave functions— 
from a complex linear vector space with an orthonormal basis (a set of 
mutually orthogonal vectors of unit length by means of which any vector 
from the space can be expressed). If |'0i), i = 1,2, forms an orthonormal 
basis, we will have (V'ilV'j) = %> hj = 1; 2, where 6ij = I iov i = j and 
Sij = 0 ior i ^ j {Sij is called the delta function). Thus for |0) and |1) 
of length 1 we have 

(0|0) = 1, (0 |1 )=0 , (1 |0 )=0 , (1|1) = 1, (1.26) 

where the brackets correspond to the inner product a-b = a&cos Z(a, b), 
in the classical 2-dimensional vector space. For our polarization experi­
ment with the vector EQ of length 1, we have for |0) given by Eq. (1.21): 

and for |0) (the polarizer oriented along the y-axis): 

Hence, for example, (0|0) = i . ie^(fc^-'^t-^)e-»('=^-'^*-^) = 1, (0|1) = 
; . ; J,{kz—u>t—e) „—i(kz—u)t—ej _ Q 

To summarize, the scalar product of l-^i) and (•021 is the complex 
conjugate of the scalar product of 1-02) and (^i | 

(H^i) - (^i|V'2>*, (1.29) 

and the scalar product of |'0) and {(l)\ is Unear with respect to lip) 

{4>\Mi>i + AaV'a) = Ai(.^|Vi) + A2(< |̂̂ 2). (1.30) 

The norm of IV'), Â ^ =^^^ (V'lV')) is a real nonnegative number: 

(VIV') > 0. (1.31) 
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For quantum computing, we only need to use finite dimensional spaces. 
Since every finite-dimensional complex vector space with scalar product 
is (a) complete (every subspace is closed) and, in our case, (b) separable 
(has at most countable orthonormal basis) [Weidman, 1980], it turns out 
that our kets and bras belong to a Hilbert space by definition. 

1.12 Operators 
In a Hilbert space, we can express any operator and therefore any 

symbolic representation of a gate by means of bra and ket vectors. For 
instance, the NOT gate can be expressed as the following operator: 

NOT = 

= 

' 0 1 ' 

1 0 
• 1 • 

0 [0 

— 

1] + 

" 0 1 " 

0 0 
• 0 • 

1 [1 

+ 

0] 

• 0 

1 

= 

0 " 

0 

|0) 

(1.32) 

|0)(1| + |1)(0|, 

and a general two-dimensional operator as 

OCQO " 0 1 

oio a n 
= aoo|0)(0| + aoi|0)(l| + aio|l)(0| + a i i | l ) ( l | . (1-33) 

These equations suggest a general meaning for an operator in Hilbert 
space. A linear operator A describes a linear correspondence between 
vectors—say, |^) and \4>) (single column matrices)—in Hilbert space: 

\c|>) = A\^P), (1.34) 

where a "hat" over a symbol means it is an operator and/or a matrix; 
we will usually omit the hat whenever there is no risk of confusion. 

The so-called adjoint or Hermitian conjugate operator A^ of A, 

an 

Onl 

ain 
t -I T 

'11 

-'nl 

*ln a 11 

*ln 

*nl 

, (1.35) 

describes a dual correspondence between bra vectors (^| and (^| (single-
row matrices): 

{cPl = (V-I^t. 

A complex number a is an eigenvalue of the linear operator A and 
the ket {ijj), an eigenket (eigenvector, eigenfunction) associated with a if 

^|V)=a|V). (1.36) 
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If a linear operator H is its own adjoint, it is called Hermitian: 

H = HK (1.37) 

For example, the operator \ip){ip\ is a Hermitian operator. 
If an operator U is the inverse of its own adjoint, it is called unitary: 

UU^ = U^U = 1. (1.38) 

It should be noted here that a product of two unitary operators is a 
unitary operator while a product of two Hermitian operators is not (in 
general) a Hermitian operator. 

For a measurement, aside from particular special operators, the most 
important operators are linear operators called projection operators or 
simply projectors, P on a linear subspace S: 

Ps\^) = l^s) (1.39) 

Ps is a Hermitian operator and satisfies the operator equation 

Pi = Ps. (1.40) 

Also, any Hermitian operator satisfying Eq. (1.40) is a projector. 

1.13 Detecting Qubits 
A quantum measurement, i.e., a detection of qubits, is intrinsically 

probabilistic. A detection consists of "clicks," i.e., of finding a system in 
one of two possible states, either |0) or |1); but before a detections takes 
place, we deal only with probability amplitudes and probabilities. 

Thus, the probability of finding a quantum system—which was in the 
dynamical state \ij}) (normalised to unity) just before the measurement 
was carried out—to be in the state \(f)) is equal to 

imf- (1-41) 
More generally, the probability of finding the system in any one of 

the states of a subspace SD is equal to the average (mean value) of the 
projector PD on SD-

{PD) = ^PDW, (1.42) 

and the mean value of any function F{A) of a given physical quantity is 

{F(A)) = {^PlFiAM. (1.43) 

When the dynamical state mentioned in connection with Eq. (1.41) 
is known completely, it can be represented by a unique ket. When it 
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is known only up to probabilities pi, i = l , . . . , n , of a system being 
in states given by kets \ipi), then the dynamical state is represented 
by a statistical mixture of kets. In this case, the mean value given by 
Eq. (1.43) is given by 

{F{A)) = ^Pn{^Pn\FiA)\ijn). (1.44) 
n 

A particularly efficient description of statistical mixtures can be 
achieved by means of the so-called density operator 

P = ^\^n)Pn{ll^n\, (1-45) 
n 

with the help of which we can define the probability of finding the system 
in the state of \I/J) as 

w^ = Tr{p\i;)m = {^\p\il;), (1.46) 

and the mean value, Eq. (1.43), as 

{F{A)) - TrpF{A). (1.47) 

When the dynamical state \I/J) of a system is completely known, as in 
the earlier case above, it is called a pure state. We can represent it as a 
statistical mixture having lip) as its only element. The density operator 
of a pure state is the projector 

PV = I^)(V'I, (1-48) 
and we can easily verify property (1.40): 

4 = P^- (1-49) 
Let us now consider measurements by detectors Do and Di in the 

beam splitter experiment presented in Sec. 1.10 (p. 22) and shown in 
Fig. 1.9 (p. 23). Detection of a photon by detector Do according to 
Eq. (1.41) occurs with the probability 

KO|out)p = i , (1.50) 

where we made use of Eqs. (1.18) and (1.26). The same probability 
we obtain for Di. As in Sec. 1.8 this means that we will always detect 
a photon by either Do or Di with a probability of 50%. The density 
operator of the function |out) given by Eq. (1.18) is 

Pout = ^|0)(0| + ^ |1)(1 | . (1.51) 

At first glance, this detection of a photon looks like a coin-fiip mear 
surement. However, the "flips" are not classical, as we will see in the 
next section. 
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1.14 Quantum Gates and Circuits 
The mathematical description of photon behavior at a beam spUt-

ter by means of electric-field operators shows that we can reverse the 
spreading of photon waves in time. Let us see how this process works 
on a second beam spHtter, shown in Fig. 1.10 within a device called a 
Mach-Zehnder interferometer. 

Figure 1.10. Mach-Zehnder interferometer implementation of V N O T V N O T = NOT 
gate: An incoming |0) (|1)) photon will always end up in the Di (Do) detector. 

The path to the second beam splitter (BS) from above is described by 
(i/\/2)|0) and from below by ( l / \ /2) | l ) . Here we can simply reverse the 
process we had at the first beam splitter in Sec. 1.10 as follows. The two 
paths superpose at the beam splitter, so the the upper outgoing path is 
described by 

^^f^^l^'+'Tll"" 0 

and the lower one by 

-L(-^|i) + .-L|i)) = .|i) 

(1.52) 

(1.53) 

when the phase shifters eo and ei are set at eo = 0 and ei = 0, i.e., 
they do not play a role. In other words, the process at the second beam 
splitter is just a reverse image of the process at the first one. 

Hence, following Eq. (1.41), the probability of detecting the photon 
by Do is 0, and the probability of detecting it by Di is | (1|(—j)«|l) | = 1. 
In other words, we have a NOT gate—up to an irrelevant phase shift 
ĝi7r/2 _ ^̂ ^ which we can eliminate by adding a —7r/2 phase shifter at 

both exits. 
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Using matrix representation, we could describe the action of the Mach-
Zehnder interferometer, when phase shifters C'Q and e[ are set at —7r/2 
and when eo and ei are taken out, as follows: 

0 
0 

1 

V2 
' 1 i ' 

i 1 
1 

Vl 
' 1 i ' 
_i I 

0 1 ' 
1 0 

(1.54) 

This is why, in Section 1.10, we called a beam splitter a V N O T gate— 
up to a phase shift: its repeated use switches the paths and acts as a 
NOT gate with an irrelevant phase shift. A literal \/NOT gate, whose 
repeated apphcation gives a NOT gate without a phase shift, is given as 
a beam splitter with phase shifters at the exits set at —7r/4. In our case, 
this means ê , e[, « = 0,1 set to —7r/4. The transformation then reads: 

(VNOT)' 

Hence we obtain 

x/2 

T \ 2 
0 
1 

VNOT 
l - i 1 i 

i 1 

(1.55) 

(1.56) 

Such one-qubit gates we describe by the quantum circuit diagrams 
shown in Fig. 1.11. By a quantum circuit we understand a device con-

(a) 

|0> \/NOT ;fe(|l>+« 
(b) 

|0) NOT |1) 

Figure 1.11. (a) Quantum VNOT gate—in this section given by Eqs. (1.55) and 
(1.56); (b) quantum NOT gate—in this section obtained by concatenation of two 
consecutive VNOT gates, per Eq. (1.54). 

sisting of quantum gates and arranged according to steps in which the 
gates process qubits in time; time is assumed to run from the left- to the 
right-hand side of a diagram. The number of gates a circuit consists of 
is called its size. The size can depend on adopted conventions, though, 
as we can see in Fig. 1.11(b), where the size of the circuit can be 2 (two 
concatenated VNOTs) and 1 (NOT gate). 

The behavior of qubits in the above circuit's device—the Mach-Zehn-
der interferometer—teaches us that by a particular qubit arrangement 
in appropriate devices, we can overcome the detection problems we had 
with single beam splitters and polarizers, and that we can make use of 
the superposition of qubits in one step, allowing us to make use of many 
possible qubit states simultaneously. In the next section, we will see how 
we can use qubits for computation. 
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1.15 Qubit Computation and E-Business 
Quantum computation suffer from the same disease that the first com­

puters had. Recall Aiken's words, which we cited in the Introduction: 
"Only six electronic digital computers would be required to satisfy the 
computing needs of the entire United States." When the head of the 
computing center at Harvard uttered these words in 1947, there were 
simply no algorithms to formulate all of today's applications in the 
Boolean 0-1 language. Similarly, today, at the beginning of the quantum 
computing era, we have only one really convincing algorithm for classi­
cal applications: Peter Shor's (Sec. 3.3.3, p. 180) polynomial-time algo­
rithm for prime factorization, whose known classical counterparts are of 
the exponential-time type [Shor, 1997]. There are also other algorithms 
such as Deutsch's (Sec. 3.3.1, p. 173), Deutsch-Jozsa (Sec. 3.3.2, p. 176), 
Bernstein-Vazirani (p. 179), Simon's (p. 180), and Grover's (p. 186). 
However, Shor's and other quantum algorithms reveal that we can use 
superposition in a way that gets around the statistics we have seen with 
a single beam splitter or polarizer. 

In Sec. 1.10 (Fig. 1.9), we have seen that we can verify the "superposi­
tion" given by Eq. (1.18) so as to register photons with detectors DQ and 
Di. The statistics then give 50:50 odds of a photon being detected by 
one of the detectors. Which of the two detectors a photon will reach is 
unpredictable: the registration events are genuinely random. However, 
we can recombine the state vectors from Eq. (1.18) at another beam 
splitter, as shown in Sec. 1.14 in Eqs. (1.52) and (1.53), to obtain a 
registration with probability 1. Now the question is whether we can do 
such "single step recombinations" for nontrivial outcomes on the very 
same device, i.e., whether a Mach-Zehnder interferometer can mimic a 
"quantum transistor" and process arbitrarily many intermediate states. 
To achieve such a goal, we first make use of phase shifters set at chosen 
phase shifts as follows. 

Let us set eo, ei, Cg, and e'̂  so as to make phase shifts (with respect to 
the state of the incoming photon) (j)o, (j^i, 4>'QI and (j)'^, respectively. The 
operator describing the action of linear optical elements (beam splitters 
and phase shifters) in Fig. 1.10 (p. 29) is then 

B = 
0 

0 _1_ 

^/2 

1 i 
i 1 

_ J(</.o+</)i7r)/2 -ê ^o sin ^ 
g#i cos ^ 

0 

•^ J<P'o 

0 

ocos 
i sin • 

-00 

1 i 
i 1 

>i—</>o 
(1.57) 

Setting the phase shifters eg and €[ at (J)Q = (p'l = —{<po + 4'i + 7r)/2 and 
denoting B for this special choice by R, we get a rotary action of the 
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device on the input state vector |0): 

R 1 
0 

2 ^^° 2 
COS i ^ s in i ^ 

sm 
cos 

2 
4'o—<l>i 

(1.58) 

The circuit diagram corresponding to this equation is given in Fig. 1.12. 

|0) R sin0|O) + cos^|l) 

Figure 1.12. One-qubit gate that turns photon qubits |0) into a superposition of |0) 
and |1) according to Eq. (1.58), where (j> = {4>\ — ^o)/2. 

However, in the quantum computer Hterature, the so-called Hadamard 
and phase gates, respectively defined as 

V2 [ 1 
1 and $ [0 i ]W 

oWl 0 
V2[ fi e '42 ,(1.59) 

are the gates one would use instead of R. A Hadamard gate can be made 
by means of a beam splitter and two phase shifters, the first at one of 
the entrances and the second at one of the exits: 

H 
1 0 
0 e*'̂ /̂  

J_ 
71 

1 i 
i 1 

1 0 
0 e*'^/2 (1.60) 

The setup can also be reversed: 

1 i 
V2[i 1 . 

1 0 
0 e '̂̂ /^ 

H 
1 0 
0 e'""/^ $ofH$of. (1.61) 

We can get our superposition of Eq. (1.58) with the help of these 
Hadamard gates, as shown in the circuit diagram of Fig. 1.13. 

|0) - $of H *[</>o][0l+7r] H ^,in+±i±2L-iihi+±L] — 1 ^ ) 

Figure 1.13. Quantum circuit diagram for turning qubit |0) into the superposition 
[ sin ^ ^ 2 ^ cos ^^^ f given in Fig. 1.12. 

The probability of detector Di registering a photon follows from Eqs. 
(1.41) and (1.58): 

o (j)l — 4>0 1 /, ,s 
Pi = cos'' — = 2 ^ ^°^ ^^' (1.62) 
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where 4> = (pi — <po- Note that the probabihty would stay the same if we 
took out the phase shifters CQ and e'l; therefore the result depends only 
on the phase difference ^i — 0o-

Let us see how we can use the result to factor numbers in order to 
illustrate Shor's algorithm (short of entanglement and the corresponding 
speedup, which we are going to address later on), following [Summham-
mer, 1997]. 

We obtain the factors of a chosen number, say N, in a "physical" way 
using the setup shown in Fig. 1.10 (p. 29) and Eq. (1.62). Let us increase 
the phase shift (f) in discrete steps 27r/n so as to have ^k = 2TrkN/n, 
fc = 1 , . . . If we let n photons through the device: k = 1 , . . . , n, the 
sum of all individual probabilities that the detector Di would register a 
photon—given by Eq. (1.62)—^will be 

1 n /'2TrkN\ 

fe=i fe=i 

If n were a factor of N we would have pi{k) = 1 and /„ = n. If not, 
the cosines would roughly cancel each other and we would get /„ pa n/2. 
Actually, we do not have to make all the measurements for the above 
sum because when n is a factor of N, we would ideally always get a click 
in Di and never in DQ, and when n is not a factor of iV, we on average 
get half of the clicks in Di and half in DQ. Hence, as soon as we detect 
a series of clicks only in Di, we simply check whether n is a factor of N. 

The numbers we can factor in this way axe not big, but the result is 
very instructive for understanding the problems we face with classical 
computers and the way we can solve them with quantum computers. 
For light with A = 500 nm, if we use a continuous wave (CW) laser (for 
example, Nd:YAG) with which we can have a coherence length, Al—the 
length over which the phase is fairly constant—of up to 300 km, the cor­
responding coherence time is At = Al/c. The Heisenberg uncertainty 
relation for energy and time AEAt > h together with the Planck postu­
late E = hv gives AvAt ?a l/47r, where Au is called the bandwidth. From 
c = î A by differentiation we get AA = —cAvjv^ = —X'^Au/c, where AA 
is called the linewidth. Dropping the minus sign, which shows only that 
the changes in Av and AA are opposite, and using the previous relations, 
we get AZ « A^/AA. To keep the linewidth at AA ?« 10~^^ is feasible, 
since this linewidth corresponds to the coherence length Al fa 25 km 
(cf. Sec. 2.7). 

In our setup, at each phase step A0 = 27r/n, a photon is sent into 
the interferometer. The phase difference in Acj) in our interferometer 
proportional to Ao/A, where Ao is the optical path difference [Born and 
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Wolf, 1997]. The Ao must be smaller than the coherence length and we 
can estimate that n < A/AA. 

Hence the biggest numbers we could factor are N « 10^°, and any PC 
can factor a number with 10 digits in a fraction of a second. However, 
the important property of this example of physical computing is that 
our "transistor"—Mach-Zehnder interferometer—is faster per comput­
ing unit (quantum gate) than the standard classical transistor for the 
same "clock" speed. 

The longest factorization test, according to Eq. (1.63), will take time 
proportional to nN, because the maximum value of k is n. Since the 
largest n we have to check is VN, the maximum time would be pro­
portional to N^'"^. However, as we stressed in the discussion following 
Eq. (1.63), a much smaller number of verifications, say 10, would also 
suffice. The required time is therefore a linear function of N. 

A direct—and the most inefficient—algorithm for factoring a num­
ber would simply be ^/N trial divisions.^ Hence the number of checks 
that the most inefficient classical factoring algorithm has to carry out is 
smaller than the ION we obtained for our "physical calculation" above. 
Still, given the same clock frequency, a classical computer calculation is 
slower per computing unit (gate). There are two reasons for this. First, 
we have to turn numbers into bits (and this is what makes the complex­
ity of factoring numbers exponential—see Figs. 1.14 (a) and (b)), and 
then we have to carry out binary operations that correspond to division 
(which is one of the most complicated basic computer operations). 

As opposed to a computer search-verify procedure, the photon search-
verify Mach-Zehnder factorization procedure is instantaneous for each 
photon. The problem is that we cannot calculate much with only one 
Mach-Zehnder interferometer. We could parallelize the calculation by 
putting another Mach-Zehnder interferometer at each output of the first 
one, then putting another Mach-Zehnder interferometer at each output 
of the previous one, and so on [Summhammer, 1997]. However, that 
process would give rise to an exponentially growing number of elements, 
causing us to lose the advantage we gained. We will show how to get 
around this problem in Section 1.16. But before we dwell on the solution 
to the problem, we will say a bit more about another issue that requires 
an exponentially growing time for its solution and which is one of the 
major impetuses for quantum computer projects today. 

As we mentioned, the two main quantum computation algorithms for 
classical applications are Shor's factoring algorithm and Grover's search 

*We verify whether xy = N, starting with x = 1 and y = N and ending with x = y == \/N. 
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algorithm (Grover's algorithm can have quantum applications as well). 
These are so important not because they exemplify what a quantum 
computer could do but primarily because encryption and data search 
underlie e-business and e-communication today. Of all encryption on 
the Internet today 95% is based on the 512-bit RSA (Security, Inc., 
named after Rivest, Shamir, and Adleman [Rivest et al., 1978]) keys 
(containing 155 digits), i.e., on 155-digit composite numbers. Recently, 
several very efficient classical factoring algorithms have been developed. 
The fastest of these is the so-called general number field sieve or GNFS 
algorithm [Pomerance, 1996]. It enables a classical computer to factor a 
number N within a time frame proportional to the following complexity: 

exp (l.923(log A^)^/^(loglogNf/^]. (1.64) 

In Fig. 1.14, the complexity of the GNFS algorithm (c) is compared 
to the complexity of trial division (a). We can see that a kind of "sat­
uration" behavior is much more apparent for the complexity by the ex­
pression (1.64) than by ^/N. As a result, one can factor numbers within 
time frames that are many orders of magnitude smaller than the time 
frames needed to carry out our trial divisions. Fig. 1.14 compares num­
bers in the vicinity of 2^^^, on which current RSA cryptographic keys 
are based. 

In plots (b) and (d) of Fig. 1.14, functions (a) and (c), respectively, are 
shown as functions of the binary input size (number of bits, here from 500 
to 512). The pattern we obtain in (b) is exponential, 2"/^, showing what 
is meant when one says that the factoring problem is an "exponential 
problem" or that it is a problem whose solution requires exponential 
time. When we do the same thing with the GNFS complexity, we obtain 
a subexponential ^ behavior: 

exp 

whose plot is shown in Fig. 1.14(d). So, for today's RSA keys, i.e., 
n = 512, we get 2 x 10^^ for GNFS as opposed to 3.2 x 10^^ for trial 
division. This reduction enabled the "cracking" of a challenge 512-bit 
RSA key in 1999 [Cavallar et al., 2000]. 

It is widely believed that a classical polynomial algorithm for com­
puter factoring does not exist, although no one has proved this so far. 
Therefore the reaction to the cracking was, "Okay, let's use a 1024-bit 

^Growing slower—as a function of n—^than any exponential exponential function, but faster 
than any polynomial in n, for example, exp[n"], where a < 1. 
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Figure 1.14- Complexities of factoring number N having n bits in the binary input 
size, (a) Trial division; (b) Trial division complexity expressed terms of n (the number 
of bits needed to write down AT in a binary form); (c) Complexity of the GNFS 
algorithm ; (d) GNFS algorithm complexity expressed in terms of n. 

RSA." The nonclassical Shor's algorithm, which is polynomial and which 
surpasses the approach of the GNFS algorithm, could crack any such key 
on would-be quantum computers in seconds. However, as far as Internet 
security is concerned, efforts to make quantum computers work are not 
motivated by a desire to make the Internet unsafe but rather to provide it 
with much safer technology—quantum cryptography—which is based on 
quantum communication and which apparently can work more reliably 
when coupled to a quantum computer. Any night someone could come 
forward with an ingenious classical polynomial algorithm and make the 
Internet instantly vulnerable the very next morning. Recall that in 1976, 
in Martin Gardner's Scientific American column, the 129-digit RSA key 
was estimated to be safe for 40 quadrillion years [Pomerance, 1996]), but 
by December 3, 2003, the 576-bit RSA key (174 digits) had already been 
cracked [Weisstein, 2003]. 

1.16 Numbers and Bits 
We emphasized that the physical processing of numbers per quantum 

gate (processing unit, Mach-Zehnder interferometer) takes much less 
time than the binary processing of numbers per classical (logic) gate. 
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The main difference is that quantum qubit encoding is based on gates 
that can process and produce arbitrarily many values of a single qubit 
and even arbitrarily many qubits, while classical bit encoding is based 
on two-valued, binary gates that can process only two bits at a time. 
To understand the difference, we will show some details of digital bit 
processing. In doing so, we want to pave the road for a comparison 
between the classical approach to gates reviewed here and the quantum 
proposals reviewed in Chapter 2. 

The binary representation of a decimal number N is given by a binary 
digit string 

N2 = an-\0tn-2 • • • QJiao, (1.65) 

where aj, i = 0, . . 

iV2 = an-xT' 

., n — 1 are determined from the following equation: 
n - l 

1 + Q;„_22"-2 + . . . + ai2i + ao2° = J ] a^K (1.66) 
i=0 

So, if we want to obtain a representation of a number, say 36, we can 
consecutively divide the number by 2 as follows: 

ao = 0, LSB, least significant bit 

« i = 0, 

Oil = 1, 

" 3 = 0, 

0:4 = 0, 

as = 1, MSB, most significant bit. (1.67) 

36 

18 

9 

4 

2 

1 

remainder = 0 =4> 

remainder = 0 =^ 

remainder = 1 =^ 

remainder = 0 =^ 

remainder = 0 ^ 

Hence, the binary representation of 36 is 100100. In the other direction, 
the decimal representation of 100100 is 2^ + 2^ = 36. 

To handle numbers by means of gates, i.e., transistors, we have to 
manipulate strings of bits representing those numbers as well as the 
outcomes of arithmetic operations carried out on them. The proper 
combination of gates is required to manipulate these strings and to carry 
out addition. (Other operations can be reduced to addition.) When we 
try to add single bits, 0 + 0 = 0, 0 + 1 = 1 + 0 = 1, we realize that 
1 + 1 requires a 2-bit string: 1 + 1 = 10. We get the string using the 
so-called half adder shown in Fig. 1.15(a), where the sum S=A©B in 
the last case is 0 and the carry Cout=^AB is 1.̂ ° For bigger numbers, 
we need to reuse the carry. The full adder shown in Fig. 1.15(b) serves 
this purpose. 

i^So, we have the following strings: {Cout}{S} = 00 (for 0 + 0), 01 (for 0 + 1 = 1 + 0), and 
10 (for 1 + 1). 
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(a) 
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I ~ ~ ~ - T 

-•out 

(b) 

B 

full adder 

half 
adder 

o. 
half 

adder 

tl> Gout 
. -I ^ " 1 " I r r - T - J 

Figure 1.15. (a) S = A © B , Cout=AB; (b) S=(AeB)©Cin , Cout=(A©B)Ci„+AB. 

Full adders are combined in blocks so as to form binary adders. The 
binary adder shown in Fig. 1.16 is an 8-bit (1-byte) device, and we see 
that it is capable of dealing with any number whose sum does not exceed 
255. Otherwise we get an overflow (Cfo=l in Fig. 1.16). 

0 1 1 1 1 

F-A 

W 
F-A 

1 

F-A 

1 

mr\ Iki m^ m^ m:^ ikn m^ m 
F-A 

0 

F-A 

0 

F-A 

0 

F-A 

7° 
1 

Cii 

F-A 

Figure 1.16. Eight-bit binaxy adder. F-A are full adders (Fig. 1.15(b)). CH and Cfo 
are initial input and final output carry bits, respectively. The addition 127+100=227 
is shown in the binary representation: 01111111+01160100=11100011; Cii=Cfo=0. 

Figs. 1.15 and 1.16 illustrate why binary processing can take so much 
more time than "physical" processing. A transistor is a switch—see 
Fig. 1.1 (p. 10)—with a delay between an input voltage change and the 
response on its output. This time is called gate delay. Delay times in 
transistors can be brought down to less than 1 ns, but let us use 1 ns as 
an illustration. This time may be slowed down to about 2 ns for some 
gates (typically, NAND is one of the fastest and XOR is the slowest). 
Since a full adder is a cascade of two half adders, the former might yield 
a result within 4 to 8 ns, since the time varies with inputs (Is or Os). 
This time increases hnearly with the bit length because each full adder 
within binary adders has to wait for the carry from a previous stage 
(see Fig. 1.16) to output a steady-state result. Thus, solutions of prob­
lems for which complexity grow exponentially with time require both 
an exponential reduction of gate delays and an exponential increase of 
the number of transistors. We have already seen that further reductions 
in the size of transistors, and thereby increases in their numbers within 
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processors, will soon reach their limits. Attempts to further reduce gate 
delays will also hit its physical limits. 

On the other hand, the physical calculation we considered in Sec. 1.15 
is based on a single qubit and a single gate. Due to quantum superpo­
sition, we were able to put a number composed of 10 digits, i.e., 34 
bits, through a single gate in a single step. Classically this process cor­
responds to 34 gates, or transistors wired in parallel, each of which is 
slower than its quantum counterpart. Ideally, quantum superposition 
would allow an unlimited exponential speedup. However, as we have 
already shown in Sec. 1.15 (p. 31), the main problem of realistic quan­
tum physical computing is to scale it up. We will address the general 
problem of the scalability of would-be quantum computers in Chapter 2. 
In the next section, we will see how one can improve quantum physical 
calculation itself. 

1.17 Entangled Qubits 
In Sec. 1.15 we emphasized that a single quantum gate (exemplified by 

the Mach-Zehnder interferometer) processing a single qubit (photon) has 
a limited output size. The size can be increased by putting other Mach-
Zehnder interferometers at outputs of the previous ones, but that would 
amount to exponentially increasing the number of elements. Another 
way is to increase the number of qubits that we process simultaneously. 
In our case, this means that at least two photons arrive together at a 
beam splitter. 

We can manipulate incoming photons using their mutual phase shifts 
as well as their polarization. In Sec. 1.15, we used phase shifts. In this 
section, we are going to combine phase shifts at a beam splitter with 
polarization so as to better understand a general formalism we are going 
to introduce in Sec. 1.18. Unpolarized photons axrive simultaneously at 
a beam splitter, as shown in Fig. 1.17 [Pavicic, 1994]. Reahstic experi­
ments feeding a beam splitter with unpolarized photons are feasible and 
have, in effect, been carried out many times as an inherent part of many 
four-photon experiments, for example, in [Bouwmeester et al,, 1997]. 

To obtain a general result, we start with polarized photons, from 
which we obtain in the end the results for unpolarized photons. Polarized 
photons arriving at a beam splitter are described by the product 

I*) = (cos6'i/|0)i -I- sin^i/|l)i)(8)(cos(92'|0)2 + sin6'2'|l)2) 

= cos(9i/cos02'|O)i® |0>2 + cos^i/sin02'|O>i<8)|l)2 

-f-sin6'i/cos%|l)i®|0)2 + sin6'i/sin6'2'|l)i 0 |1)2 , (1-68) 

where ^i',^2' are the angles along which incident photons are polarized 
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with respect to a fixed direction (|0) and |1) denote the mutually or­
thogonal photon states). 

counter 

\^2 

~ -̂ > 0 

/ ^ t 

counter 

coincidence 
counter 

4 K 

Figure 1.17. Two unpolarized incoming photons maximally entangled in polarization 
upon leaving the beam splitter, BS. Figure taken from [Pavicic, 1994]. 

| ^ ) i <8) |$)2 that appears in Eq. (1.68) is called the tensor product 
of vectors |$) i and |$)2 describing two different quantum systems and 
therefore belonging to two different Hilbert spaces, say Hi and 7^2- In 
the rest of this book, we shall often drop the sign 0 , in particular when 
writing a product of pure states (which cannot be written as a nontrivial 
linear combination of two independent states), for example, |0)i|0)2, 
etc. in Eq. (1.68). |0)i denotes the state of an upper incoming photon 
polarized in the a;-direction (we might call it a horizontal or vertical 
polarization according to our choice). Hence, |0) and |1) do not mean 0 
and 1 number states in the Fock space as in quantum optics, but rather 
both |0) and |1) mean a one-photon state. 

For those familiar with the Fock space notation, we just mention here 
that in it we would write \lx) and \ly) for |0) and |1), respectively. 
If the beam splitter were removed, it would cause a "click" at detector 
Dl and no "click" at detector Dl-'-, provided the birefringent polarizer 
PI is oriented along x. Here Dl-*- means a detector counting photons 
coming out at the other exit P-*- (perpendicular polarization; not shown 
in Fig. 1.17) of the birefringent prism PI . 

To describe the joint actions of polarizers, beam splitter, and detec­
tors, we shall use the so-called annihilation and creation operators (taken 
from the so-called second quantization formalism; however, the reader is 
not expected to be familiar with the formalism). The operators act on 
our states as follows: oia;|0)i = |0) i , where |0)i means a state without 
a photon. This is an empty state or a vacuum state in Fock notation. It 
describes the detection of a photon and formalizes the calculation of the 
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probabilities of detecting photons ( (0 |0 ) i = 1). The reader is not ex­
pected to be familiar with Fock notation. Instead, we should consider the 
following equations as self-explanatory definitions of our annihilation (a) 
and its conjugate (d^) creation operators: aia;|0)i = |0) i , aix\0)i = 0, 
aix|l)i = 0, aiy\0)i = 0, aiy\0)i = 0, aiy|l)i = |0) i , a2x|0)2 = |0)2, 

a2s|0)i = 0, etc., i(0|a|a; = i{<^\, etc. 
When we look at photons leaving the beam splitter, there are two 

possibilities: photons are detected either at the opposite or at the same 
sides of the beam splitter. The outgoing electric-field operator (a simple 
plane-wave description with "annihilation operator designation of virtual 
photon paths") for the first possibility for the upper outgoing path reads 

El = (ai^t^ cos 01+aiyty sin ei)€i^^'-'''-''^'^^~^'^ 

+ i {a2xrx cos 01 + a2yry sin^i) e^^2-ri-iuj2{t-r2) ^ (jgg) 

where 9i and O2 from Eq. (1.70) are the angles along which the polarizers 
in front of detectors Dl and D2 in Fig. 1.17 are oriented, TJ is time delay 
after which the photon reaches detector Dj; UJJ is the frequency of pho­
ton j , j = 1,2; and t and r are transmission and reflection coefiicients, 
respectively at the beam spHtter BS. Eq. (1.70) describes the superpo­
sition of the path being reflected from the beam splitter (incoming from 
above) with the path being transmitted through the beam splitter (in­
coming from below). The action of the beam splitter, as, for example, 
in Eq. (1.54), has been taken into account, only here we have a not nec­
essarily symmetrical beam splitter with t = \VT\ and r — \VR\, where 
T and R denote transmittance and reflectance, respectively. E2 for the 
upper path is obtained analogously. 

The outgoing electric-field operator for the second photon emerging 
from the beam spHtter at the same side as the first one reads (for the 
upper path) 

E'2 = {a2xtx cos 02 + a2yty sin $2) ^K<-i^2{t-r2) 

+ i {aixVx cos 02 + aiyry sin 62) e*i--2-^<^i(*-^i). (1.70) 

E[ for the lower path is obtained analogously. 
Choosing tx = ty = r^ = ry = 2~^''^ and zi = Z2, we obtain the 

probability of detecting one photon by detector Dl and the other by D2: 

P{9i', 02', 01,02) = mElE{EiE2\^) 

= ^s\r?{0v-02')sirv^{6i-O2)- (1-71) 

We see that the probabihty fa<;tors left-right and not up-down, as 
one would be tempted to conjecture from the initial up-down indepen-
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dence expressed by the product of the "upper" and "lower" function in 
Eq. (1.68). 

The probabiUty of both photons being detected by D2 is 

= -[cos(ei/-^2)cos(e2'-^i)+cos(^i/-^i)cos(^2'-^2)]^- (1-72) 
o 

For unpolarized photons, the density matrix is proportional to the 
unit matrix, and this means that we only need the products 

|0)i |0)2, |0)i |1)2, |l)i |0)2, and |l)i |1)2, (1.73) 

to form partial probabihties, which then sum up to the total correlation 
probabihty. Hence, Ei,E2 as given by Eq. (1.69) should be applied to 
|0)i|0)2, |0)i|l)2, |l)i|0)2, and |l)i | l)2 so as to give four probabilities, 
which then sum up to the following correlation probability: 

P(oo, oo,61,62) = isin2(^2 - ^1) • (1.74) 

The overall probability of their appearance on the same side of the beam 
splitter is 

P(oo, 00,61 X ̂ 2) = ^ [1 + cos2(^i - ^2)]. (1.75) 
o 

This means that the photons appear on the same side with a greater 
probability than on opposite sides (see Fig. 1.18), as follows from Eqs. 
(1.75) and (1.71): 

P(oo, 00,61,6*2) + P(oo, 00,6'f, 62) +P(oo, 00,61,6^-) +P(oo, 00,6j^, 6^) 
2 1 

= P(oo, 00,00,00) = -[cos^{6i - 62) + sin^(6'i - 62)] = 7, 
o 4 

P(oo, 00, Oi X 62) + P(oo, 00, di X 62) 

4-P(oo, 00,61 X 6^) + P(oo, 00,6i X 6^) 
2 3 

= P(oo,00,00x00) = -[l+cos^{6i-62) + l+ siv?{6i-62)] = -. (1.76) 
8 4 

It follows from Eq. (1.74) that the photons that arrive unpolarized at 
the beam splitter emerge from it (anti)correlated in polarization when­
ever they appear at the opposite sides of the beam splitter. We say that 
they are entangled. They are described by the following state, which we 
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/ 

Figure 1.18. The first two and the second two possible photon paths do not con­
tribute to equal probabilities of detection behind the beam splitter. The first proba­
bility is 0.25 and the second 0.75. See text. 

will call the singlet-like state^^: 

|* , ) = - ^ ( | 0 ) i | l ) 2 - | l ) i | 0 ) 2 ) . (1.77) 

We obtain this state by applying Ei [Eq. (1.69)] and E2 to the states 
given by Eq. (1.73). The probability of this state is then equal to prob­
ability (1.74) multiplied by 4 (for perpendicularly oriented polarizers). 
It is instructive to verify this outcome by means of the rules of thumb 
for the annihilation operator we introduced above. 

We describe the actions of polarizer PI (tilted by an angle ^i with 
respect to a chosen direction) and detector Dl, and of polarizer P2 
(tilted by an angle 62) and detector D2 by the operators Vi and T>2, 
respectively: 

^1 = aoicos^i + ai is in^i , I?2 = ao2cos02 + cn2sin^2, (1-78) 

where we drop the "hats" of the annihilation operators a to ease the no­
tation; ooi describes the action of PI (which lets vertically (0) polarized 
photons through) on photon 1, 012 describes the action of P2 (which lets 
horizontally (1) polarized photons through) on photon 2, etc. Since 

T^iT>2\'^s) = -7=(cos^1 sin6I2 -sin6'icos^2)|0)i 10)2, (1-79) 
v2 

we get the probability of registering clicks in Dl and D2 as 

( * « | P 5 P I P I © 2 | * . ) = \ sin2(^i - ^2), (1.80) 

which is nothing but the probabihty (1.74) multiplied by 4 (if we included 
PI-"- and P2-'- as well, we would get exactly (1.74)). 

i^One of the so-called Bell states. See Eq. (3.40), p. 154. 
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Figure 1.19. Entangled photons cannot be separated. Whatever their source—atom, 
beam splitter, or nonlinear crystal of type II (see Sec. 2.7, (p. 125)—and whatever 
the time window within which we randomly rotate the polarizers P I and P2, for a 
singlet-like state (Eq. (1.77)), the clicks of detectors Dl and D2 will always show the 
probability correlation \sas?{6i — O2), as predicted by Eq. (1.74) (multiplied by 4). 

We often call such an entangled pair of qubits an EPR (Einstein-
Podolsky-Rosen) pair. The state (1.77) corresponds to probability (1.74) 
multiplied by 4 to match the selection carried out by disregarding the 
photons that appear from the same sides of the beam splitter and keeping 
only those pairs that emerge from its opposite sides. 

This is the main clue for understanding entangled states. We engineer 
the entangled states by maJiing a selection from all possible qubit states. 
Let us assume that the incoming photons are mutually perpendicularly 
polarized, for example, 6\i = 0 and O^' = 7r/2 in Eq. (1.68). Then the 
state describing the paths of two photons (anti)correlated in polarization 
appearing at the opposite sides of the beam splitter together with those 
(anti)correlated in polarization appearing at the same sides of the beam 
splitter is given as 

I*) = ^(|0)i|l)2 - |l)i 10)2 + i|0)i|l)i + ^|0)2 11)2). (1.81) 

The function can be verified by detectors Dl and D2 (Dl-*-, T)2^ are im­
plicitly assumed). Its \^a) component given by Eq. (1.77), is to be ver­
ified by simultaneous detections at Dl and D2, while |0)i|l)i (|0)211)2) 
has to be verified by a double detection at Dl (D2) (hard but feasible, 
see p. 157). The function (1.81) can be written as a product of two 
states: 

I*) = ^ ( | 0 ) i + i|0)2) 0 ^ ( i | l ) i + 11)2). (1.82) 

However, its |^s) component, which corresponds to a selection from a 
complete set of measurements and data, cannot be written as a product. 
To prove this, let us assume it can: 

I*.) = |0)i|l)2 - |l)i 10)2 = (ai|0)i + «2|0)2)) ® (/?i|l)i + mh) 

= Q ; I A | 0 ) I | 1 ) I + ai/?2|0)i |1)2 + a2/?i | l)i |0)2 + a2y32|0)2 |1)2-
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We get aiP2 = —a2/5i = 1 and aiPi = a2/32 = 0, which is a contradic­
tion. 

The above serves as a general definition of entanglement. 
An entangled state is a correlated state that is not a product state, 

i.e., it cannot be separated (see Figs. 1.19, p. 44 and 1.24, p. 56). 
We will see in Sec. 1.20 (p. 56) that we can describe entangled qubits 

by means of quantum circuits that would require that two or more lines— 
as shown in Fig. 1.24, p. 57—correspond to one inseparable, entangled 
state. Often we obtain entanglement not just by letting qubits through a 
gate (as we did with the beam splitter) but also as a result of changing a 
collective state of many qubits together so that we may have entangled 
qubits per line (see Fig. 1.31, p. 80. Nevertheless, to achieve an un­
ambiguous representation, we shall introduce a more formal description 
first of single and then of many qubits so as to connect the formalism of 
Sees. 1.15 (p. 31) and 1.17 (p. 31) and enable a description of entangled 
qubits. 

1.18 General Single Qubit Formalism 
Our aim in this section is to arrive at the general qubit formalism 

starting from physically feasible optical models. To describe the be­
havior of two photons at a beam splitter and their subsequent passage 
through polarizers, we used Eqs. (1.69) and (1.70), which implicitly re­
ferred to the standard description of a nonsymmetrical beam splitter 
and the phase shifts that the photon fields can gain from it. In general, 
such a description is given by 

aiout 

0'2out 
= B 0>Un 

0-2in b22e''^^^ a2m 
(1.83) 

We do not include polarization, since it can be introduced afterwards 
and does not add to our point. 

It can be shown that by invoking the conservation of energy of photons 
at the beam splitter, we easily get [Ou and Mandel, 1989; Campos et al., 
1989] 

B = ê '̂ o 
-sin^e-^'^'- cos 61 e-*^* 

(1.84) 

where 

611 = 622 = i = cos^ 6, 611 = 622 = < = cos^ 9, 

(l)t = -^{<Pn - (t>22) , 0 r 2(<^i2 

(1.85) 

h2 =F 71"), (po= 2^^n + ^22) • 
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The determinant of B is 

det(B) = e2*<̂ o, (1.86) 

and from Eq. (1.38) it follows that J5 is a unitary operator. 
Hence, all the choices we can make for a photon gate (beam splitter) 

are equivalent. Thus we get 

cos 9 i sin 0 
i sin 9 cos 9 

cos 9 sin 9 
— sin 9 cos 9 (1.87) 

for <f>Q = 0, 0t = 0, and <f>r = 7r/2, and for 4>o = 4>t — ^r = 0, respectively. 
We also obtain the unit and Pauli matrices: 

1 = 

Uy = 

1 0 
0 1 

" 0 -I 

i 0 

CTx = 
0 1 
1 0 

NOT = X, 

= -iY, (7z = 
1 0 
0 - 1 z, (1.88) 

ioi 9 = 0 and 0o = 0t = 0, 0 = 7r/2, ^o = 7r/2, and (j)r = —7r/2, 
9 = 7r/2, (;6o = 0, and (pr = —7r/2, and ^ = 0, 0o = 7''/2, and (f)t = —7r/2, 
respectively, where X, Y, and Z are symbols more often used in quantum 
information theory than ax, ay, and az [Cf. Eqs. (1.152-1.154)]. 

Moreover, it turns out that the unit and Pauli matrices can be used 
to express any 2x2 matrix a: 

a = 
an ai2 
Oi21 Q!22 

= ^Ciai + C4l, (1.89) 
i = l 

Eq. (1.89) is a system of four equations with four unknowns, with the 
determinant of the coefficients being equal to 4z ^ 0, which means that 
a nontrivial solution always exists. Hence, ai and 1 span the whole 
2-dimensional space of 2x2 matrices. 

It is well known that the Pauli operators correspond to the spin op­
erators of ^^ in the following way: 

^x — "^i^x ) ^y — 2^y Sz = 2 ^ z ' (1.90) 

Both experiments and the so-called linearization of the wave equation 
(which dispenses with the relativistic origin of the spin) confirm that spin 
is an angular momentum, and it has to have a formal description analo­
gous to a description of an orbital angular momentum in a 3-dimensional 
space up to the gyromagnetic factor (cf. p. 90). This factor makes the 
spin twice as large as it would be if it were a proper angular momentum 



General Single Qubit Formalism 47 

of the orbital motion, and it is obtainable non-relativistically by means 
of the linearization of the wave equation [Greiner, 1989]. For the details, 
see Sec. 2.2 (p. 88). Hence, the spin operators and Pauli matrices are 
components of a 3-dimensional vector operator 

" . . 1 ^ 1 . . . 
S = {Sx,Sy,Sz} = -ha = -h{ax,ay,az}, (1.91) 

and «• is a 3-dimensional vector whose components are 2x2 matrices. 
Eq. (1.89), together with the physical meaning of the Pauli matrices 

given by Eqs. (1.90) and (1.91), enables us to obtain the following general 
expression of the density matrix for an arbitrary qubit: 

(t + r-a), 2 ( 1 + r (1.92) 

where 1/2 was chosen to meet the requirement Tr(p)=l and r is a 3-
dimensional vector r = {x,y,z}, which assigns a 2x2 matrix 

r • O- = Txdx + TyGy + TzCT, z 
x + iy 

X — ly 
(1.93) 

to every point of our experimental 3-dimensional space. 
The idea behind this particular form of r • o" is to get a rotation in 

SO(3), and this rotation requires a transformation that will leave r^ 
invariant. The matrix r • o" is therefore constructed so as to have its 
determinant proportional to r^. The transformation is then given by 
Eq. (1.95) below. 

Prom the literature, one is sometimes tempted to conclude that, given 
a 3-dimensional vector r, one can uniquely determine p by means of 
Eq. (1.92) and therefore the state of the corresponding qubit. This is, 
however, not so. To see why, we have to establish a morphism between 
the special 2-dimensional unitary group (2-dimensional unimodular uni­
tary matrices), SU(2), and the special orthogonal 3-dimensional rotation 
group, S0(3) [Hammermesh, 1962]. 

Consider 6 (cf. Eq. (1.89)) which is unitary {d~^ = 5^) and unimodular 
(det(5 = l): 

S = hi <̂ i2 
^12 " l l 

where SuS^i + <5i2̂ i2 = 1- (1.94) 

Let us use this unitary matrix to define the following transformation of 
r - a f r o m E q . (1.93): 

r' -a — Sr -aS^. (1.95) 
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This defines a transformation 

R{d)r. 

Checking the determinant of this transformation, 

det r' a = — det r' = det 5r • aS^ = det r a — —r̂  

(1.96) 

(1.97) 

we see that the transformation leaves r^ invariant and is therefore a 
rotation. 

The composition law, which we can easily derive from the previous 
equations, then proves that the obtained 3-dimensional rotations from 
the rotation group—SO (3): 

R{Si)R{S2) = R{SiS2). (1.98) 

However, from Eq. (1.95) it follows that we have a two-to-one homomor-
phism between SU(2) and SO(3): 

±S^R{5), (1.99) 

which means that both 5 and —S in the 2-dimensional spin space induce 
the same rotation in the 3-dimensional laboratory space. 

Let us elaborate on this result. An arbitrary rotation in a 3-dimensional 
space can be described by three angles about coordinates axes. These 
are called the Euler angles. There are different conventions about the 
axes we choose. We adopt the zyz convention: rotation through angle ip 
about the 2;-axis, through 6 about the new y-axis, and through ^ about 
the new ^-axis. 

If we choose Sn = e^^l'^ and 5x2 = 0 in Eq. (1.94), then Eq. (1.93) 
yields 

x'= X cos (j) — y 810.4), y'— X cos (j) + y sin (j), z'= z, 

which amounts to 

(1.100) 

e 2 0 
cos (/) — sin (/) 0 
sin (j) cos (j) 0 

0 0 1 
= R{(j>,0,0). (1.101) 

With reference to Eq. (1.93) we could have also written 

= -R(̂ ,o,o) 
X cos (j) — sin ^ 0 

sin 4> cos <p 0 
0 1 

X 

y 
z 

X 

y 
z 

(1.102) 
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If we choose Su = cos 0/2 and S12 = sin^/2, we get 

e 
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cos -̂  
— sin • 

sin: 
cos I J 

cos 6 0 sin ̂  
0 1 0 

— sin ^ 0 cos 6 
= R{0,9,0). (1.103) 

Hence, a general morphism for the Euler angles {</>, 6, tp} reads 

0 ill) 

e 2 

0 

0 COS ^ 

— sin! 
sinf 
cosS 

e 2 

0 
0 R{<l>,e,^), (1.104) 

where we took the composition law 

R{(l), e, -0) = i?(^, 0, o)R{o, e, 0)^(0, o, o) (1.105) 

into account. 
To sum up, Eqs. (1.83), (1.84), and (1.92) are the most general operar 

tors and matrices describing the action of an arbitrary gate on a quantum 
two-level system. As we have seen in Eqs. (1.100)-(1.105), these matri­
ces can induce a corresponding description in the 3-dimensional space, 
but the resulting morphism is a homomorphism, not an isomorphism, 
as shown by Eq. (1.99). This outcome is not a problem as long as we 
deal with isolated qubits. Then the homomorphism reduces to two dif­
ferent global phases that do not make a difference for a measurement. 
For instance, 27r and Air rotations in the 2-dimensional spin space give 
(Eq. (1.103)): -1-1 and —1, respectively, which both correspond to -|-1 in 
the corresponding 3-dimensional space (i?(0,27r, 0) = i?(0,47r, 0) = 1). 
However, for a qubit entangled with another qubit, different global 
phases of each qubit do make a difference. 

Therefore, we take SU(2) and not S0(3) as the basic group. Also, by 
multiplying SU(2) by itself, we can arrive at both half-integer and integer 
generator representations, which cannot be achieved within SO(3). 

A generator for R{^, 0,0) is the constant matrix I3 in the following 
representation of R: 

R{(l), 0,0) = 6-* -̂̂ ,̂ where I3 = 
0 -i 0 
i 0 0 
0 0 0 

(1.106) 

The matrix exponential here is defined as follows [Huang, 1999]: 

exp(^) = e^ = > : ^ = H - A + ^ + ^ . . . . (1.107) 
^ A " , ^ AA AA 
Z ^ n! 
n=l 

2! 2! 
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The series converges for any square matrix. Its implementation in Wol­
fram's Mathematica (MatrixExp) comes in handy: 

MatrixExp[e-^*'^3] 

^-i6l2 ;J MatrixExp [—ie' 

] = 
COS(f) — sin (̂  0 
sin (/) cos <j) 0 

_ 0 0 1 

' 0 0 i ' 
0 0 0 

—i 0 0 
] = 

) 

cos^ 
0 

— sin( 

(1.108) 

0 sin (9 
1 0 

• sin ^ 0 cos 9 

With the help of the generators Ij, we can rewrite Eq. (1.105) as 

D\(t>, 9, -0) = e-^^-f^e-^^-^^g-i^/s, ( i jo9) 

Analogously, in SU(2), the left-hand side of the inducement (1.104) 
can be written as 

D^(j),9,ip) = e""'t'^3e~'i''2g-if<T3_ (1.110) 

Note that the rotations by angle 9 in S0(3) and by 9/2 in SU(2) 
correspond to the phase shift "̂ "̂  ^^ Eq. (1.58) and to asymmetry of 
the beam splitter t / r in Eqs. (1.69) and (1.70). 

Taken together, we can represent any one-qubit operation and any 
quantum gate by Eqs. (1.84), (1.89), (1.92), (1.104), (1.109), and (1.110), 
which are all equivalent up to a global phase. A correspondence of qubit 
states and Euler angles in SO(3) is often presented on the so-called Bloch 
sphere shown in Fig. 1.20. 

The following special case of the preceding correspondence is often 
used in the literature. Consider 

r — {sin 9 cos (f), sin 9 sin (j), cos 9} (1.111) 

as a choice for r in Eq. (1.92). Then the density matrix from the latter 
equation reads (we drop the "hat" over p): 

P = n 
1 + cos 9 e 
e+^'l'sm9 1 

-"?'sin(9 
- cos^ 

cos" t> e~'^^ sin 9 cos 9 
;+*'̂  sin 6* cos (9 sin^ 9 

'H 

cos2^|0)(0|-He- -^'^sin^cos^|0)(l| 

+e*^sin^cos^| l)(0 | + s in2^| l )( l | = |* ) (* | , (1.112) 
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z 

/ 

Figure 1.20. Bloch sphere. All pure states are on its surface. The (p = 7r/4, 6 = 7r/2 
case is shown. |0) is at 2: = 1, |1) at z = —1, |0) + |1) at a; = 1, |0) + i\l) at y = 1, 
|0} — |1) at a; = —1, and |0) — j | l ) at j / = —1. Mixed states are inside the sphere. For 
instance, 5(|0)(0| + |1)(1|) isatx = y = z = 0. 

where 

|*) = e*>^(cos^|0)+e^^sin^|l)). (1.113) 

The density matrix (1.112) satisfies the condition p^ = p from Eq. (1.49) 
and therefore is a pure state. For the last hne of Eq. (1.112), cf. Eq. (1.33). 
The overall phase term e^'^ does not go through to either p or to the Bloch 
sphere representation. Note that both 9 and 9 + 27r, i.e., both |$) and 
— 1^), correspond to a single Bloch sphere representation for the same 
reason (see Eq. (1.99)). Note also that we have already used a special 
case ((/) = X = 0) of the state given by Eq. (1.113) in Sec. 1.15, Fig. 1.12. 

1.19 Other Qubits and Universal Gates 
General iV-dimensional operators U (and corresponding NxN matri­

ces), being quantum mechanical operators, have to be unitary (Eqs. (1.38), 
(1.37), and (1.35)). This condition assures time reversibility of qubit op­
erations and gates. Dimension N is determined by the number of qubits, 
n, since N = 2^. 

The ideas behind quantum computing are mostly based on two-level 
systems or qubits as described in Sec. 1.18—although there are other 
elaborations, for instance, three level systems (qutrits) on SU(3) [Byrd, 
1998]. Usually, one such system is addressed at a time. We call it a 
target qubit. The way it will be processed is conditioned by the states 
the other qubits are in at the time. They are called control qubits. At 
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another moment in time, these roles may interchange. Also, later on, we 
will see that at a particular stage of calculation the qubits need not be 
of either kind—they can be just a passive time line. 

These two features—reversibility and control-target gate design—have 
obvious similarities to the reversible gates we elaborated on in Sec. 1.7. 
In order to use the terminology and design of n-bit reversible gates and 
apply them to n-qubit quantum gates, let us first establish a way to 
express reversible control-target design by means of unitary matrices. 
Then we shall explain why this formalism, borrowed from the terminol­
ogy of reversible gates, works with quantum gates. 

The formahsm of n-qubit gates exploits and extends two main features 
of reversible gates (presented in Sec. 1.7): (a) reversibility—implemented 
as reversibility in time through the requirement that operators and mar 
trices be unitary—and (b) the control-target model of building circuits. 

A target is a single qubit, and a gate either acts on it as described by 
a general 2 x 2 unitary matrix, provided that all the control qubits are 
in the state |1), or leaves it unchanged if they are not: 

IV'n) = 
_ r J7|Vn) for|V'l) = | l ) , . . . , | V n - l ) = | l) 

[ipn) otherwise, 
(1.114) 

where Itpj), j = 1 , . . . ,n, can be equal to |0), to |1), or to aj\0) + /3j\l). 
To match such a description of a gate, its matrix must consist of 2"/2 — 1 
2 x 2 unit matrices as shown in Fig. 1.21 (p. 52). 

IV'n-2) 

IV'n-l) 

IV-n) U 

IV'i) 

IV'n-2) 
IV'n-l) UN = 

u 

Figure 1.21. An n-qubit circuit diagram is equivalent to axi NxN matrix UN, where 
N = 2". \ipi},... tlfpn-i) are control qubits and \ip„) is the target qubit. The diagonal 
has n — 1 2 x 2 unit matrices, 1, and a general 2-dimensional 2 x 2 unitary matrix, U. 

It is instructive to compare Eq. (1.114) and Fig. 1.21 with Eq. (1.7) 
and give the conditional in Eq. (1.114) yet another explanation. If we 
write down n-qubit vectors as 

2" times 

1 
0 

, 12^1) 
2 " - l times 

0 
1 

0 
0 

, (1.115) 
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we can see that t/jv will never change any of the first 2" — 2 vectors, 
and we obtain Is . C/jv can only change—through 2x2 U—the last two 
vectors. 

Let us now explain why this formalism works with quantum gates. 
The idea is to express a general matrix G by means of gates analogous 
to C/jv presented in Fig. 1.21. The following theorem provides us with 
the explanation. 

THEOREM 1.3 "Two-level gates are universal." Any 2'^ x 2"-unitary ma­
trix [7(2") 

can be expressed as a product of matrices that act nontrivially 
only on two vector components. 
Proof Consider the following N—1 (N = 2") products, where the second 

matrix is always the same unitary matrix C/(^) and the first one is 6:^^^ 
with j = 2,...,N: 

a n 0 
0 Q!22 

aji 0 

0 0 

where 

0 

a 30 

0 
0 

• OiNN. 

n i l ui2 ••• uij 

U21 U22 ••• U2j 

Uji Uj2 

UNI UN2 

U •30 

UNj 

U2N 

UNN 

UNN. 

,(1.116) 

a n 
u •30 

aij = 

a 03 

VKJP + KJP' 

a22 = • • • = 0,j-ij-i = Oj+ i j+ i • • • = UNN 

O33 = • • • = 0,NN 

022 = • • • = (^N-lN-l 

- a i l 

1 for JT^2,N 

1 for i = 2 

1 for j^N, (1.117) 

The element in the jth column of the first row of the product matrix 
from Eq. (1.116) is therefore equal to 0. Also, since U^^^ is unitary and 
therefore Uji = «*•, the element in the jth row of the first column of 
this product matrix is equal to 0. The first matrices in Eq. (1.116), i.e., 
;,W a) ', are, given the condition (1.117), unitary: a) 'a {N)(N)t 1, where 

1 is an A'' X A?" unit matrix. Since U^^'> is also a unitary matrix, so is 

.a is a matrix that has all the 
elements in the first row equal to 0, except the first one from the first 

Now, t/(^-i) = a(^)4^1 2 » - l 
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column (which is 1). This matrix must also be unitary, since a^ 'U^^^ 
is unitary for any j , j = 2 , 3 , . . . , 2". So we get 

[/(̂ -i) = 4^)«w,...«f)c/w. 

1 0 
0 n'22 

0 «^2 

0 «;, 

u. 2j u: 2N 

u 30 u NN 

U\ u\ 

(1.118) 

'•N2 ' ' ' "-Nj ' • " "-ATJV 

We repeat our procedure on U^^~'^\ U^^~^\ . . . to obtain 

*2" 

t/(^-3) = a M . . . a W c / W 

1 = [/(!) = 41. .aWc/W, 

from which we get 

c/w = ««^..af)^ 2" 

(1.119) 

(1.120) 

There are (AT - 1) + . . . + 1 = N{N - l ) /2 = 2"(2" - l ) /2 such a's. 
They all act nontrivially only on at most two rows of any N-vow single 
column matrices, which proves the claim of the theorem. • 

This result enables us to reduce any unitary gate to a chain of cascaded 
controlled gates, denoted controlled-controUed-.. .-C/ or controlled^-C/, 
and therefore we should engage the gates for each particular qubit within 
a specific time window. Applications, however, require that the number 
of qubit gates that are engaged within a time window be reduced to a 
minimum. Again, we can learn from the reversible gate approach. In 
Sec. 1.7, we said that there are many 3-bit universal reversible gates. 
We can show a similar result for quantum gates. For example, we can 
substitute controlled^-1/ with a sequence of Toffoli gates, as shown in 
Fig. 1.22. 

Here we reach the limits of comparing quantum with reversible circuits 
and come to a point where quantum circuits essentially surpass reversible 
ones. Three-bit universal gates—for example, the Toffoli gate—are the 
smallest universal reversible gates [Toffoli, 1980], while—as follows from 
Theorem 1.3 and the elaboration below—almost any two-qubit quantum 
gate is universal. 
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control 
qubits 

work 
qubits 

target 
qubit 

— < 

H 

' IV'i) 
IV'2) 
IV's) 

"10) -e-
• ^ 

• ^ • ^ 

• e -
-e-

f/ 

iv'2) 
IV'3> 
IV'4) 
|0) 
|0) 

|o) 
IV'5') 

Figure 1.22. A 5-qubit controlled'*-!! gate of the type shown in Fig. 1.21 is here 
implemented by means of three Toifoli gates. When, for instance, \i(>i) = \1), i = 
1 , . . . ,4, the first and second Toffoli gates change the states of the first and second 
work qubit from |0) to |1). The third Toff oh gate changes the third work qubit into 
control qubit |1) for the target qubit gate U. In general, control qubits are in a 
superposition state, as for example in Figs. 1.24 (p. 57) and 1.28 (p. 77). 

To see this and at the same time to better understand the correspon­
dence between quantum circuit diagrams and unitary operators, let us 
consider the example presented in Fig. 1.23. In this figure, we take a 
controlled-controlled-f7 gate and express it by means of several CNOT 
and controlled-V' gates, where V^ = U {V is, of course, also unitary). 
Note that the ToflFoli gate is a special case of the controlled-controlled-J7 
gate. 

1̂ 1) 
IV'2) 

Uo 

U 

Ui U2 U3 C/4 U5 
I'ipl) 1 '^ 

m — T 0 T CD 
iV's) — V Ft V 

to ti t2 ta ti t^ 

Figure 1.23. The 3-qubit gate controlled^-f/ expressed by means of five 2-qubit gates. 
Uj, j = 1 , . . . ,5 , are the matrices describing the gates, tj, j = 1 , . . . ,5 , are the 
corresponding times. V^ — U. 

Every quantum gate presented in a quantum circuit diagram corre­
sponds to a unitaxy matrix defining it. So in Fig. 1.23, matrix UQ is 
given as 

0 

(1.121) 

0 • u 
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where the 1 's are 2 x 2 unit vectors and C/ is a 2 x 2 single-qubit unitary 
gate matrix. 

To determine (7 ,̂ j = 1 , . . . , 5, we shall first reconsider the correspon­
dence between qubit vectors and their column matrices from Eq. (1.115). 
The basis vectors of the first qubit, are |0000) and |0001) and in the one-
column matrix representation, these are the ones with Is in the first and 
second row as in the first two matrices of Eq. (1.115). The state |1) of the 
second qubit we find in the third, fourth, seventh, and eighth ket (|010), 
|011), 1110), and |111), respectively). This means that the one-column 
matrices have Is in the third, fourth, seventh, and eighth row of the the 
qubit matrices, and that we have to have one 2 x 2 matrix acting on the 
third and fourth row of the latter one-column matrices and another on 
the seventh, and eighth row. In a similar way, we determine the other 
Uj, j = 2,... ,5, matrices so as eventually to have 

Ui = 

1 0 " 
V 

1 
0 V _ 

— 

,U2 = 

' 1 0 " 
1 

0 1 
0 1 0 

' t 0 " 
1 

0 1 
0 1 0 

, and U5 = 

,f^3 = 

" 1 
F t 

0 

" 1 0 " 
1 

V 
0 V 

0 

1 
y t _ 

(1.122) 

Now we simply have to check that 

USU4U3U2U1 = Uo (1.123) 

to prove that any quantum gate can be expressed by means of two-qubit 
controlled gates. 

Since, as we have shown in Sec. 1.18 (p. 45), single-qubit gates (unitary 
operators) can be obtained from each other by rotations, any quantum 
gate can consequently be expressed by means of CNOTs and single gates. 
CNOTs allow us to submit target qubits to control qubits, and single 
qubit gates allow us to rotate target states to desired ones. 

1.20 Teleportation of Copies and the No-Cloning 
Theorem 

The presentation of entangled states using a standard circuit diagram 
is not straightforwaxd because the formalism of the diagrams is borrowed 
from reversible gate notation, and the controlled gates there assume def­
inite bits on each input and output. In a two- or more qubit quantum 
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circuit, control and/or target qubits can be in an unknown state of su­
perposition of basis vectors. The outputs we get must not be treated 
independently at the exits of the gates, because qubits appear entan­
gled, and only in an entangled state can they give us the time benefit 
we expect of a quantum computer. Hence we often treat the exits of 
controlled gates as shown in Fig. 1.23, although many times it turns out 
that writing the outgoing states onto each line as shown in Figs. 1.28 
(p. 77) and 1.30 (p. 79) (pp. 77, 79), is unavoidable if one wants to keep 
the circuit diagrams tidy. In the latter case, we have to keep in mind 
that the lines do not correspond to single qubits but rather to all the 
entangled qubits together. Hence when we use one of them, the others 
instantaneously change as in Fig 1.28 (p. 77)). 

«|0)+/3|1). a\0)+P\l)' 

io) - e - ? ^ io) - ^ 
a|00)+/?|ll) 

Figure 1.24. When the control qubit of CNOT is in a superposed state, it does not 
fit into the standard circuit diagram smoothly when it entangles with another qubit. 
One of the solutions is a curly bracket, which signifies that the outgoing qubits are 
entangled and that neither of them is in a definite state of its own. The other is shown 
in Figs. 1.28 and 1.30 (pp. 77, 79) in Sec. 1.22 (p. 72). 

A formal way of writing down the circuit in Fig. 1.24 is 

CNOT(a|0)-|-/?|l))|0) = 

aCNOT|0)|0)-|-/3CNOT|l)|0) = a |00)-h ^|11). (1.124) 

The quantum circuit formalism considers superposed states |0) and 
|1) in the control qubit to be "Schrodinger cat states." For |0) leaves 
the target |0) unchanged to form the 2-qubit state |00), and |1) changes 
it into |1) to form |11). Both obtained states are, however, "virtual" 
and make sense only when we treat them together as entangled state 
a | 0 0 ) + ^ | l l ) . 

In Sec. 1.19 (p. 51), we have shown that any quantum gate can be 
expressed by means of CNOTs and single gates and that they allow 
us to rotate target states to arbitrary new states. Therefore, by using 
CNOTs, we can arbitrarily rotate a qubit into any desired new position. 
However, we cannot start with a nontrivial superposition, also called the 
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unknown state,^^ 

- ^ = L = = ( a | 0 ) + ^ | l ) ) , a,l3^0,l (1.125) 

and a "known state," either It/)) = |0) or \i/}) = |1), so as to arrive at two 
replicas of the unknown state: 

H0)+/3 | l ) ) (8) |^ ) ^ (a|0) + /? | l ) ) (8H0) + /?|l)). (1.126) 

In general the following no-cloning theorem holds. 

THEOREM 1.4 Unknown quantum states cannot be cloned. 

Proof Let us assume that there exists a cloning operator C. By linearity 
we have 

C{a\0) + /?|l)) = aC\0) + /3C\l). (1.127) 

The left-hand side of Eq. (1.127): 

(alO) + I3\l)) (8) (a|0) + /3|1)) = a'^\00) + a/3(|10) + |01)) + f3'^\ll) 

is, however, not equal to its right-hand side 

aC'|0)+/3C'|l) = a |00)+/3 | l l ) . 
• 

To understand the difference between a qubit and a bit with respect 
to this qubit feature, let us compare Fig. 1.23 (p. 55) with the classical 
reversible CNOT gate shown in Fig. 1.4 (p. 16). The latter CNOT for 
arbitrary control bit A and the target bit 0 gives two As. We might 
be tempted to consider this arbitrary control bit "unknown." However, 
it is always "known" because it is either 0 or 1. This is why classi­
cal processors—reversible as well standard ones—can be based on bit 
replicas. 

We cannot clone unknown qubits, but we can nevertheless copy them. 
We just have to pay a price for doing so: the original must be destroyed 
in the process. To see why, we have to analyze the entanglement from 
yet another angle, which is essential for understanding its role in telepor-
tation and computation. Let us take a look at the experimental proposal 
shown in Fig. 1.25 [Pavicic and Summhammer, 1994]. 

i-̂ We say "unknown" because when we measure it we randomly get either a |0)-click or a |l)-
click, although in the long (AT) run we get Ar|ap/( |ap + |^p) |0)-clicksand Ar|/3p/(|a|2+|/3|2) 
|l)-clicks. 
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Figure 1.25. Figure taken from [Pavicic and Summhammer, 1994]: "Two photons 
from diflFerent unpolaxized sources each pass through a polarizer to a detector. Al­
though their trajectories never mix or cross they exhibit 4th-order-interference-like 
correlations when the other two photons interfere at a beam spUtter even when the 
latter two do not pass any polarizers at all." [Pavicic and Summhammer, 1994] PH are 
pinholes, FF frequency filters, P polarizers, D detectors, and BS is a beam splitter. 

Two independent sources, 5 / and Su, both simultaneously emit two 
photons correlated in polarization to the left and right. We measure the 
polarizations of the photons on the left with the polarization filters PI 
and P2 and the photons on the right with P3 and P4. To point out that 
we get photons genuinely unprepared, we emphasize that the sources 
can in principle be atoms exhibiting cascade emission. But if we wanted 
a feasible experiment, we would most likely use down-converted photons 
[Pavicic, 1995]. 

The state of the four photons immediately after leaving their triplet-
pair sources is described by the product of two entangled states (cf. Eq. 
(1.68)) 

]*) = ^ (10 ) i | 0 )3 + | l ) l | l ) 3 ) < 8 ' ^ ( | 0 ) 2 | 0 ) 4 + |1)2|1)4). (1.128) 

Here, jO) and |1) denote mutually orthogonal photon states. For ex­
ample, |0)i means the state of photon 1 leaving source Sj to the left, 
polarized in direction x. As in Sec. 1.17 we use the annihilation opera­
tor formalism. (The reader is not expected to know the formalism but 
only its "rules of thumb" as presented in Sec. 1.17—in the paragraphs 
following Eq. (1.68).) When PI is oriented at some angle 6i, its action 
(filtering) and detection by detector Dl are represented by the operator 
oi = ooi cos^i + Oil sin^i. The phase that the photon accumulates be-
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tween the source Si and the detector Dl is e*'̂ i('"i/'̂ +*o~*i\ where uji is 
the frequency of photon 1, ri is the path length from 5/ to Dl, c is the 
speed of hght, tp is the time of emission of a pair of photons at Sj, and 
ti is the time of detection at Dl . 

To describe the detection of a photon by detector Dl we apply the 
operator 

El = (ooi cos^i + ail sin^l)e''^i(''i/'=+*o-*i) (1.129) 

to the initial state of Eq. (1.128). Similarly, the detection of photon 2 
at D2 means we apply 

E2 = (ao2 cos 02 + ai2 sin ^2)e '̂̂ 2(̂ 2/=+*o'-*2)̂  (1J30) 

where the symbols are defined analogously. 
On the right side of the sources, a detection at D3 can be caused by 

the emission of photon 3 by source 5"/ or the emission of photon 4 by 
source Sjj. The beam splitter BS may have polarization transmittances 
and reflectances, denoted by To, Ti, and RQ, Ri, respectively. The angle 
of the polarizer P3 is given by 6^. The operator describing a photon 
arriving at the detector D3 is 

r.tOl Ez = {ciQA \/% COS 6*3 + ai4 V l \ sin 6:^ e*' 

+ i fao3-\/^cos^3 + ai3-\/Risin03J e^^ 

= (ao4^04 + ai4^i4)e*" + ^(003^03 + ai3Ai3)e'^, (1.131) 

where 

a = u;^{hl±Il + t".Hl P = u^C-^ + < - t3), (1.132) 

where Vj and Vjj denote the distances from the respective sources to 
BS, and ra and 3̂ denote the distance from BS to D3 and the time of 
detection at D3, respectively. The meaning of the ^ ' s is obvious. For 
D4, one defines E4 analogously [Pavicic and Summhammer, 1994]: 

E4 = (ooa \ / ^ cos (94 + 013 A/TT sin dA e''̂  

+ i f ao4'\/Rocos^4 + ai4-\/Ri^sin ^4) e'' 

= (aoa^oa + ai35i3)e*T + i(ao45o4 + ai4-Bi4)e*^ (1.133) 

where 

^=^^ih±I± + l-Ul 5=uj^C^^^^ + t"-U). (1.134) 
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The meaning of the B's is obvious. 
Up to this point in the calculation, everything has followed standard 

quantum mechanics: no entanglement has appeared in the sense that, 
as long as we keep to the "wholeness" (Niels Bohr's expression) of the 
experimental arrangement, a corresponding "complete" wave function of 
several quantum systems taking part in the experiment can always be 
described by a tensor product of its parts. Entanglement comes at the 
stage when we want to make some measurements on some subsystems 
and not some other measurements on some other subsystems, that is, 
when we decide to manipulate our subsystems with the aim of construct­
ing a new quantum mechanical reality. Then—as a consequence—we also 
manipulate the standard formalism so as to extract the parts we need 
and disregard those that we do not need. These parts are determined by 
the requirements of quantum circuits designed to calculate and commu­
nicate. Eventually we formalize these quantum circuit requirements and 
rules and call them quantum logic. All the theoretical results support­
ing quantum computation and quantum communication are then called 
quantum information theory. 

To arrive at this extraction from the standard formalism and use it 
to build quantum logic formalism, we consider the experiment presented 
in Fig. 1.25 (p. 59). We consider the coincidence probability for all four 
photons detected by detectors Dl, D2, D3, ajnd D4 (see Fig. 1.26, p. 64) 
only (which means not by detectors Dl-^, D2-'-, D3-^, and 04-*-, not the 
photons 3, 4 together by one detector D3, etc.—we disregard all the 
corresponding electric-field operators). This probability reads [Pavicic 
and Summhammer, 1994] 

P{eu 62,63,94) = {^\EIEIEIEIE4E3E2EI\-^). (1.135) 

Eqs. (1.128), (1.129), and (1.130) yield 

Es^ i l* ) = Y (cos^i|0)3 -Fsin^i|l)3) ® (cos02|O)4 +sin^211)4) ,(1.136) 

where the meaning of e is obvious. 
Applying E4E3 as given by Eqs. (1.131) and (1.133) to Eq. (1.136) 

and using rules for annihilation operators given on p. 41 we obtain 

E4hE2Eim = \ [^114^1236'^"+^^ - Q22^Q2lZe'^^^^'^] e''\0), (1.137) 

where |0) is defined on p. 41 and where 

Qijk = \/Qiocos% cos^fc + ^/O^sindj sin6k, i,j, k = l,2, (1.138) 
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where Qio,Qn,Qw,Qu are ro,ri,i?o,-Ri, respectively. Eq. (1.135) 
yields 

P{Oi, 62, 63,64) = - [(Q114Q123) + (Q224Q213) 

- 2 cos(a + 7 - /? - S)Qn4Qi23Q22iQ2i3] • (1.139) 

Assuming rj = ru, r^ = r4, 0̂ 3 = 0̂ 4, and To = Ti = jf?o = -Ri = 1/2, 
we get the coincidence probability 

P{6i,62,63,64) = ^sin2(^i - ^2)sin2(^3 - ^4). (1.140) 

When no polarization is measured on photons 3 and 4, we get 

P{9i, 62,00,00) = ^ sm\6i - 02). (1.141) 

The probability given by [Eq. (1.141)] and describing coincidence de­
tections by Dl and D2 corresponds — when multiplied by 4 — to 
the following singlet state: 

|* , ) = - ^ ( | 0 ) i | l ) 2 - | l ) i | 0 ) 2 ) . (1.142) 

Multiplication by 4 is for photons that emerge from the same side 
of BS and which we therefore dropped from our statistics [Pavicic, 
1995]. 

This is exactly what we call the polarization entanglement of photons 1 
and 2, 

which did not in any way directly interact and on distant distant pairs 
of which polarization has not been measured at all . . . [and whose] 
trajectories never mix or cross [Pavicic and Summhammer, 1994]. 

The result has been verified experimentally [Pan et al., 1998]. 
Analogously, the probability of coincidental detection by Dl and D2-^, 

P(^i , 6^, 00,00) = i Q.os'^{6i - 62), (1.143) 
8 

corresponds to the following triplet^^ state: 

l*t) = ^ ( | 0 ) i | 0 ) 2 + | l ) i | l ) 2 ) . (1.144) 

"The three states (|0>i|l)2 + |l)i |0)2)/v^, (|0)i|0)2 ± |l>i |l>2)/\/2 are called the triplet 
states. They belong to the so-called Bell states. See Eq. (3.40), p. 154]. 
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We see that Eq. (1.144) is actually the state from Fig. 1.24 (p. 57) with 
|0)i|0)2 = |0)|0) and |l)i | l)2 = |1)|1)- Note that, to obtain Eq. (1.144) 
we had to multiply the corresponding substate of the overall system by 
4 to get it out of the statistics of the whole system given by Eq. (1.143). 
And while for measurements corresponding to Eqs. (1.77) and (1.144) we 
do have entanglement, for other measurements in the considered setup 
we do not have entanglement. For example, the overall probability of 
detecting both photons 3, 4 in one arm of BS and detecting photons 1, 
2 by Dl and D2 is given by 

= ^ [cos(^i - ^3) cos(^2 - ^3) + cos(^i - ^4) cos(^2 - ^4)] ^ 

which for removed polarizers P3 and P4 reads 

P(^i,02,oo X 00) = -[1 + cos2(0i - ^2)]. 
o 

We can also see that by removing one of the polarizers PI and P2, 
say P2, we lose any left-right (Bell-like) spin correlation completely: 
P(^i,oo,^3,^4)=|sin^(^3-^4), P(^i ,oo,oo,oo)=j, P(^i,oo,ooxoo)=;j 
[Pavicic, 1995]. Hence, the entanglement is just a property of some sub­
systems of the whole composite system under a particular measurement 
arrangement. 

If we substitute the following product of singlet states 

|*) = - ^ ( | 0 ) i | l ) 3 - | l ) i | 0 ) 3 ) ® ^ ( | 0 ) 2 | l ) 4 - 11)210)4) (1.145) 

for the triplet sources given by Eq. (1.128), we get exactly the same 
entanglement as above, i.e., the state (1.142) and the probability (1.141). 
This outcome reveals an entanglement of photons from such pairs as 
almost synonymous with teleportation. 

To see this, let us look at source SI in Fig. 1.26. (Sources SI and S2 
are simultaneously triggered by a common pumping laser beam.) Pho­
tons coming out of source SI are in the singlet state, and therefore their 
polarizations are completely unprepared but correlated. With such an 
unprepared polarization, one of the photons from source SI (photon 2) 
arrives at beam splitter BS, interferes there with another photon coming 
from source S2, loses its polarization and "teleports" that polarization 
to the second photon from source S2, i.e., to photon 4. What does 
this mean? It means that by measuring the polarization of photon 4, 
we recover the polarization of the photon coming from source SI to 
beam splitter BS. How do we know this? By measuring polarization 
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D1 

O si 
~~- ENTANGLED 

Figure 1.26. Figure according to [Pavicic, 1995]: "In the experiment, two photons 
from two singlets interfere at a beam splitter, and as a result the other two photons— 
which nowhere interacted and whose paths nowhere crossed—exhibit a 100% corre­
lation in polarization, even when no polarization has been measured in the first two 
photons." [Pavicic, 1995] 

of photon 1 by detector Dl. (Since the photons coming out of source 
SI are in the singlet state, measuring the polarization of photon 1 an­
swers the question of which polaxization the other photon coming out of 
source SI should have had if it had been measured directly. The same 
holds for the triplet states.) This outcome has also been verified exper­
imentally [Bouwmeester et al., 1997]. The experiment actually confirms 
Eq. (1.141). So both entanglement and teleportation are about engi­
neering particular subsystems with particular properties corresponding 
to just some parts of a complete mathematical description of the whole 
system. 

1.21 Quantum Cryptography 
Quantum communication theory, which has been developed hand in 

hand with quantum computation theory, is also a part of quantum infor­
mation theory and includes quantum cryptography, quantum networks, 
quantum buses, and quantum repeaters. In this section we shall elabo­
rate on quantum cryptography to round out the points we put forward in 
Sec. 1.15 (p. 31). There, we mentioned that the development of quantum 
cryptography has been supported by results in quantum computation 
theory, in particular by Shor's algorithm. 

Actually, quantum cryptography comes as a remedy to an already 
rising paranoia about possible failures of classical cryptography. The 
concern is not only that someone may find a polynomially complex clas­
sical algorithm for factoring large numbers and thereby, overnight, leave 
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Internet without protection, but also that in ten or twenty years' time 
one could decipher (using today's algorithms and the assumed computer 
speedup within this period) all the documents one eavesdrops and stores 
today. Hence, a feasible cryptography that would make eavesdropped 
documents unbreakable forever is a highly sought-after goal. Quantum 
cryptography promises to fulfill this dream. To better understand how, 
we shall first review the relevant points of classical cryptography. 

There are three types of classical cryptographic algorithms: 

Private (secret) key (symmetric) algorithms-
cryption and decryption; 

-single key for both en-

• Pubhc key (asymmetric) algorithms—one key for encryption and an­
other for decryption; 

• One-way algorithms (hash functions)—no key; irreversible encryp­
tion. 

Hash functions are used to ensure the integrity of systems (to detect 
unauthorized changes of files and to encrypt passwords), and they are 
therefore not our concern here. 

Private key cryptography is the classical cryptography known for four 
thousand years and provides ways of encrypting messages by a sender, 
often called Alice, with a key and decrypting the messages by a receiver, 
often called Boh, with the same key. This kind of cryptography is widely 
used on the Internet today. One example is the Data Encryption Stan­
dard (DES), which is not absolutely secure. Another is the Vemam ci­
phers (also called one-time pad), which are uncrackable but too slow for 
all but most sensitive transmissions. DES makes use a of 56-bit private 
key operating on 64-bit binary blocks. In Table 1.5 we give an example 
of a one-time pad cryptosystem using a smaller base-64 representation 
of basic ASCII characters. 

Table 1.5. An example of private key cryptography: one-time pad. 

1 
2 
3 
4 
5 
6 
7 

original text 
binary encoding (of 1) 
private key (control bits) 
XOR bits (2 e 3) 
encrypted text (of 4) 
XOR bits (4 ® 3) 
decrypted text (of 6) 

q 
101010 
110010 
011000 

Y 
101010 

q 

u 
101110 
010110 
111000 

4 
101110 

u 

b 
011011 
110110 
101101 

t 
011011 

b 

i 
100010 
111001 
011011 

b 
100010 

i 

t 
101101 
011010 
110111 

3 
101101 

t 

Let us look at the example shown in Table 1.5. AUce wants to encrypt 
a word of five characters and send it to Bob. Each character in base-64 is 
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represented by a 6-bit string, and therefore any such word is represented 
by a 30-bit binary sequence. To encrypt it, Alice has to produce a key 
and a function that can encrypt the word using the key and decrypt 
it using the same key again. As we will see below, the best key is a 
completely random 30-bit binaxy sequence. ̂ "̂  The appropriate function 
is XOR, e (see pp. 7, 8), since {A®B)®B = A. Next, she has to send 
the key to Bob via a very trusted carrier, if not in person. If she decided 
to send him the word qubit, she would obtain the encrypted message 
Y4tb3 and could send it through any public channel to Bob, who can 
decrypt it using the key and the XOR function as shown in Tablel.5. 

The main advantage of this system is that it is unbreakable, provided 
that the key is used only once (hence the name one-time pad). It is 
unbreakable because the random key randomizes the encrypted text as 
well: namely, Os and Is in a binary representation of a character are 
unevenly distributed. Let the probability of having 0 in such represen­
tation be p. Then the probability of having 1 is 1 — p. The probability 
of having either 0 or 1 in a random key is 1/2. Hence, the probability of 
having 0 in the encrypted message after applying XOR is given by a sum 
of products of relevant probabilities: XOR gives 0 when we have either 
Os or Is in both the message and the key; the probability of the former 
case is ^p and of the latter ^{l —p); their sum is 1/2; and therefore, Os 
appear in an encrypted message evenly and Is equally so. However, if a 
key were used more than once, on two or more different messages, then 
one might be able to determine correlations between Os and Is in these 
encrypted messages and decipher the key. 

The main disadvantages of this system are that Alice and Bob have to 
exchange the key through a reliable channel, they have to do so for each 
message anew, and the key has to be as long as the message. Public key 
cryptography solves the first two problems. The last problem is usually 
solved so as to leave the major part of communication nonencrypted and 
to encrypt just a signature or just the most sensitive data. 

Classical public key cryptography relies on the assumed (sub) expo­
nential complexity of factoring numbers. The most commonly used 
version RSA, was introduced in 1978 by Rivest, Shamir, and Adleman 
[Rivest et al., 1978] and is widely accepted today in spite of several short­
comings: a classical polynomially complex algorithm might be found; it 
can be up to 10^ times slower than private cryptography, for example. 

•̂*If she wanted to have a genuinely random sequence, she should actually employ a proper 
quantum process already here, since classical processes or algorithms can provide her only 
with pseudorandom sequences. 
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DES; and it is software based, as opposed to DES, for which hardware 
has been developed. 

The RSA pubhc key protocol runs as follows: 

1. Bob chooses two prime numbers p and q. 

2. He calculates n = pq. 

3. He selects e, which is relatively prime to {p — l){q — 1) (two integers 
are relatively prime if their greatest common divisor is 1). 

4. Pair {e, n} is the public key. Bob sends it to Alice through a public 
channel. 

5. Bob chooses an integer d that would reduce {ed — l)/[(p — l){q — 1)] 
to an integer. 

6. Pair {d, n} is Bob's private key. 

7. AHce uses public key {e, n} to encrypt message m by means of the 
equation: c = m^ mod n, where modulo means the remainder after 
division. Then she sends c to Bob. 

8. Bob decrypts the cyphertext c by means of the equation m = d^ mod n. 

As an example, let us encrypt qubit. For convenience, we will switch 
to decimal representation. Using Eq. (1.66), we get 2^+2^+2 = 42 for g, 
and 46, 27, 34, 45 for u, b, i, t, respectively. Thus, qubit is represented 
by 4246273445. In step one of the protocol, we choose (small) p = 
prime[21] = 73 and q = prime[18] = 61. We get n = pq = 4453 (step 2). 
For step 3 we find prime [606] = 4457 and prime [605] = 4451 and choose 
e = 4457. Finding a d that will reduce r = {ed — l)/[{p — l){q — 1)] 
to an integer is not as straightforward, but a small program gives, for 
example, d = 473 and r = 488 and completes step 5. Now, because we 
have chosen a small n, we have to break 4246273445 into three parts 
and encrypt them piecewise. So step 7 gives c = 4426^ mod n = 4034, 
c = 2734® mod n = 3344, and c — 45^ mod n = 1513, and the encrypted 
message reads: pihsPN. Bob then uses step 8 to decrypt the message: 
4034*̂  mod n = 4426 =qu, 3334̂ ^ mod n = 2734 =bi, 1513̂ ^ mod n = 
4:5=1 

More realistic examples can be generated with the help of programs 
available on the web. They use hexadecimal numbers and extended 
ASCH (256) characters for encryption. In our case, 64-bit encryption 
suffices. We get e=aa934cd8a567932b, d=1608a7af02c9c603, n = 
c81f 516f 71f cb7c9. This encrypts qubit as iy.~KimoET. If we wanted 
to encrypt qubit so as to be unbreakable with today's technology for at 
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least a few years—provided no one comes forward with a polynomial 
classical factoring algorithm in the meantime—we should use 1024-bit 
encryption. This gives us a key 8,500 hexadecimal digits long, which 
encrypts qubit in a string of over 300 extended ASCII characters. Gen­
eration of the keys, encryption, and decryption may take up to a few 
seconds on today's PCs, which is quite a long time for writing down 
just a few words^^ at a distance. A realistic application also requires 
a method of authenticating Alice, so she too has to produce her own 
public and private keys and combine them with Bob's. 

What would solve all the problems with the protocols and algorithms 
we have presented here is a combination of the reliability of a one-time 
pad and a new, fast, and unbreakable way of exchanging keys. And 
this is exactly what the physics of quantum cryptography offers: not a 
quantum algorithm or "quantum software," but a solution based on the 
behavior of quantum systems themselves—quantum hardware. 

Prom our examples of the roles of quantum entanglement and tele-
portation in quantum computation, we have learned that the possibility 
of using quantum systems for a new quantum technology depends on 
whether we can control the particular quantum feature we would like to 
use. In cryptography, the feature we would like to use is exactly what 
we already have with entanglement. On the one hand, there is a gen­
uine randomness of measurable properties of subsystems that emerges 
from the complete absence of their predetermined properties, and on 
the other, there is the perfect correlation of the measurable properties 
of subsystems when we jointly carry out measurements on them. In 
other words, Alice communicates with Bob not by sending him a bit-
by-bit message but by their joint recovery of bits from the correlation of 
their measurement clicks. 

To see how this works, let us look at Fig. 1.27. Alice sends verti­
cally, horizontally, and diagonally polarized photons (only the vertically 
polarized are shown in the figure) to Bob, who receives them through 
anisotropic birefringent plates that split incident beams into two beams 
with two different directions and polarizations. Beams exiting the plate 
are called ordinary and extraordinary rays. They are polarized at right 
angles to each other. In contrast to Sec. 1.8 (p. 17) and Pig. 1.6 (p. 17), 
where the polarizer absorbed perpendicularly oriented photons, a bire­
fringent plate serving as a polarizing beam splitter always lets a photon 
through—either as an ordinary or as an extraordinary ray. 

^^More words than just qubit—up to 20 words as long as qubit—could be encrypted by one 
1024-bit key. 
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Figure 1.27. Physical scheme underlying quantum cryptography. Alice can send 
photons polarized in two bases: ffl and El. Here, only vertically polarized photons, f in 
basis ffl are shown. Photons pass through birefringent plates as either ordinary (bright 
arrows) or extraordinary (dark arrows) rays. Whether a photon moving along paths b 
and C will appear in an ordinary or an extraordinary ray is completely unpredictable. 

In Fig. 1.27, we denote the polarization of the ordinary ray with a 
bright arrow and of the extraordinary ray with a dark arrow. Both the 
photons sent by Ahce which are entering the plates, and the photons 
received by Bob which have exited the plates, can be oriented along four 
different directions: t, \ , y, and -^. In Fig. 1.27, however, only AUce's 
I photons are shown. Of these vertically polarized photons sent by 
Alice along path a. Bob always receives only the ordinary ray polarized 
vertically and never along d. The chances of a photon appearing as either 
\ or y from the diagonally oriented plates on paths b and c are 50:50. 
As it is obvious from Fig. 1.7 (p. 19) and Sees. 1.8 (p. 17) and 1.11 (p. 24), 
vectors t, —* and \ , /" can form two bases in either of which one can 
determine any polarization vector in our example. Let us denote these 
bases by ffl and M, respectively. Of course, if Alice sent photons oriented 
along y, then Bob would always have cUcks from ordinary photons at c, 
never from those at b, and on average every second time from ordinary 
photons at a and d. We denote qubits |0) and |1) in basis ffl as | f ) and 
I —>), respectively, and in basis 13 as | \ ) and \ y). 

There are several quantum cryptography protocols that use this method 
of communication. We first present BB84, named after Bennett and 
Brassard [Bennett and Brassard, 1984]. 

1. Ahce chooses random data bits (Os and Is). 

2. She chooses bases ffl and IS at random. 

3. She sends qubits (photons) to Bob. 
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4. Bob randomly chooses bases, i.e., orientations of birefringent plates 
prior to receiving each photon. 

5. He measures the polarization of the photons. 

6. He publicly announces the bases he used whenever he detects a pho­
ton and Alice (also publicly) says which bases were correct. 

7. They discard results corresponding to incorrect choices of bases. 

8. To check whether Eve has been eavesdropping, Bob publicly reveals 
some of the results kept after step 7. 

9. AUce confirms them. If they find that the results in step 8 differ 
unacceptably they abort the protocol. 

10. If the results in step 8 do not differ significantly, the remaining bits 
are Alice and Bob's secret key. 

We illustrate the protocol by the example shown in Table 1.6. 

Table 1.6. An example of the BB84 protocol. The numbers in the first column 
correspond to the steps in the protocol. According to [Bennett and Brassard, 1984]. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

1 
^ 

/ 
ffl 

\ 
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\ 
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\ 
^ 
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ffl 
-» 
El 

/ 

m 

1 
ffl 
-^ 
ffl 

— > 

ffl 
/ 

1 

0 
El 

\ 
El 

1 
El 

/ 
ffl 

T 
ffl 

0 
ffl 

T 
El 

T 
El 

0 
El 

\ 
El 

\ 
El 
/ 

0 

1 
El 

/ 
El 

1 
El 
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/ 
El 
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/ 
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0 
ffl 

T 
ffl 

T 
ffl 
/ 

0 

There are several points to be emphasized in the above protocol: 

Whenever Bob and Alice use the same bases, the vectors they obtain 
are (ideally) correlated, and whenever they use different ones, the 
vectors are uncorrelated and only 50% of obtained bits are correct. 
Therefore, Bob's error rate would have been 25%, if he had taken 
into account the results obtained in different bases. However, Bob 
and Alice discard the latter results altogether, i.e., they discard 50% 
(ideally) of all the results, following step 6, and the discarded 50% 
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include the aforementioned 25% errors.-^^ The bits they keep we call 
the sifted key. Ideally, this key, would be flawless and unbreakable. 

• In a realistic setup. Bob and Alice discard more than 50% of their 
results. This procedure compensates for one kind of error, such as 
poor single-photon detection. However, some other errors, like those 
stemming from imperfect alignment of Bob's vs. Alice's polarizers, 
cannot be directly detected since Bob and Alice cannot announce the 
results. For instance, when both Bob and Alice use basis ffl, some­
times, when the alignment is not perfect, a photon polarized along 
t emerges from Bob's polarizer as —>•. To correct such errors Bob 
and Alice can apply error correction schemes [see Sec. 1.22 (p. 72)] 
[Steane, 1996b; Calderbank and Shor, 1996] and entanglement purifi­
cation (see p. 153) [Pan et al., 2001]. 

• Eve's eavesdropping will appear to Bob as a combination of both 
kinds of errors. Hence, he will be sure of her eavesdropping only 
if his error rate is high enough. Let us first consider the simplest 
eavesdropping method Eve could use: she puts a polarizer—randomly 
chosen to be oriented along either f or —> for EB or along either \ 
or y for lEI—in the path of Alice's photons and keeps it there all the 
time. Then the information on the chosen bases that Alice and Bob 
exchange in step 6 of the protocol, together with the orientation of her 
polarizer, would give her 50% of Alice's bits when the orientation of 
her basis coincides with Alice's (Alice first throws away those bits that 
Bob does not have a record of, and thereupon Alice and Bob throw 
away bits for different bases.) Altogether, Eve can copy 25% of the 
results. As for Bob, he would not receive 50% of the photons at all, 
and 50% of the photons passing through Eve's incorrectly oriented 
polarizers would also be read off "incorrectly" by his birefringent 
plates. (When Alice uses ffl and t and Eve lEI, Bob gets f photon 
through ffl in half of the measurements. So he recovers 50% of the 
photons that passed through Eve's incorrectly oriented polarizers.) 
So his error rate would be 62.5%, and the protocol is aborted. But 
Eve can decide to apply her strategy to only a fraction of Alice's 
bits, say 5%, and rely on getting more information when the key is 
applied to a message Alice would send to Bob later on. Then Eve's 
information is about 1.2% and Bob's error rate about 3.12%. 

Taken together, the BB84 protocol appears to be reasonably robust 
and leaves intruders little chance. It is, however, physically interesting 

i*The point is the Bob cannot know which 25% are correct and which are wrong. 
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to see whether we can adapt this and possibly other protocols so as to 
cancel out an eavesdropper's attempts completely, i.e., whether quantum 
cryptography can be unconditionally secure. 

1.22 Quantum Error Correction 
To prove the unconditional security of quantum cryptography, it is, 

at least for the time being, enough to prove it for BB84. It therefore 
might seem surprising that we had to wait 15 years for the first such 
proofs [Mayers, 2001; Biham et al., 2000; Lo and Chau, 1999]. However, 
they all turn out to be reducible to particular forms of quantum error 
correction codes [Shor and Preskill, 2000; Calderbank and Shor, 1996; 
Steane, 1996b]. 

Quantum error correction theory adapts classical error correction the­
ory to quantum states. Therefore, we shall briefly consider the classical 
theory first. 

Error correction schemes are based on some kind of preparation (en­
coding) of our bits. One of the simplest such encodings is for "classical 
Alice" to add the so-called parity hit to all messages she sends to Bob. 
Here, parity is the quality of being odd or even. Alice and Bob agree 
that she should choose the parity bit 0 if the number of Is in the mes­
sage is even, and 1 if the number is odd. So if she wants to send 1001, 
she should add the parity bit 0 (because the number of Is in 1001 is 
even) and send 10010 instead of 1001; if she wants to send 1101, she 
should add the parity bit 1 (because the number of Is in 1101 is odd) 
and send 11011. If a hit-flip occurs and Bob receives, say 11111 in the 
last message, he would calculate 1 © 1 © 1 © 1 = 0 and would know that 
something went wrong because the parity bit 1 indicated that the parity 
of the message should have been odd. 

We can formalize the procedure as follows. Alice encodes her messages 
by means of the following 4x5 matrix: 

[10 0 1] 

[ 1 1 0 1] 

1 0 0. 0 1 
0 1 0 0 1 
0 0 1 0 1 
0 0 0 1 1 

1 0 0 0 1 
0 1 0 0 1 
0 0 1 0 1 
0 0 0 1 1 

[10 0 1 0 ] , 

= [ 1 1 0 1 1 ] . (1.146) 

Note that for calculating the last column we used XOR: 1©1©0©1 = 1. 
So, if there are no errors. Bob will always get 0 for the XOR value of 
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encoded words: l e O © 0 © l ® 0 = 0, 1 © 1 © 0 © 1 © 1 = 0. If there is 
an error, say 1111 as above, he will g e t l © l © l © l © l = l, which will 
detect it. 

Of course, if two flips occur, Bob will not detect any error. Also, 
when Bob detects an error, he cannot tell which bit flipped. There are 
many other classical codes that can enable him to spot and correct the 
flipped bit. The first one is "brute force," i.e., just to repeat the same 
message three times in a row (two times would not suffice because Bob 
would not be able to not tell which one was right and which wrong). 
The information rate of brute force is very low: 1/3. There are, how­
ever, other codes that have a much higher information rate as well as 
better error detection and correction ability, which are the reasons error 
correction theories are so important. Here, we shall consider one of the 
latter codes, the Hamming scheme, which we will also use for a quantum 
error correction scheme. 

We start with some definitions: 

o A codeword is a word over {0,1}. The number of its bits is n. 

o A code is a set C of codewords. 

o An error is a change of bits on the way from Alice to Bob. 

o Data bits make a message within a codeword Alice sends to Bob. 
Their number is d. We denote a codeword containing d data bits by 
(n,d). 

o Parity bits are check bits within a codeword Alice sends to Bob. 
Parity bits enable Bob's error correction. Their number is p. 

o The Hamming distance between two words is the number of bit posi­
tions in which the words disagree. 

o The Hamming distance of a code C, denoted D{C), is the minimum 
distance of two codewords in the code. A code (n, d) having a distance 
D{C) will be denoted by [n,d,D]. 

o A Hamming code is a code having D{C) — 3. 

o The information rate of a code C of length n over alphabet F with 
size |F | = q is log^ \C\/n. 

One can prove the following results [MacWilliams and Sloane, 1977]: 

• The number of parity check bits required for each message is given 
by the following Hamming rule: 

d + p+l<2P. (1.147) 
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• A code with distance D is (D — 1) error detecting and (D — l) /2 
error correcting. Hence, the Hamming code allows one to detect and 
correct one error. 

• For D = 3, only the following (n, d) codes are possible: 

{n,d) = {2'-1,2'-1-i), 

where i > 3 is an integer. So, for instance, we can have the following 
Hamming codes: (7,4), (15,11), (31,26), etc. 

• An (n, d) code is a d-dimensional subspace of F"', whose size is ^ = 
\F\. Since \C\ = q'^, the information rate of the code is log^ \C\/n = 
d/n. 

To see how Bob can correct an error using the Hamming scheme, 
let us consider the Hamming code (7,4), for which the information rate 
is djn — 4/7 f« 0.57, i.e., about 1.7 times higher than the previously-
mentioned triple sending. It follows from Eq. (1.147) that p = 3. One 
can easily check that among 2^ = 128 possible 7-bit codewords, there are 
only 16 vahd ones (with D=3). These can be generated by, for example, 
the following generation matrix: 

G = 

1 1 1 1 1 1 1 
0 0 0 1 1 1 1 
0 1 1 0 0 1 1 
1 0 1 0 1 0 1 

(1.148) 

with the help of which we encode message m so as to get the codeword 
c = m-G. Note that, in multiplication of matrices we make use of XOR, 
i.e., of adding their elements modulo 2; the dot "•" refers to this. For 
4-bit messages, Alice gets the following codewords: 

Table 1.7. Unique Hamming codewords c = m-G (top lines) for messages m (bottom 
lines) that Alice sends to Bob. 

0000 
0000000 

1000 
1111111 

0001 
1010101 

1001 
0101010 

0010 
0110011 

1010 
1001100 

0011 
1100110 

1011 
0011001 

0100 
0001111 

1100 
1110000 

0101 
1011010 

1101 
0100101 

Olio 
0111100 

1110 
1000011 

0111 
1101001 

1111 
0010110 

Bob receives the codeword c, and using the check matrix H, defined 
below in Eq. (1.149), he gets H • c = s. In the case of no errors for 
the above codeword, he will always get s = 0, as one can easily check, 
and then he recovers the original message according to Table 1.7. If, for 
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example, the codeword 0011001 had the sixth bit flipped to 1 and Bob 
received the string 0011011, he would obtain 

H • c' = 
0 0 0 1 1 1 1 
0 1 1 0 0 1 1 
1 0 1 0 1 0 1 

" 0 • 

0 
1 
1 
0 
1 
1 

= s = 
' 1 ' 

1 
0 

(1.149) 

This s is called the syndrome, and it tells us which column we should 
look at in H. In this case it is the sixth column, meaning that the sixth 
bit in the string has been flipped. So, after correcting it, we get the 
original codeword 0011001. Note that H is a submatrix of G: it equals 
the second through fourth rows of G. Also note that the codeword 
0011001 is a unique codeword with distance 1 from string 0011011. This 
is why we need codewords with distances of at least 3 from each other. 
The following general results hold: 
• For one error in the ith bit, the syndrome s is the ith column of H. 
• Each error of weight (number of erroneous bits) up to (D — l) /2 has a 
unique syndrome. 

We can look at the error correction in the following way. The code­
word u Alice sent is affected by noise in the communication channel so 
that it changes into u' = u + e, where e is the error caused by the noise 
and where the addition is modulo 2. In the above example, u = 0011001, 
u' = 0011011, and e = 0000010. Prom u' Bob can uniquely recover u 
using the code C, but he needs not learn how the word actually reads 
because 

H u H-{u + e) = H-u + H-e = H-e = s, (1.150) 

and this means that he can learn the syndrome without ever learning 
the word. (For the code [7,4,3] there are 16 codewords and only 7 syn­
dromes.) Of course, in the classical case he can always look at Table 1.7, 
but in the quantum case, this amounts to correcting a quantum state 
without disturbing it, and this outcome is what we are looking for in 
quantum error correction and quantum cryptography [Steane, 1998]. 

While classical error correction protocols encode bits that Alice trans­
mits to Bob by means of additional parity bits, quantum protocols must 
be able to encode superposed qubits by entanghng them with additional 
qubits because we cannot make more replicas of a superposed state (see 
the no-cloning theorem, p. 58). Superpositions are what we essentially 
have both in quantum computation and in quantum cryptography. 
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The errors that can occur in transmission (in quantum cryptography 
as well as in quantum computation) of an arbitrary qubit state 

It/j) = a\0) + P\l), where lap + |/?|2 = 1, 

are a bit-flip, 

a phase shift, 

X|V) = 

Z|^) 

0 1 
1 0 

1 0 
0 - 1 

|^ )=^ |0) + a|l), 

| ^ ) = a | 0 ) - / ? | l ) , 

or both: 

Y\rP) = ZX\i>) = 
0 

- 1 
1 
0 iV')=m-«ii). 

(1.151) 

(1.152) 

(1.153) 

(1.154) 

where X = ax, T^ = Oz, and Y = ia^ (of. Eq. (1.88)). 
Let us first consider bit-flip correction. If we encode a single qubit in 

the state ^ = a|0) + /3|1) by means of entangled qubits whose sequence 
corresponds to classical words, we will be able to use classical error cor­
rection applied not to the original superposition but to a superposition 
of such quantum codewords. And this is exactly what Steane did with 
the Hamming code [Steane, 1996a]. A similar approach was taken by 
Calderbank and Shor [Calderbank and Shor, 1996]. Hence the name 
CSS codes. 

The idea put forward in [Steane, 1996a; Steane, 1996b] was to generate 
Hamming codewords using quantum gates so as to enable error detection 
and correction analogous to that given by Eq. (1.149). The encoding is 
shown in Fig. 1.28 below. 

In this approach we do not have four data bits that we encode by 
means of additional three bits, as in the classical Hamming code, but 
we will still be able to use this classical code for the error correction. 
Instead of four bits, we encode just one qubit in an unknown state by 
entangling it with with six other qubits, all initially in state |0). The 
qubit we encode is l'̂ ) in Fig. 1.28, given by Eq. (1.151). As in Fig. 1.24, 
when we apply the control qubit |^) (third qubit) to the fifth and sixth 
qubits ([0)5 and |0)6) as its targets, we entangle them: 

| V ' 3 5 6 ) = Q ; | 0 ) 3 | 0 ) 5 | 0 ) 6 + / 3 | 1 ) 3 | 1 ) 5 | 1 ) 6 , (1.155) 

Consequently, from this point on, the lines that originally represented 
the third, fifth, and sixth qubit now represent one and the same state. 
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IV'123567) 

I •012356?) 

IV'123567) 

I •0123567) 

|'0123567) 
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-^>-

<> 
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Figure 1.28. A 7-qubit encoding of \ij)) = a|0) + P\l) into |*) = a|0)i_7 + /3|l)i-7 
according to [Steane, 1996b]. H is the Hadamard matrix given by Eq. (1.59). 

The next time point corresponds to \ij)i) = |0)i + |l)i acting as a control 
qubit on the third, fifth, and sixth qubits. The third and fifth qubits are 
entangled with the sixth qubit, so it is brought in as well. The resulting 
state is an entanglement of all five qubits: 

|V'l3567)=a|0)l|0)3|0)5|0)6|0)7 + /3|0)i|l)3|l)5|l)6|0)7 

+a|l)l |l)3|l)5|0)6|l)7 + ^|l)l|0)3|0)5|l)6|l)7. (1-156) 

At the next level, |'02) — |0)2 + 11)2 entangles all but the fourth qubit: 

|V'l23567)=a|0)l|0)2|0)3|0)5|0)6|0)7 + mi |0)2| l)3 | l )5 | l )6 |0)7 

+«|l)l|0)2|l)3|l)5|0)6|l)7 + i5|l)i|0)2|0)3|0)5|l)6|l)7 

+«|0)i|l)2|l)3|0)5|l)6|l)7 + /5|0)i|l)2|0)3|l)5|0)6|l)7 

+a|l)l|l)2|0)3|l)5|l)6|0)7 + /3|l)l|l)2|l)3|0)5|0)6|0)7. (1.157) 

In the end, 104) = |0)4 + |1)4 gives 

I*) = a(|0000000) + IIOIOIOI) + |0110011) + |1100110) 

+10001111) + IIOIIOIO) + 10111100) + 11101001)) 

+^(|1111111) + 10101010) + IIOOIIOO) + lOOllOOl) 

+11110000) + 10100101) + llOOOOll) + lOOlOllO)) 

= a|0)i_7 + /?|l)i-7, (1.158) 

and these are nothing but the Hamming codewords from Table 1.7 

(p. 1.7). 
Hence, for correcting errors we can use classical Hamming theory if 

we assume that we will mostly have only one-flip errors, i.e., that the 
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probability of having two such errors within a transmission of one code­
word is negligible. The check matrix H given by Eq. (1.149) then tells 
us how to design the error-correcting scheme. In the matrix multiplica^ 
tion of codewords by H modulo 2, Is in H turn Is in a codeword into 0 
and 0 into 1. In other words, they behave like control qubits. Recalling 
Eq. (1.150), we see that their targets can be three syndrome qubits |0), 
i.e., three additional check qubits—usually called ancillas. In this way 
we get around the lack of four data bits we would have in the classical 
Hamming code. How this can be carried out is shown in Fig. 1.29. 
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10). 

1 

^"^C 
U;vj 

>if 
U^ 

^c 
u^ 

Dl 

\Q) C 
IW kj 

•\C 
UvJ 

^/' 
UvJ 

\C 
f U 

D2 

| 0 ) - ( ^ K X 

' 4 

/4 
::4 

:;/4 
!//// 
-i;//' 

- 1 . X ^ • • " ' 

1 

• l * > 

Figure 1.29. A 7-qubit error-correcting code. The control qubits are chosen so as to 
correspond to Is in if, as given by Eq. (1.149). Detectors D l - 3 measure the ancillas 
and apply flip-correcting X to a qubit found to have suffered a bit-flip in transmission. 
The input state |* ' ) is |*) (from Fig. 1.28) with possibly a flipped qubit state. 

The rows in H given by Eq. (1.149) determine the control qubits 
acting on each of three ancillas in Fig. 1.29. Checking all terms in 
Eq. (1.158), we see that the parity of all bits corresponding to the first, 
second, and third row of H is always even, and when an even number 
of flips occurs, each ancilla |0) will be flipped twice and detectors Dl-3 
will find them in the state |0). If an odd number of flips—i.e., an error 
in transmission—occurs, one, two, or all three detectors will detect the 
state |1). According to the correspondence with the columns in if, the 
flipped qubit state will be corrected by means of X. For example, if Dl 
and D2 detected the state |1), the state of sixth qubit will be flipped back 
by means of X because [110]-̂  is the sixth column in H (Eq. (1.149)). 

After the correction has been carried out and the codestate |^) re­
stored. Bob has to decode |^) so as to obtain l'̂ ) sent by Alice. (We 
stress again here that this process is the same whether Alice and Bob are 
simply parts or stages of quantum computation or parties in quantum 
communication.) Bob decodes the message by reversing the procedure 
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given in Fig. 1.28 (p. 77) while substituting Z for H. To clarify the re­
versed procedure, let us just consider its last step, restoring \tp) from 
IV'356), as given in Fig. 1.30. 

IV'356)-

|V')356 

1-0)356 

1 )̂356 -e 

a|0)3|0)5 + /3|l)3|l)5 a|0)3 + /3|l)3 = |V') 

a | 0 ) 3 | 0 ) 5 + / ? | l ) 3 | l ) 5 - e - |0)5 

|0)6 

Figure 1.30. The last two levels of decoding a superposition of 7-qubit codewords 
1$) encoded in Fig. 1.28 and corrected in Fig. 1.29. 

We can say that the state I'i/'sse) given by Eq. (1.155) "acts on itself" 
in the following sense. First, within each product state (codeword) of 
the state iV'sse)) the third qubit state acts as a control qubit on the sixth 
qubit state. Hence, |0)3 from |0)3|0)5|0)6 acts on |0)6 from this product 
and leaves it unchanged, while |1)3 from |1)3|1)5|1)6 flips |1)6 into |0)6. 
As a consequence, the sixth qubit disentangles from the third and fifth. 
In the next step, the fifth qubit disentangles from the 3rd one and we 
recover the original state \'4>)oi the latter qubit. 

To see how we can correct the phase shift in Steane's 7-qubit code, 
let us start with Eq. (1.158): 

| * ) = a | 0 ) i _ 7 + /3|l)i-7- (1.159) 

Notice that by comparing terms in Eq. (1.158), we can see that |1111111) 
= X|0000000), lOlOlOlO) = X| 1010101), etc^ where X = X 0 • • • 0 X, 
where X = NOT = a^,. Therefore, |l)i_7 = X|0)i_7. 

Using the Hadamard gate (p. 32), we can introduce the following new 
basis for each qubit: 

| 0 ) i -H |0 ) i = i=( |0) i-H| l) i ) 

|l)^ = H|l)i 
/̂2 

( | 0 ) i - | l ) i ) , ^ = l , . . . , 7 , (1.160) 

where we stripped the hat " " from H to ease the notation. 
An attractive feature of our code is that upon substituting |0)i = 

(|0)i + |T)i)/v^ and \l)i = (|0)i - |T)i)/x/2, i = 1 , . . . , 7 into Eq. (1.158), 
i.e., into Eq. (1.159), we get (the process is straightforward but tedious): 

|0)i_7 = ^ ( | 0 ) i _ 7 + | l ) l - 7 ) 

| l ) l_7 = - ^ ( | 0 ) i _ 7 - | T ) l - 7 ) . (1.161) 
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This outcome means that the new basis contains only those states that 
are in the Hamming code—actually the same states that the old basis 
contains. In the new basis, |^) reads 

l*> = ^ [ ( « + /?)|0)i-7 + (a- /3) | l>i -7] . 

Now, a phase shift in the old basis 

| * ) = Q ; | 0 ) I _ 7 - / ? | 1 ) I - 7 

transforms in the new basis to 

1 )̂ = ; ^ [ ( « - /^)|0)l-7 + (« + /?)|T)l-7], 

(1.162) 

(1.163) 

(1.164) 

which is therefore nothing but a bit-flip (by definition—cf. Eq. (1.152)) 
in the latter basis. 

Alternatively, we can use 

a |0) i_7- /3 | l ) 1-7 

where H = H (g) • • • (8> H and Z = Z 
following transformations hold: 

Z I*) - H X H I*), (1.165) 

<8) • • • (8) Z, since we can show that the 

H |0)i_7 = ^ ( | 0 > l - 7 + | l ) l - 7 ) , H | l ) i_7 = ^ ( | 0 ) l - 7 - | l ) l - 7 ) . 

Eqs. (1.162) and (1.165) mean not only that we can reduce the phase 
shift correction to a bit-flip correction with the same error correcting 
code but also that we can completely separate the corrections and do 
them in sequence, as shown in Fig. 1.31. 

I*') bit-flip 
correction H 

bit-flip 
correction H I*) 

r 
phase shift correction 

Figure 1.31. The 7-qubit correction code carries out bit-flip and phase-shift correc­
tions with the same correction circuit (Fig. 1.29) in two bases. 

The error correction scheme presented above enables us not only to 
correct errors in transmission but also to correct malfunctioning of the 
gates (CNOT) used to encode the message (cf. Fig. 1.28, p. 77). Such 
quantum computation, where we can correct malfunctioning of circuits, 
is called fault-tolerant computation [Steane, 1998]. 
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For quantum computation and transmission with more than one error 
per code, classical codes with larger Hamming distances capable of cor­
recting multiple errors [MacWilUams and Sloane, 1977] can be adapted 
in a way similar to the one presented above. 

1.23 Unconditional Security of Quantum 
Cryptography 

Before we dwell on the actual proof of the unconditional security, we 
will present variations of BB84 with respect to number of required states, 
realistic robustness, and underlying physical schemes. 

Quantum cryptography protocol BB84, presented in the previous sec­
tion, makes use of basically one single quantum feature: individual sys­
tem states prepared in one basis (say ffl) might be totally uncorrected 
with individual states of the same system measured in some other basis 
(say lEI). This feature suffices for secure distribution of secret keys, which 
is essentially what quantum cryptography is all about: a secure replace­
ment for insecure classical public key distribution. All other parts of 
cryptocommunication remain classical. This is why it is often stressed 
in the literature that quantum cryptography should actually be called 
quantum key distribution [Gisin et al., 2002]. 

There axe actually many varieties of quantum key distribution pro­
tocols [Gisin et al., 2002]. First, we need not keep to four states, as in 
BB84. Two states are enough, as the so-called B92 demonstrates [Ben­
nett, 1992], but the security of B92 is lower than the security of BB84. 
A six-state protocol [Bruss, 1998] reduces Eve's information gain for a 
given error rate [Gisin et al., 2002] but is more demanding. Hence, BB84 
tends to be standard. 

Next, polarization is very suitable for understanding and carrying 
experiments in a laboratory, but it is not robust enough to allow imple­
mentation over larger distances (more than a few kilometers). 

Figure 1.32. Phase-coding scheme of quantum cryptography: optical fiber Mach-
Zehnder interferometer. LD is a laser diode; PM, phase modulators; C, symmetric 
fiber couplers—equivalent to beam splitters; D, avalanche detectors; L, lenses. 
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Fig. 1.32 shows a phase-coding scheme that is nothing but an optical 
fiber version of the Mach-Zehnder interferometer shown in Fig. 1.10. 
Here, beam spHtters are substituted by fiber couplers (optical devices 
that merge two fibers). The probabilities of detectors Do, Di registering 
a photon are given by Eq. (1.62): 

Po cos 
2<t>A-(l>B 

Pi = l-po 
. 2<PA-(I>B 

sm . 
(1.166) 

Alice makes use of four phase shifts ^A = 0,7r/2, IT, 3IT/2 and associates 
bit 0 with (f)A = 0 and (1>A — 7r/2 and bit 1 with ^A = TT and (j)\ = 37r/2. 
Bob makes use of two phase shifts (J)B = 0,7r/2 and associates bit 0 with 
a click of detector DQ, i.e., with po = !> and bit 1 with a click of detector 
Di, i.e., with pi = 1. They have to discard cases when there is a 50:50 
probability of either Do or Di clicking, i.e., when po = pi = 1/2. This 
happens, for instance, when Alice chooses </)A = 0 and Bob ^B = 7r/2 
since then Po = Pi = cos^(—7r/4) = 1/2. Hence they can implement the 
BB84 protocol as shown in Table 1.8 following [Gisin et al., 2002]. 

Table 1.8. Phase-coding implementation of BB84 protocol [Gisin et al., 2002]. 

Alice's bits 

0 
0 
0 
0 
1 
1 
1 
1 

<̂ A 

0 
0 

7r/2 
7r/2 

TT 

TT 

37r/2 
37r/2 

<j>B 

0 
7r/2 

0 
7r/2 

0 
7r/2 

0 
7r/2 

Po 

1 
1/2 
1/2 

1 
0 

1/2 
1/2 
0 

Pi 

0 
1/2 
1/2 
0 
1 

1/2 
1/2 

1 

Bob's bits 

0 
undetermined 
undetermined 

0 
1 

undetermined 
undetermined 

1 

In realistic applications, it is difficult to control the lengths of the two 
fibers in the above setup up to a fraction of the wavelength of photons. 
Specifically, for unequal paths, Eq. (1.166) reads 

PQ cos 
2 (t>A-<t>B + kAL 

(1.167) 

where k is the wave number and AL is the path-length difference. 
Therefore, variations on phase-coding that use only one fiber, with 

pulses going through it with a delay, have been put forward as most 
suitable for a practical implementation. For instance, both Alice and 
Bob can have their own Mach-Zehnder interferometers with unequal 
paths at each side, as proposed by Charles Bennett [Bennett, 1992]. A 
photon taking the shorter path in Ahce's interferometer and the longer 
in Bob's cannot be distinguished from a photon taking the longer path 
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in Alice's interferometer and the shorter in Bob's, and so we obtain the 
desired interference. Successful experiments have been carried out with 
fibers from 10 km [Townsend et al., 1993] to 48 km long [Hughes et al., 
2000]. An even more robust design with two photon pulses traveling from 
Bob to Alice and back to Bob over the same fiber has been implemented 
[Gisin et al., 2002] and called plug-and-play quantum cryptography, since 
it requires no adjustment prior to usage. 

As for the physical schemes underlying possible quantum key distri­
bution protocols, apart from the single photons of BB84, we can also use 
a pair of photons entangled within an EPR pair, as given by Eq. (1.77). 
That is, instead of the scheme shown in Figs. 1.6 (p. 18) and 1.27 (p. 69), 
we can use the scheme shown in Fig. 1.19 (p. 44). However, by com­
paring the probability function of single polarized photons^^ with the 
probability function for two photons entangled in polarization•'^^, we see 
that the two schemes are completely equivalent. Thus, we may dwell on 
the proof of the unconditional security of BB84, which amounts to such 
proof for quantum cryptography in general. 

As mentioned above, all previous proofs of the unconditional security 
of quantum cryptography [Mayers, 2001; Biham et al., 2000; Lo and 
Chau, 1999] were reduced by Shor and Preskill [Shor and Preskill, 2000] 
to a proof for BB84 based on quantum error correction and privacy am­
plification. The idea behind this reduction is that errors in transmission 
caused by technical imperfections are indistinguishable from the effects 
of Eve's eavesdropping. So, the proof of unconditional security of quan­
tum cryptography consists of showing that by error correction we can 
reduce both the difference in Alice's and Bob's keys and the percentage 
of the key Eve can possess to arbitrarily small amounts. 

In general, to enable Alice and Bob to exchange a key unconditionally 
securely we should, in addition to the BB84 protocol from Sec. 1.21 
(p. 64), also assume that they have a quantum computer at their disposal 
to store qubits in its memory and to correct bit-fiips and phase shift 
errors in transmission of qubits. Fortunately, for an error correction 
scheme that has bit-flip and phase shift correction completely separated, 
as for example the CSS scheme presented in Sec. 1.22 (p. 72), we can 
dispense with the quantum computer because we would only need it to 
carry out an interwoven bit-flip and phase shift error correction. Using 
a CSS scheme, however, we can keep the bit-flip correction and average 

'̂̂ The probability of photons coming out from the first polarizer being detected after passing 
through the second one—given by Eq. (1.9) for the first scheme. 
^*The probability of photons being detected by the two detectors shown in Fig. 1.19 (p. 44)— 
given, for example, by Eq. (1.143) for the second scheme. 
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over random phase vectors obtained by the syndrome measurements and 
get a mixed state that is equivalent to a randomly chosen code string 
[Shor and Preskill, 2000]. A bit-flip correction suffices for a complete 
recovery of all bits changed in transmission.^^ 

TaJsen together, in addition to the points of the BB84 protocol from 
Sec. 1.21 (p. 64) we should, according to Shore and Preskill [Shor and 
Preskill, 2000], further assume the following: 

11. Ahce publicly announces u+v where v is the sifted key block (the 
remaining bits they agreed upon in point 10) and M is a random 
codeword in Steane's code C. Bob adds^° u + v to his string v + e 
and corrects the result u + e he received through the quantum 
channel to the codeword in C. 

12. Alice and Bob use the coset u + C, C C C (see below) as their 
key. 

This points deserves some comments: (a) The error correction scheme 
is reduced to the classical case. For the sake of simplicity we will use the 
simplest Hamming code C, although there are other more sophisticated 
and bigger codes, in particular those that can correct more than one 
error, (b) The length of the block Alice chooses to send must match the 
length of the codeword. In our case, both v and u contain seven bits, 
(c) V might but need not belong to the code C, i.e., Bob cannot correct 
V directly, (d) Eve cannot make use oiu + v to increase her information 
because Alice picks up bits for v at random, and the probability that 
Eve already has all these bits is negligible. So Eve will have more than 
one error and cannot correct these errors. 

Let us consider the following example for these points with Alice 
picking up seven measurements among all those she and Bob sifted in 
step 10 of the BB84 protocol in Sec. 1.21. She knows she sent, for 
example, v = [1110001]. Bob, however, might have received it with 
a bit-flip: v + e = [1111001]. Neither v nor v + e are Hamming code­
words. Alice randomly picks up a codeword, for example, u — [0011001], 
and publicly announces u + v = [1101000]. Bob adds it to t; -|- e and 
gets v + e + u + V = [0010001] — u + e. By using the check matrix 
for the Hamming code given by Eq. (1.149), Bob gets the syndrome 
s^ = H • [0010001]^ = [100]^. This syndrome s points to the fourth 
column of h, and he learns that his fourth bit has flipped. 

•'^Here, as in Sec. 1.22 (p. 72), we assume that there is, on average, one error per message 
block within a key. 
^''in the Uterature one often finds the term "subtracts" here. But for XOR these two operar 
tions reduce to each other. 
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Now we turn to the code C and the coset of C—but only to go 
around it below. C must be such that its dual code C'-^ has the same 
minimal distance (in our case, 3) as C [Steane, 1996b]. The coset of 
C determined by u is the set of all the words of the form u + c as c 
ranges over all words in C": u + C — {u + c\c € C'}. The generator 
G' of the dual code C"*- gives the word G'{u), which is in one-to-one 
correspondence with the coset of C": G'{u) ^y u + C [Lo et al., 2005]. 
Instead of giving the details of computing this one-one correspondence 
we would rather present a shortcut that amounts to the same result. 

Let us substitute the following step for the step 12 above: 

12. Bob uses the obtained e to correct his received string v+e+e = v, 
and thus Alice and Bob share the identical key-part v. 

After Alice and Bob repeat steps 11 and 12 enough times, they become 
almost certain that they have identical copies of the key. 

However, computing the coset in step 12 would provide Alice and Bob 
with privacy amplification, and in using 12 they have to do it separately. 
This is necessary because Eve can still be in possession of some parts 
of the key corresponding to the photons she measured and resent to 
Bob in a correct basis. To reduce the information that Eve can possess, 
Alice and Bob can apply the following amplification procedure. They 
pick a pair of bits (informing each other of their choice through a pubhc 
channel) and substitute it with an XORed value of the pair. Since there 
is a high probabiUty that Eve will not have information on both bits, 
this reduces her knowledge. Alice and Bob can iterate the procedure 
until the information Eve has gained cannot jeopardize the security of 
their key anymore. 

This completes our sketch of the proof of the unconditional security of 
quantum cryptography. The maximum tolerable error rate is computed 
to be 11% [Shor and Preskill, 2000; Lo et al., 2005], but we have not 
elaborated on error and reliability estimates, since too many experimen­
tal improvements have been achieved recently. For example, last year, 
the experimentally achieved distances of transmission exceeded the ones 
of only five years ago by 300% [Corndorf et a l , 2004]. In Sees. 2.7 
(p. 125) and 3.1.7 (p. 151) we give an overview of recent experimental 
implementations and perspectives. 



Chapter 2 

EXPERIMENTS 

2.1 Technological Candidates for Quantum 
Computers 

To date—about ten years after the first experimental implementation 
of one qubit—most of the numerous proposals for quantum comput­
ing prototypes have not been able to implement more than one or two 
qubits. Thus, one still cannot single out a most promising technologi­
cal candidate for a future quantum computer. This situation does not 
mean, however, that there are doubts about whether to pursue the ex­
perimental efforts further. The quantum computer project is taken as 
inevitable, and the experimental efforts have been undertaken and sup­
ported with a vigor similar to the efforts dedicated to the nuclear fusion 
program from the 1960s till today. 

Both these projects appear to be unstoppable multi-billion dollar in­
ternational initiatives (in 2004 the United States dropped its own fusion 
research project, FIRE, in favor of concentrating all resources on the 
international ITER project), but the quantum information processing 
project may have a better chance of success. There are several reasons 
for this. The nuclear fusion project is not perceived as being able to 
lead to a practical commercial power plant in the near future, even if 
the project turns out to be successful in the end, while an operating 
quantum computer would have no such problems, however complicated 
and expensive it would be. Moreover, the main classical computer pro­
ducers increasingly support both theoretical and experimental quantum 
information groups. Prom the very beginning, nuclear fusion experi­
ments and their financial support were mostly concentrated on the toka-
mak. In contrast, there is an increasing variety of comparatively low-cost 
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platforms for quantum computers, and the financial support is spread 
evenly over a constantly growing number of experimental and theoretical 
groups throughout the world. Finally, nuclear fusion theory is basically 
a nuclear reaction theory tied mainly to the tokamak experiments, while 
quantum information theory is a true interdisciplinary project involving 
many specialties of physics, mathematics, and computer science. As a re­
sult, new jobs in quantum information field become available practically 
each day, and both quantum information theory and its experiments 
are having a growing impact on all the various fields from which they 
emerged. 

At the beginning of this section, we mentioned that only a few tech­
nological candidates for future quantum computing platforms have suc­
ceeded in manipulating several qubits. These are nuclear magnetic reso­
nance (NMR), with molecules in a liquid; ion traps; and cavity quantum 
electrodynamics (QED). In this chapter, we shall elaborate on the first 
two as well as a recently proposed silicon-based model. Then, in Sections 
2.6 (p. 123) and 2.7 (p. 125), we shall briefly present a quantum infor­
mation science and technology roadmap for quantum computation and 
communication, as well as some experimental details and perspectives 
of quantum cryptography setups. 

2.2 Zeeman Effects 
Qubits that we can prepare, manipulate, and measure are two-level 

states of photons, electrons, and nucleons. Apart from all-photon com­
puters, electrons play an important role in understanding and designing 
quantum computers. In this section we therefore consider electron states. 
There are no "oflF the shelf" two-level states of electrons within atoms, 
since electron spins interact with their orbits and with the nuclei of the 
atoms. We can distinguish all the electron states only when atoms are 
in a magnetic field. This behavior is called the normal and anomalous 
electron Zeeman effect within atoms [Greiner, 1989]. We will review the 
Zeeman effects in this section, not because they work directly as quan­
tum computing devices but because many details of quantum devices 
that we will elaborate on in the subsequent sections are based on or 
derived from them. 

Let us consider an electron in the simplest possible atom (hydrogen) 
in the Bohr model. The electron is represented as a particle of mass 
m and charge —e rotating around a proton of charge -he, as shown in 
Fig. 2.1(a). 

The rotating charge forms a current 

e V 

^ ~'t~ ^'2Tvr 
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Figure 2.1. An electron rotating around a proton in the Bohr model. 

and a magnetic (dipole) moment 

• 2 , 1 
Hi — —jr-KK = —-er x v 2m 

L, (2.1) 

where k is the unit vector along the 2;-axis, L is the angular momentum of 
the electron, and m is the electron mass. Therefore, the electron carries 
a magnetic moment proportional to its angular momentum. Since this 
outcome is valid in general quantum mechanics, it is valid for the angular 
momentum operator and therefore not only for the orbital motion of the 
electron but also for its intrinsic spin angular momentum. The values 
of the angular momentum are determined by the angular momentum 
quantum number, I, and the values of its 2;-component by the magnetic 
quantum number, mf. 

L = h^/l{l + l), l = 0,...,n-l, Lz = mih, mi ^-I,... ,1, (2.2) 

where n is the main quantum number. Introducing /j.^ = eh/2m, called 
the Bohr magneton, we can write Eq. (2.1) as 

M. = - 1 L . 

Prom Eq. (2.2) we also get 

Similarly, for the electronic spin we have 

(2.3) 

(2.4) 

S = h^ys{s + l), Sz = rHsh, rUs = ± ; (2.5) 
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We do not have a good semiclassical picture for spin (an electron 
spinning around itself does not work), and therefore we can only conclude 
that 

M5 = ~2^S = ^ S ' /̂ S2 = -Qsl^B^s, (2.6) 

where QS is called the gyromagnetic factor (see p. 46) We need an­
other theory—quantum electrodynamics, QED—to determine it: QS = 
2.002319304386. We often take it to be 2. 

The main idea behind manipulating qubits is to put them in an ex­
ternal field we can control and to get a response we can detect. For 
our atom, the field would be a uniform magnetic field B and the re­
sponse would be spectral lines. In the magnetic field B oriented along 
the z-axis, the electron can have the following potential energies: 

UL = -t^L • B, C/s = -gsfJ-s • B, (2.7) 

and from Eq. (2.4) we see that the energies of the electron are changed 
by the amounts 

AEi = mifx^B, AEs = migsix^B (2.8) 

from the value they had in the absence of the magnetic field ( 5 = 0). 
This change can be detected by observing the splitting of the spectral 
lines. For instance, when an electron in an excited state 2p (n = 2, I — 1) 
within a hydrogen atom deexcites to the ground state Is (n = 1, Z = 0) 
via the emission of a photon, the photon will have only one spectral 
fine, i.e., only one frequency. If we put the atom in a magnetic field, the 
so-called normal Zeeman splitting occurs following Eq. (2.8), as shown 
in Fig. 2.2. 

We can see that there is always an odd number of levels and spectral 
lines, and therefore we cannot have a one-to-one correspondence between 
Zeeman levels and states of two-level systems that we need for quantum 
computation. We could look for just pairs of states as will do in Sec. 3.1.6 
(p. 146), but this is not what we would call an off-the-shelf solution. If we 
try spins we can get an even level splitting, but things get complicated 
then. To see this let us again consider the semiclassical Bohr picture. 

In a hydrogen atom, the electron circles around the proton; but in 
a system fixed to an electron, the proton circles around the electron 
and generates the following inner magnetic field at the position of the 
electron: 

Bin = M O - = ^iO-- = M O ^ ^ - ^ ^ ^ . (2.9) 
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Figure 2.2. The normal ZeemaJi splitting. 

The direction of this inner magnetic field generated by the orbital mo­
tion of the electron must be the direction of the angular momentum, L. 
Eqs. (2.9) and (2.6) give the following potential energy for the electron's 
spin: 

Uj = -Us • Bin = 
Hoe^ 

Anr^m? 
S L = 

Aneor^m^c 
S L , (2.10) 

which is called the spin-orbit interaction. Comparing Eqs. (2.7) and 
(2.10), we interpret the spin-orbit interaction as an internal Zeeman 
effect. The spectral lines of the corresponding spontaneous emission are 
split into an even number of lines, as shown on the left-hand side of 
Fig. 2.3 for sodium. 

Thus, what characterizes the electrons within an atom is the total 
angular momentum J: 

J = L + S, J = h^jij + 1) j = \l±s\, 

(2.11) 

The splitting of spectral lines under the influence of the external mag­
netic field is called the anomalous Zeeman effect and is shown in Fig. 2.3. 

The magnetic moment and its z components are 

^' = -2^^^ Hz = -dfJ'B^j^ (2.12) 
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Figure 2.3. The spin-orbit interaction of sodium splits 3^P into 8^^3/2 and 3^Fi/2, 
and the external magnetic iield splits these and the ground state 3^5 further into the 
lines shown on the right {h.E shifts). The selection rules A j = 0 (j 7^0), ± 1 , Am^ = 
0, ± 1 , give the spectral lines—an anomalous Zeeman effect. 

where 

9 - 1 + 
j{j + 1) + s{s + 1) - l{l + 1) 

2j(i + i) 
(2.13) 

is called the Lande factor [Greiner, 1989]. The potential energy of the 
electron in the field is 

Uj = -IXJ • B . (2.14) 

Due to this magnetic moment, by putting atoms into the magnetic field 
B, the following energy shift occurs between 5 = |B| = 0,j level, and 
JB 7̂  0, J, rrij level: 

AJSj = grUj^^B. (2.15) 

However, in deriving this equation [as well as Eq. (2.8)] we assumed 
that J (L) is aligned with B. For Eqs. (2.1), (2.12), (2.7), and (2.14) 
show that when J (L) is perpendicular to B we have U = A£? = 0. 
J can be oriented in any direction when we switch on B, and then B 
acts on the electron with torque 

rj=lJ.jxB = -gi^gJ X B . (2.16) 
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If we neglect the spin-orbit interaction, we then have 

' r i = - A * s L x B and T^ =-g^i^^S xB. (2.17) 

Figure 2.4- Electron with spin precessing in a magnetic field B . 6 = 7r/2 is chosen 
although 9 can have any value between 0 and TT. 

The torques will cause changes in the directions of L and S: 

Tr = (2.18) dL _ _ ^ 
' dt' '^'~ dt 

that amount to precession about B, which frequencies, called Larmor 
(angular) frequencies, are (see Fig. 2.4) 

dt 
\dL/dt\ _ eLBsine n 
Lsm9 Lsin6 t^' OJ, 

h 
B. (2.19) 

Note that uig f« 2a;^. The term Larmor frequency is also often used for 

'^ 27r-

Using the Planck formula E = hu = hw, we see that the obtained 
frequencies give energies that are exactly the energy shifts (2.8) and 
therefore correspond to high frequencies (electron Larmor frequency, i/ 
for 1 Tesla magnetic field is 28.025 GHz). This means that the detection 
of such energies for two-level systems, i.e., for spin 1/2 qubits, would 
be difficult—regardless of whether we attempt to carry out direct detec­
tion of the precession energies or indirect detection through the Zeeman 
splitting of the spontaneous emissions. Then the spontaneous transi­
tions occur within very short time intervals (10~^-10~^ sec). In the end, 
electron spin states are always "screened" by the spin-orbit interaction 
as well as by the electron interaction with the nucleus, which is several 
orders of magnitude more massive than electrons. 

Nonetheless, we have enough elements to design a system that could 
perform quantum logic operations on a single qubit, be it electron, nu­
cleus, or the whole atom. An external magnetic field is very easy to 
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apply to a system. After a time interval, one can expect all systems to 
be aligned with the field. In the initial state, a system does not move— 
does not precess. Next, we apply perpendicular fields to tip systems 
that would then start precessing. The energy emitted by the precess-
ing systems should be detectable. Which systems would fit into such 
a scheme the best: electrons, nuclei, ions, atoms? The two most im­
portant requirements are that energies corresponding to precession be 
much lower than with electrons and that the decoherence time be much 
longer. Eqs. (2.8) yield E ~ 1/m, telling us that for nuclei, which are 
several orders of magnitude more massive than electrons, we can have 
radio frequency emissions, and this is something than can be handled 
easily (the proton Larmor frequency, u, for a 1-Tesla magnetic field is 
42.578 MHz). An off-the-shelf candidate for such a scheme is nuclear 
magnetic resonance, especially since it also offers very long coherence 
times. 

2.3 Liquid-State Nuclear Magnetic Resonance 
Nuclear magnetic resonance (NMR) is a term denoting a "Zeeman-

like" method for manipulating and measuring nuclear spins. Nuclei have 
spins characterized by a nuclear spin quantum number, I, and therefore 

S = h^/l{I + l), Sz = m,h, m, = - / , . . . , I . (2.20) 

The associated intrinsic magnetic moment is 

^ ^ ^ M ^ S , /.,-, = 5^/i^mj, (2.21) 

where /x^ = ^ - (nip being the proton mass) and g^^ is the nuclear g 
factor. Nuclear magnetic moments are usually specified by the values 
of their g factors, which can be positive and negative. For instance, 
for the proton we have gp = 5.5856912 ± 0.0000022. The neutron also 
has a nuclear magnetic moment, and its g factor is gn = —3.8260837 ± 
0.0000018. There is no direct semiclassical interpretation of the nuclear 
magnetic moment for the neutron, although classical charges that sum 
up to a net charge of zero can have a magnetic dipole moment. The g 
factors differ greatly from one nuclide to another. For example, -̂ Ô has 
g = -0.76, ^^Nb has 2.47, and ^''Fe has 0.18. Note that //^ and S are 
parallel for positive and antiparallel for negative g factors. 

When we put a nucleus (couphng to electrons within an atom can be 
treated as a small perturbation) into a static magnetic field B, we will 
get energy shifts analogous to those from Eqs. (2.8) and (2.15): 

AE, = g^fi^m.B. (2.22) 
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Figure 2.5. The nuclear Zeeman effect for a sp in- | nucleus in a magnetic field B for 
a positive nuclear g factor (for negative g, the levels are inversed). 

As a result, we obtain the nuclear Zeeman effect shown in Fig. 2.5. 
The nuclear Zeeman effect differs from its atomic version (presented in 

Sec. 2.2) in two respects. First, we can handle spins directly, since they 
are not strongly bound to another observable, unlike spin-orbit electron 
coupling. Second, we can directly measure AEj given by Eq. (2.22), 
as opposed to the electron case, where we obtain a shift in a spectral 
line (obtained by a spontaneous transition between states determined by 
other observables (cf. 2.3)); actually, spontaneous transitions take place 
between nuclear states as well, but the probability of their occurrence 
as compared to the stimulated transition is negligible. 

static field coil 

I 
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static field coil 

-PH. 

B 

Figure 2.6. Experimental setup for NMR preparation and measurement. 

By means of the device shown schematically in Fig. 2.6, we can han­
dle nuclear spins (within a sample containing, for instance, chloroform, 
alanine, or trichloroethylene) using a weak rotating magnetic field Bi 
and a strong static field B (typically Bi < O.OOIB). In real experiments. 
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one does not use a rotating field but an oscillating field generated by 
an alternating radio-frequency (RF) current passing through an RF coil. 
An oscillating field is a superposition of two oppositely rotating fields. 

To better understand how this process works, let us first assume that 
the magnetic moment /x^—corresponding to qubit |0)—is oriented along 
the ^;-axis. Then we briefiy apply Bi along the a;-axis to the magnetic 
moment and tip it a little off the ^-axis. Due to the field B, it starts 
precessing with frequency 

U), t^i B = 
2h 

B, (2.23) 

where 1/2 stands for |m^| = 1/2. We continue to apply Bi in pulses 
at the frequency ojj. We call these pulses resonant pulses. In the frame 
rotating around the z-axis at the frequency ujj, the field Bi looks like a 
constant vector, for example, along the a;-axis as shown in Fig. 2.7. 

When Hj is tipped to the a;y-plane (see Fig. 2.7 (a); we have to keep 
the RF generator on for time t = ^j-), the precession in the xy-plane 

induces an RF signal in a pickup coil (see Fig. 2.7(b); it can be a separate 
coil as shown here or the same coil that produces Bi , as in Fig. 2.6). 

Figure 2.7. In a rotating frame, Bi is aligned with the a;-axis and tips fj, into xy-
plane. Then the precession about the 2:-axis induces a signal in the coil. 

The signal induced by a single nucleus would be too weak and could 
not be measured. Consequently, we use liquid samples (usually called 
lattices). Each molecule in such a large ensemble of molecules is simul­
taneously placed in an initial state and subsequently subjected to RF 
pulses. In the end, these all induce RF signals in a pickup coil that sum 
up to a detectable output. 

Different nuclei have different resonant frequencies because they have 
different g factors, g^^. Hence an NMR experiment can prepare and 
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detect states of different nuclei, i.e., different qubits. These diflferent 
qubits must be coupled, and for this purpose appropriate molecules are 
chosen. We have already mentioned some of them above. For instance, 
trichloroethylene, 

CL CI 

H ^ ^ C l 

can incorporate three qubits: the spin-^ proton, H; and two spin-^ -̂ Ĉ 
carbons (the usual ^^C ethylene carbons have spin 0) [Laflamme et al., 
2002]. 

The qubits correspond to the — | and +^ energy levels shown in 
Fig. 2.5 and therefore to magnetic moments that point up and down 
respectively: 

\^|;^) = e-^*^^a\0) + e''^*/2^|l), (2.24) 

where u is the precession frequency given by Eq. (2.23). For the above 
trichloroethylene at B = 11.7 T, the precession frequency for protons 
(i.e., for H) is about 500 MHz and about 124.5 MHz and 125.5 MHz for 
the two ^^C frequencies. 

By means of az (given by Eq. (1.88)) aligned with the field B, we can 
write Eq. (2.24) as 

|Vt)=e'"'"^*/'|Vo). (2.25) 

The equation can be verified with the help of MatrixExp [cf. Eq. (1.108)]. 
The observable az measures the spin along the 2;-axis. Analogously, a^ 
and ay measure the spin along the x and y axes determined by the 
orthogonal weak fields Bi and B2 produced by RF coils (see Fig. 2.6, 
p. 95). Hence, |^t) is the function |^) given by Eq. (1.113), which rep­
resents a state on the Bloch sphere. The corresponding density matrix 
is given by Eq. (1.112), which can also be expressed as Eq. (1.92), where 
r, given by Eq. (1.111), points to the states on the Bloch sphere. 

Thus, one-qubit gates are rotations within the Bloch sphere imple­
mented by RF pulses. This is described by the Hamiltonian 

H = -iu)x(^x + (^yo-y + u)zaz), (2.26) 

and the corresponding state is 

1̂ ,) = e-^*|Vo). (2.27) 
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For instance, by applying an RF pulse along the x-axis with duration 
t = TT/{2LJa:), we get VNOT up to a phase (cf. Eq. (1.56)) 

g-i7r<r./4 ^ M a t r i x E x p [ - ^ ] = ^ 1 i 
i 1 

(2.28) 

Similarly, we can get the Hadamard gate (Eq. (1.59)) up to a phase 7r/2: 

(2.29) 
~V2 

1 1 
1 - 1 

With the help of single qubit gates and CNOT gates, we can imple­
ment almost any gate and algorithm (see Sec. 1.19, p. 51; and Theorem 
1.3, p. 53). Therefore, what is left to be considered are two gates manip­
ulated so as to give a CNOT gate. To be able to form a CNOT gate, two 
gates must be coupled—the so-called J-coupling in NMR. J-coupling is 
essentially a spin-spin magnetic interaction, although distorted by its 
electron mediation and the molecule motion. It can be approximated by 
the Hamiltonian 

Hj = '^cTua2z, (2.30) 

where CTJ, i = 1,2, are the Pauli operators of the nuclei and J is the cou­
pling constant. J is about 100 Hz between the two ^^C atoms and about 
100 Hz between H and the adjoining ^^C atoms in trichloroethylene. 

J-coupling causes an increase in the precession frequency of one of 
the spins when the other is oriented along the -H^̂ -axis (|0) state), and a 
decrease when the latter spin is oriented along the —2-axis (|1) state). 
As a result, the former spin rotates anticlockwise in the rotating xy-
plane when the latter is in the state |0), and clockwise when it is in the 
state |1), as shown in Fig. 2.8 (a3) and (b3). 

Actually, virtually all basic quantum gates and algorithms have been 
implemented in NMR devices, including Shor's algorithm for factoring 
numbers (the number 15 was factored by means of a 7-qubit molecule 
[Vandersypen et al., 2001]). We can say that NMR devices, on which 
dozens of experiments have been carried out so far, are the first fully 
operating quantum computers. They are also well ahead of any other 
existing model and therefore deserve special attention. Yet these devices 
are apparently not prototypes for realistic would-be quantum computers, 
since we can hardly scale them up to a large enough number of qubits 
to produce machines of any useful size.-̂  The first problem is, of course. 

^It has been estimated that we would need a 1000-qubit quantum computer to outperform a 
classical computer [Preskill, 1998]. 
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Figure 2.8. CNOT NMR gate. The a-row shows CNOT|0>|0)=|0)|0) and the b-row 
shows CNOT|1)|0)=|1)|1). The black arrow is a control qubit, and the gray arrow is 
a target qubit. We arrive at (a2) and (b2) by y-rotation (RF pulses). (a3) and (b3) 
are the consequences of the J-coupling. After applying x-rotations, we arrive at (a4) 
and (b4). The figure is according to Fig. 11 of [Laflamme et al., 2002]. 

the size of the molecules. Another problem is the operating temperature 
and the strength of the magnetic field, because at higher temperatures, 
the more qubits we have, the exponentially bigger the error. For low 
temperatures, Eq. (2.22) and basic thermodynamics yield /x^5 ~ kT. 
But the strongest available NMR field today (less than 30 Tesla) corre­
sponds to r ?a 0.04 K, and at this temperature the sample cannot be 
in the liquid state. There are many other problems with scaling, such 
as increasing the frequencies and decoherence. Nuclear spin quantum 
computer models and experiments must therefore be scaled in a differ­
ent way, for example, by using a solid state, as we describe in the next 
section. There might also be a fundamental problem with the present 
implementations of NMR computing: it is not obvious whether entangle­
ment, which can be obtained in principle, is also obtainable in realistic 
implementations where apparently all room-temperature thermal states 
should be separable [Braunstein et al., 1999]. 

2.4 Silicon-Based Nuclear Spins 
The scalability problem that NMR quantum computers have with 

the size of molecules stems from the fact that we address nuclei by 
their chemical identity. We do so with the help of RF coils tuned to 
the resonant frequencies characteristic of the addressed nuclei. This is 
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apparently simply not feasible for molecules with more than 20 qubits. 
Hence, it would be very convenient if we could find a way to address 
nuclei by their addresses as in classical computers. It would be even 
more convenient if we could talce advantage of the existing research on 
the materials used by the standard computer industry, which currently 
approaches the quantum realm from the "other side." And this is exactly 
what recent silicon-based nuclear spin computer models offer. 

Nuclear spins in solid state materials interact with electron spins in a 
way similar to that in which electron angular momenta interact with elec­
tron spins through the spin-orbit interaction (Eq. (2.10) and Fig. 2.3), 
i.e., the nuclear magnetic moment interacts with the electron magnetic 
moment. This interaction—called the hyperfine interaction—contributes 
to the Hamiltonian of the whole system containing nuclei and electrons 
with the term 

Hh = AI-S, (2.31) 

where S and I axe the electron and nuclear spins, respectively (cf. Sec. 2.3, 
p. 94). 

With 5 = 5 and J = 5, the base states for the nucleus and the 
electron taking part in the hyperfine interaction are |t)e|t)iV) |T)eU)jV) 
I i )e| T )Ar, and | i )eU )Ar. Their arbitrary state is therefore 

i*) = Ci |T)e | t )Ar + C2|T)eU)iV + C3|i)e |T)Ar + C4U)eU)jV.(2.32) 

The action of the spin operators on the base states is the standard Pauli 
matrix action on them. For example, Sy\ t )e| i )Ar = o-y\ T )e| i )jv = 

i\i)e\i)N, 4 | T ) e | i ) i V = ^ f | t )eU)Ar - |T)e| t)iV, and 5,7, |T)eU)Ar = 
^x^z^\ i)e\1)N = — I i )e| i )iv- The total Hamiltonian is a constant plus 
the interaction part given by Eq. (2.31): 

H = Eol + A(r^-(T^. (2.33) 

Using Eq. (2.6) and (2.21), we can also understand this interaction as 
the interaction of two magnetic dipoles whose energy depends on IJ-g-^j-
The difference between the classical and quantum dipole interactions 
is that the classical interaction depends on the distance between the 
dipoles, while the quantum interaction does not—the Hamiltonian (2.33) 
gives only the average interaction energy [Feynman et al., 1965, 12-5]. 
And this is the key point for our application because in the solid state, 
in particular in semiconductors, the electron wave function is spread 
through the crystal lattice surrounding a nucleus or ensemble of nuclei. 

Resolving |^) into base states, considering its time evolution, and tak­
ing into account that Q = Ci{t) = {^i{t)\^{t)) = (*i |*) , i = 1 , . . . ,4, 
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where |^i) is one of the four base states from Eq. (2.32), we get [Feynman 
et a l , 1965, 8-9] 

dC- ^ 
i h ^ = Y.Hij^o^ i = l , . . . , 4 , (2.34) 

where Hij = {i\H\j). We obtain these elements by applying H to all 
base states. For instance, 

where we adopt the notation | | t ) for | T )e| T )jV) etc. This yields 

F i i = (TT|i?|TT> = A i?i2 = (U|i:^ITT) = o , . . . , (2.35) 

and taking 

d = aie-^^ (2.36) 

we get the following system: 

Ea\ = Aai, Ea2 = —Aa2 + 2^013, 

Eas = Aai - 2^03, Ea/^ = ^04. (2.37) 

Prom the first and the fourth equations, we get the following energies 
and states: 

Ei = A, |/) = |TT), En = A, | / / ) = | U ) , (2.38) 

and from the second and the third we get 

Em = A, |m) = - ^ ( | n ) + UT)), 

Eiv = -SA, \IV) = -L (Iti ) - lit)) • (2.39) 

Hence, the states |J), | / / ) , and \III) are degenerate, and a transition 
from them to the state \IV) causes an emission of a microwave quantum, 
AE = AA = fko. Of course, the atom would also absorb a quantum of 
the frequency w. 

When we put the atom into an external magnetic field B, the upper 
line sphts. Let us look at the details, following [Feynman et al., 1965, 
12-9]. Feynman presented the calculations only for hydrogen, but they 
approximate any atom with nuclear spin 5 and a single electron in the 
outer shell [Kane, 2000]. The Hamiltonian is 

H = Acr'-cr^ + 9sf^B<^"-^ - 9MP^N<^"-^^ (2-40) 
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where QJ^, f/,j^, and QsHg are given by Eqs. (2.6) and (2.21). Proceeding in 
the same way as above and obtaining equations analogous to Eqs. (2.35)-
(2.37), we get the following energies: 

Eui = A ( -1 + 2 ^l + {g,i^^+g^pi^YByAA^ ), 

Eiv = -A{l + 2 ,Jl + {g,i,^+g^n^YBy^A^ ) . (2.41) 

Since gg/x^ (for the electron) is about thousand times larger than g^/i^B 
(for the nucleus), we get the plot shown in Fig. 2.9. 
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Figure 2.9. The energy levels (Eqs. (2.41)) and states of an atom with a nucleus of 
spin 5 and a single electron in the highest shell with a negligible spin-orbit interaction. 
The dashed lines are —A+{ggfj,g +g^iJL^)B and —A — {ggiXg +p^/ijv)jB. All emission 
and absorption transitions are allowed. 

From Eq. (2.41) we can see that for large 5 , the dashed linear func­
tions given in Fig. 2.9 approximate Em and Ejv- Thus, we obtain 
four Unear functions representing four energies and four different states 
|/) = I TT ), | / / ) = I i i ), \III) = Cni2\ n ) + Cun\ i t ), and 
\IV) = Civ2\ i t ) - C/yal i t ), where Cj are (for .B > 0 and Hamil-
tonian (2.40)) determined by analogy with Eq. (2.34). It is straight­
forward to show [Feynman et al., 1965] that for small magnetic fields, 
Cun=Cun=Civi=Ciy>,=\l\/2 and for large ones, dm - 1, Cui% ^ 
0, C/V2 '^ 0, and C/ys = 1. 

These properties of atoms with nuclear spin ^, which have no orbital 
degree of freedom and have a single electron in the highest shell with 
a negligible spin-orbit interaction, promise comparatively easy handling 
within a solid state environment. The natural candidate for the atom 
is phosphorus, which appears in only one isotope -̂̂ P in nature, and 
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therefore is 100% pure. It has one outer electron, and I = \- The 
natural solid state candidate is the group IV of Si semiconductors with 
/ = 0. Current intensive efforts to shrink silicon processors may yield 
many techniques that might prove helpful for implementation of qubits 
into an Si semiconductor environment. Recently Bruce Kane proposed 
such an implementation [Kane, 1998; Kane, 2000; Skinner et al., 2003]. 
Let us consider the details. 

The Si substrate is an insulator at temperatures under 1K, i.e., there 
are no free electrons. Phosphorus atoms can be introduced as donors in 
controllable positions in the substrate. As we have pointed out above, 
the energy levels of the hyperfine interaction between the electron and 
nuclear spins in ^^P are well defined, and the transitions between the 
levels shown in Fig. 2.9 are induced by a globally applied radio frequency 
magnetic field BRF- Bringing the systems into resonance with BRF is 
done by A-gates as shown in Fig. 2.10. 

Gates ^Hi 

B 
Barrier ] 

sut|strate 31^+1 

B T=100 mK 

-^RF 

Figure 2.10. Phosphorus donors in an Si substrate, ^-gates control the nuclear-
resonance frequency, and J-gates control the electron-mediated coupling between the 
nuclear spins. The figure is according to Fig. 1 of [Kane, 1998]. 

A-gates are small electrodes with the help of which one can address 
qubits in the following way. In contrast with NMR, where each qubit has 
a different chemical identity and therefore a different Larmor resonance 
frequency, the process of addressing the nuclei by means of the external 
RF field can be carried out by only a single frequency, because all qubits 
have the same chemical identity (^^P) and all see the same chemical 
environment (sihcon). Hence, we cannot set the external RF field B^p 
to this frequency because it would tip the spins of all qubits indiscrimi­
nately. The solution is to apply a slightly detuned external B^^ and to 
tune in a chosen qubit instead of the field itself. We do so by means of 
the A-g&ie voltage over the chosen nucleus. It draws the electron off the 
nucleus, as shown in Fig. 2.11, thereby changing the resonant frequency 
of the nucleus so as to coincide with that of the external fields 5j^p. 
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Figure 2.11. (a) One qubit operation: vl-gate bias brings the nuclear spin into reso­
nance with external RF field; (b) Two-qubit operation: a positive voltage bias applied 
to the J-gate lowers the potential barrier between donor sites and turns on exchange 
electron-mediated coupling between the nuclei. 

Two nuclear spins from two adjacent -̂"̂ P atoms can interact with the 
same electron and therefore be coupled through an electron mediation. 
Such an electron-mediated interaction can therefore be controlled by-
voltages applied to metallic gates above the Si substrate. In Fig. 2.10, 
this is done by J-gates. At sufficiently low temperatures (about 1 K), 
the electron spin relaxation time is over 15 minutes and the nuclear spin 
relaxation is over 10 hours, so that there is no problem with decoherence. 
With even lower temperatures, arbitrarily long relaxation times can be 
achieved. 

For a computation, we can use nuclear spins as memory and electron 
spins as mediators of interaction between the nuclear spins. There are 
several reasons for taking this approach. The relaxation time of nuclear 
spins is much longer, they have no orbital degrees of freedom, and they 
rotate much more slowly in the external magnetic field B than electrons. 

The Hamiltonian of two coupled nucleus-electron systems is 

H (2.42) 

where HB is the part containing the magnetic field interaction terms as 
in Eq. (2.40); Ai,A2 are the hyperfine interaction energies; and J is the 
exchange energy, depending on the degree to which the electron wave 
function overlaps. The second and third terms in the Hamiltonian H 
above are called the HA part [Kane, 1998; Kane, 2000]. The HB part 
is also called the Zeeman magnetic part [Levy, 2002]. Again, as with 
Eq. (2.41), we can use the calculations for the hydrogen [Kane, 2000] to 
get 

J{r) exp 
2r 

(2.43) 

where r is the distance between the donors and a^ is the semiconductor 
Bohr radius. J can be varied by electrostatic potentials imposed by 
J-gates positioned between donors, as shown in Figs. 2.10 and 2.11. 
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We should emphasize that the HB part in Eq. (2.42) contains terms 
that involve a strong external field B (which should be called B^, but it 
is usual in the literature to simply denote it B), 

-9Nl^NM<^tN + (^2N) + 9sf^BBz(<^le + (^L), (2-44) 

and an oscillating field B^^^ (often also denoted Bac), which is positioned 
in the a;y-plane) 

5RFO(*) cosa;i[-5^/x^((Tf^ + o-f̂ v) + ^ S / ^ B K B + <^2e)] 

+^RPo(*) smwi[-5^/i^((7^jv + al^) + 9sf^Bi(^ie + ^Dl - (2-45) 

A negative voltage bias applied to the J-gate decouples the adja­
cent spins, and a positive voltage couples them. A positive voltage 
bias applied to the ^-gate draws the electron away from the nucleus, 
thus reducing the interaction between the electron and nuclear spins 
and therefore the energy difference between 11 )Ar and | i )iv- This out­
come allows us to make an arbitrary transition between these states by 
achieving a resonance with a global RF oscillating magnetic field B^^^. 
Actually, by applying an appropriate voltage fluctuation to A-gates we 
can rotate—similarly to the NMR rotations presented in Sec. 2.3—the 
qubits (nuclear spins) and thus change the levels and states (see Fig. 2.9, 
p. 102). This suffices for handling individual qubits as well as controlled 
operations. For example, the CNOT of the electron spin, conditioned on 
the state of the nuclear spin [Kane, 2000], can be achieved by exciting 
the transition between the lower two states (see Fig. 2.9, p. 102) with the 
radio frequency magnetic field B^^p, provided that the field B is strong 
enough: (| J. )e| T )N) ^->- I T )e| T )N- However, if we want to scale up the 
number of qubits then we have to choose a different approach. But let 
us first say a few words about reading off the results of a computation. 

To read out the states of qubits in which a finished calculation leaves 
them, we use—unlike NMR computers—charge measurements. Mea­
surements of the magnetic fields of electrons and nuclei would also be 
a possibihty, but these are much slower than the charge measurements. 
Single charge measurements can be carried out by a single electron tran­
sistor, SET, in microseconds as we mentioned in Sec. 1.5 (p. 12). Here is 
yet another example of how recent advances in the shrinking of classical 
computers can help us in building a solid state quantum computer. 

Measurements of nuclear spins are made by charge measurements'^ of 
electrons for the exchange energy J > fXgB/2. (Computations are made 

^The SETs are positioned above atoms and the charge motion within Si substrate (see 
Fig. 2.13) change the potential of a SET part called island. This changes SET's conduc­
tance and enables measurements. 
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for J < iXgB/2 because for lower J, the electrons are fully polarized, 
while for J > ^i^Bjl^ the energy levels are split (cf. Fig. 2.9, p. 102). 
Then the state ( | \ )\t\i )2e — Ii )ie|T )ie)l^ has the lowest energy and 
IT )ie| T )2e has the next to lowest. These two states are coupled to the 
nuclear spin states, which then determine whether the electrons will be 
in the state 11 )ie| T >2e or in (| T )ieU )2e - U >ie| T )2e)/\^- Since the 
charge measurement can differentiate between these two electron states, 
we can infer the values of the nuclear spin states. Thus we can recover 
both electron spin and nuclear spin. At the same time, this outcome 
defines the qubits we can work with. The qubits are given by [Kane, 
2000] 

|0) = | t ) e | i ) j V + U ) e | T ) i V , | l ) = | T > e U > i V - U ) e | T ) A r . (2.46) 

Two-qubit systems and the operations (gates) one can carry out on 
them are determined by the Hamiltonian given by Eqs. (2.42), (2.44), 
and (2.44). The calculations of the energy levels for a two-qubit system 
are straightforward although tedious. They can be done in the same way 
that the calculations for the one-qubit system, described by Hamiltonian 
(2.40), were carried out above. Thus, we get equations analogous to 
Eq. (2.41), and we get Fig. 2.12, which corresponds to Fig. 2.9 (p. 102). 
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Figure 2.18. Magnetic energy levels of the total spin subspaces of the two-qubit Kane 
computer. Flipping the electron or nuclear spin changes the energy by A^^e or AEN, 
respectively. Flipping both of them changes the energy by AEr [Skinner et al., 2003]. 
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Now, in order to carry out, for example, the CNOT operation 

CNOT|l)i|0)2 = CNOT(|T )ieU )iAr - U )ie|T )iiv) 

(|T)2eU)2JV + |i)2e|t)2iv) 

= ( | T ) l e U > l i V - U ) l e | T ) l i v ) ( | T ) 2 e U ) 2 i V - U ) 2 e | T > 2 A r ) 

= | l)l | l)2, (2.47) 

we have to find a function that will change the phase of | i )2e| T )2JV 
depending on the phase of | J. )ie| t )iAr- We do this by allowing electrons 
to act on the nucleus from the other qubit by means of the hyperfine in­
teraction. Kane designed a hyperfine evolution for this purpose [Skinner 
et al., 2003]. 

The idea is to apply bit trains of voltage pulses applied to A-gates 
while S-gates shuttle electrons from and to donors. (5-gates correspond 
to the J-gates in Figs. 2.10 and 2.11.) 

f... 

Figure 2.13. Entangling electron-nucleus qubits eiiVi and e2N2. S'-gates displace 62 
and shuttle ei from Â i to Ni. v4-gates draw electrons away from nuclei and change 
their states enough for the global RF field JBRF to flip targeted sub-states [Skinner 
et al., 2003]. 

First, we apply a positive voltage to .A-gate A2 to draw the electron 
62 ofi' the donor ^^P atom, and then, by applying a positive voltage 
to S-gate S4, we move 62 aside. Next we shuttle electron ei to n2 in 
order for A-gate 52 above n2 to apply hyperfine interaction, as shown in 
Fig. 2.13. Through this interaction, the two qubits become entangled. 
We would like to have pure hyperfine evolution according to the HA part 
of Eq. (2.42); however, the magnetic field (the HB part of Eq. (2.42)), 
whose role is to augment the interaction, is on all the time. The HA part 
should now contain terms that describe the entanglements, in particular 
O-1«-(T2^ and cr2e-o-i^: 

HA = YlAij<r<<7^''. (2.48) 
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We can achieve this outcome by "slicing" the time needed for the 
hyperfine evolution into many steps using the Trotter formula [Skinner 
et a l , 2003; Nielsen and Chuang, 2000]: 

Q-iHA/h ^iHBAt/2h^-i{HA+HB)At/h^iHBAt/2h " (2.49) 

In this way we apply the full Hamiltonian evolution and still have only 
HA, i.e., pure hyperfine evolution. To apply this result, we take the 
number a of Ai = t/a steps. The middle term on the right-hand side 
of Eq. (2.49) corresponds to the full Hamiltonian evolution and the two 
other terms correspond to a magnetic interaction that corrects the mag­
netic evolution. The full period of the hyperfine interaction is given as 
TB = h/AEr (see Fig. 2.12). The hyperfine period is TA = h/4:A. 

Using digital bit trains that apply voltage pulses to ^-gates, we can 
construct arbitrary quantum logic gates with the help of 0 pulses of 
magnetic evolution, {B,(j)), and 9 pulses of pure hyperfine evolution, 
{A, 9), where 

{B, 4>) = e-'^B<l>TB/h^ (^^ ^) = ^-iHA0TA/h (2.50) 

For instance, CNOT can be implemented as follows: 

CNOT = M i V M ^ (2.51) 

where M contains only single qubit operations 

M = ( s , ^^ (^n + A22,7r) (AU, I ) (5,1) , 

and N contains only mixed qubit operations that stem from the entan­
glement 

iV= ( A I 2 + A 2 I , | ) ( 5 , | ) ( A 2 i , 7 r ) ( 5 , | ! : ) {A^, + A,ul). 

This outcome could be simplified if we used two different g factors, 
gi and g2 [Levy, 2002] (neighboring ^^P's could be embedded into dif­
ferent surrounding substrates). But for the time being, this result, is 
only a theoretical, because placing ^-^P's into just one medium—that 
would be pure enough—and into precisely defined locations is already 
an extremely demanding task. 

Stressing that the Kane computer—as we have seen above—satisfies 
the five requirements for the implementation of quantum computation 
given in Sec. 2.6, we can conclude that the Kane computer is a promising 
technological candidate for a would-be quantum computer. Although 
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the challenges facing a realization of this project are tremendous, it is 
expected that the current advances in "shrinking" conventional silicon 
electronics will inevitably lead to applicable new solutions [Clark et al., 
2003; Schenkel et al., 2003]. 

2.5 Ion Traps 
Another promising candidate for a possible would-be quantum com­

puter makes use of cold trapped ions [Cirac and ZoUer, 1995]. In the last 
ten years, experiments with trapped ions have yielded results competi­
tive with those achieved on NMR setups. Besides, these experiments can 
be modified so as to enable scalability [Cirac and ZoUer, 2000; Cirac and 
Zoller, 2004]. Realistic implementations of quantum calculation with 
ions face tremendous problems, but the physics behind the process has 
been worked out more completely than the physics of the Kane com­
puter, where there are still unanswered questions. 

^'^ a 

^d^ "- XJ 

(hi 

-£ 
Figure 2.14- A possible ion trap realization for a laxge number of ions: Paul's linear 
trap (not to scale) [Cirac and Zoller, 1995; Steane, 1997]. The opposite end sections 
of two of the rods are under static positive voltage U to force the ions to stay at a 
constant average distance from each other. An AC voltage V = Vo cos(nT*) is appUed 
to the middle parts of these rods. The other two rods are grounded (0). The insets 
(a) and (b) show the dynamics of the electric fields at t = 0 and t = T/2, respectively, 
where T is the period of the AC current. 

Ion traps used in experiments are mostly Paul traps (electrical field 
only, as opposed to Penning traps, which use both electric and magnetic 
fields). To confine ions to well-locaUsed positions in space, we must use 
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a time-dependent RF (see p. 96) electric field.^ To trap large numbers of 
ions, we cannot use the standard spherical traps with hyperbolic fields, 
which have an exact solution [Demtroder, 1996, 14.2.1], because in such 
a trap we cannot keep all the ions in the middle of the trap where the 
RF field is zero. This would cause too large a motion and therefore the 
heating of ions. 

The so-called linear ion trap, shown in Fig. 2.14, is used for trapping 
large numbers of ions. The RF field is zero along the central line of the 
electrode configuration. The ions are confined along this Une with static 
electric fields: the ends of the segmented rods are held at a positive 
potential [Steane, 1997]; alternatively, one can have a static ring around 
the end sections of the AC electrodes or just have positively charged 
points at the each end of the ion line. Let this line be our x-axis. If 
the potentials are chosen appropriately, cold ions may be harmonically 
trapped in all three dimensions. The directions of the corresponding 
fields, shown in insets (a) and (b) of Fig. 2.14, determine the x- and 
y-axes. The displacements in the x, y-directions are much faster than in 
the z-direction: uJz <^uJx,(^y The total energy of the ions is the sum of 
their kinetic energy, Ek, and potential energy, Ep-. 

where the potential energy consists of the Coulomb repulsion between 
ions and a term describing trapping in the z-direction. 

To get ion behavior that we can control, we have to reduce the en­
ergy in the z direction as much as possible—mathematically this means 
obtaining a well-behaved potential energy in Eq. (2.52), which could be 
approximated by the lowest terms of its Taylor series. A physical way to 
achieve this result is to require that the kinetic energy of an ion be much 
less then the quantum of energy corresponding to its vibration in the z-
direction, fuujz- Such vibrational quaxita of energy are called phonons. 
Since thermodynamically the kinetic energy of particles corresponds to 
their temperature, this requirement can be expressed as k^T <^ hujz, 
where kB is the Boltzmann constant and T is the temperature; i.e., we 

^Basic electrostatics tells us that it is not possible to design an ion trap using only static 
fields. More precisely, Gauss' Law (1st Maxwell's equation) tells us that in a charge-free 
region of space, there can be no local minimum (or maximum) in the potential. This result 
can also be expressed by the continuity equation: the divergence of the electric field is equal 
to zero—hence all the field lines going to the center of the ion trap must come out of the 
trap center in some other direction. Hence a positive charge cannot be confined there. This 
result is sometimes referred to as Eamshaw's theorem (Eamshaw first arrived at it in 1842). 
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have to cool down the ions. However, here we have an example of micro­
scopic cooling in one dimension, while in the other two the ions oscillate 
rapidly (a;̂  '^ujx,0i)y). 

Therefore, the cooling cannot be an overall thermodynamical cooling 
but has to be a targeted reduction of the kinetic energy of ions in a 
chosen direction. This reduction can be accomplished by Doppler laser 
cooling. The process works as follows. First, we need a near-perfect 
vacuum so that there are no other atoms apart from our ions that could 
possibly kick the ions. Then we direct laser beams along the 2;-axis 
towards ions in the trap. Only photons of a frequency that can excite 
an atom (ion) will interact with it. Photons of other frequencies cannot 
"see" the atom because they have wavelengths that are much longer than 
the dimensions of atoms. We also say that the atom has a much bigger 
cross section for the former photons. Now an atom moving towards 
a laser beam has higher transition frequencies than one moving away 
from it (Doppler effect), and if we tune the laser beam so as to match 
the former frequencies, the photons will kick (transfer their momentum 
p = h/X to) the atoms coming towards them and will not interact with 
the atoms going away from them. We also must apply so-called Sisyphus 
cooling (see p. 119) until we reach the temperature T <C h/Jz/ks-

For ions with energy reduced in this way in the 2-direction (we also 
limit the kinetic part to the z-axis), we can expand the potential energy 
in Eq. (2.52) around the equilibrium position and approximate it by only 
the first terms of the Taylor series. We get quadratic terms (for j = i) 
and mixed terms (for j ^ i), but by expressing these terms with the help 
of normal modes of oscillation (see Fig. 2.15 (b)), we get rid of mixed 
terms and obtain the harmonic oscillator Hamiltonian 

where H, pzi, and Zi are operators, but we drop the "hats" to ease the 
notation. The last two operators satisfy the commutation rules: 

[zi,Pzi] = iJi- (2.54) 

In Sec. 1.17 (for Eq. (1.69)), we introduced the annihilation operator 
a and several "rules of thumb" for applying it to state vectors. Its 
Hermitian conjugate, a^, is called the creation operator and N = a^a 
is the number operator. These names are clarified by their actions on 
states vectors given below. 
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(a) ; , ; (b) ^ ^ 

TT ' ^ 3 ^ c o / 2 

Figure 2.15. (a) Harmonic oscillator potential; (b) normal modes: the upper mode 
is the left-to-right motion of both ions together, i.e., the center of mass (CM) mode, 
and the lower one is the one in which CM does not move, the so-called stretch mode. 

We define the annihilation operator for each ion as follows: 

a = \ •—[ sJmuizZ + r^—]- (2.55) 

Using the corresponding creation and number operators and the commu­
tation rule given by Eq. 2.54 we can write down the Hamiltonian (2.53) 
applied to its eigenstates \n) as 

E\n) = ^{aa^ + a^a)\n) = hio,{N + ^)|n) = En\n), (2.56) 

We emphasize here that \n) means an n-phonon state. Thus, |0) and |1) 
mean states containing zero and one phonons. 

Note that phonons are bosons and that a and a^ satisfy the following 
anticommutation relations: 

«]«fe + H^] = ^Jk- (2.57) 

The names creation and annihilation operators come from the follow­
ing relations one can easily derive [Messiah, 1965]: 

a^n) = Vn + l\n + l), a|n) = Vn|n - 1) n 7̂  0, a|0) = 0. 

We also obtain N\n) = n\n), which clarifies the name number operator, 
as well as 

1 3 1 
EQ = -nujz, Ei = -fioJz, . . . En = {n +-)huj;„ . . . , (2.58) 

shown in Fig. 2.15. 
Therefore the ground state |0) corresponds to no phonons, i.e., to 

the CM motion with frequency ujz, and has the energy hujz/2 for each 
phonon. The first mode corresponds to the number state 1 and to one 
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phonon, and since the ions are moving in opposite directions, their fre­
quency is (cf. Fig. 2.15) \/3uz, etc. It can be shown that these frequencies 
do not change when we increase the number of ions, and this finding is 
important for the scalabiHty of the setup. 

To obtain qubits for computation, we combine these global, phonon 
states with individual states of particular ions. The latter states we 
obtain by applying laser beams to individual ions. These states are 
two-level states that we can obtain in several ways: (a) by Zeeman 
splitting (Sec. 2.2, 88), achieved with the help of a magnetic field applied 
to the ground state, (b) by the two-beam Raman scheme for resolving 
sublevels of a ground state of ions with hyperfine interaction, and (c) 
by optical transitions between fine structure states for ions with zero 
nuclear angular momentum, etc. The experimental realizations are too 
numerous [Wineland et a l , 1998; Kielpinski et al., 2002; Cirac and ZoUer, 
2000; Cirac and Zoller, 2004] to be reviewed here. Therefore, we shall 
present a schematic of one of the first proposals that remains a very 
instructive way of combining individual and collective states [Cirac and 
Zoller, 1995]. 

Before we dwell on the proposal itself, let us first consider a semiclas-
sical description of a laser controlling a two-level system, as shown in 
Fig. 2.16. The laser beam of frequency UJL induces the transitions be­
tween the ground and excited levels of an atom. We describe the beam 
by the classical electromagnetic plane wave given by Eq. (1.8). The 
equation's real part is 

(a) 

E = = Eo cos(k 

r '"> 
^ ^ . 

J7 

k 

n(o,g 

\8> 
^8 

V -U)t + (j)), 

(b) 

(2.59) 

n ' 
0 i 

1 

fi(0gg/2 

1 

h(Siggl2 

Figure 2.16. (a) A two-level system interacting with a laser beam field; (b) redefined 
zero-energy—see Eq. (2.87). 

Since the wavelength of the laser beam is large compared to the size 
of an atom, we can neglect k • r = 27rr/A < 1 for r less than or equal 
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the atom size. This approximation, when connected with a dipole-field 
interaction (see Eq. (2.61)), is called the dipole approximation. We can 
also drop the phase shift (j), since it will make no difference to the final 
result, which consists in determining the probabilities of electrons occu­
pying the two possible levels. We shall use only the real part of E from 
Eq. (1.8): 

E = Eo cosujt = ^(e^"^* + e'^'). (2.60) 

Hence, our Hamiltonian 

H^Ho + fi-E (2.61) 

in the dipole approximation reads 

H = Ho-er-Bo cos cut. (2.62) 

It determines the Schrodinger equation 

H^ = ih~ (2.63) 

whose general solution for our two-Ieyel system is 

1^) = Cg{t)e-'^^'/%) + Ce{t)e-'^^'/^\e), (2.64) 

where \g) and |e) are the base states (ground and excited). Taking into 
account that 

Ho\9)=Eg\g) and Ho\e) = Ee\e) (2.65) 

by introducing Eq. (2.64) into Eq. (2.63) and carrying out the spatial 
integration, we get [Demtroder, 1996, 2.6.2] 

dcg{t) _ jReg 
dt ~ 2 

dCeJt) _ JReg 
dt ~ 2 

g-i{Weg+U>L)t _|_ ^-i{ljJeg-WL)t Ce{t), (2.66) 

Qi{iOeg+iOL)t _|_ ^i{ljJeg-t^L)t cg{t), (2.67) 

where ui^g = {Ee—Eg)/h and Reg = DegEo/h = Reg, where Dgg, a spatial 
integral of {g\p • E|e), is called the atomic dipole matrix element—it is 
determined by the charge distribution in the states \g) and |e). We see 
that, on the right side of Eq. (2.66), we have only Ce{t), and in Eq. (2.67) 
only Cg{t). This is because Dgg — Dgg = 0. Physically, it means that |e) 
can only evolve from l̂ r), and \g) only from |e). 
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For UJL Ri ujegi the terms containing exp[q:?(a;eg + 0Ji)t\ in Eqs. (2.67) 
and (2.66) oscillate rapidly in time and can be neglected with respect to 
the near resonant terms, i.e., the terms containing exp[q=i(a»eg — ^L)^]. 

This approximation is called the rotating wave approximation, in which 
Eqs. (2.67) read [Demtroder, 1996, 2.6.6] 

dt ~ 2 ^ '''^^>' 

^ = !^e^( -^^-^)*c , ( i ) . (2.68) 

Their solutions are 

f J ' l - fJ'2 

c,{t) = !^e*('-e.-c.i)*/2 giĵ  ^ ^ (2.69) 

where 

O = /ii - At2 = ^J{uJeg-'^L? + Rlg• (2.70) 

Eqs. (2.69) gives the transition probabilities 

|ce(i)|̂  = ( ^ ) ' « i ^ ' T ' Î ^WI' = 1 - l̂ eWP, (2.71) 

which oscillate with frequency fi—called the Rahi flopping frequency— 
between levels Eg and E^. 

For instance, at resonance {UJL = i^eg) after a time T = Tr/fi = ir/Reg 
the probability of finding the system in level Ee'isl. This result means 
we will have the following evolution: 

|C3(0)|2 = 1 -. | c , ( r )p = 0, and 

|ce(0)|2 = 0 - . |ce(r)p = l, (2.72) 

i.e., full control over the states of the electron in time. 
We note here that, in the literature, R^g is often called the Rahi 

frequency and denoted Q.eg whenever UIL = uieg or when only OJL ~ uieg 
because Eq. (2.70) then reads Cl = Reg and fi Ri Reg, respectively. For 
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example, Eq. (2.68) would in this notation read^ 

_ i elegit) ^ 

^ 

0 g-(iuJeg-l^L)t 

gi{u>eg-U)L)t Q 
(2.73) 

So far, we have used a semiclassical description of the interaction be­
tween a two-level atom and a laser field. A quantum description of the 
interaction would require a quantization of the radiation field and deal­
ing with its Fock states, i.e., photon number states. This description is 
known as the Jaynes-Cummings model. However, since the model essen­
tially serves as a bridge to a model describing the interaction of a laser 
field and collective modes of trapped ions—a formal similarity between 
photon and phonon behavior has been recognized [Cirac et al., 1993]— 
we can dwell directly on the laser beam-electron-phonon interaction as 
presented in [Cirac and ZoUer, 1995]. 

To this end, we shall repeat the above procedure, starting again with 
the electric field given by Eq. (2.59) and the Hamiltonian (2.61). How­
ever, we shall not use the dipole approximation (Eqs. (2.61) and (2.62)), 
because a laser beam that acts on ions should not only induce transi­
tions between their ground and excited levels but also change the states 
of their collective modes. Since the direction and amount of the wave 
vector k of a laser beam must be taken into account to describe its 
interaction, the term k • r cannot be neglected as in the dipole approx­
imation. Instead, we start with [S0rensen and M0lmer, 1999; S0rensen 
and M0lmer, 2000] 

H — HQ + Hint = -f̂ col + HQI + H\ int) (2.74) 

where i?col is the Hamiltonian of the collective ion mode given by 
Eq. (2.56); the laser beam-ion interaction term if int is 

ifint = /^ • E (2.75) 

where /x is an electric dipole created in the ion; and H^i can be expressed 
as 

H^i = Y^Eje]e^, (2.76) 

*We are going to refer to Bqs. (2.68) and (2.73) in Sec. (3.1.4) (p. 142) while deriving an 
equivalent equation—Eq. (3.4)—for three levels, and the references we are going to cite in 
Sec. (3.1.4) will make use of the Rabi frequency notation. 
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where e'f and e axe electron creation and annihilation operators, respec­
tively. Note that electrons are fermions and that e and e^ satisfy the 
following commutation relations (cf. Eq. (2.57)): 

4^k ^k^j 
t _ Sjk- (2.77) 

To describe the Jaynes-Cummings model, one usually makes use of a 
formal analogy between a two-level atom and a spin ^ system in a mag­
netic field. Such an analogy has been used for descriptions of trapped-
ion models as well [Cirac et al., 1993]. It consists in calling the electric 
dipole ^ and the electric field E from Eq. (2.61) a fictitious magnetic 
dipole n^ and a fictitious magnetic field Bo-, respectively. This enables 
us to introduce fictitious spin operators C7+, a~, and GZ as follows. 

The main aim of such fictitious operators is to simplify the state no­
tation. In the number state notation, we denote the vacuum state by 
|0) and a state occupied by one electron by |1). So the ground state in 
a two-level system is denoted by |10) = |1,0) = |1)|0) and the excited 
state by |01) = |0,1) = |0)|1). However, since in quantum optics we 
are mainly concerned with single electrons, it is practical to reduce this 
two-state formalism to a one-state formalism. To do this, let us look at 
the actions of the Fermi operators: 

e\e^\Ql) el|00) = |10) £le2|10) = 0. (2.78) 

We shall deal neither with |00) nor with |11), but if we did, we would get 
e|e2|00) = 0 and eJejlH) = 0) respectively. (We have e'l'|l) = 0 because 
electrons are fermions, and two of them cannot occupy the same state.) 
Similarly, we have 

4ei|01)=0, 4£ i |10)=e t |00) = |01), 

(4^2 - 4£i)|01) = |01), (4e2 - e\e^)m -|10). 

(2.79) 

(2.80) 

If we now introduce (bearing in mind that we shall deal neither with 
|00) nor with |11)) 

|01) = \9) = 

^+b)=a+ 

0 • 

1 
and |10) = |e) = 

• 1 • 

0 

.78) and (2.79), we have 

0 " 
1 _ = 

" 1 " 
0 = |e), a+|e) = 0, 

(J~\e) = a~ 
• 1 " 

0 = 
• 0 • 

1 = b), 

(2.81) 

(2.82) 
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where 
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0 1 
0 0 , (T = -j^{(^x - i(Ty) = 

0 0 
1 0 

, (2.83) 

where CTX and ay are the Pauli matrices defined in Eq. (1.88). Also, in 
analogy with Eq. (2.80), we have 

(^z\9) = \9) and az\e) = - | e ) , 

where the PauU matrix cr̂  is given by Eq. (1.88). 
Thus the Hamiltonian Hei given by Eq. (2.76), 

jffel = -E'e£2^2 "I" ^Q^l^V 

(2.84) 

(2.85) 

can be written as 

He\ = ^Eegiele^ - el^i) + -{Ee + Eg){sl£r^ + e|ei) 

where Egg = Ee — Eg. By redefining the zero-energy so as to put it in 
between Eg and Eg, as shown in Fig. 2.16 (p. 113, we get 

Hel = -^UJegfl^z, -ffelb) = - 2 ' ^ e g | 5 ) , ^ e l | e ) = -^l^eg\&)- (2.87) 

In a similar way, we can redefine If col from Eq. (2.74) given by Eq. 
(2.56) so as to suppress the zero-point energy hjOz/2. Hence we obtain 

HQ = Hcol + Hel = fkJzO'a + -UJeghcTz- (2.88) 

The interaction term ITint (2.75) of our Hamiltonian (2.74) is [Wineland 
et al., 1998; Wineland et al., 2003] 

Hyat = ^ • E = /i((T+ + a )EQ cos(k • r - wx* + 4>)- (2.89) 

To simplify the presentation and the equations, we have assumed (with­
out loss of generality) that r (the ion position operator with respect to 
the equihbrium position of the ion) is oriented along the a;xis of the trap 
and that the wave vector k, i.e., the laser beam, is also oriented along 
that axis. So we have 

r = z = ZQ{a -t- a)), where ZQ = v(0J^J0) = \ 
h 

2muJz 
(2.90) 
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The electric field is assumed to be polarized along the a;-axis, and thus 
the electric dipole n is an operator for the internal transition. Therefore, 
it is, in analogy with electronic spin (see Eq. (2.6)), proportional to 
ax = cr'^ + a~; ^ is the phase of the laser beam at the equilibrium 
position of the ion, and EQ is the amplitude of the laser wave. 

Taken together, we have 

Hint = 

jugewier, we nave 

Hn{a+ + a-) /e^['?(«+«^)- î*+< l̂ + e-'^via+a-^)-^Lt+4'] \ ^ (2.91) 

where r] = kzo is called the Lamb-Dicke parameter and Cl is the Rabi 
frequency (cf. Eq. (2.71)) and is in our case Q = iJ,Eo/{Ah). (Recall that 
o-"̂  = \e){9\ and a' = \g){e\.) 

Now the laser beam we use for manipulating the ions we also use for 
cooling the ions further, after the Doppler cooling reaches its limits. A 
tuned laser beam allows an ion to run up a dipole potential hill (thus 
losing energy); then, before the ion can run down again and regain the 
energy, it pumps the ion into another ground state with a lower potential 
hill. Then the ion returns to the former ground state via another laser 
pumping, and the whole process starts again. With each cycle, the ion 
loses some energy, and since it always goes up the potential hill more 
often than down, the cooling is called Sisyphus cooling [Wineland et al., 
1992]. To make such cooling possible, the characteristic length scale 
of motion of the ion must be much smaller than the wavelength of the 
exciting laser beam. This is called the Lamb-Dicke limit. It implies 
that the frequency of the ion modes (w ,̂ V Ŝwz, . . . ) must be larger 
than the recoil frequency corresponding to the transition used for laser 
cooling. Actually, the exploration of such cooling processes brought 
the researchers to the idea of using the same mechanisms for quantum 
computing, and the teams that were previously engaged in the cooling of 
atoms were the first to propose and implement ion computing [Wineland 
and Itano, 1979; Blatt et al., 1986; Wineland et al., 1992; Cirac et al., 
1992]. 

For our purpose of understanding how qubits can be implemented 
in ion traps, an elaboration of the Hamiltonian (2.91) turns out to be 
important—namely, its presentation in the interaction picture (in which 
both the state functions and operators are time dependent) [Greiner, 
1989, 10.9]. Starting with the Scrodinger equation 

(iIo + ffmt)* = i / i -^ , (2.92) 

we make the transformation 

* - f 7 * ' , where f / = e-*^°*/^ (2.93) 
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and obtain 

Hi,^' = i h ^ , where H'^, = U^ H,^,U. (2.94) 

To transform the Hamiltonian (2.91) into the interaction picture, we 
use the following relations between the Schrodinger and interaction pic­
ture operator forms: 

e'^=eie-''^^\ 4 = eae" '̂̂ ^*, and a' = ae-^'\ (2.95) 

Since a'^ corresponds to ei^e-^ and since a" = (cr+)'l' [see Eq. (2.83)], we 
get 

a>+ = a+e^^^\ (r'~ ^ a'e-^^^\ and ol^ = a^e^'\ (2.96) 

By introducing these operators into Eq. (2.91), we get an expression 
with the terms containing 

-JK9+a;L)t and e~*('̂ ^9~'̂ '̂ )*, (2.97) e 

as well as the terms containing their conjugates. 
Here, as in Eq. (2.67), we can apply the rotating wave approximation 

for uiL « ujeg and neglect the terms containing exp[^i{u)eg + ujL)t], 
which rapidly oscillates in time with respect to the terms containing near 
resonant exp[^i{ujeg — ujL)t]- Thus Eq. (2.91) yields our Hamiltonian in 
the interaction picture: 

HU = M]a+e^t''(''^""^^*+'^'^'"^*)-'^+^l + H.C., (2.98) 

where S = UL — oj^g and H.c. means the Hermitian conjugate. The 
corresponding wave function for the first two collective modes is 

* ' = C,,o(t)|p)|0) + Cg,i{t)\9)\l) + Ce,o(i)|e)|0) + Ce,i(i)|e)|l). (2.99) 

Of primary interest for quantum computing will be the resonant transi­
tions (5 = (n' — n)u}z, where n, n' = 0,1. 

By introducing ^ ' from Eq. (2.99) into Eq. (2.94), we get, in fashion 
similar to Eq. (2.67) [Wineland et al., 1998], 

dt 

^ = - i i - | " ' - l e - ^ f i „ , „Ce,n', (2.100) 

where 

nn>,n = f^Kn'|e^''('^+«')|n)| = f2e-''V2 j ' ^ ^ | n ' - n | ^ K - n | ( ^ 2 ) ^ (2.101) 
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where n> (n<) is the greater (smaller) of n' and n, and L^ is the gener­
alized Laguerre polynomial 

ism = i:(-i)"'(„"-:)fl^- P-102) 
m=0 ^ ^ 

In ion quantum computing experiments, we are primarily interested 
in n' = n ,n q: 1 (in particular, in n = 0,1). The corresponding UIL = 
Weg, Weg =F ^z ^re Called the carrier, red sideband, and blue sideband 
frequencies, respectively. 

Upon solving Eq. (2.100), we get [Wineland et al., 1998] 

|n)|5) ^cosfi„/,„t |n)|p) -^e^(^+fl'^'-"l)sinQ„/,„t|n')|e), 

|n)|e) -^ -ie*(^+?l"'-"l)sinn„.,„t|n)|5) +cosJl„/,„i|n')|e). (2.103) 

For the carrier frequency (n' = n), we can write Eq. (2.103) as 

\n)\g) -> cosfin.niln)!^) - ie^'^sinQn,nt\n)\e) 

\n)\e) -^ -ie''!'smnn,nt\n)\g) + cosnn,nt\n)\e), (2.104) 

where Cln,n, for n = 0,1, we are going to use, follow from Eq. (2.101): 

Qofi = Oe-^'/^, fii,i = fie-'''/2(i _ ^2)_ (2.105) 

Therefore, with a proper choice of laser pulse duration and phase, we 
can use l^) and |e) as single qubit states to set up a single qubit gate (see 
Sec. 1.18, p. 45). For example, for a laser pulse of duration t = i^/^n,n 
and a phase (p = —7r/2, we get the NOT gate (1.32). On the other 
hand, t = 7r/(20„^„), cj) = —7r/2, and a rotation about the z-axis give a 
Hadamard gate (1.59). 

To construct a CNOT gate, we need a two-qubit system, and for that 
purpose we can use a single ion with collective states |0) and |1) as the 
control qubit states and \g) and |e) as the target qubit states. Thus we 
will have 

|00) = |0)|5), |01) = |0)|e), |10) = | l )b) , | l l ) = |l)|e). (2.106) 

Our aim is to swap \g) and |e) whenever the ion is in state |1) and to 
leave them unchanged whenever it is in |0)—by a single laser pulse. 
To achieve this aim, Monroe, Leibfried, King, Meekhof, Itano, and 
Wineland [Monroe et al., 1997] set the Lamb-Dicke parameter rj so that^ 

Qi,i _ 2fc + l 

fio.o 2m 
(2.107) 

^Alternative CNOT implementations have been put forward by Cirac and ZoUer [Cirac and 
Zoller, 1995; Poyatos et al., 2000]. 
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This can be done by choosing (see Eq. (2.105)) 

Now, driving the laser carrier transition for a duration of i = {k + 
l /2) /0i , i is equivalent to driving it for t = (2m)/Qo,Q- Hence, Eq. (2.104) 
for A; = 6, m = 1, (r? = 0.707), and ^ = -7r/2 yields 

|00) -^ cos27r|0)|g) -«e-'''/2sjj^27r|0)|e) = |00) 

|01) -^ -*e-*''/2sJn27r|0)|5) +cos27r|0)|e) = |01), 

|10) ^ c o s | | l ) | p ) - i e - - / 2 s i n | | l ) | e ) = |11) 

111) _ - ie^^sin^| l ) |5) + c o s | t | l ) | e ) = |10), (2.109) 

which is nothing but a CNOT gate. 
To read out the result of a completed calculation the states of all 

qubits must be measured. For example, let the |0) state of a qubit be 
a ground state of an ion and |1) a metastable excited state of the ion, 
as in Fig. 3.3 (p. 140). We can interrogate the qubit with a laser beam 
tuned to excite the electron from the ground state to an excited state 
(the transition at 397 nm in Fig. 3.3, p. 140). If the ion then emits a 
photon, this means that the ion was in the ground state. If it does not 
emit a photon, it is in the metastable level (the laser beam does not 
"see" the ion; it can be seen there only by a laser tuned to a transition 
from the metastable to the excited level—866 nm). 

In Sec. 1.22 (p. 72), we have seen that by using single qubit and 
CNOT gate we can entangle qubits. However, we have also seen (in 
Sec. 1.20, p. 56) that entangling photons requires selecting appropriate 
states and throwing away the remaining events. An ion computer can 
do the entanglement better. It can deterministically entangle states on 
demand without throwing away any events [Kielpinski et al., 2002]. An 
immediate consequence is deterministic quantum teleportation of qubits 
around ion computer circuits and nets [Barrett et al., 2004]. 

Since any quantum circuit can be constructed by means of single qubit 
gates and CNOT gates, the ion computer proves to be universal, and 
since any two ion states can be entangled no matter how far away from 
each other they are in the trap, the ion computer is scalable in principle. 
There are several proposals on how to scale up to realistic ion computers. 
One way is to store ions in an array of microtraps, which can be realized 
by electric and/or laser fields as shown in Fig. 2.17 [Cirac and Zoller, 
2000]. The key idea is to address neighboring ions conditionally, based 
on their state, as opposed to the exchange of phonons corresponding to 
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i T i o t i o n 

Figure 2.17. A scale-up proposal for ion computers by means of arrays of microtraps, 
which can be realized by electric and/or laser fields [Cirac and ZoUer, 2000]. 

the collective center-of-mass motion of the ions in the model presented 
above. Another model is a quantum charge-coupled device architecture 
consisting of a large number of interconnected ion traps in each of which 
one can manipulate a few ions using the methods demonstrated above 
[Kielpinski et al., 2002]. All in all, these models axe technological chal­
lenges for future development. 

2.6 Future Experiments 
There are five generally accepted requirements for the implementation 

of quantum computation: 

1. A scalable physical system with well-chaxacterized qubits, 

2. The ability to initialize the state of the qubits to a simple reliable 
state (|000...)), 

3. Long decoherence times, much longer than the gate operation 
time, 

4. A universal set of quantum gates, 

5. A qubit-specific measurement capability, 

and two additional networkability conditions: 

6. The abihty to interconvert stationary and flying qubits, 
7. The ability to faithfully transmit flying qubits between specified 

locations. 
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These requirements are called the DiVincenzo Criteria [DiVincenzo, 
2000]. 

We have seen that the trapped-ion computer satisfies all these cri­
teria, while the Kane solid state computer satisfies the first five—for 
the sixth and seventh, it is too early to decide. A number candidates 
that satisfy most of these criteria, and there are many more candidates 
that only partially (at least for the time being) satisfy them (see Ta­
ble 2.1). Consequently, we cannot have a "winner" at the present stage 
of research. The challenges facing the realization of this project are 
tremendous, but still it is expected that the current experimental ad­
vances will lead us to a winner eventually. A better understanding of 
the quantum behavior of quantum systems is needed before promising 
candidates can be engineered to a larger scale. To help scientists and 
students on the road to a realistic quantum computer and to enable an 
informed comparison of different projects, a panel of experts in exper­
imental implementations of quantum computing systems has compiled 
a report under the name A Quantum Information Science and Technol­
ogy Roadmap: Part 1. Quantum Computation [Hughes et al., 2004]. In 
the report, all presently pursued quantum computing systems have been 
compared, results reviewed, and references given. 

Table 2.1. Promising criteria for quantum computation candidates according to 
[Hughes et al., 2004]. "+" means a potentially viable approach with sufficient proof of 
principle., "±" means a potentially viable approach without sufficient proof of principle, 
and "—" means no viable approach is known. 

Candidates 

NMR 
Solid State 

Trapped Ion 
Cavity QED 

Neutral Atom 
Optical 

Superconducting 
"Unique" Qubits 

DiVincenzo Criteria 

1 

-

± 
± 
± 
± 
± 
± 

2 

± 
± 
+ 
+ 
+ 
± 
+ 

3 _^ 

db 

± 
± 
± 
± 
+ 
± 

4 

+ 
± 
+ 
± 
± 
± 
± 

5 

± 
± 
+ 
+ 
± 
± 
± 

6 

-
-

± 
± 
± 
± 
-

7 

-
-

± 
± 
± 
+ 
-

a variety of criteria evaluation 

Altogether there are over hundred different systems and subsystems 
used for implementing qubits by almost as many teams all over the 
world. Consequently, we are currently gaining an abundance of new 
results on the engineering of quantum systems together with more and 
more functional quantum computation systems. At the present level of 
the experimental effort all over the world, a quantum computer with up 
to 50 qubits and with error-correcting code will most likely appear by 
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2012. Whether we will be able to construct a quantum computer that 
will surpass the fastest classical computers in the near future remains to 
be seen. It is estimated that such a computer should have more than 
1000 qubits and should be able to carry out more than 10® operations 
[Preskill, 1998], and this project will probably be attempted for only one 
or two "winners." The history of classical computing indicates that we 
might have its quantum "super-counterpart" sooner than later. 

2.7 Quantum Communication Implementation 

In contrast to quantum computation experiments, quantum commu­
nication experiments are at the moment split into those that are al­
most ahead of their theory—quantum cryptography—and those that 
have barely started and for which the first extensive implementations 
are expected after 2012—qubit DiVincenzo networkability (see DiVin-
cenzo criteria 6 and 7 in Sec. 2.6, p. 124). Therefore, in this section, 
we will limit ourselves to a brief quantum cryptography implementation 
overview. 

Quantum cryptography is entering its physical and industrial appli­
cation stage. The protocols currently being used in applications are 
essentially those proposed two decades ago (see Sees. 1.23 and 1.23), 
although there are also new proposals. At least three companies, BBN 
Technologies (Cambridge, MA, USA), ID Quantique (Geneva, Switzer­
land) and MagiQ Technologies (New York, NY, USA), have released 
commercial quantum cryptography (quantum key distribution, QKD) 
systems, and several others are about to do so. These products are still 
not cost-effective for commercial applications. They can be regarded as 
prototypes supported by multimillion dollar government-, publicly, and 
privately funded projects [Ouellette, 2005].^ 

As the most important project, we single out the World's first quan­
tum network—the DARPA quantum network—fully operational since 
October 23, 2003 [Elliott et al., 2005]. This is a joint project of BBN 
Technologies, Harvard University, and Boston university, technologically 

®The following funding allocations include quantum cryptography: DARPA of the Depart­
ment of Defense (DoD) (2002-2007) with $50 million (Quantum Information Science and 
Technology, QuIST program); in Europe, Quantum Information Processing and Communi­
cations (5th and 6th EU Framework Programme) (1998-2007), about $80 million; in Japan, 
Japanese Government Organisations Sponsoring Nanotechnology R&D $2.75 billion/year. 
Similar funding exist in Australia, Australasia, and Canada, including many private con­
tributions; for example, in 2004 a single private donation (by Ophelia and Mike Lazaridis) 
for quantum computing research in Canada to a single institution (University of Waterloo) 
reached $33 million]. 
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implemented by BBN Technologies, and supported by D A R P A J The 
DARPA quantum network spans 29 km and does take an eavesdropper 
(Eve) into account. Two kinds of error correction schemes are imple­
mented in the network and therefore, at least in principle, the network 
can be considered unconditionally secure. 

Since higher rigorous distance limits are essential for successful im­
plementations of QKD systems, researchers are now mostly focused on 
physical solutions that can increase this limit. Most applications and ex­
periments use optical fibers to connect Alice to Bob or a common EPR 
source to Alice and Bob. Free space transmission suffers high losses (the 
present distance limit is about 25 km), but a possible ground-satellite-
ground communication is also a research goal. There are three main 
problems here: the medium, the source, and the detector. The lowest 
losses in fibers occur near the 1550 nm wavelength—with about 50% 
loss after about 15 km—^which is why these wavelengths are widely used 
by the telecommunications industry. Unfortunately, the best commer­
cially available single-photon counters operate near 800nm. Thus, better 
1550 nm would be desirable. The photon source is a particularly dif­
ficult problem, and we consider it next. The potential and status of 
various proposed implementations were presented in the report Quan­
tum Information Science and Technology Roadmap: Part 1. Quantum 
Cryptography [Bennett et al., 2004], compiled by a panel of quantum 
cryptography technology experts and shown in Table 2.2. 

Table 2.2. Attributes of quantum cryptography implementations: 1. Theoretical se­
curity status; 2. Distance hmit potential; 3. Speed (bit/sec) potential; 4. Maturity 
(application readiness); 5. Robustness. Scores given: ' + ' high, 'd=' medium, '—' low. 
According to [Bennett et al., 2004]. 

Implementations 

Weak laser pulses 
Single-photon source 

Entangled pairs 
Continuous variables 

Attributes 

1 

± 
+ 
+ 
-

2 

+ 
+ 
+ 
-

3 

+ 
± 
± 
+ 

4 

± 
-

± 
-

5 

± 
± 
± 
-

Most implementations of quantum cryptography rely on weak laser 
pulses generated by conventional diode lasers over optical fibers because 
this approach enables the use of present telecommunications technology. 
We attenuate the laser pulse so that it contains less than one photon in 

'̂ DARPA is the Defense Advanced Research Projects Agency, the central research and devel­
opment organization for the Department of Defense (DoD) of USA. 
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a time window. Most experiments so far used a mean photon number 
IJ, = 0.1. The probabiHty of detecting n photons in a pulse, under the 
assumption that the detections are statistically independent, is given by 
the Poisson distribution, which applies when we approximate the single-
photon Fock state by a coherent photon state with a very low /x [Gisin 
et al., 2002] 

..n 
P{n,fi) = ^e-''. (2.110) 

n! 
Therefore, the conditional probability that a nonempty coherent laser 
pulse contains more than one photon is given by 

Hence, /x = 0.1 means that 5% of nonempty pulses contain more than one 
photon. Two or more photons per pulse jeopardizes the security of the 
key transmission the most, since Eve can always spUt the pulse and let 
one photon through without changing its state. This approach allows her 
to learn about the corresponding bit without being caught. We cannot 
go much below fi = 0.1 with the standard approach, because of the 
dark counts (the detector clicks without photons actually arriving at the 
detector). This is also an issue with today's detectors. We can hope for 
a development in detector technology that will decrease detector noise. 
However, recently a novel approach has been put forward that enables 
us, in effect, to go five times below /x = 0.1 with existing technology 
[Hwang, 2003]. 

The approach consists in catching an eavesdropper (Eve) by means 
of decoy (fake) pulses that a sender (Alice) sends to a receiver (Bob) in 
addition to proper signal pulses. The signal and decoy pulses differ only 
in their photon number distributions (intensities). For instance, suppose 
Wecoy-i = 0, /idecoy-2 = 0.02, and yUgignal = 0.1. Eve cannot distinguish 
a decoy state from a signal state when she splits the pulse. Bob, however, 
can tell whether Eve has split a decoy pulse or not—the error rates will 
differ—and if he finds she has, he will abort the transmission. It can be 
shown that the key generator rate achieves a substantial increase and 
that the secure QKD is possible over much longer distances than with 
the standard approach. 

Single-photon sources get around the problem of the photon number 
splitting attack problem since the sources are not probabilistic but deter­
ministic. Ideally, and in principle, they produce n photons "on demand" 
rather than on average. Such a source is also called a photon gun. The 
first promising experiments on this approach were done in 1998-2000. 
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They were mostly concentrated on single two-level individual atoms, 
which would be excited by means of a laser beam of one frequency and 
subsequently would emit a fluorescence photon at another [Gisin et al., 
2002]. The moment of emission can be controlled as shown in Sec. 2.5 
[Eqs. (2.70) and (2.71)]. The main problem was the collection efficiency 
(under 0.1%), since photons from free atoms are in general not emitted 
in a predetermined direction. 

A second approach uses photon emission of electron-hole pairs in a 
semiconductor quantum dot. An electron-hole pair created in the dot 
by optical pumping recombines and emits photons at different frequen­
cies, each of which can be distinguished by a filter [Gisin et al., 2002]. 
Another proposal uses single quantum dots and Weierstrass solid im­
mersion lenses that facilitate light collection [Zwilier et al., 2004]. 

The third approach is the most demanding but apparently also the 
most promising. It consists in obtaining fluorescence photons by manip­
ulating trapped atoms or ions and is closely connected to quantum com­
putation with trapped ion systems and cavity QED systems (see Sec 2.5, 
p. 109). For the most recent papers on all three approaches the reader 
is directed to the recent Focus on Single Photons on Demand [Grangier 
et al., 2004]. 

The entangled pair approach from Table 2.2^ aims at increasing the 
distance limit as well as the security against eavesdropping. In an op­
tical fiber, the probability of absorption of a photon as well as of its 
depolarization increases exponentially with the length of the fiber. The 
Mains law (1.9) and the correlation probability for entangled photons 
pairs (1.71) axe of the same functional form (assume that a polariza­
tion of one of the photons from the pair has been rotated by 90°) and 
support the BB84 protocol (see Sec. 1.21, p. 64)—as far as Alice and 
Bob are concerned—in an identical way. Therefore, by putting a source 
of entangled singlet-like photon pairs midway between Alice and Bob 
we can double the distance limit. It would be better that Alice keep 
the source and that the distance is increased by quantum repeaters (see 
Sec. 3.1.7, p. 151) because a single photon from a pair does not carry 
any information and cannot be eavesdropped. 

The entangled pair implementations have mostly been carried out by 
means of parametric down-conversion (the inverse of parametric gen­
eration). Parametric down-conversion is a quantum effect in nonlinear 
optics. 

*For the fourth implementation—continuous variables—^we direct the reader to [Bennett 
et al., 2004]. 
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In Sec. 1.8 (p. 17) we dealt with linear polarization 

P = £oxE, (2.112) 

where eo is the vacuum permittivity and x the electric susceptibility. 
In a nonlinear medium, an intense electric field of one frequency can 
generate nonlinear polarization at other frequencies. Then the outgo­
ing polarizations P=[Pi,P2,P3]^ become nonlinear with respect to the 
electric field E=[£?i, E2, £?3]^: 

P = eo(x^^^E + x( ' )E2+ . . . ) , (2.113) 

where x ' is the first ordered (birefringent) electric susceptibility (a 3 x 3 
tensor), x̂ ^̂  is the second ordered electric susceptibility (media lacking 
a center of symmetry), etc. The first term in Eq. (2.113) reads 

eo 
Xll X12 

X21 X22 

X31 X32 

Xl3 

X23 

X33 

El 

E2 

Es 
(2.114) 

(it describes, for example, the birefringent plates we used in Sec. 1.21, 
Fig. 1.27), the second term is 

£0 

Eifc=i Xyl('^i, ^^2, ^3)EjEk 

Elk=i xfjki^u <^2, ̂ z)EjEk 

(2.115) 

P) ,-c where Xijk î  ^ second rank tensor with 27 components, etc. 
In the parametric down-conversion, one photon of frequency WQ, called 

the pump photon, is incident on the nonlinear media (birefringent dielec­
tric having the above x susceptibility) and polarized along a chosen 
axis (say Pin = [Pi,0,0], which we will call extraordinary polarization). 
The pump photon breaks up into two photons of lower frequencies, uji 
and ijJ2, called the signal photon and the idler photon, respectively, where 
uji >. u)2- The process of conversion is a nonlocal process in the sense 
that the position within a crystal from where the signal and idler pho­
tons emerge is not (and theoretically cannot be) determined. As a conse­
quence, although both signal and idler appear together within femtosec­
onds, a pinhole that lets one of them through cannot precisely determine 
the direction of the other (the position of another pinhole which would 
let the other photon through). For pinholes of equal size this results in 
efficiency of about 0.05. 

Energy {E = hv) conservation yields 

EQ = El -\- E2 UJo = UJi+ U>2, (2.116) 
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while momentum conservation implies the phase-matching condition 

Po = Pi + P2 =^ ko = ki- |-k2, (2.117) 

where k is the wave vector 

k = ^ s , (2.118) 
c 

where n is the index of refraction, c the speed of Ught, and s a unit 
vector. 

For the uniaxial case (only one optical axis), we distinguish two major 
types of outgoing photons according to their polarizations: 

• Type-I down-conversion. The pump photon from a strong laser pump 
beam is extraordinarily (say, vertically) polarized; the signal and idler 
photons are ordinarily (horizontally) polarized. 

• Type-II down-conversion The pump and idler are extraordinarily po­
larized; the signal photon is ordinarily polarized. 

Depending on the crystals we choose, we can obtain the coaxial and 
intersecting signal-idler cones as shown in Fig. 2.18. Various KDP 
crystals—for example, AgGaSe2—are used for type-I down-conversion. 
BBO crystals, beta-barium-borate or ,9-BaB204, are typically used for 
type-II down-conversion. 

Ph 

Figure 2.18. Typical type-I (left) and type-II (right) down-converted signal-idler 
cones, o (e) are ordinary (extraordinary) photon cones, ph are the pinholes through 
which we let the photon pairs into fibers. 

When |ki | = |k2|, the color (frequency) of the signal photon is equal to 
the color of the idler photon (half of the frequency of the pump photon) 
(see Eq. (2.116)). We achieve this outcome for a particular angle that 
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the wave vector of the pump photon ko makes with the optical axis of 
the crystal. Then the signal and idler photons appear at the opposite 
sides of the Une determined by ko, as shown in Fig. 2.19 (a) and (c). 

Figure 2.19. (a) Type-I down-conversion for the signal and idler of the same fre­
quency; the cones coincide; pinholes 1-2 and l ' -2 ' let through the ordinary signal 
and idler that appear at the opposite sides of the line 0 determined by the pump 
wave vector ko; (b) EPR pair generation by means of type-I down-conversion: after 
the signal and idler of the same frequency interfere at the beam splitter BS, they 
appear entangled in a singlet-like state at pinholes 1-2; (c) EPR pair generation by 
means of type-II down-conversion: for the signal and idler of the same frequency the 
cones intersect and pinholes 1-2 let through the signal and idler entangled. Photons 
coming out of l ' -2 ' cannot entangle. 

Both type-I and type-II down-converted photons can be used for the 
polarization-coding of entangled, EPR pairs for the BB84 protocol. With 
type-I down-conversion, as shown in Fig. 2.19 (b), after we rotate, say, 
the idler by 90°, let the signal and idler combine at a beam splitter, 
rotate one of the outgoing photons by 90°, and let the photons through 
the polarizers, according to Eq. (1.80), we get 

{%\vlv\V^V2m = \ sin2(^i - 02 -

where ^t is the triplet entangled state 

1 

TT 
) = - c o s 2 ( ^ i - 0 2 ) , (2.119) 

l * t > /̂2 
(|0)l|0)2 + | l ) l | 2 )2 ) (2.120) 

that corresponds to probability (2.119). 
With type-II down-conversion, as shown in Fig. 2.19(c), photons pass­

ing through the pinholes 1 and 2 also appear entangled because one 
cannot know which cone which photon comes from [Kwiat et al., 1995]. 

We see that the probabihty (2.119) equals the Malus law probability 
(1.9), so the BB84 protocol—for Alice and Bob—remains the same as 
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presented in Sec. 1.21. However, Eve is here at a disadvantage. In 
Sec. 1.21 (p. 64), Alice prepares photons and sends them to Bob. As we 
already emphasized in Sec. 1.23 (p. 81) and in this section above, if Alice 
prepares photons with a polarizer and sends more than one photon per 
time window, these photons will all be prepared in the same way, and Eve 
can copy them unnoticed. If Alice and Bob use the entangled photons 
coming from a common source which is with Alice, then the photons Eve 
can catch are genuinely random, and she cannot obtain any information 
from them. Nevertheless, they are entangled with the photons Alice 
possesses and can be teleported to Bob by means of quantum repeaters 
(see Sec. 3.1.7, p. 151) The disadvantage of such a scheme is that the 
whole device is much more demanding, and proper quantum repeaters 
still have not been realized in a laboratory. Besides, there is a problem 
with both Alice and Bob catching one photon but from two different 
pairs within a single time window.^ In this case the corresponding bit 
is wrong and they cannot find out what it is without applying the error 
correction scheme. 

In a realistic entangled pair implementation, a phase-coding scheme 
will most probably again prevail (see Sec. 1.23, p. 81), since polarization 
is not robust enough to allow implementation over larger distances. One 
such scheme, according to Pranson [Pranson, 1989] and Tapster, Rarity, 
and Owens[Tapster et al., 1994], is shown in Fig. 2.20. 

/ ^ ^ MZ ( "̂  i sign^ /idler \^) f^Z y - O ^ 

^ ^ L \ ^s y i type-lM crystal \ \ ^i / LX^^ 

^Dsl _ ^ n ^ 1 laserjbeam i _ f t ^ . P i k ^ 

Figure 2.20. Phase-coding of entangled, EPR pair implementation of quantum key 
distribution according to [Tapster et al., 1994]. Fiber couplers C behave like beam­
splitters and build Mach-Zehnder interferometers, MZ, on each side. Phase shifters 
(j)s and (j)i balance the MZs. Lenses L collect photons to the fibers and direct them 
towards the detectors. 

The phase-coding scheme presented is based on the indistinguishabil-
ity of Mach-Zehnder interferometer routes. Events where both photons 
pass through the long arms of the interferometer and those where they 

^We could significantly reduce the number of such cases using two sources and double en­
tanglement analogous to the one shown in Pig. 1.25 (p. 59) and pinholes for photons 1 and 
2, say five times bigger than for photons 3 and 4 [Pavicic, 1997]. However, that would also 
slow down the transmission rate. 
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pass through the short arms cannot be distinguished from each other 
because the moment in which the signal and idler are down-converted is 
uncertain. However, when the down-conversion occurs, it occurs within 
femtoseconds, and we can distinguish (by precise time-of-flight measure­
ments) the events where one photon takes the long arm and the other 
the short one and discard them. In a manner similar to polarization, we 
can calculate the coincidence rate between Dsl and Dil to be propor­
tional to cos'^{<j)'i — "̂ 2) J where (j)' depends on the phase shift (j) and the 
path length difference (cf. Fig. 1.32, p. 81 and Table 1.8, p. 82). 
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PERSPECTIVES 

Although Gordon Moore did not include clock speed in his law (see the 
Introduction), it too has increased exponentially over the years, and later 
on he considered it as a corollary to his law (p. xiv) so that the follow­
ing formulation of his law is 
widely accepted in the lit­
erature today: "Computer 
power doubles every eigh­
teen months" [Baxter and 
Trew, 2002]. In the Intro­
duction, Sec. 1.5 (p. 9), and 
Sec. 1.16 (p. 36), we em­
phasized that by the year 
2025 t h e sh r i nk ing of com­

p u t e r e l emen t s will m o s t Figure S.l: /ntei CPU introductions: 486-50 MHz Jun 

p r o b a b l y h i t t h e q u a n t u m ^^^^- DX2-66 Aug 92, P(entium)-100 Mar 94, P-133 Jun 

K • T? +V> + • K ^^' ''"2°° -•"" ^^' P"-300 May 97, PII-450 Aug 98, Plll-
barrier. i-or tne time be- 733 Qct 99, Piii-i.OGHz Mar 00, P4-1.7 Apr 01, P4-2.0 
ing, the shrinking is still ex- Aug 01, P4-2.53 May 02, P4-2.8 Aug 02, P4-3.0 Apr 03, 
ponential, and the number ^^^-^ Apr 04, P4-3.6 Jun 04, P4-3.8 Nov 04. 
of transistors on a single integrated-circuit chip is still doubling every 
18 months. The exponential increase of the clock (processor, CPU) 
speed, however, stopped in mid-2002. Since then the computer power 
has not doubled every eighteen months any more. In Fig. 3.1, we plot 
the speed of the fastest CPUs of the leading world producer Intel against 
the months and years in which they were put into production according 
to Intel's references. Prom November 1971, when the first Intel 4004 pro­
cessor (800 kHz) was put into production, until mid-2002, the increase 
in speed was exponential. After that it became linear, as shown in 
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Fig. 3.1. Moreover, "Intel [is shifting] away from clock-speed frequency 
as a central design philosophy... in favor of an acceleration of dual-core 
designs" [Krazit, 2004]. 

Multicore and hyperthreading are technologies that enable running 
more CPUs on one chip, and this new design philosophy leads us to 
parallel computation. Until recently, when we wanted to compute some­
thing faster, we looked for a faster CPU. In the absence of a faster CPU, 
the only way to run programs faster is to split them in subroutines that 
could run in parallel on many CPUs. And this requires rewriting the 
programs to make their splitting possible. Hence, in the realm of classi­
cal computing we must turn to software but at the same we should be 
aware that we will end up with an exponentially increasing number of 
CPUs. 

Quantum computing, on the other hand, is inherently parallel, as we 
have already seen in our example of physical computing enabled by a 
superposition of quantum states. In Sec. 2.6 (p. 123), we have seen that 
it is expected that a 50-qubit quantum computer will exist by 2012. This 
means a superposition of 2 °̂«:̂ 10^̂  states, each of which is composed of 
50 |1) and |0) states. In the ion trap model (see Sec. 2.5, p. 109), for 
example, a gate operation by means of laser beams on targeted qubits 
also means an interaction with all 2^° states in parallel and changing 
their collective phonon modes. These qubits build a composite Hilbert 
space 7i = Ti? ®---®T-(?. The computational basis, i.e., the basis of this 
space, consists of the following 2^° vectors: |00 • • • 00), |00 • • • 01) , . . . , 
I l l - . - l l ) . 

To compute a function / of these states means to let the states evolve 
according to the time evolution unitary operator U (Schrodinger equa­
tion): 

• | i i i2-«5o) I—> U\iii2...i5o) = | / ( H , ••••ko))- (3.1) 

In a classical computer, we would carry out such a computation in a 
one-state-at-artime sequence. In a quantum computer, we first put all 
the states on the left-hand side of Eq. (3.1) in a superposition of all 2^° 
basis states and then let them evolve together and in one step: 

1 1 

y ^ ani2..i5oHi*2---i5o) I—^ 2 J Q:ni2...J5o 1/(̂ 1̂ 2 •••iso))-
iii2---i50=0 iiM «60=0 

After that we let the obtained (evolved) superposition collapse to a par­
ticular state that we read as a result. Of course, since such a collapse of 
the wave packet is intrinsically statistical, we have to repeat it a number 
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of times but this procedure is of a polynomial complexity provided that 
we find a proper / for a problem we want to calculate. 

In our physical computing scheme from Sec. 1.16 (p. 36), where one 
qubit was a quantum computer or a quantum CPU, a 50-qubit CPU 
would correspond to 2^° 1-qubit quantum CPU states working in par­
allel in the classical sense. Such a massive parallelism of 2^° |1)-|0) 
states corresponds—ideally and theoretically—to a computational power 
of about one million billion transistors, and as we have mentioned in 
Sec. 1.7 (p. 14), not even one billion transistors have been reached so 
far in any classical CPU. More realistic estimates yield that 1000 qubits 
would be required to outpower a classical computer (see Sec. 2.6, p. 123), 
but that would nevertheless be a huge increase in computing power per 
individual qubit. 

However, to be able to use this parallelism we must—as for classical 
parallel systems—find appropriate quantum hardware and software so­
lutions. Quantum computing power would depend on how well we could 
correct errors and faults in computation, on how well we could intercon­
nect qubits, and on how efficient the algorithms are that we would find 
for them. Quantum error and fault correction procedure for quantum 
computation is the same as the one we presented for quantum commu­
nication in Sec. 1.22 (p. 72). Quantum interconnectivity, i.e., quantum 
networkability, is referred to by the 6th and 7th DiVincenzo Criteria 
(see Sec. 2.6, p. 123) and we review some proposals for their realiza­
tion in Sec. 3.1 (p. 137). In Sec. 3.2 (p. 159) we discuss some devices 
that may prove significant in nondestructive handling of qubits and in 
nonclassical measurement arrangements. As for efficient quantum algo­
rithms, only two convincing algorithms for classical applications have 
been found so far: Shor's and Grover's. In Sec. 3.3 (p. 173) we shall 
consider the possibility of constructing a general algorithm, i.e., a gen­
eral quantum algebra, which would correspond to the Boolean algebra 
for single classical computers. In the end, we shall consider, in Sec. 3.4 
(p. 190), whether a quantum Turing machine can serve us for finding 
such a general quantum algorithm. 

3.1 Quantum Network 
The sixth and seventh DiVincenzo criteria requires that stationary 

and flying qubits interconvert and be faithfully transmitted between lo­
cations. The goal is the construction of a quantum bus within a quantum 
computer and the transfer of unknown quantum states between quantum 
CPUs, i.e., the construction of a quantum network. This requires either 
physically moving the individual qubits through a device or moving qubit 
states through a device. Since, according to Theorem 1.4 (p. 58), states 
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cannot be cloned, such a transfer of states should be a teleportation of 
quantum states preferably "on demand." 

The ability to convert qubits stored at specific points in a computer 
into flying qubits will be advantageous for scale-up and error correction. 
The question, then, is how to transfer the information stored in a fixed 
qubit to a flying qubit at a definite time, where the flying qubit is most 
often assumed to be a photon. 

As we have already mentioned when considering photon-on-demand 
sources, the biggest problem with these sources is their poor collection 
efficiency (p. 128). This problem was recently resolved by means of the 
so-called one-atom laser, which contains only one photon at a time in 
its output beam and, like an ordinary laser, has an output within a very 
narrow solid angle. It has been constructed with the help of a linear ion 
trap device that we elaborated on in Sec. 2.5 (p. 110) and an optical 
cavity (optical or Fabry-Perrot resonator) which we will elaborate on in 
the next section). Let us, however, first take a look at some basics of 
the Hght amplification of stimulated emission of radiation (laser). 

3.1.1 Laser 
As its name suggests, a laser is based on a mechanism that we use 

to enhance stimulated photon emission. Let us consider electrons (within 
an atom) that get excited (from the ground state g to level e in Fig. 3.2(a)) 
by means of photon absorption (that is, we will not consider other forms 
of energy, for example, thermodynamic, that might serve the same pur­
pose). We say that external photons pump the electrons. After a few 
nanoseconds, the electrons make a transition to lower states. One of 
these lower states has to be a long-lived state that we can use for stim­
ulated emission. These are called metastable states [m in Fig. 3.2 (a)]. 
Their average lifetime before spontaneous emission occurs is up to a 
millisecond—long enough to achieve stimulated emission by means of 
photons of frequency Umg = (-Em ~ Eg)/h. Such a possibility was first 
recognized in 1924 by Richard C. Tolman as a negative absorption that 
can "reinforce the primary beam" [Tolman, 1924]—i.e., duplicate the 
incoming photon, as shown in Fig. 3.2 (a). 

With a sufficiently intensive pump beam for exciting electrons from 
the ground state, we can have many more atoms in the excited metastable 
state than in the ground state. Such a condition is called a population 
inversion. We achieve our goal of amphfying this population with an 
optical (resonant) cavity consisting of one perfect and one partially re­
flecting mirror, between which we put the stimulated atoms as shown in 
Fig. 3.2(b). The cavity has to select out just those photons of wavelength 
Aej„ = c/vem- This is achieved by choosing the distance between the mir-
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\ spontaneous 

excitation/ ^ \ emission 

stimulated w emission 

Figure 3.2. Laser basics, (a) Photon pii from the first input pump beam excites 
the electron from the ground state g to the excited state e. Photon pis of frequency 
Umg = {Em — Eg)/h {Em is the energy of the metastable level m) from the second 
input pump beam stimulates the emission of another photon pos of same frequency, 
(b) pp represents the photon beam travehng back and forth inside the cavity—these 
photons also cause the stimulated emission of new photons to join pp. i.e., to play the 
role of the p^s beam in (a). Mp is the perfect mirror, LT denotes the laser transition, 
Mpr is a partially reflecting mirror, and ep is the exiting laser beajn. 

rors so as to allow standing waves only for this wavelength {L = nXem/^, 
where n is integer). The result is a constructive superposition of waves 
and a narrowly focused photon beam, because photons that are not 
strictly perpendicular to the mirror will be reflected out from the cavity. 
This situation also increases the stimulated emission until an equilibrium 
state is reached. Then the partially reflecting mirror gives a collimated 
coherent (in phase) output beam with a constant intensity (reflecting the 
rest back into cavity). In other words, we obtain the desired amplified 
stimulated emission of photons, i.e., the laser. 

3.1.2 One-Atom Laser and Atom-Cavity Coupling 
We will now try to describe how we can construct a one-atom laser. 

To make its blueprint, we have to see what we can keep and what we 
must change from the many-atom laser design described above and how 
we can justify the name "laser" for the blueprint. First, we cannot have 
stimulated emission any more, because we now want to get only one 
photon in the outgoing beam. Then, we have to revise our picture of 
photons moving back and forth in a cavity. In the absence of a semiclas-
sical picture for the behavior of an atom in a cavity, we just "calculate 
its behavior" [Mu and Savage, 1992; Lofler et al., 1997]. 

The calculation makes use of the Jaynes-Cummings Hamiltonian (of. 
p. 116), which will take us—as in Sec. 2.5 (p. 109)—to its ion trap im­
plementation below. The main observable we seek to obtain is the net 
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stimulated emission rate—the difference between the stimulated emission 
and absorption rate. The calculation yields that under realistic condi­
tions that can be achieved in a laboratory, the net stimulated emission 
rate can be more than ten times greater than the spontaneous emission. 
This finding, together with the definite direction of the emitted photon, 
shows that we can give the name "laser" to a stimulated atom in a cavity. 
Note that we cannot use any semiclassical picture here, because there 
is, for example, no quantum object (for instance, another photon) that 
could stimulate the emission of the photon in the cavity. The sheer pres­
ence of the cavity determines the behavior of the atom and its emission 
of a photon at a particular rate. We call this interaction an atom-cavity 
coupling. 

3.1.3 Single Photons on Demand 
The next step towards realization of a device that could transfer quan­

tum information from a stationary to a flying qubit is to keep the sta­
tionary qubit at a well defined position. We can do this with a charged 
atom, i.e., an ion, in an ion trap such as the one we described in Sec. 2.5. 
(A neutral atom is much harder to control.) Metastable to ground level 
transitions are no longer important because our aim is no longer an 
inverted population (see Sec. 3.1.1, p. 138) for a number of electrons. 
There is only one electron. Thus, a recent experiment [Keller et al., 
2004a] starts with the three states of a calcium, ion as shown in Fig. 3.3. 

(̂ ^ laser beams ^^^ 
pumping i repumping 
397nm/-~" \ • 

^ — l u 

cavity M i l I o 
/- N866 nm 

I 

O - ^ photon 
' r* \ 866 nm 

e 
866nm 

\ repumping 
atom-\ \ 
cavity 

coupling'« \ 

n 
m 3'=D 3/2 

pumping 397nm 

*°Ca+ 

Figure 3.3. (a) An ion trapped in a linear Paul trap (see Fig. 2.14, p. 109) and 
coupled to a cavity as a source of single photons "on demand." Ml is a perfect and 
M2 a partially reflecting mirror, (b) The transition scheme of the ion in the cavity; 
g, e, and m are ground, excited, and metastable states, respectively. 

A single calcium ion is confined in a linear trap with a lifetime on the 
order of hours. A spherical-mirror cavity is used because a planar-mirror 
one would be too sensitive to misalignment. A laser beam at a wave-
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length of 397 nm (ultraviolet) excites the electron from the level 4^Si/2 
to the level 4^Pi/2 in a process (Rabi oscillation) described on p. 113. 
The duration of the laser pulse is up to 6 //s. So, the electron can only 
make a transition to the metastable state 3^D3/2 (which is not under 
the Rabi regime at that moment). This yields an 866nm (infrared) pho­
ton in a cavity mode—the ion is coupled to the cavity at the resonance 
frequency, and the emission of the photon (decaying from the cavity) 
is enhanced.^ Then another laser pulse of duration 0.5 /xs pumps the 
electron back to 4^Pi/2- The photons from the beam are not coupled 
to the cavity, so they cannot contribute to the cavity's output. The 
electron makes a transition 4^Pi/2 ^ 4^Si/2 by emitting a fluorescence 
photon, and the sequence starts again. The sequence is repeated at a 
rate of 100 kHz. In other words, a continuous generation of single pho­
tons within a controlled time window has been engineered—in the Max 
Planck Institute in Garching [Keller et al., 2004b]. Another such deter­
ministic single-photon generation has been independently carried out at 
Caltech [McKeever et al., 2004]. The setup for the latter experiment, 
shown in Fig. 3.4, indicates its current complexity. 

Figure 3.4- Caltech Quantum Optics experimental setup of a single atom coupled to 
a cavity [Buck, 2003]. 

Such a device can be used for transferring the state of one qubit to 
another, although we have to adjust it for that purpose. The adjustment 
consists in reducing to a minimum the time the electron spends in the 
excited state so as to enable a full and continuous superposition between 
the two stable states. The goal can be achieved by the so-called adiabatic 
transition. 

•"̂ Note that a semiclassical picture cannot be apphed here either. We cannot say that there 
is a photon in a cavity leaving the ion and traveling back and forth at the speed of light in 
the cavity. The photon becomes "real" only when it leaves the cavity. 
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3.1.4 Laser Dark States 
Let us modify our system so as to make it use two ground states, 

say Zeeman states, instead of a ground state and a metastable state. 
In this way we make the corresponding energies close to each other. 
The Schrodinger equation of our ion, with the laser beams applied to it 
and before it is put in the cavity, is completely analogous to Eq. (2.63), 
only we now have three states and will therefore obtain three equations 
instead of the two given by Eq. (2.73). The three-level ion system is 
given in Fig. 3.5 (a). 

(a) 
(b) 

laser 
pumping / Q^x 

^ ' STIRAP 

^ 1 ^ 2 

Figure 3.5. (a) A three-level ion system— the two lower levels axe Zeeman splittings 
of the ground state of the ion. Two laser beams (^1 , Q2), which can induce transitions 
gi —» e and 32 —> e, respectively, interact with the system. In the STIRAP regime 
(see p. 144), the electron goes directly from gi to 32- (b) A sequence of laser beams 
that induces a STIRAP transition 51 —» 52. 

The matrix form of the equations is given below [Hioe, 1984; Kuklinski 
et al., 1989]. We obtain it in the manner described on p. 114. The only 
difference is that this three-level system is now driven by delayed laser 
pulses that we switch on and off. Therefore, the electric vectors E i 
and E2 of the corresponding laser beams must be time dependent. This 
outcome (see p. 114) makes fii(t) and 02(i) time dependent as well. 

Our Schrodinger equation now reads (cf. Eq. (2.63)) 

H^ = ih 
'dt 

(3.2) 

and its general solution is [cf. Eq. (2.64)] 

I*) = c,,(i)e--^i*bi) -h ce(i)e--^*|e) + CgSy-'''''\92)• (3-3) 
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Following a procedure analogous to the one used on pp. 114-116, we get 
the following three equations (cf. Eq. (2.73)): 

dt 
dCe 
dt 

dt 

i 
~ 2 

0 

f)i(t)e^^* 

0 

f)i(t)e-*^* 

2Ae'^* 

02(i)e-^^* 

0 

^2{t)e^^' 
0 

''91 

^92 

, (3.4) 

where A — (wg — w^J — wi = (oig — ^32) — ^2; and wi is the frequency of 
the first laser beam and U2 of the second one—traditionally named the 
Stokes laser beam. The 3 x 3 matrix is equal to —2iH/h for At = 0. 

Prom Eq. (3.4) it follows that the evolution of both Cg^ and C52 (and 
therefore of l^i) and \g2)) depend on Cg (i.e., on |e)). However, as we 
mentioned above, we are primarily interested in an evolution of l^i) into 
\g2) from which |e) could be excluded, and in a superposition of \gi) 
into \g2) on which |e) would have as little influence as possible. So we 
must find an eigenfunction (p. 26) of H that depends only on l^i) into 
\g2)- Actually, one can verify that our Hamiltonian in the rotating wave 
approximation (p. 115), 

H = 
h 

'2 

0 Qi(t) 0 
fii(t) 2A ^2 

0 02(i) 0 
(3.5) 

has the following three eigenstates [Kuklinski et al., 1989; Bergmann 
et al., 1998]: 

|^+) = sinesin^lflfi)+ cos$ |e )+ cos9sin$|g'2) 

|*°) = cose |5r i ) -s ine |p2) 
|*~) = s inGcos^ lgf i ) - s in$ |e )+ cosOcos$|5f2), (3.6) 

where the time-varying angles 0 (usually called the mixing angle) and 
$ are defined by means of the following equations: 

tanG = 
^2{ty 

tan# = 
y^n-i{t) + n-i{t) 

v/0^(t) + ni(t) + A2-A' 
(3.7) 

We see that the eigenvector |^°) is independent of A and that the 
corresponding eigenvalue is zero and therefore independent of O. In other 
words, |^°) does not depend on level e, and we therefore call it a dark 
state because it is not affected by a spontaneous emission (fluorescence) 
from the level e. Let us analyze the dynamics of this state. We assume 
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that at the beginning, the electron is at level gi. We can describe its 
population transfer from level gi to level 32 as 

Qi{t) 
0 and ^^(*) 

t—•—00 f)i(t) 
^ 0. (3.8) 

t—>+oo 

This yields 

| (5i |*0) | ' = l for t ^ - 0 0 , |(g2|*°)|^ = l for t ^ + 0 0 . (3.9) 

Prom Eq. (3.8), we see that we first have to send in an ^2 (Stokes) 
laser pulse—although the level 32 is still unpopulated—if we want to end 
up with the electron populating level 52- Also, we have to switch off the 
second (Stokes) laser before the first one (Oi).^ This process is shown 
in Fig. 3.5 [Kuklinski et a l , 1989; Gaubatz et a l , 1990]. 

The next result is that the state vector we started with, 

|*(i)) = |pi) for i ^ - 0 0 , (3.10) 

can evolve adiabatically, i.e., so as to satisfy 

m))«\^'{t)) (3.11) 

at all times. This is possible under the following condition: 

T^Jnl + 02 > 1, (3.12) 

where T is the pulse length [Kuklinski et al., 1989; Bergmann et al., 
1998]. In this way, we can have an adiabatic evolution with long pulses, 
strong pulses, or both. This adiabatic evolution is also called adiabatic 
passage or stimulated Raman adiabatic passage, STIRAP (see Fig. 3.5). 

3.1.5 Cavity Dark States 
To build our device for communication between two ion qubits via 

flying photon qubits, we put our system in a cavity in order to substitute 
its field for the Stokes laser field and to obtain the decayed photon in 
a predetermined direction. If the cavity is tuned to the same frequency 
as the Stokes laser field was in Sec. 3.1.4 (p. 142), it stimulates the 
photon emission in the same way. So we can describe the evolution of 

^The opposite sequence would start with cos© = 0, that is, with ((gil*")! = 0, which 
clashes with the assumed initial state in which the electron populates the gi level. 
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the trapped atom by means of the following Hamiltonian [Kuhn et al., 
1999]: 

— f 
0 f̂  0 
O, 2A 2g 
0 2g 0 

(3.13) 

in which we substitute the atom-cavity coupling constant g multiplied 
by 2 for the Stokes laser Rabi frequency ^2 in Eq. (3.5) and denote 
the Rabi frequency fii as Q,. The atom-cavity coupling constant in a 
semiclassical representation corresponds to the potential energy of the 
induced^ atomic electric dipole moment e in the single-photon cavity 
field [James, 1998]: 

Y 2eoI4avity 

where K;avity is the cavity mode volume. The closer the cavity mirrors 
are to each other (smaller Kavity)r the stronger the atom-cavity coupling. 

The dark state |*°) remains the same as in Eq. (3.6), only instead of 
tan 6 from Eq. (3.7), we now have 

t a n e = ^ . (3.15) 

The dynamics remains the same as described in Sec. 3.1.4 (p. 142) and 
shown in Fig. 3.5, (p. 142 except that role of the Stokes laser field (Q2) is 
taken over by the cavity field. Thus [see Fig. 3.5 (b), p. 142], the cavity 
field is always "on" before the first laser beam (f) — Qi) illuminates 
the atom. Since the excitation of the electron {gi —> e) is avoided by 
STIRAP we also do not have an energy loss by spontaneous emissions 
(e ^^ Pi or e —>̂ 5̂ 2)• This also means that the STIRAP transition 
{gi —* g2) is a unitary process. 

A semiclassical interpretation of the role of A-detuning runs as fol­
lows. The first laser field excites the electron up to the e — A level, 
which is not a quantum level, from which the electron could deexcite 
through a spontaneous process with a photon emission to any level. 
However, in the presence of the cavity field that stimulates the transition 
(e — A) -* 52) the electron is forced to p2- During this second part of the 
STIRAP transition, the electron generates a photon inside the cavity 
that subsequently decays from the cavity through the output coupler 
(partially reflecting mirror). 

^Induced by the single-photon cavity field. 
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We will denote the initial, coupled, and final electron-photon states 
of the STIRAP process as 

\gi,0), \g2,l), and \g2,0), (3.16) 

respectively. Here, 151,0) means that the electron is at level gi and no 
photon is present, \g2,1) means the electron is in a transition to g^ and 
a photon is generated inside the cavity, while 132)0) means the electron 
is at level 52 and the photon has decayed (was emitted) from the cavity. 
The dark state can be written as [see Eq. (3.6) and (3.15)] 

1*°̂  = / . ^\^.A'^9\9uO)-m\92,l)), (3.17) 

where we used the following elementary trigonometric relations: 

COS0 = —====, sinO = —=^=Z==. (3.18) 

Vl + t a n ^ e Vl + tan2 6 ^ 
STIRAP assumes a slow rising of the first pump pulse, and the emis­

sion 152)1) -^ 152)0) starts as soon as the decaying state \gi) starts 
to contribute to |^°) , i.e., with the rising edge of the pump pulse (Qi 
edge in Fig. 3.5 (b), p. 142) [Kuhn et al., 2002]. After the emission 
|52) 1) -^ |52)0) finishes, we can re-pump the electron back to |5i,0) and 
start the sequence again. With a suitable choice of laser pulses, cav­
ity, and atom, we can achieve a photon decay probability distribution 
of about 2 fj,s and repeat the sequence every 4 /is. This enables us to 
achieve a controlled emission of photons and a communication of two 
atom-cavity systems as shown in Sec. 3.1.6. 

3.1.6 Dark-State Teleportation 
The strongly coupled atom-cavity system photon emission based on 

the STIRAP unitary process, which we described in the previous section, 
can be reversed. Thus a superposition of ground states of one atom in 
one cavity can be adiabatically transfered to another such atom in an­
other cavity by means of a photon emitted from one cavity and sent to 
another [Pellizzari, 1997; Pellizzari, 1998]. Such a photon communica­
tion between atoms establishes a mode of quantum networking. 

Another possible building of a quantum network among atoms in cav­
ities is by means of joint detection of photons decaying from distinct 
cavities and teleportation of the state of one atom to another [Yu et al., 
2004]. This approach has the advantage that we do not have to carry 
out a demanding feeding of one cavity with a photon that has decayed 
from another. 
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Our aim is to transfer an unknown state, a superposition state of an 
electron in atom A in cavity A: 

a\gi)A + a\g2)A, (3.19) 

to a state of an electron in atom B in cavity B: 

« | 5 I ) B + a|52)B- (3.20) 

Therefore, l̂ ri) and \g2) cannot themselves be dark states as in Eq. (3.17). 
Instead, we have to introduce new states that will form dark states with 
them. The teleportation we will carry out by means of such dark states 
we call dark-state teleportation. To arrive at the desired dark states, 
we pick up a suitable atom that has enough states for optical pumping. 
These atoms are usually alkali-metal atoms, say rubidium or cesium, 
which are widely used in various applications of optical pumping (atomic 
clocks, weak magnetic field measurements, NMR, MRI, etc.). 

Following the given proposal [Yu et al., 2004], we will consider the ru­
bidium isotope ^^Rb. It has the closed shells nl = Is, 2s, 2p, 3s, 3p, 3d, 4s, 
4p and one electron in the 5s shell, which is pushed below the Ad and 4 / 
shells by the spin-orbit interaction (see p. 91). Thus ^^Rb behaves Uke 
a system with one electron in the 5s ground state. The total angular 
momentum is given by Eq. (2.11): J=L- | -S. For the ground state 5s, 
we have s = 1/2 and / = 0 and therefore j = 1/2. The first excited 
states are the 5p states 5j?i/2 and 5p3/2, corresponding to s = 1/2, I = 1, 
j = 3/2, and j — 5/2, respectively. They are separated by the spin-orbit 
interaction L • S. We will consider only j = 3/2. 

The total nuclear angular momentum K combines with J to give the 
total angular momentum of the atom: F = J -I- K. ^''Rb has K = 3/2, 
and its j = 1/2 ground states are split by the hyperfine interaction 
(see Eq. (2.31)) into doublets with F = K ± j = 3/2 ± 1/2 = 2,1. 
Now we apply an external magnetic field B to the atom to split the 
levels into magnetic Zeeman sublevels (see Sec. 2.2, p. 88) with magnetic 
quantum numbers m — —F,—F+ 1,...,F. The levels are given in 
Fig. 3.6 (cf. [Sarkisyan et a l , 2005]). 

As we have shown in Sec. 1.9 (p. 20), a circularly polarized photon 
has an angular momentum jp = 1 and two additional degrees of freedom 
(eigenvalues of k • jp/k) denoted rrij^ = ± 1 . The Unear polarization 
of photons that we have used so far is a superposition of their circular 
polarizations as given by Eq. 1.13. We cannot use linearly polarized 
photons here because the selection rules for them require Am = 0 instead 
of Am = ±1 in Eq. (3.21). 

When our atom absorbs a circularly polarized photon, it has to absorb 
both energy and angular momentum in its transition from the ground 
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Figure 3.6. Levels of ^'^Rb {\g), |e)), laser beams (fi), atom-cavity couplings (G), 
and detunings (A) relevant to the teleportation experiment. Atoms A and B use 
different levels, so we show them together here (A—black, B—gray). Dotted levels 
are not used. Dashed levels denote detuning. 

to an excited state, and therefore the following selection rules must be 
satisfied: 

Al = ±l, AF = ±1, Am = rrijj, = ± 1 . (3.21) 

By emission of a photon, the same selection rules must be satisfied. Thus, 
for Am = ±1 we get a circularly polarized photon and for Am = 0 a 
linearly polarized photon. 

In the same way as in Sees. 3.1.4 (p. 142) and 3.1.5 (p. 144), we make 
transitions l^i)^ -> |ei)A, (^Ai), \92)A -* \e2)A, {^A2), and |53)B -*• 
\^3)b i^Bi and fijB2 because of their opposite detunings) by means of 
right-hand circularly polarized laser beams (note that all transitions have 
Am = +1 and see Eqs. (3.21) and (1.12)). 

The transitions \ei)A —>• 19$)A and 163)5 -^ [92)3 are coupled to cavity 
mode ai with a left-hand circular polarization, while {62)A —* 193)A and 
1^3)5 -^ \9I)B are coupled to an with a right-hand one. The atom-
cavity constants for the first and second cavities are equal so as to give 
photons of the same frequency and enable their subsequent interference. 
In analogy with Eq. (3.17), we express the state of system A described 
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by the two dark states (recall Eq. (3.19)): 

l*(*))^ = /A 2 ^n rJ'^9\9l,0)A-^Al{t)\93,L)A) 74^2 + 0^1 (i) 

+ /A 2 ? n ,A'^9\92,0)A-nA2{t)\g3,R)A). (3.22) 

Within the STIRAP process, with Q,AI and flA2 increasing gradually, 
|^ ( t ) )^ adiabatically evolves into 

mA = a\g3,L)A + b\g3,R)A)- (3.23) 

The state of system B is 

l*(*))^ = / . 2 !n .J^9\9z,0)B-nBi{t)\gi,R)B) 
1/45-̂  + O B I (i) 

+ /A 2 In rJ'^9\g3,0)B - nB2m92,L)B), (3.24) 
1/452 + fis2(i) 

and it too, with QBI and ^52 increasing gradually, adiabatically evolves 
into 

I * ) B = -^{\guR)B + 152, i^)B). (3.25) 

The joint state of systems A and B is 

I*) AS = | * ) A < 8 ) | * ) S =a\g3,L)A\guR)B + a\g3,L)A\g2,L)B 

+ %3,i?)Abi,i2)B + %3,-R)yib2,-^^)B- (3.26) 

Our goal is to detect just two of the four photons and to infer the state 
of atom B from the measurement. More specifically, we want one photon 
decaying from cavity A and one from cavity B to combine at a polarized 
beam splitter, as shown in Fig. 3.7. [This is why g in Eq. (3.22) is equal 
to g in Eq. (3.24).] Since we do not know which of the two photons 
from each cavity would decay first, we have to represent each photon as 
a superposition of two possible photon states. So the joint state of the 
two photons leaving the cavities is [cf. Eq. (1.68)] 

\^)AB = {a\L)A + b\R)A) ® {\L)B + \R)B) 

= a\L)A\L)B + a\L)A\R)B + b\R)A\L)B + b\R)A\R)B- (3.27) 

To carry out the measurement, it is convenient to turn the circular 
polarization into the linear one. Quarter-wave plates, QWPs, with ad­
ditional rotators do just this: L -* H, R —* V, where H and V mean 
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W ^ 1 1 ^ ^ n 

Figure 3.7. Teleportation of the state of atom A to the state of atom B via photons 
decaying from cavities A and B. PBS, polarizing beam spUtters; L, lenses; F, fiber 
loops; D, detectors; and p, photons decaying from the cavities. QWP and HWP 
are quarter- and half-wave plates (p. 22). The QWPs turn circular polarizations into 
linear ones. The HWP between PBS and QWP is a 90° plate, and the HWPs between 
PBS and PBSl, PBS2 are 45° plates. 

horizontal and vertical polarization (see p. 22). The right half-wave 
plate (in front of the polarizing beam splitter PBS) then rotates the 
polarization plane by 90° (see p. 22). This transforms Eq. (3.27) into 

\II^)AB = a\H)A\V)B + a\H)A\H)B + b\V)A\V)B + b\V)A\H)B. (3.28) 

A polarizing beam splitter transmits only the horizontal polarization 
component and reflects the vertical one. Thus we have \H)A going to­
wards PBS2, \V)A towards PBSl, \H)B towards PBSl, and \V)B to­
wards PBS2. We shall denote them |iir2)) l^i)? \Hi), and IV2), respec­
tively. Hence, immediately after PBS in Fig. 3.7, \'4>)AB evolves into [Pan 
and Zeilinger, 1998] 

a\H2)\V2)+a\Hi)\H2) + b\Vi)\V2) + b\Vi)\Hi). (3.29) 

Let us consider only the case where one photon goes through PBSl 
and the other through PBS2: 

1 
|V')i2 = a\H,)\H2) + b\Vi)\V2) = ^ [ ( « + bM+) + {a- 6 ) ]^ ) ] , (3-30) 

where 

|0+) = i=( | i I i ) | i?2) + |V^i)|^2)), \r) = ^{\Hi)\H2)-\V,)\V2)).{S.Sl) 

We can tell \<j)'^) from \(j)~) as follows. We first rotate their polarization 
plane by 45° with the help of two HWPs in front of PBSl and PBS2: 

\Hi) J_ 
V2 

m) + m), \Vi) V2 
m) - \Vi)), (3.32) 
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where i — 1,2. This causes the evolution 

| 0 + ) ^ - ^ ( | H i ) | i 7 2 ) + |yi>|F2)), \cl>+)^±{\Hi)\V2) + \V,)\H,)). (3.33) 

If the photons are in the first of these two states, they will trigger (ide­
ally) either Di and D4 or D2 and Ds^—and this means that |V')i2 in 
Eq. (3.30) was in the state l*̂ "*"), and therefore 

\^)AB = ^^{\H)A\H)B + \V)A\V)B). (3.34) 

Taking into account the rotation of the HWP in front of PBS, we see that 
Eq. (3.34) corresponds to a superposition of \L)A\R)B and \R)A\L)B, 

which means that upon emission of these photons from the cavities, the 
joint state of systems A and B given by Eq. (3.26) jumps into 

|*)ASfin = I53,0)yi(abi, 0 ) B + 6|52, 0 ) B ) . (3.35) 

In other words, atom B was left in the state given by Eq. (3.20), and 
the desired teleportation has been carried out. The classical part of the 
teleportation procedure consists of discarding all the other states of the 
systems A and B for which we obtained some other clicks in detectors 
D1-D4.5 

3.1.7 Quantum Repeaters 
When teleportation devices such as the one shown in Fig. 3.7 (p. 150) 

or the one presented in Fig. 1.32 (p. 81) are used for communicating 
unknown states from one point in space to another, such devices are 
called quantum repeaters. As we already emphasized (p. 75), according 
to Theorem 1.4 (p. 58) we cannot copy a quantum state and therefore we 
cannot amplify a quantum signal, but we can teleport the signal through 
fibers. The question is whether we can cover a greater distance with the 
same losses using repeaters than with a single fiber. 

It would be best if we could use entangled photons on demand, be­
cause our final aim is to integrate quantum communication and quantum 
computation. As we have seen in Sec. 3.1.3 (p. 140), single photons on 
demand have recently been obtained on devices that can be incorporated 

*For any other set of detector clicks, we simply abort the procedure, destroy the state of sys­
tem A, and start everything anew. This means that the procedure is essentially probabilistic 
in the same sense in which the teleportation presented in Sec. 1.20 (p. 56) is probabilistic. 
^We can also keep the state that corresponds to the triggering of either Di and D3 or D2 and 
D4, thus selecting \<l>~) in Eq. (3.30). We then find the atom B in the state a\gi)B — &|fl'2)s, 
which we can bring to the state (3.20) by giving {92)3 a phase shift [exp(i7r) = -1] . 
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into future quantum computers. However, so far, progress in obtaining 
entangled photons on demand has been made almost exclusively with 
quantum dots in a cavity [Benson et al., 2000; Stace et al., 2003; Beny-
oucef et al., 2004; Kumar et al., 2004]. Therefore we shall assume our 
sources are quantum dots, but this assumption is not essential for our 
elaboration.^ It is also expected that there will be other such sources 
soon. On the other hand, there are several reasons why down-converted 
photons do not seem suitable for the purpose. First, for n — 1 repeaters 
we should have n sources (say type-II crystals, p. 130), all simultane­
ously pumped by a laser beam. Second, we have an unsurmountable 
problem with the probabilistic nature of the down-conversion of signal-
idler pairs—we have to use weak pump pulses to avoid down-conversion 
of more than one pair in a crystal and to prevent eavesdropping (p. 127), 
and this leads to an exponential decrease in the probability of a simulta­
neous down-conversion of n pairs in n crystals (this probability is equal 
to the probabiHty of down-converting n pairs in one of the crystals and 
none in all the others). 

Prom Sec. 1.20 (p. 56), it is clear that one can use the setup from 
Fig. 1.25 (p. 59) as a repeater. We just take out the polarizers PS 
and P4 and use either type-I or type-II crystals as shown in Fig. 2.19 
(p. 131) as our sources Sj and Sij. Then, as soon as D3 and D4 each 
detects a photon, the other two photons leaving Sj and Su to the left 
are entangled in polarization that AHce and Bob can verify using po­
larizers PI and P2 and detectors Dl and D2. This result follows from 
Eqs. (1.128), (1.145), (1.141), and (1.142). We have seen in Sec. 2.7 
(p. pagerefsec:quant-comm-impl) that the losses in fibers rise exponen­
tially with their length. Let us assume that we cannot have a faithful 
transmission for fibers longer than Lmax- If we now substitute fibers 
of length Lmax for the paths from Dl to Sj, from Sj to BS, from BS 
to Sii, and from Su to D2 in our repeater setup in Fig. 1.25 (p. 59) 
and assume that both detectors and sources are ideal and perfect, we 
see that this setup might enable communication over a 4Lniax distance. 
Thus, we are tempted to consider a concatenation of such repeaters—as 
shown in Fig. 3.8—as a solution to our quantum communication prob­
lem. However, the setup cannot work this way. Below we show why this 
is not possible and how we can construct proper quantum repeaters. 

®Also, since a/ccording to Quantum Computation Roadmap (Table 2.1, p. 124) quantum dots 
are not considered to be among the main candidates for a future quantum computer, we will 
not enter into details of their physics. 
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Dl Dl ' D2 D2' D3 D(n-l) Dn 

^ ^'M ^<M ^iM 

Figure 3.8. A quantum repeater scheme whose probability of a faithful transmission 
from 1 to n' exponentially decreases with the number of sources n [Pavicic, 2000a]. 
S, photon sources; P, polarizers; BS, beam splitters; and D, detectors. Photon 1 and 
photon n' are in a singlet state. 

The sources Si,S2r • • ,^n from Fig. 3.8 produce nonmaximal singlets 

|*i) = , ^ (a«'|0)i|l)i' - Ai'|l)i|0)iO, (3.36) 

where i = l , . . . , n ; |0),|1) mean horizontal and vertical polarization 
respectively; and a s and Ps take care of possible unknown imperfections 
in quantum channels and sources. 

The wave function of two photon pairs born in Si and S2 (Eq. (3.36)) 
is given by Eq. (1.145): 

1*12) = |^l)<8»|*2) 

= a |0)i | l )r |0)2| l)2 ' - /3|0)i | l) i ' | l )2|0)2' 

-7 | l) i |0)i ' |0)2| l)2 ' +<J|l)i|0)i'|l)2|0)2'. (3.37) 

These pairs contain photons 1' and 2, which interfere at BSi. Upon 
introducing the wave function (3.37) into Eq. (1.135), we get a nonmax­
imal singlet state [Pavicic, 1995; Pavicic, 1997]: 

(«ll'/322'|0)l|l)2'-«22'/3ll'|l>l|0)2')- (3.38) 
-V/ (Q; I I ' , 522 ' ) ^ + ( Q ; 2 2 ' / 3 I I ' ) ^ 

For aiii/322> = OL22'PIVI we achieve a kind of purification [Zhao et al., 
2003] of the final state (3.38) since it then becomes a maximal singlet 

|* , ) = - ^ ( | 0 ) i | l ) 2 ' - | l ) i | 0 ) 2 0 . (3.39) 

In general, we have to carry out a purification separately. It can be 
done by means of quantum circuits, notably by means of the so-called 
bilateral CNOT gates, BCNOT [Bennett et al., 1996]. Probabilistic all-
optical CNOT gates [Pittman et al., 2001] have recently been proposed 
for building quantum repeaters [Kok et al., 2003]. We shall, however. 



154 Perspectives 

present a simpler quantum optical purification [Pan et al., 2001], which 
is not ideally efficient but is considered for and has been experimentally 
realized within a quantum repeater [Zhao et al., 2003]. Its scheme is 
given in Fig. 3.9 (a). 

1 

PBS 
\ 2 

W w 
s 

, ^ , 
W 

1 

2' 

classical communication 0.5 0.6 0.7 0.8 

Figure 3.9. (a) A probabilistic purification scheme according to [Pan et al., 2001]. 
S axe photon sources (quantum dots), PBS axe polarizing beam splitters, D are de­
tectors, HWP are 45° half-wave plates, and pf are phase flippers based on classical 
communication. Photons pairs 1-1' and 2-2' are supposed to be mostly in one of 
the Bell states (Eq. (3.40)) but possibly "spoiled." After a procedure that follows 
detections of photons 4 and 4' (see text), photons 3 and 3' will have a higher degree 
of entanglement than original pairs, (b) Graph of k from Eq. (3.45). 

In a way, the scheme is a special case of the complete bilateral CNOT 
approach, which handles all Bell states (singlet |^~) and triplets 1̂ "*"), 
|#±)): 

l*'=)u' = -^( |0) i | l ) i .± | l ) i |0) iO, 

\^%V = •^{\0)i\0)i>±\l)i\l),), (3.40) 

while the scheme itself handles just two of them. It assumes that the 
original pairs are mostly in, say, the l̂ "*")!!' state with a mixture of 
unwanted j^"*")}!' state: 

1 
l*orig)i = -,{F\^+)u' + il-F)\^+)n'), (3.41) 

^F^ + (1 - F)2 

where F determines an unknown portion of !$"'")«' that should be pu­
rified and 1 — F a portion of unwanted |^''")ii' that we want to get rid 
of. 

The function describing two-pair state of pairs leaving sources is a 
product of their functions given by Eq. (3.41), i.e., the following mixture: 

l*)in = ^^TTTT—^[^ ' I* )U ' I$ )22 ' + (1-F) ' |* )11 ' |* )22 ' 
F2 + (1 _ F)2 

- h F ( l - F ) ( | $ ) i i / | * ) 2 2 ' + |*) l l ' |$ )22 ' ) (3.42) 
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Obviously, the middle terms cannot contribute to all four outgoing modes 
(3, 3', 4, 4'), because photons have equal polarizations in |$)i i ' and op­
posite one in |#)i i ' . So, if two photons exits through, for example, 3 
and 4, the other two must both exit through either 3' or 4'. 

The first term reads 

|$)ll'|*)22' = ^(|0)l|0)i/|0)2|0)2' + |0)i|0)r|l)2|l)2' 

+ |l)l|l)l'|0)2|0)2' + | l) l | l ) l ' | l )2 | l)2 ') , (3.43) 

where only the first and last term correspond to only one photon going 
in each of the 3, 4, 3', 4' modes. This leaves us with only 50% of the 
photons. We can now engineer the 3-3' state by the same procedure we 
used in Sec. 3.1.6 on p. 150 (see Fig. 3.7, p. 150). The "only" difference is 
that there the photons come from the same polarizing beam splitter and 
here from two diflFerent ones. If the same detectors (see Figs. 3.7 (p. 150) 
and 3.9 (a) (p. 154), and p. 150) click, the 3-3' state is |$''")33', and if 
different ones click, then the 3-3' state is |$~)33'. In the latter case, 
we have to perform a local phase flip operation on one of the photons 
(pf in Figs. 3.9 (a)) to convert |#~)33' into |$"^)33'. We obtain |^'*')33' 
analogously. 

To estimate the quality of purification, we have to calculate the prob­
ability for the obtained |$"'")33'. The probabilities for |$)ii' |$)22' and 
|*)ii ' |*)22' are F^ and ( 1 - F ) ^ , respectively. Since |$+)33' and |*+)33' 
were obtained from |#)ii' |#)22' and |^)ii' |^)22') respectively, with 50% 
photon loss (see the previous paragraph), their probabilities are F^/2 
and (1 — JP)^ /2 , respectively. Thus a purified state reads 

|*purifed)i = - ^ = = ^ = _ = ( F 2 | $ + ) , i , -H (1 - Ff\^+)u'). (3.44) 

Let us compare the coefficient of the first (purified) term with the coef­
ficient of the first term of the original function Eq. (3.41): 

p2 p 
= k , ^ , , ,. ^ , , . (3.45) 

^i?4 + (1 _ 2?)4 ^p2 + (1 _ py 

When we plot A; on the [0.5,1] interval, we obtain the graph shown in 
Fig. 3.9 (b). It has a maximum for F = 0.608423 and it shows that the 
purification rate slows down to practically zero for F > 0.9. Hence, for 
a realistic application, we have to use bilateral CNOT gates as already 
emphasized above. 

Actually, the main reason why we cannot easily have good perfor­
mance with hnear optical elements (beam splitters, mirrors, polarizers, 
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phase shifters, rotators, photodetectors, delay Unes, electronic switchers, 
etc.) and why we always lose photons is the following no-go theorem by 
Vaidman and Yoran [Vaidman and Yoran, 1999] and Liitkenhaus, Cal-
samiglia and Suominen [Liitkenhaus et al., 1999]. 

THEOREM 3.1 The distinguishing of all four Bell states cannot be 
achieved with linear optical elements in a two-particle (4-dimensional) 
polarization Hilbert spaced 

Proof By exhaustive checking of Bell state decompositions as carried 
out in [Vaidman and Yoran, 1999] and [Liitkenhaus et al., 1999]. • 

We have seen in Sec. 1.20 (p. 56) that we can identify the singlet 
photon state just by detecting the photons at the opposite sides of a 
beam splitter after they interfered at it. For all three triplet states, both 
photons exit from the same side of the beam splitter. By using polarizing 
beam splitters as shown in Fig. 3.10 (a), we can identify the triplet state 
l^"*")—the photons have opposite polarizations, and therefore clicks of 
either Di and D2 or D3 and D4 detect |\E'+) and distinguish it from l̂ "* )̂. 
By rotating the polarizing beam splitter by 45° as shown in Fig. 3.10(b), 
we can distinguish |$^) from each other but no longer from l̂ "*"). 

H wcM^cM 
PBS1 

D. 

PBS 2 

Figure 3.10. (a) A 50% coupler (also called a swapper): setup to aJlow identification 
and distinguishing of two Bell states: | * * ) ; (b) the setup is to identify three Bell 
states: \^~) and |$*)—however, it cannot distinguish l̂ "*̂ ) from I*"*"); (c) the setup 
is to identify and distinguish all four Bell states in a higher Hilbert space. BE are 
birefringent elements. 

To identify and distinguish all four Bell states, we have to embed 
the Bell states into a larger Hilbert space so as to obtain hyperentan-
gled quantum states with more than one degree of freedom [Kwiat, 1997; 

'^There is a corresponding position-momentum problem for particle systems known as the 
Pauli problem: Is the knowledge of the probability distribution IV'C )̂!̂  and |V'(p)P sufficient 
to determine the quantum state \ip) of the particle? "The question whether all real states 
might be Pauli unique has been answered in the negative by Pavieic [PaviCid, 1987a]... Clearly, 
the probability distributions |V'(9)P and |V'(p)P are not sufficient to determine the quantum 
state." [Weigert, 1992] 
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Kwiat and Weinfurter, 1998]. For example, type-II down-converted pho­
tons are polarization and momentum entangled. Such photon pairs can 
be passed through strongly birefringent material of length L, whose axis 
is set in the 0-1 linear polarization plane, with the effect of delaying 
one of the photons with respect to the other by the time AnL/c, where 
An is the difference in the refractive indices. Hence, in the setup shown 
in Fig. 3.10 (c), we first distinguish |^~) from the other Bell states^ 
(it is detected at the opposite sides of BS), then we temporally distin­
guish |\E'"'") from l̂ "*"), and if it is 1$"*") we have to distinguish it from 
|$~) according to the procedure given on p. 150. Hyperentangled two-
photon states have been realized experimentally [Cinelli et al., 2005] and 
mentioned in the Quantum Computation Roadmap (p. 124), but their 
inclusion in a quantum repeater is apparently too intricate to implement 
at the present time.^ It is not only a question of sources but also of single 
photon detectors that can distinguish one from two photons [Kim et al., 
1999; Kwiat and Weinfurter, 1998; Kok et al., 2002]. 

Instead, we shall present a proposal [Kok et al., 2003] that is in princi­
ple realizable with today's technology, although it is uncertain whether 
we can shrink it sufficiently in the near future. The proposal uses 
probabilistic purifiers based on all-optical realization of bilateral CNOT 
gates (p. 153) together with a quantum nondemoUtion detection device 
(QND device) [Kok et al., 2002], the probabilistic couplers presented in 
Fig. 3.10 (a), and a realistic quantum dot source of Bell states, as shown 
in Fig. 3.9. The repeater is assembled as shown in Fig. 3.11. 

Alice P H H I } - ^ [PHCHP P-Bob 

Figure 3.11. Quantum repeater according to [Kok et al., 2003]. C is a quantum 
coupler (swapper) as given in Fig. 3.10 (a), P in the n;iiddle block is a purifier as 
described in the text, and S is a quantum dot source of Bell states on demand (see 
p. 152 and Fig. 3.9, p. 154). Dashed lines denote classical communication. 

To determine the probability of success of the repeater, we start 
from an essential property of the probabihstic all-optical nondestructive 
CNOT, namely, "that the desired CNOT operation may be performed 
with probability of 1/4 without measuring or determining the values of 

8See Eq. (3.40) 
^A similar setup for fermions (electrons) which combines spin and charge measurements has 
also been proposed recently [Beenakker et al., 2004]. 
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the input qubits" [Pittman et al., 2001]. Therefore, we can concatenate 
as many CNOT gates within a repeater as needed to successfully per­
form the desired CNOT operation. Thus the total probability of success 
for our repeater can be obtained by multiplying the probabihties for the 
purifiers with the probability for the coupler. 

To find the success probability for a purifier within P, we have to take 
into account the efficiencies of all of its elements. There are two CNOT 
gates with success probabifity pc, one QND device with pq, five quantum 
dot Bell state sources (two sources shown in Fig. 3.11, then one for each 
CNOT and one for the quantum nondemolition detection device—not 
shown) with probability ps of successful generation of pairs, and eight 
detectors with efficiency r]. To these we have to add a parameter C for 
the photon loss over the channel and an attenuation parameter 7. The 
total probability is therefore 

Ppur^il-lKphVcPg- (3.46) 

Therefore, to obtain a probability of success for each P-box in Fig. 3.11 
equal to one, we have to use ATpur = 1/Ppur elements within each purifier. 

The probability of success for an ideal coupler is, as we have shown 
above, 0.5. Taking into ax^count the efficiency of the detectors that fire, 
we get Pcoupl = •'7^/2. So we have to use A?coupl = ^/Pcoupl couplers. 
Since a repeater needs two purifiers and one coupler in the central block 
and two purifiers at the end, the total number of components within the 
repeater for the values 77 = 0.8, Ps = 0.9, 7 = 1/2, C = 1/2) Pc = 1/4, 
and Pq = 1/S is 

iVtotal = 2iVpur(iVcoupl + 1) = = 10343. (3.47) 
PpuvPcoupl 

Here we have Ncmpl = 4 {1/pcoupl = 3.125) couplers, and this implies 
eight sources S and a fourfold fiber. When we take into account that 
the number of transistors on a Pentium chip is 3.3 x 10^, this number of 
elements might seem feasible in the near future, provided that we have 
single photon detectors with a realistic efficiency of 0.8 soon. 

Such repeaters can easily be concatenated with polynomially increas­
ing losses. To see this, let us look at the fidelity of photon transmission 
through a fiber: F ~ exp(—L7), where L is the distance between Alice 
and Bob. To enable extraction of maximal entanglement by purifying 
the photon states, we must not go below a minimum fidelity FQ. There­
fore, we have to install a repeater after each L/N portion of their total 
distance, which decreases the fidelity to FQ. This means that there are 
N repeaters on the total distance L, and the fidelity of each portion 
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decreases by a factor a = exp{—L^/N), which represents an exponen­
tial improvement compared to the exp(—L7) above. Thus each portion 
(each looking Uke the total device shown in Fig. 3.11) needs 1/a pho­
tons, and all portions of the distance L need N/a photons, which means 
a polynomially increasing number of photons. 

This rounds up the bits and pieces of our would-be quantum net­
work. They still do not fit to each other smoothly, but they soon will. 
For example, the DARPA network (p. 125) plans to introduce quantum 
repeaters soon. 

3.2 Quantum-Classical Coupling 
In this section, we consider two couplings of quantum systems to 

macrodevices: interaction-free and Kochen-Specker preparations of quan­
tum systems and their application to quantum computation. 

3.2.1 Interaction-Free Computation 
Quantum interference of individual systems has been found to be ca­

pable of detecting objects without transferring energy to them. "Con­
sider a photon experiment, shown in Fig. 3.12, which results in interfer­
ence in the region D provided that we do not know whether the photon 
arrived at the region by path si or by path S2 • • • If we, after a photon 
passed the beam splitter B and before it could have reached point C, 
suddenly introduce a detector in the path S2 at point C and do not de­
tect anything, then it follows that the photon must have taken the path 
si—and, really, one can detect it in the region D, but there it does not 
produce interference any more . . . The fact that by detecting nothing 
in point C we destroy the interference implies that the photon some­
how knows of the other path when it takes the first one" [Pavicic, 1986, 
pp. 31, 32]. 

Figure 3.12. Figure taken from Pavicic (1986): "By detecting nothing in the point 
C we destroy the interference [in the region £>]" [Pavicic, 1986, p.31] 
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This "photons's knowledge" is not explicitly described by the quan­
tum mechanical formalism. The interference is described by the prob­
ability waves so, the aforementioned consideration of the paths of the 
energy carriers, i.e., of the photons themselves, was not unknown to 
physicists of the time but was considered useless. However, Elitzur and 
Vaidman [Ehtzur and Vaidman, 1993] realized that path considerations 
of the waves can be used for realistic measurements, and several such 
experiments have been carried out since [Kwiat et al., 1999]. In what 
follows we will consider the experiments that enable a construction of an 
interaction-free CNOT gate. There are different proposals for a CNOT 
gate in the literature that use different interaction-free setups. For exam­
ple, Gilchrist, White, and Munro arrive at a destructive pseudo CNOT 
gate in which one of the target qubits must be destroyed [Gilchrist et al., 
2002]. On the other hand, Hiroo Azuma uses a positron as a straight 
moving object (control qubit) that blocks {N times, where AT —> oo) the 
paths of a zig-zag moving interrogating electron (target qubit) [Azuma, 
2003; Azuma, 2004]. 
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Figure 3.13. Figure taken from Paul and Pavicic (1997): "Lay-out of the proposed 
interaction-free experiment; (a) In the shown free round-trips the intensity of the 
reflected beam is approaxihing 0 for R approaching 1, i.e., detector Dr does not react; 
(b) However, when an absorbing object is immersed in the liquid (whose refractive 
index is the same as the one of the crystal in order to prevent losses of the free round-
trips), for R = 0.999, 99.9% of the incoming beam reflect into Dr, 0.0001% go into 
Dt, and 0.0999% hit the object." [Paul and Pavicic, 1997] 

Let us consider the setup proposed by Paul and Pavicic [Paul and 
Pavicic, 1996; Pavicic, 1996; Paul and Pavicic, 1997] and shown in 
Fig. 3.13. The outcomes have been confirmed by a real experiment 
carried out by Tsegaye, Goobar, Karlsson, Bjork, Loh, and Lim (1998) 
[Tsegaye et al., 1998]. Our experimental proposal uses an uncoated 
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monolithic total-internal-reflection resonator (MOTIRR) coupled to two 
triangular prisms by frustrated total internal reflection (FTIR). A squared 
MOTIRR requires a relative refractive index n > 1.41 with respect to 
the surrounding medium in order to confine a beam to the resonator 
(the angle of incidence being 45°). If, however, another medium (in our 
case, the right triangular prism in Fig. 3.13) is brought within a distance 
of the order of the wavelength, the total reflection within the resonator 
will be frustrated and a fraction of the beam will "tunnel out" from the 
resonator. Depending on the dimension of the gap and the polariza­
tion of the incidence beam one can well deflne reflectivity R within the 
range from 10-^ to 0.99995. The main advantage of such a coupling 
in comparison with coated resonators, is that the losses are extremely 
small—down to 0.003. 

In the same way, a beam can "tunnel into" the resonator through the 
left triangular prism in Fig. 3.13, provided that the condition n > 1.41 
is fulfllled for the prism too. The incident laser beam is chosen to be 
polarized perpendicularly to the incident plane so as to give a unique 
reflectivity for each photon. The faces of the resonator axe polished 
spherically to give a large focusing factor. A round-trip path for the 
beam is created in the resonator, as shown in Fig. 3.13. A cavity is 
cut in the resonator and flUed with an index-matching fluid to reduce 
losses. Now, if there is an object in the cavity in the round trip path 
of the beam in the resonator, the incident beam will be almost totally 
reflected (into Dr), and if there is no object, the beam will be almost 
totally transmitted (into Dt). 

To understand this result, we sum up the contributions originating 
from round trips in the resonator to the reflected wave. The portion 
of the incoming beam of amplitude A{u!) reflected into the plane deter­
mined by S is described by the amplitude Bo{ui) = —A(uj)V^, where 
R = | rp is reflectivity. The transmitted part will travel around the 
resonator, guided by one frustrated total internal reflection (at the face 
next to the right prism) and by two proper total internal reflections. 
After a full round trip, the following portion of this beam joins the di­
rectly reflected portion of the beam by tunneling into the left prism: 
Bi{uj) = A{uj)^/1 - RyfRy/l — Re^'^. 52(cu) contains three frustrated 
total internal reflections and so on; each subsequent round trip con­
tributes to a geometric progression that gives the reflected amplitude 

Bn{uj) = ^ ( a ; ) v ^ { - l - H ( l - i ? ) e * ^ [ l + i?e*^ + (i?e^^)^+ . . . ]} 
n 

= E ^ i H , (3-48) 
i=0 
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where tp = {ut — ujres)T is the phase added by each round-trip. Here u) is 
the frequency of the incoming beam, T is the round trip time, and ujres 
is the selection frequency corresponding to a wavelength that satisfies 
A = L/k, where L is the round-trip length of the cavity and A; is a 
positive integer. When summing up the round-trip contributions, we 
have taken into account that (because of the above condition imposed 
on the total phase shift <̂ ) all contributions must lie in the reflected-wave 
plane and that their amplitudes must carry the opposite sign (to that of 
the reflected wave, so as to cancel out at resonance ip = 0. 

For an insight into the physics of the experiment, it is sufiicient to 
consider plane waves {A{uj) = ^o)- The limit of Bnioj) yields the total 
-amplitude of the reflected beam: 

Br{u:) = lim Bn{uj) = -AQVR^~^\ . (3.49) 
n—>oo I — K e^^ 

We see that for any R < 1 and w = ojresi i-e., if nothing obstructs the 
round trip of the beam, we get no reflection at all (i.e., no response from 
Dr (see Fig. 3.13)). When an object blocks the round trip and R is close 
to 1, then we get almost a total reflection. In terms of single photons 
(which we can obtain by attenuating the intensity of a laser until the 
chance of having more than one photon at a time becomes negligible), 
the probability of detector D^. reacting when there is no object in the 
system is zero. A response from Dr means an interaction-free detection 
of an object in the system. The probability of the response is i?, the 
probability of a photon hitting the object is i?(l—i?), and the probability 
of a photon exiting into detector £)< is (1 — il)^. These results have been 
confirmed by several recent experiments [Tsegaye et al., 1998]. 

We can achieve a more realistic experimental approach by looking at 
two possible sources of individual photons, a CW laser (p. 33) and a 
pulse laser and by using wave packets instead of plane waves. [Pavicic, 
1996; Paul and Pavicic, 1997; Paul and Pavicic, 1998; Pavicic, 2000b]. 
However, since all results as well as physics of the experiments remain 
the same under this more realistic approach, we will not enter into its 
details here. 

There are two consequences of the above elaboration. One is instan­
taneous spreading of information to photons, and the other is the prepa­
ration of quantum states by means of information transfer—not energy 
transfer. 

As for the first consequence, the switching on and off of the destructive 
interference of the waves does not spread within a finite interval of time 
by the speed of light but establishes propagation conditions for photons 
instantaneously. When we switch on a CW laser with a very low inten-
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sity, and a photon eventually comes to the device, it will "know" where 
to go. If an object is in the device, the photon will be reflected, and 
if not it will go through. Let us also look at the following experiment, 
shown in Fig. 3.14 and proposed by Fearn, Cook, and Milonni [Fearn 
et al., 1995]. 

Mtrrot A«o« mtm 

Figure 3.14- The figure follows Fearn, Cook, and Milonni (1995) [Fearn et al., 1995]: 
Inhibited photon emission of an excited atom in a cavity. 

"Emission of an excited atom in a cavity is inhibited and the ques­
tion is being addressed of whether a sudden replacement of one of the 
cavity mirrors by a detector can result in a photon count immediately 
or only after some retardation time . . . [I]t is possible to count a photon 
immediately following the substitution of photodetector for a mirror" 
[Fearn et al., 1995]. This outcome has recently been confirmed by a real 
experiment with an inhibited down-conversion of photons from a crystal 
[Branning et al., 2003]. 

As for the other consequence, let us look at the experiment proposed 
by Pavicic [Pavicic, 1996] and shown in Fig. 3.15. It uses a combination 
of an atom interferometer with ultracold metastable atoms and reso­
nance interaction-free path detection by means of a movable MOTIRR 
(of course, without liquid, which only slightly increases the efficiency). 
To increase the probability of an atom being hit by the round-trip beam, 
the incoming laser beam should be split into many beams by multiple 
beam splitters, each beam containing on average one photon in the cho­
sen time window, so as to feed MOTIRR through many optical fibers. 
The atom source in the atom interferometer is a magneto-optical trap 
containing IS5 neon metastable atoms which are then excited to the 2p5 
state by a 598-nm laser beam. Of all the states to which 2p5 decays, 
we follow only IS3 atoms, whose trajectories are determined only by the 
initial velocity and gravity (free fall from the trap). 

Now the atoms fall with different velocities, but each velocity group 
forms interference fringes calculated as for the optical case and only cor­
rected by a factor that arises from the acceleration by gravity during the 
fall. MOTIRR is mounted on a device that follows (with acceleration) 
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Figure 3.15. Figure taken from [Pavicic, 1996]: "Proposal for a welcher Weg atom 
interference experiment with ultracold atoms falling from a trap. MOTIRR resonators 
R, see Fig. 3.13, here shown sideways, move together with the falling atoms which sit 
in their openings" [Pavicic, 1996] 

one velocity group from the double slit to the microchannel plate de­
tector. (Atoms from other groups move with respect to MOTIRR and 
therefore cannot decohere MOTIRR.) The laser is tuned to a frequency-
equal to the ls3 resonance frequency, which in effect increases the cross 
section of the atoms so as to make them efficiently "visible" to (virtual) 
photons. The source is attenuated so much that there is on average only 
one atom in a velocity group. The whole process repeats every 0.4 s. 
Assuming that we have 10 ns recovery time for the photon detectors and 
300 optical fibers we arrive at about 10^ counts, which all go into one 
detector Dt when no atom obstructs a round trip. As soon as detector 
Dr fires, we know which slit the observed atom passed through. After 
10^ repetitions of such successful detections, we have enough data to see 
that the interference fringes are destroyed significantly with respect to 
unmonitored reference samples. 

Figuratively, one could call this device a "Heisenberg microscope with­
out a kick." In it, the welcher Weg has been obtained without transfer­
ring a single bit of energy. "So, it is simply the information contained 
in a functioning measuring apparatus that changes the outcome of the 
experiment, and not uncontrollable alterations of the spatial wave func­
tion, resulting from the action of the measuring apparatus on the system 
under observation" [Scully et al., 1991]. 
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To construct an interaction-free CNOT gate, we substitute an atom, 
for example ^^Rb (see the dark-state teleportation experiment in Sec. 
3.1.6, p. 146) for the object and liquid in our MOTIRR in Fig. 3.13 
(p. 160). We put the atom from Fig. 3.7 (p. 150) into the gap of our 
resonator in Fig. 3.13 (p. 160). The ^^Rb atom will be transparent for 
properly polarized photons of definite frequency when there is no electron 
in the ground level that a photon could excite to a higher level (a photon 
will not "see" the atom—see p. I l l ) , and nontransparent when there is. 

Looking at Fig. 3.6 (p. 148) and the states on p. 149, we see that the 
left-hand circularly polarized photon can excite the atom from its ground 
state \gi) {5si/2, F = 1, m = —1) to its excited state |e) (5pi/2, F = 
2, m = 0), and the right circularly polarized photon can excite the atom 
from I52) (5si/2, F — 1, m = 4-1) to |e) (5pi/2, F = 2, m = 0) too. 
So an L-photon will "see" the atom in \gi) but will not "see" it when 
it is in the state |g2)- With an i?-photon, it is the other way around. 
The energy diflferences to the detuned excited level are the same, so both 
photons have the same frequency. We can induce a change of the atom 
from \gi) to \g2) and back by a STIRAP process, with two additional 
external laser beams, as explained in Sec. 3.1.4 (p. 142). 

We feed our resonator with -|-45° and —45° linearly polarized photons 
to achieve the same conditions for both kinds of photons. At the right-
hand side of the gap, we put a quarter-wave plate, QWP (see p. 22) 
to turn a 45°-photon into an i?-photon and a —45°-photon into an L-
photon. At the exit from the gap, we direct the photons back into 
the resonator through a half-wave plate, HWP (see p. 22), to change the 
direction of the circular polarization and into another QWP to transform 
it back into the original linear polarization. We denote the atom states 
as follows: 

|0) = \gi), |1) = \g2), (3.50) 

and will take these atom states to be the control states and the atom 
itself our control qubit. We denote the photon states as follows: 

|0) = |45°), |l) = | - 4 5 ° ) , (3.51) 

and will take these photon states as the target states and photons as 
target qubits. For example, |01) means that the atom is in the gl state 
and the photon is polarized along —45°. 

Let us convince ourselves that we really have a CNOT gate. Consider 
first Fig. 3.16 (a). A photon in the state |0) does not "see" the atom 
in the state gl and will therefore exit the resonator through the right 
port and will pass HWP. At HWP its state turns into the state |1) and 
reflects at the polarizing beam splitter PBS in Fig. 3.16. A photon in 
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Figure 3.16. Intertiction-free CNOT. (a) The atom is in the p i state and can absorb 
a 45° polarized photon 1. Therefore, photon 1 (original photon) in state |1}) cannot 
enter the cavity, and we have 0 —» 0 and 1 —> 1. (b) The atom is in the g\ state and 
can absorb a —45° polarized photon 0. Therefore photon 0 cannot enter the cavity, 
and we have 0 —» 1 and 1 ^ 0 . ASM are highly asymmetrical beam splitters with 
R = 0.999; M are perfect mirrors; HWP and QWP are half- and quarter-wave plates, 
respectively and PBS is a polarizing beam splitter which lets 0 photons through and 
reflects 1 photons. QWP, HWP, and QWP in the resonator turn linear polarization 
into circular and back into linear. 

the state |1) "sees" the atom in the state gl and therefore does not 
enter the resonator but goes down to HWP, changes its state into |0), 
passes PBS,0 and goes to HWP, which changes its state back to | l ) . 
Fig. 3.16 (b) refers to the atom in state |1). A photon in state |0) sees it, 
goes down to HWP, turns into |1), and PBS reflects it downward. A |1) 
photon does not see the atom and exits through the right port, changes 
the polarization at PBS into |0), and passes PBS. Hence we have 

|00) ^ |00), |01) ^ |01), |10) ^ 111), 111) ^ |10), (3.52) 

which was to be verified. 
In this way, we obtain not only a robust interaction-free CNOT gate 

but also a nondestructive way to detect the states of an atom. This 
approach promises an integration of interaction-free circuits into would-
be quantum computers. Conditions under which we can make exten­
sive interaction-free computations have been considered by Mitchison 
and Jozsa (under the name counterfactual computation) [Mitchison and 
Jozsa, 2001]. 
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3.2.2 Kochen—Specker Setups 
As we have repeatedly seen throughout this book, the most important 

nonclassical "ingredients" of quantum formahsm are superposition and 
entanglement.^° And yet, all the measurements that can possibly be 
made of quantum systems axe "binary": everything reduces to having 
(1) or not having (0) a click in a detector. It is well known that any 
attempt to make a classical theory (often called a hidden variable theory) 
of these binary outputs from quantum measurements would fail. It is, 
however, important to know whether there is a set of measurements 
that can be carried out on a finite dimensional quantum system in such 
a way that if one assumed that the values of measured observables axe 
completely independent of all other observables that can be measured 
on the same system, then one would run into a contradiction. The so-
called Kochen-Specker theorem [Kochen and Specker, 1967] answers this 
question in the affirmative and proves that a quantum system cannot 
possess a definite value of a measurable property prior to measurement, 
and that quantum measurements (essentially detector clicks) carried out 
on quantum systems cannot be ascribed predetermined values (say 0 and 
1). The next knowledge we would Uke to have about such systems is how 
often we can encounter them and whether we can use them for setups 
that would verify whether a given theory is classical or quantum, for 
example, an algebra that one would like to use for a future quantum 
computer. Such setups we will call KS setups}^ 

Recently, algorithms have been put forward that can in principle gen­
erate all such systems up to a reasonable number of observables, dimen­
sions, and experimental conditions [Pavicic et al., 2005]. In this section 
we will present these algorithms, the resulting setups, and experiments 
that has verified them. 

Let us consider an orthonormal set of states {•0i,..., •)/'„}, i.e., vectors 
in n-dimensional Hilbert space, 7i", n > 3. Projectors onto these states 
satisfy: Y17=i Pi — ^> where Pi = ipi'4>l- Now, Kochen and Specker 
proved [Kochen and Specker, 1967] that there is no function / : H —> R 
satisfying the Sum Rule YJ^^^ f{Pi) = / ( E r = i ^i) = / (^) ^ r all sets of 
projectors Pj. Hence, there is at least one set of projectors {Pj, i-^',. • • } 

^̂  Quantum entanglement emerges as a consequence of our free engineering of quantum states. 
Some tasks for which we usually employ entanglement can be carried out without it. But 
avoiding entanglement does not seem to speed up solving the task. Whether entanglement 
is theoretically necessary for quantum computation speedup is an open problem. 
^^The essential difference between the Kochen-Specker setup and a setup used to verify the 
so-called Bell inequalities is that for the some arrangements of the latter setup, the quantum 
and classical results agree for one group of measurements and disagree for another, while for 
the former setup they always disagree. 
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and the corresponding set of vectors {•0i,V'i) • • •} for which the Sum 
Rule is not satisfied. If we choose f{Pi) € {0,1} ( / ( / ) = 1), the theorem 
amounts to the following claim: In Tf^, n > 3, it is impossible to assign 
Is and Os to all vectors from such a set—which we call a KS (Kochen-
Specker) set—in such a way that [Zimba and Penrose, 1993]: 

1. No two orthogonal vectors are both assigned the value 1; and 

2. In any subset of n mutually orthogonal vectors, not all the vectors 
are assigned the value 0. 

All the vectors from a KS (Kochen-Specker) set, as defined above, 
we call KS (Kochen-Specker) vectors [Pavicic et al., 2005]. KS vec­
tors in each KS set form subsets of n mutually orthogonal vectors. 
We arrive at one subset from another by a series of rotation in 2-
dimensional planes around (n — 2)-dimensional subspaces. Thus, any 
two subsets share at least one vector that is orthogonal to all other 
vectors in both subsets, and in an n-dimensional space, two subsets 
can share up to n —2 vectors. The KS vectors correspond to the di­
rections of the quantization axes of the measured eigenstates within 
experiments that have no classical interpretation, and when we speak 
of finding KS vectors we mean finding these directions. We empha­
size here that it is not our aim to give yet another proof of the KS 
theorem but rather to determine the class of all KS vectors from an ar­
bitrary T-T' as well as the class of all non-KS vectors, i.e., vectors from 
the remaining sets of vectors from Ti^. By the class of non-KS vec­
tors, we mean vectors that allow 0-1 states and that correspond to the 
directions of the quantization axes of the measured eigenstates within 
experiments that do have classical interpretation, and when we speak of 
finding non-KS vectors we mean finding the latter directions. 

This approach is based on a recognition that a description of a discrete 
observable measurement (e.g., spin) in H" can be rendered as a 0-1 
measurement of the corresponding projector along the vector in R" onto 
which the projector projects. Hence, we deal with orthogonal triples in 
R^, quadruples in R^, etc., which correspond to possible experimental 
designs, and to find KS vectors means finding such n-tuples in R". 

The algorithms {Kochen-Specker (KS) algorithms) for finding these n-
tuples, i.e., KS vectors, start with the so-called MMP diagrams [Pavicic 
et al., 2005; Pavicic, 2002; McKay et al., 2000]. Eventually, we will 
pick up a special and very small class of MMP diagrams whose vertices 
(points) will correspond to KS vectors and whose edges (lines connecting 
vertices) will correspond to orthogonalities between KS vectors. But the 
definition of MMP diagrams is much more general: 
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DEFINITION 3.2 MMP diagrams are diagrams whose vertices and edges 
satisfy the following conditions: 

1. Every vertex belongs to at least one edge; 

2. Every edge contains at least three vertices; 

3. Edges that intersect with each other inn —2 vertices contain at least 
n vertices; 

We generate MMP diagrams by using the so-called isomorphism-free 
generation that follows the general principles established by [McKay, 
1998], which can summarized as follows. 

Deleting an edge from an MMP diagram, together with any vertices 
that lie only on that edge, yields another MMP diagram (perhaps the 
vacuous one with no vertices). Consequently, every MMP diagram can 
be constructed by starting with the vacuous diagram and adding one 
edge at a time, at each stage having an MMP diagram. 

We can represent this process as a rooted tree whose vertices corre­
spond to MMP diagrams whose vertices and edges have unique labels. 
The vacuous diagram is at the root of the tree, and for any other dia­
gram its parent node is the diagram formed by deleting the edge with the 
highest label. The isomorph rejection problem is to prune this tree until 
it contains just one representative of each isomorphism class of diagram. 
This result can be achieved by the application of two rules. 

Given a diagram Z?, we can identify the valid positions to add a new 
edge such that Conditions 2-3 are enforced. According to the symmetries 
of D, some of these positions are equivalent. The first rule is that exactly 
one position in each equivalence class of positions is used; a node in the 
tree formed by adding an edge in any other position is deleted together 
with all its descendants. 

To understand the second rule, consider a diagram D' with at least 
one edge. We label the edges of D' in a canonical order, which is an 
order independent of any previous labeling. Then we define the major 
class of edges as those that are equivalent under the symmetries of D' 
to the edge that is last in canonical order. The second rule is: when D' 
is constructed by adding an edge e to a smaller diagram, delete D' (and 
all its descendants) unless e is in the major class of edges of D'. 

According to the theory in [McKay, 1998], the appUcation of both 
rules together is sufficient: exactly one diagram from each isomorphism 
class remains in the tree. A generation tree for MMP diagrams with 
nine vertices and the smallest loop of size 5 is shown in Fig. 3.17. 
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Figure 3.17. An example of a generation tree for connected MMP diagrams: nine 
vertices and the smallest loop of size 5 (for nine vertices, a loop cannot be formed; the 
first loop appears with 10 vertices: 123,345,567,789,9A1—see text) [McKay et al., 
2000; Pavicic et al., 2005]. 

We denote vertices of MMP diagrams by 1,2, . . ,A,B,. . a , b , . . By 
the above algorithm, we generate MMP diagrams with chosen numbers 
of vertices and edges and a chosen minimal loop size. 

Now we want to find diagrams that cannot be ascribed 0-1 values. 
To this end, we apply an algorithm for an exhaustive search of MMP 
diagrams with backtracking. The criterion for assigning 0-1 (dispersion-
free) states is that each edge must contain exactly one vertex assigned 
to 1, with the others assigned to 0. As soon as a vertex on an edge 
is assigned a 1, all other vertices on that edge become constrained to 
0, and so on. The algorithm scans the vertices in some order, trying 0 
then 1, skipping vertices constrained by an earlier assignment. When no 
assignment becomes possible, the algorithm backtracks until all possible 
assignments are exhausted (no solution) or a valid assignment is found. 
For the investigated diagrams, it has been found that the average time 
per diagram grows polynomially with the diagram size. 

The obtained diagrams correspond to candidate sets of nonlinear 
equations that contain KS sets in the following sense. The number of 
KS vectors, i.e., the number of vertices within edges, corresponds to the 
dimension of M", and the edges in turn correspond to n{n — l) /2 equa­
tions resulting from inner products of vectors being equal to zero, which 
meeins orthogonality. So, e.g., an edge of length 3, BCD, represents the 
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following three equations: 

aB • a c = o,Biaci + as2ac2 + assacs = 0, 

aB • a£) = aBiani + 052^02 + CBsaoz = 0, 

a c • ai) = aciaoi + ac20'D2 + ocaozja = 0. (3.53) 

Each possible combination of edges for a chosen number of vertices cor­
responds to a system of such nonlinear equations. A solution to systems 
that correspond to MMP diagrams without 0-1 states is a set of compo­
nents of KS vectors that we want to find. Thus a direct approach would 
be an attempt to find all KS vectors in the exhaustive generation of all 
MMP diagrams, then pick out all those diagrams that cannot have 0-1 
states, establish the correspondence between the latter diagrams and the 
equations for the vectors as shown in Eq. (3.53), and finally solve the 
systems of the equations so obtained. However, there is a no-go rea­
son for such an approach: for the smallest KS set of 18 KS vectors we 
should generate > 2.9 x 10^^ systems, and that would require more than 
30 million years on a 2 GHz CPU. For higher KS sets, this time grows 
exponentially. 

The KS algorithms get around the time barrier so as to merge the 
above stages. They first generate only those diagrams that cannot have 
a solution. This is crucial. Without this, we would not be able to reduce 
the exponential complexity of the problem to the statistically polynomial 
one. For systems of equations of the type given by Eq. (3.53) that do 
have solutions that do not allow 0-1 states, such solutions are KS vectors 
that correspond to vertices of MMP diagrams. 

To find these solutions to nonlinear equations of the type given by 
Eq. (3.53) is again a highly nontrivial task. Therefore, algorithms that 
reduce the task complexity to a statistically polynomial one based on 
interval analysis and Ritt's characteristic set calculations have been de­
veloped [Pavicic et al., 2005]. This approach rounds up the constructive 
and exhaustive definition of KS sets and vectors and makes their gener­
ation feasible for reasonably chosen numbers of vectors and dimensions. 

Applying these to, say, R"̂ , we can obtain the results shown in Figs. 
3.18 and 3.19. When we take into account that there are billions and 
billions of equations that are candidates for just one smallest KS set of 18 
KS vectors, it might seem astonishing that these systems have previously 
been found by "humans" Cabello, Estebaranz, and Guillermo [Cabello 
et al., 1996]—although they could not have known whether their system 
was the smallest one. Actually, it shows that we are increasingly able to 
find shortcuts for handling quantum phenomena. 

Let us consider the experiment proposed by Cabello and Garcia-
Alcaine [Cabello and GarciarAlcaine, 1998], which has been experimen-
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Figure 3.18. The smallest 4-dimensional KS systems with: (1) loops of size 3: (a) 
18-9 (isomorphic to Cabello et al. [Cabello et al., 1996]); (b) 24(22)-13 not containing 
system (a), with values ^ {—1,0,1}; (2) loops of size 2: (c) 19(18)-10. Between 
systems (a) and (b) there are 62 systems with loops of size 3, all containing the 
system (a). 

Figure 3.19. Smallest 4-dimensional KS systems with loops of size 2: (1) — not 
containing system (a) of Fig. 3.18: (a) 20-11; (b) 20-11 isomorphic to Kernaghan 
[Kernaghan, 1994]; (2) — containing neither system (a) of Fig. 3.18 nor systems (a) 
and (b) of this figure: (c) 22-13; (d) 22-13. 

tally confirmed [Huang et a l , 2002]. The experiment realizes a two-qubit 
(M"̂  = R^ (8) M )̂ photon experiment, where the first qubit is represented 
by the photon path and the second qubit by the photon polarization. 
We prepare the following single-photon two-qubit state 

I*) = ^( |00) + 111)), (3.54) 

where |00) means |0)i|0)2, where |0)i means a horizontally polarized 
photon, |l)i a vertically polarized photon, |0)2 a photon going through a 
polarizing beam splitter, and |1)2 a photon being reflected at a polarizing 
beam splitter. Our operators are 

^ i = | 0 ) i i ( 0 | - | l ) i i ( l | , 

^2 = 10)22(01-11)22(11, 

X i = | 0 ' ) i i ( 0 ' | - | l ' ) i i ( l ' | , 

X2 = | 0 ' ) 2 2 ( 0 ' | - | l ' ) 2 2 ( l ' | , (3.55) 
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where 

\0')i = ^{\0)i + m , |l')i = ^ ( | 0 ) i - \l)i), i = l,2. (3.56) 

One performs the experiment measuring various Xi, Zi combinations 
axjcording to a table given by Adan Cabello [Cabello, 2000], which cor­
responds to the KS set shown in Fig. 3.18 (a). Quantum mechanics, of 
course, always gives a definite set of results, but an attempt to keep the 
outcomes of previous measurements fixed and to use them in subsequent 
ones must fail. If we try to ascribe 0 and 1 to the points in Fig. 3.18 (a) 
according to the rules from p. 168 (any edge must contain one 1 and 
three Os), we will soon find that this is impossible. 

3.3 Quantum Algorithms 
As we mentioned on pp. xiii and 31, in 1947 the head of that com­

puting center in Harvard, Howard Aiken estimated the no more than 
six computers would satisfy the computing needs of the entire United 
States. One reason for such an underestimate of future computing needs 
was the absence of Boolean algorithms and software at the time. Today 
we have a similar situation with quantum algorithms and quantum soft­
ware for would-be quantum computers. Practically all known quantum 
algorithms are based on a single function—the quantum Fourier trans­
form (a quantum version of the classical discrete Fourier transform). 
On the other hand, there is still no universal quantum algebra for quan­
tum computers analogous to Boolean algebra for classical computers. 
Therefore, we will present several algorithms and in the end discuss pos­
sibilities for constructing a universal quantum algebra. 

3.3.1 Quantum Coin—Deutsch's Algorithm 
When a magician performs a trick with a classical coin, we can only 

see the top side of it, which will show either heads or tails. We are 
curious to learn whether the coin is fair or fake (having heads on both 
sides or tails on both sides), but we are not allowed to climb the stage to 
turn the coin over and look at the bottom side. However, if we gave the 
magician a quantum coin and used what is known as Deutsch 's algorithm 
[Deutsch, 1985], we would be able to distinguish a fair from a fake coin 
in one step. 

The algorithm uses two kinds of evaluating functions f: {0,1} -^ 
{0,1}: 

• Constant functions fi{x) = 0 and f2{x) — 1, where 0 and 1 stand for 
heads and tails respectively (or the other way around) and x for the 
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coin's top side that the magician shows us {x = 0) and the bottom 
side that we are classically not allowed to check {x = 1) (or the other 
way around). Constant functions describe fake coins. 

• Balanced functions /^{O) = 0, /3(1) = 1 and /4(0) = 1,/4(1) = 0, 
meaning that the top side shows heads while the bottom side is tails 
and that the top shows tails while the bottom is heads, respectively. 
Balanced functions describe fair coins. 

Since our goal is to learn whether the coin is fair or fake, we will 
dispense with any information about whether the coin shows heads or 
tails at a particular time and will deal only with a superposition of the 
top and bottom sides of the coin and with a superposition of heads and 
tails. We define the following gate, controlled by the function / , and let 
it act on a superposition of states. The final measurement will reveal 
whether / is constant or balanced. 

DEFINITION 3.3 An / - C N O T gate is defined as 

\x)\y)^^^^^^\x)\y®f{x)), (3.57) 

where © is the XOR operation (addition modulo 2—see p. 8). 

The constant functions leave the state of the first qubit unchanged up 
to a sign: 

\x,^)\y) = -L(|o) + | l ) ) - l ( | 0 ) - | l ) ) = i(|0)|0)-|0)|l) + | l) |0)- | l) | l )) 

- ^ ^( |0) |0©/i(0))- |0) | l©/i(0)) 

+ | l ) | 0©/ i ( l ) ) - | l ) | l© / i ( l ) ) ) ) 

= ^(|0)|0)-|0)|1) + |1)|0)-|1)|1)) 

= \xin)\y) => kout) = lâ in), 

)|0©/2(0))-|0)|l©/2(0)) 

+ |1)|0©/2(1))-|1)|1©/2(1)))) 

(|0)|1)-|0)|0) + |1)|1)-|1)|0)) 

\Xm)\y) =^ kout) = - k i n ) , (3.58) 

\xin)\y)^ ^(|o)|o © /2(0)) - |0)|i © /2(o)) 
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while the balanced functions change the superposition of the first qubit 
state: 

km)|y) / 3 2(|o)|oe/3(o))-|o)|ie/3(o)) 

+ | i ) | o e / 3 ( i ) ) - | i ) | i 0/3(1)))) 

i(|0)|0)-|0)|l) + |l)|l)-|l)|0)) 

v/2 
(|o)-|i)))|y) 

1 
kout) = ^ ( | 0 ) - |1)), 

km)|y) / 4 . -(|o)|oe/4(o))-|o)|i 0/4(0)) 

+ |1)|O0/4(1))-|1)|1 0/4(1)))) 

= o(lo)|i)-|o)|o) + |i)|o)-|i)|i)) 

• ^ ( | o ) - | i ) ) ) | y ) kout) = - ^ ( | 0 ) - |1)). (3.59) 

By applying the Hadamard gate (see p. 32) to |a;out)'s given by Eq. 
(3.58), we get 

H (̂|0> + |1» = 4 
' 1 1 • 

1 - 1 

" 1 • 

1 = ± " 1" 
0 

Applying it to |a;out)'s given by Eq. (3.59) yields 

ii^(io>-ii))=4 1 1 
1 - 1 

1 
- 1 

= ±|0). (3.60) 

= ±|1). (3.61) 

Therefore, the measurement presented in Fig. 3.20 distinguishes con­
stant (/i , /2) from balanced {fs,/^) functions in one step. 

kin) = ^(|0) + |1)) 

;fe(|o) - Ii)) 

• k o u t ) - H - g K l | H | a ; o u t ) P 

/-CNOT — ;^( |0) - |1)) 

Figure 3.20. The / -CNOT gate of Deutsch's algorithm. The measurements of lajout) 
obtained by constant function gates / i -CNOT and /2-CNOT [see Eq. (3.58)] yield 
|(l|H|a;out)|^ = 0 [see Eq. (3.60)], and the ones carried out by balanced function gates 
/3-CNOT and /4-CNOT [see Eq. (3.59)] yield |(l|H|a;out)|^ = 1 [see Eq. (3.61)]. 

Successful implementations of the Deutch algorithm have been car­
ried out on NMR [Dorai et al., 2000] and ion-trap [Guide et al., 2003] 
quantum computers. These implementations relied on CNOT gates (see 
pp. 98 and 122). We will not repeat them here but would like to stress 
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an important difference between CNOT and /-CNOT gates. CNOT 
gates give different outputs for different inputs of the qubit states. With 
/-CNOT gates, the input states stay the same, while different /-CNOT 
gates (depending on function / ) give different outputs. Different / -
CNOT gates have been implemented by different by NMR spin-selective 
pulses or by laser pulses that drive the electron (qubit) transitions within 
an ion-trap computer. How to make /-CNOT gates become part of ac­
tive quantum circuits and play a role in quantum computation remains 
an open question. 

For a generalization of Deutsch's algorithm in the next section, we 
rewrite Eqs. (3.58) and (3.59) in the following condensed form (see [Cleve 
et al., 1998]) 

kout) = - ^ ( ( - l ) ^ ( ° ) | 0 ) 4 - ( - l ) / W ) | l ) 

= (zl)!?!l(|o) + (_l)/(o)®/(i)|i)), (3.62) 
v2 

where we have assumed that \xin) = {\0) + | l ) ) / \ /2 and / covers all four 
/ j , i = 1,... ,4. The application of the Hadamard transform given by 
Eqs. (3.60) and (3.61) can be written as (see [Cleve et al., 1998]) 

H|:rout) = ( - l ) ^ ( ° ) | / ( 0 ) e / ( l ) ) . (3.63) 

Note that |a:) and \y) are not detached from each other as the final out­
comes of Eqs. (3.58), (3.59), and (3.62) might suggest at a first glance— 
Eq. (3.62) is just a handy way to write down the a;-qubit part of the right-
hand side of Eq. (3.57). Also, we can start with |a;in) = |0) and obtain the 
initial superposition by using a Hadamard gate: H|0) = (|0) -I- | l ) ) / \ /2 . 

3.3.2 Deutsch-Jozsa and Bernstein-Vazirani 
Algorithms 

A generaHzation of Deutsch's algorithm to functions / : {0,1}" —>• 
{0,1} was given by Deutsch and Jozsa [Deutsch and Jozsa, 1992] and 
simplified by Cleve, Ekert, Macchiavello, and Mosca [Cleve et al., 1998]. 
In the Deutsch-Jozsa algorithm, f is "promised" to be either constant 
(2" values are all either equal to 0 or to 1) or balanced (exactly half, 
2^/2 = 2""^ of the values are equal to 0 and the other half to 1), and 
we have to find out which one is given to us. 

The /-CNOT gate definition stays the same as in Def. 3.3, except that 
now X e {0,1}". For example, for n = 2 we have four possible values 
for \x): 

|0)|0) = |00), |0)|1) = |01), |1)|0) = |10), and |1)|1) = |11). (3.64) 
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The corresponding \y © f{x)) from Def. 3.3 then yields: 

| y © / ( 0 ) ® / ( 0 ) ) , | y e / ( 0 ) © / ( i ) ) , 

| y © / ( l ) © / ( 0 ) ) , and |y © / ( I ) ©/ ( I ) ) , (3.65) 

Our input state is 

|xi„) = |0) |0). . . | 0 ) ^ ( | 0 ) - |1)) = 100... 0 ) -^( |0 ) - |1)). (3.66) 

By applying the Hadamard gate on each state of n qubits, we get 

HWlo^in) = H |0 )H |0 ) . . .H |0 ) -^ ( |0 ) - | 1 ) ) 

^ :(|0) + |1))(|0) + |1)). . .( |0) + |1))( |0)- |1)) 
V2"+i 

2 " - l 

^/2^t^ EiJ')(|o)-|i))' (3.67) 

where fs denote the values in the binary expansion of 2" — 1 as given 
by Eq. (1.65), (1.66), and (1.67) on p. 37. For example, for n = 2, fs 
are given by Eq. (3.64). 

The next step is to apply /-CNOT to the obtained states (given by 
Eq. (3.67)) as represented in Fig. 3.21. This boils down to applying 
/-CNOT to each qubit simultaneously using Eq. (3.62): 

2 " - l 

Vr^fz-o 
5;(-i)/(^-)|i)(|o)-|i)). (3.68) 

n 

|0) H 

Lio) H 

^ ( | 0 ) - |1)) — I /-CNOT [— ^ ( | 0 ) - |1)) 

H 

H 

a 

a 

Figure 3.21. Circuit diagram for Deutch-Jozsa and Bernstein-Vazirani (p. 179) algo­
rithms. 

Now, let us estimate the number of times we would have to call the 
function / under the assumption of fair sampling, i.e., assuming that 
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we never get the same display of values (binary input) twice—this is a 
stricter requirement than just randomly choosing binary values. Simple 
combinatorial reasoning (iterating through the possible combinations of 
Os and Is) reveals that we have to call function / exactly 2"~^+l times to 
find out whether / is constant or balanced with certainty. For example, 
for n = 3 and y = 0 in Def. 3.3 we can have the following a;'s as inputs: 
000, 101, 110, and Oil. They can give (the first 0isy):0(8)0(8)0(8)0 = 0, 
0(8)1(8)0(8)1 = 0, 001(8)1(8)0 = 0, and 0(8)001(8)1 = 0. We see that both 
constant (/(O) = / ( I ) = 0) and balanced (/(O) = 0, / ( I ) = 1) functions 
give the same result and that the first next test (2^~^ + 1 = 5th) decides 
the function (for example, 111 will give diflFerent outcomes). For y = 1, 
/(O) = / ( I ) = 1, and/or /(O) = 1, / ( I ) = 0 we get an equivalent result. 

Quantum mechanics, on the other hand, gives the answer with just one 
call of the function. To see this, let us apply the Hadamard transform 
to the /-CNOT outcome given by Eq. (3.68). This equation consists of 
products of terms which are of the following two forms (up to signs and 
normalization factors) 

kout-constant / ) = (|0) + |1))(|0) + |1)) • • • (|0) + |1)), (3.69) 
^ s , ' 

n times 

kout-balanced/) = (|0) - |1))(|0) - |1)) • • • (|0) - |1)), (3.70) 
^ s , ' 

n times 

as follows from Eqs. (3.58), (3.59), and (3.62). The Hadamard transform 
applied to these forms yields (up to signs and normalization factors) 

Hl^out —constant 

;) = | 0 0 ^ ) , (3.71) 
n times 

HlXput-balanced / ) — I 11 - • V>i (3.72) 
n times 

as shown in Eqs. (3.60) and (3.61). 
Constant functions / give the outputs (3.69) and (3.71) and therefore 

we obtain the following measurement result: | ( 11 . . . 1|00.. .0)p = 0 
(cf. Fig. 3.20, p. 175)). Balanced functions / give the outputs (3.70) 
and (3.72), and | (11 . . . 1|11... l ) p = 1. In eflFect, this means that the 
Deutsch-Jozsa algorithm requires n steps to distinguish constant from 
balanced functions with certainty, as opposed to any classical algorithm 
that requires exponentially more steps (2"~-^ + 1). However, we should 
note here that we obtain Eqs. (3.69) and (3.70) only after calling the 
function / to act on all the qubits simultaneously and therefore on su­
perposition given by Eq. (3.68). 
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Therefore, although l^out) factors into a product of states of n qubits, 
we have to carry out measurements on all n qubits to obtain our re­
sult with certainty. More precisely, exponential separation between 
the classical and quantum efficiencies requires an absolute precision of 
measurement—we must have e = 0, where e is the error in the result. 
In case we know that e = 0, we actually have to measure only one qubit 
to determine the result. If e > 0 the final result is uncertain because 
then the superposition (3.68) does not even partly factor into a product 
(Eqs. (3.69) and (3.70)). This means that if there were a bit-ffip with one 
qubit, the final states of others would be affected also, and we would not 
obtain a product of correct terms for unaffected qubits and a "wrong" 
term for the affected qubit. Also, with e > 0, the complexity of classical 
measurement does not grow exponentially beyond a certain point. To 
see this, it suffices to pick K randomly chosen inputs and evaluate our 
function / on them. For K such that 2~^ < e we get the same answer 
independent of the total number of qubits, with a probability of error 
less then 2 " ^ [Jozsa, 2000]. 

A variation of the Deutsch-Jozsa algorithm that exhibits an exponen­
tial separation from its classical counterpart even when there is a mear 
surement error given by Bernstein and Vazirani [Bernstein and Vazirani, 
1997; Cleve et al., 1998; Jozsa, 2000]. The Bernstein-Vazirani algorithm 
employs the function / : {0,1}" —> {0,1} defined as 

f{x) = (ai A xi) e • • • e (ai Axi) ®b= {a-x) ®b, (3.73) 

where a G {0,1}" and b € {0,1}. We can determine whether / is 
constant or balanced as follows 

• The function / given by Eq. (3.73) is constant if a = 00 . . . 0. 

• The function / given by Eq. (3.73) is balanced if a ^ 0 0 . . . 0. 

The circuit diagram shown in Fig. 3.21 applies. 
Classical determination of a requires n /-CNOT operations, because 

a consists of n bits and we have to use n diflferent a;'s to check them 
all. Quantum mechanics requires just one call to / because Eq. (3.68) 
becomes [Cleve et al., 1998] 

^(_l)(a-.-)®b|j-)( |0)- | i )) (3.74) 

and the Hadamard transform applied to Eq. (3.74) yields 

2"' —1 2"" 1 

"7=1 E E (-1)̂ -̂ "®'̂ Î )(|0) - |1)) = (-l)'l«>(|0) - |l)). (3.75) 
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A measurement analogous to the one carried out for the Deutch-Jozsa 
algorithm then gives the value of a. 

The Bernstein-Vazirani algorithm requires polynomial time on a quan­
tum computer as opposed to super-polynomial^^ on a classical computer 
even with an error e > 0 present. This result was improved by Daniel Si­
mon [Simon, 1997], whose algorithm (called Simon's algorithm) requires 
an exponential time on a classical computer and again only polynomial 
time on a quantum computer. Simon's algorithm led Peter Shor to for­
mulate his celebrated algorithm [Shor, 1997]. 

3.3.3 Shor's Algorithm 
On pp. 33-34 we presented a kind of "physical calculation" by means of 

interference on a Mach-Zehnder interferometer. By using chosen phases 
with particular periods, we were able to factor (comparatively small) 
numbers in a polynomial time. The idea could be seen as a special case 
of Peter Shor's quantum algorithm [Shor, 1994; Shor, 1997] for factoring 
arbitrary whole numbers in particular, because the latter algorithm is 
also based on finding periods of the functions it uses. 

Classically, we can relate the problem of factoring numbers and finding 
the periods of related functions in the following way. Let us factor the 
number N = 15, in particular because it is the first number that has 
been factored on a real (NMR) quantum computer in 2001 [Vandersypen 
et al., 2001]. 

We choose another integer a that is relatively prime (coprime) (see 
p. 67) to N, i.e., gcd{a,N) = 1, where gcd is the greatest common 
divisor}^ So, a could be any number from the set {2,4,7,8,11,13,14}. 
Let us choose a = 13. So, a < N — 15. Next, we consider the powers 
of a modulo N as shown in Table 3.1. For example, 13^ (mod 15) = 

Table 3.1. Powers of a modulo JV exhibit periodicity. Here, the period (order) is 
r- = 4, a = 13, AT = 15, and f{r) = a''(mod N). 

r 

fir) 
1 

13 
2 
4 

3 
7 

4 
1 

5 
13 

6 
4 

7 
7 

8 
1 

9 
13 

10 
4 

11 
7 

12 
1 

13 
13 

14 
4 

^^For example, the complexity of the general number field sieve time algorithm (see p. 35) is 
at the same time subexponential and super-polynomial. 
^ Îf gcd{a,N) > 1, we do not need a quantum computer for the job because then Euclid's 
algorithm gives a way of calculating the gcd of two numbers, without listing their divisors. It 
runs as follows: N/a gives a remainder of o, a/o gives a remainder of p, o/p gives a remainder 
of r , . . .u /v gives a remainder of w, and ti/io gives no remainder, so gcd(o, W) = w. (It is easier 
and faster to divide numbers then to factor them.) Euclid's algorithm requires polynomial 
time. 
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remainder of 13/15 = 13, 13^ (mod 15) = remainder of 169/15 = 4, etc., 
and we get that the period of a^ (mod N) is 4. At the same time, the 
period is the smallest power for which we get / ( r ) = 1, i.e., for which 
we have 

a"" = l(modiV), r smallest. (3.76) 

This equality hinges on the fact that a is relatively prime to N—otherwise 
we cannot get a remainder of 1. Such smallest r is called the order of a 
modulo N. Now, Eq. (3.76) yields 

(a'"/2 - l)(a'-/2 + 1) = 0 (mod N) = kN, (3.77) 

where k is a nonnegative integer, provided the smallest such r is even as 
in our case (r = 4). In the above example we have 

(13^ - 1)(132 + 1) = 168 X 170 = 28560 = 1904 x 15. (3.78) 

This means that (gcd(168,15) > 1, gcd(170,15) > 1), and we can make 
use of Euclid's algorithm. 

In Eq. (3.77), when neither a*"/̂  — 1 nor a^^'^ + 1 is a multiple of 
N, then—since their product is a multiple of N—the greatest common 
denominators of a^'"^ — 1 and N and of a*"'̂  + 1 and N yield factors of 
N in polynomial time by means of Euclid's algorithm. In our example, 
gcd(168,15) = 3 and gcd(170,15) = 5. 

It can be shown that the probability that r is even-*̂ ^ and that a''/^ ± 1 
are not exact multiples of N (as we assumed above) is always > 1/2 
[Ekert and Jozsa, 1996]. After R repetitions of the procedure, the prob­
ability of success in factoring N will be > 1 — 2~^. 

Thus, we have arrived at a classical procedure in which the only part 
which requires exponential time is determining the smallest period of 
/ ( r ) , i.e., the order of a modulo N. This is the point where Shor's 
quantum procedure—which can treat all r 's at once—starts. 

We begin with two registers of qubits. The first register, \x), contains 
phase variables x G {0,1,2, . . . } and the second one, \f{x)), the values 
of the periodic function f{x + r) = f{x), where r G {0,1,2, . . . } is the 
unknown least period we want to find. 

The initial values of the first and second registers are 

first register second register 

|* i) = |0)|0) = ]0) |0)^. |0)10) |0)^. |0) ; (3.79) 
^ V ' ^ V ' 

n times m times 

^•'For odd r's the procedure is not essentially different (although a little bit more involved) 
[Pittenger, 1999]. 
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where we assume that we have enough qubits to carry out the algorithm, 
i.e., that N < 2^ < 2N^ (otherwise the period r might not divide 2"') 
and that m is also big enough to provide us with a sufficient number 
of states in the second register. We create the superposition by apply­
ing a Hadamard gate to each qubit from the first register as we did in 
Eq. (3.67) and as shown in Fig. 3.22: 

H ( ' * ) | 0 0 . . . 0 ) = H ( " ) | 0 ) | 0 ) . . . | 0 ) = H | 0 ) H | 0 ) . . . H | 0 ) 

^ ( | 0 ) + |1))(|0) + |1)). . .( |0) + |1)) 
V2'^ 

^ 2 " - l 

where \j), j = 0 , . . . , 2^'^ are defined as 

|0> = |0) . . . |0) , |1 )=: |0) . . . |1 ) , . . . 
V ^ . N ^ / 

n n 

(3.80) 

2"-^) = | l ) . . . | l ) . (3.81) 

The total function at this stage of our procedure reads 

2 " - l 2 " —1 

1*2) = : ^ E \m, (3.82) 
j = 0 

where |0) in the second register means |0) |0). . . |0). 

• |0) 

( 1 ) - ^ 

H 

(2)-

|0) 

.10) 

no) 
|0) 

(3) 

u^'V-W r2i C/2 

• IV'2-i) 

• IV'2i) 

• IV'2o) 

•T-i/) 

Figure 3.22. Period-finding algorithm circuit diagram. (1) First register, n qubits. 
(2) Second register, m qubits. Box (3) represents the computation of / ( j ) (j's are 
from the 1st register) carried out in a 3rd register, with the obtained values stored 
in the 2nd register; values of the 1st register remain unchanged. Operators U = e"^ 
implement the quantum Fourier transform [Eq. (3.86)]—the product of the relevant 
\tp} states given by Eq. (3.88) is equal to it, as follows from Eq. (3.89). 
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In our example above {N = 15, a = 13), we can choose n = 4 qubits 
(2^ = 16 > 15) and from Eq. (3.82) we get 

l^2) = ^ ( | 0 ) + |l) + --- + | 24- l ) ) | 0 ) 

^ :(|0000)|0...0) + |0001)|0...0) + • • • + |1111)|0...0)). (3.83) 
24' 

Next, in a separate, third register, we compute /(jf) = a^ (modiV) for 
each j from the first register and store their values in the second register. 
Thus we obtain 

2" —1 

This stage of the procedure is denoted by box (3) in Fig. 3.22. In our 
case, f{j) is given by the second row of Table 3.1 (except for /(O) = 
13° (mod 15) = 1), and we have 

1*3) = ^ ( | 0 ) | 1 ) + |1)|13) + |2)|4) + |3)|7) + |4)|1) + |5)|13).--|15)|7)) 

= -^(10000) |0001) + |0001)|1101) + |0010)|0100) + |0011)|0111) 
v 2 

+|0100)|0001) + |0101)|1101) • • • + |1111)|0111)). (3.85) 

Here, we have chosen m = n = 4. The number of qubits in the second 
register, m, can be smaller, but the number of states, M has to be big 
enough to enable a reliable measurement of the period. For example, in 
the experiment mentioned above, three qubits (m — 3) were put in the 
second register [Vandersypen et al., 2001]. 

To find the period r of our function / , we apply a quantum Fourier 
transform on each state from the first register, because it turns out that 
for phases inversely proportional to the period (r) we have constructive 
interference and for all the other phases destructive interference. The 
quantum Fourier transform on an orthonormal basis | 0 ) , . . . , |A7' — 1) is 
defined as the following linear operator: 

\3) - ^ ^ T . ^'"'''"^''Ik)- (3.86) 

Thus the function describing the fourth stage of our procedure reads 

1*4) = ^ E E ^'""'''^'"mm)- i^-m 
fc=0 j=0 
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For each k, the corresponding terms of this function can be implemented 
by the quantum circuit shown in Fig. 3.22, where 

1 

(3.88) 

as follows from 

(|0) + e2'~"'^^'=|l))(|0)+e2'""'^^^ |1)) 
2 " - l 

• • • (|0) + e^ '̂ '̂=|1))(|0) + e2°'̂ '̂=|l)) = Y^ e^'^'^^/^^lj). (3.89) 

Now, a measurement of the second register selects all those \f{j)) 
that are equal to each other. It singles out the j ' s of the corresponding 
states \j) given by Eq. (3.89). For example, in Eq. (3.85) a detection of 
state |13) from the second register singles out |1), |5), |9), and |13) from 
the first register, i.e., it selects j = 1,5,9,13. The probability that a 
measurement of the first register will confirm that its qubits are in one 
of the Fourier states, \k), follows from Eq. (3.89): 

2 

Pr(fc) = 
22" 

2 " - l 

E • 
j=0;sel.j's 

„27rijfe/2" for /(j)-selected fs. (3.90) 

Let us estimate this probability, following Shor's reasoning [Shor, 1997]. 
The fs are either integer multiple of the period r (see Eq. (3.76)), Ir, or, 
due to periodicity (see Table 3.1), shifted integer multiples Ir+q, where I 
and q are nonnegative integers. In our case (see Eq. (3.85)), for instance, 
for f(j) = 1 we have j = 0,4,8,12, i.e., j = 41, I = 0,1,2,3, and for 
f{j) = 13 we have j = 1,5,9,13, i.e., j = 41 + q, 1 = 0,1,2,3, q = 1. 
So, let us see what we would get if we knew the period r in advance and 
if we assumed that 5 « 0 (in comparison with 2"). Then r would divide 
2" exactly and I = j/r in the sum of Eq. (3.90) would range from Z = 0 
to / = 2"/r - 1 . The normalization factor in Eq. (3.84) becomes \frjv^. 
Thus we can write Eq. (3.90) in the following form: 

P'(*) = js; 
2wi(lr+q)k/2"- r 

22^ 
2wilrk/2" (3.91) 

If A; = 2'^p/r, where p is a nonnegative integer, then Pr(A;) = 1/r because 
g27ri/p = 1 for Z,p = 0 ,1 ,2 , . . . . If not, the terms in Eq. (3.91) cancel each 
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other. Hence, we obtain 

Pr(fc) = | ' if ̂ i« a multiple of ^ 
10 otherwise 

The state of the qubits from the first register for a chosen k at this 
final stage of our procedure is 

1̂ 5) = A/i E-''̂ ^̂ '̂ '̂̂ '̂ '"1̂ ) 
^ 1=0 

/an. 
r 

r 
2^ 

J2 e2Tiirfc/2» e^^iqk^j^y (393) 

z=o 

For k = 2"p/r the expression in the brackets on the right hand side of 
Eq. (3.93) is equal to 2"/r and the corresponding state is 

1*5) = J-e^-iqp/r\p^). (3.94) 
•s/r r 

By measuring the first register, we detect the state with probability 1/r 
[Cleve et al., 1998]. The procedure therefore requires repeated measure­
ments, but the number of the repetitions required does not grow expo­
nentially with the number of qubits. We obtain 2"p/r, p = 0 ,1 ,2 , . . . 
where the values of p are equiprobable. Then we extract r from the ob­
tained 2"p/r by using the classical continued fraction expansion (poly-
nomially complex procedure) on a classical computer. 

In case when r does not divide 2" we arrive at essentially the same 
result. The only difference is that the coefficients of the Fourier trans­
form are no longer represented by sharp values (see Eq. (3.92)) but by 
peaks on the closest integers to the multiples of 2^/r [Shor, 1997]. 

To see that the above quantum factoring algorithm is of a polynomial 
complexity, it is sufiicient to sum up the steps of the quantum Fourier 
transform procedure, altogether about n'^ steps—each superposition re­
quires only one step. By contrast, the classical Fourier transform takes 
about n2^ steps, thus requiring an exponentially growing time. By ex­
amining the period-finding procedure, we can understand the difference 
as follows. If we tried to find the period of function 1*4) in Eq. (3.84) 
directly, it would require a classical trial-and-error procedure and there­
fore an exponential time. Only after we apply the Fourier transform can 
we obtain the function 1*5) (Eqs. (3.93) and (3.94)), which enables de­
tection of the period in a polynomial number of steps and a polynomial 
time. 
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3.3.4 Quantum Simulators 
Practically all known quantum algorithms and the transforms they 

use are based on Fourier transforms. The Hadamard transform 

H|0) = - ^ ( | 0 ) + |1)), H|l) = - ^ ( | 0 ) - |1)). (3.95) 

as well as the /-CNOT (Def. 3.3, p. 174, Eq. (3.62)) 

/-CNOT [(|0) + |1))(|0) - |1))] 

= [(_l)/(o)|o)+ (_!)/(!) | i ) ] ( | o ) - | i ) ) (3.96) 

are just special cases of Fourier transforms. 
Deutsch's, the Deutsch-Jozsa, the Bernstein-Vazirani, Simon's, and 

Shor's algorithms are all based on Fourier transforms, as well as Graver's 
quantum search algorithm,}^ 

Another common property of these algorithms is that they all reduce 
to finding eigenvalues and eigenvectors of unitary operators. It turns 
out that the latter problem can be solved by means of quantum Fourier 
transforms. For instance, the phase factor of (—l)'''̂ '*) from Eqs. (3.62) 
and (3.96) is the eigenvalue of the state of the bottom control qubit in 
Figs. 3.20 (p. 175) and 3.21 (p. 177) under the action of an operator 
defined by mapping |y) —* \y ® f{x)). For Deutsch's algorithm the 
mapping is determined by Eqs. (3.57)-(3.62). On the other hand, Shor's 
algorithm can be viewed as a procedure for finding the eigenvalues that 
correspond to an eigenstate of an operator that maps \x) to la'* (mod N)) 
(see Eq. (3.82)) [Cleve et a l , 1998]. 

Quantum algorithms for finding eigenvalues and eigenvectors of uni­
tary operators can actually be treated as a general problem and shown 
to provide an exponential speed increase compared to the standard way 
of solving such problems on a classical computer. Here, we start with 
the approach put forward by Abrams and Lloyd [Abrams and Lloyd, 
1999] and Zalka [Zalka, 1998]. We consider the time-evolution unitary 
operator 

U = e-*^*/'*, (3.97) 

where the operator H is the Hamiltonian of a system we consider. 
Abrams and Lloyd considered local systems such as van der Waals gases, 
Heisenberg spin systems, and strong and weak interactions, while Zar 
Ika's approach is more general but neglects the imperfections of realistic 
quantum computers. 

^^Grover's algorithm offers a quadratic speedup with respect to classical search algorithms. 
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Let us denote the eigenvector and eigenvalue oi U hy V and X^,, re­
spectively. In general, with a quantum computer composed of qubits— 
two-level systems—we can only approximate the true eigenvector V. 
We denote an approximate eigenvector of U by Va and the approximate 
eigenvalue by Xa and assume that |(14|V^)P is not exponentially small. 
We then find Xi, in a time inversely proportional to e|(V^|y)p with a 
polynomially decreasing accuracy e. By contrast, all known classical 
algorithms do the job with exponentially decreasing accuracy. 

We use three registers. The first register contains n index qubits, the 
second register contains m Fourier qubits that determine the space in 
which U acts, and the third one contains w storage qubits. The initial 
state is 

|*o) = |0)|ya), (3.98) 

where, for example, |0) is defined as in Eq. (3.79). 
The superposition of the qubit states from the first register can be 

created as in Eqs. (3.80) and (3.81) by applying Hadamard gates to 
each qubit: 

2"—1 

l*i) - 4 ^ E b-)l̂ »)- (3-99) 

Then in the third register, we compute C '̂'|Ki) (taking into account that 
U\Va) = AalKi)) for each j from the first register and store their values 
in the second register. By writing Xa as exp{iu>a), we obtain 

on 1 2*̂  — 1 

1*2) = - 4 E b') '̂î «) = ^ E ^'""'br (3-100) 

If we now perform the quantum Fourier transform as in Eq. (3.87), 
we will detect the phase WQ and thereby the eigenvalue Xa, which will 
approximate the true eigenvalue Xi,. To do any concrete computation 
of eigenvalues and eigenvectors of the operator U one has specify the 
Hamiltonian H. We start with the one corresponding to N mutually 
interacting particles {Vij, i,j = 1,...,N) in an external potential {Vi, 
i — 1,... ,N), i.e., with a corresponding Schrodinger equation. To find 
solutions to the Schrodinger equation means to find energy eigenstates 
and eigenvectors for the following Hamiltonian: 

N N 

H = Yi{ti+Vi)+Y,ym (3-101) 
i= l i>o 
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where Ti is the kinetic energy operator. 
Let us consider the simplest possible Schrodinger equation—of a single 

quantum particle in one dimension—to see how it can be simulated on 
a quantum computer: 

p2 

2m 
+ V{X) ^{x), (3.102) 

where we have set ^ = 1. Our final goal is to simulate a chosen quan­
tum system—in effect its Schrodinger equation—by qubits in a quantum 
computer. 

The first thing we have to do with a Schrodinger equation to solve it, 
i.e., simulate it, by means of qubits is to discretize it, because the "stan­
dard quantum computer" that uses qubits (two-state systems) cannot 
give a continuous function as its output. A continuous function that is 
the exact solution to the Schrodinger equation (3.102) can only be ap­
proximated by discrete measurement results that we obtain at the end 
of a calculation. It is similar to the procedure of reading off the phase 
on p. 185. We carry out the discretization by imposing periodicity on 
the coefficients of the following expansion of state ^ : 

j = 0 

(3.103) 

where \j) is the basis state corresponding to the binary representation 
of the number i (see Eq. (3.82)). 

The time evolution can be implemented through small At steps by 
means of the time evolution operator [Zalka, 1998]: 

U{At) = e-'^'^ = e-iA*[i/2mp2+y(x)]_ ^^^^^^ 

For noncommuting variables x and y (as in Eq. (3.104)), we have e*"*"̂  ^ 
e^e^ and must use the Baker-Campbell-Hausdorff series [Reinsch, 2000] 

exp(a;) exp(2/) = exp 

The first few terms of the series are 

(3.105) 

h{x,y) =^x + y, 
1 1 

f2{x,y) = ^{xy - yx) = -[x,y], 

(3.106) 
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Thus in the first order approximation we obtain 

U{At) ^ e-iAt^^V2mg-iAty(i-)_ (3_-LQ7) 

To implement it in a quantum computer we go to momentum-space by 
a standard procedure, using the following Fourier transform of the wave 
function * [Messiah, 1965]: 

Hp) = ̂ J2'^{x)e-'P'- (3.108) 

Function $(p) can be interpreted as a linear combination of elementaxy 
waves exp{ipx) of a well defined position, each elementary wave hav­
ing a coefficient ^(x)/-\/27r. Then we can apply the quantum Fourier 
transform algorithm from Sec. 3.3.3. 

The unitary transformations we obtain in Eq. (3.107), which are of 
the type 

| j )_e -FO-) | j ) , (3.109) 

can be carried out with the following steps [Zalka, 1998] analogous to 
those in Sec. 3.3.3: 

b-,0) -> \j,FiJ)), \F{j)) ^ e-^(^-)|F(i)), \j,F{j)) -. |j,0). (3.110) 

The first and last steps are, in effect, n quantum calculations carried 
out in parallel. The second step requires about n calculational steps. 
This, together with the Fourier transform above, gives us altogether 
n^ computational steps. A classical calculation of the same problem 
requires at least 2^" computational steps, because just to write down a 
wave function for n particles requires 2" memory sites and to compute 
its time evolution requires the exponentiation of 2" x 2" matrices [Lloyd, 
1996]. 

To achieve higher precision, we have to use higher terms from Eq. (3.106). 
For example, in the second order approximation, we get 

(3.111) 

from which we 

et(i+B) ^ 

derive 

e'^e'^e -t2[A,B]/2 

gt(i+B) ^ gti/2gtBgti/2_ (3.112) 

To generalize the simulation to A'" particles in three dimensions with 
the potential V{Xi,X2, •••), we use 3N quantum registers and apply 
unitary transformations on several registers, e.g. 

| i , / , / ) - e - ^ ( ^ ' ^ V ' ) | j ; / , / ) . (3.113) 
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In the case of more general Hamiltonians, for instance excited states 
of molecules, we no longer have an obvious and straightforward algo­
rithm, although simulations of universal local Hamiltonians describing 
close range interactions (strong and weak interactions, van der Waals 
gases, etc.) are feasible [Lloyd, 1996; Abrams and Lloyd, 1997; Abrams 
and Lloyd, 1999; Gramss, 1998; Boghosian and Taylor IV, 1998]. No 
algorithms are known that implement Fourier transforms for simulating 
and determining the evolution of general arbitrary systems. 

What quantum computers lack is a general quantum algebra that 
would correspond to the Boolean algebra on classical computers. 

3.4 Quantum Turing Machines vs. Quantum 
Algebra 

The lack of a general quantum algebra, at first glance, seems to clash 
with the fact that there is a well-defined concept of the quantum Turing 
machine. To see why a quantum Turing machine does not require a 
well defined general quantum algebra, we will consider its definition 
[Bernstein and Vazirani, 1997; Gruska, 1999], starting with a definition 
of the probabilistic Turing machine [Gruska, 1999, Sec. 1.3.1]. 

DEFINITION 3.4 A probabilistic Turing machine is a triple (iU,S,5p), 
where 5p, the probabilistic transition function, is a function 

UxSx{l,r,h} 
6p: UxS ^ [0,1] , (3.114) 

where W is a finite alphabet as defined on p. 2, 5 is a finite set of states 
(see p. 2), {l,r,h} is the set of actions (see p. 3), and [0,1] is the set 
consisting of pj E [0,1], j = l,...,M (M is the number of output 
states) such that there is an algorithm that computes p's. 

The probabilistic transition function Sp assigns probabilities pj, j = 
1 , . . . , M to each output state Cj (see Table 1.1, p. 3) so as to satisfy 

M 

J2PJ = 1- (3.115) 

Each Pj is the probability of detecting the output state Cj. 
We can make use of the above definition of a probabilistic Turing 

machine and its properties to define a quantum Turing machine in the 
following way. 

DEFINITION 3.5 A quantum Turing machine is a triplet {U, S, Sq), where 
dq, the quantum transition function, is a function 

Sq-.U.S ^ C^,T^'^'^'\ (3.116) 
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where C[o,i] is the set consisting of aj € ^ [̂o,!]) J = 1, • • • , M (where C 
is the field of complex numbers) such that there is an algorithm that 
computes the real and imaginary parts of cc's to within 2~^ in time 
polynomial in M. 

The quantum transition function 6q assigns probability amplitudes 
aj, j = 1,... ,M (complex numbers the absolute values of which are in 
the interval [0,1]) to each output state so as to satisfy 

M 

E K I ' = 1- (3-117) 

Each \aj\^ is the probability of detecting the output Cj. 
Hence, at the final output level, probabilistic and quantum Turing 

machines behave in a similar way. However, in general—due to dif­
ferences at intermediate levels—they behave very differently. Let us 
assume that each amplitude aj is sum of subamplitudes: ^ j ^ . /3fc. Here 
we can have either destructive HYlk^kl'^ ^ Zlfel/^fcH or constructive 
(I Ylkf^k]"^ -̂  Ẑ fc l/̂ fcP) interference that we cannot have with pj. Thus, 
as with Shor's algorithm (see Eq. (3.92)), we can obtain a definite prob­
ability for some input values and 0 for all the others. Another essential 
difference is that the transition matrices corresponding to each quan­
tum Turing machine are unitary and that quantum Turing machines are 
therefore reversible. 

The fact that a quantum Turing machine is defined on the field of 
complex numbers is not an obstacle for an implementation of its algo­
rithms on a realistic quantum circuit. Any quantum Turing machine 
defined on the field of complex numbers can be simulated by another 
quantum Turing machine, all transitions of which have real amplitudes 
[Gruska, 1999, Theorem 4.2.17]. Actually this is so because (the Hilbert 
space) quantum mechanics can be formulated over three fields: the field 
of real numbers, the field of complex numbers, and the (skew) field of 
quaternions [Holland, JR., 1995]. 

Since we literally transcribe all the amplitude algorithms based on the 
Fourier transform for the quantum Turing machine and since actions 
of all quantum circuits can be viewed as amplitude handling, we can 
conclude that quantum circuits can compute at least everything the 
quantum Turing machine can compute. On the other hand, we have seen 
that that the universal Fourier transform for solving a universal quantum 
system is not known. This means that a universal quantum algebra is not 
needed for quantum circuits nor for quantum Turing machine. However, 
such a quantum algebra would enable us to implement any Schrodinger 
equation directly into a quantum computer, thus providing us with a 
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universal quantum translator for Schrodinger equations. The algebra 
would correspond to Boolean algebra in classical computers, but there 
would be a crucial difference. Any classical and quantum problem alike 
has to be written in a binary code before we put it into the classical 
computer. On the other hand, any Schrodinger equation would simply 
be an expression in quantum algebra, and its simulation on a quantum 
computer would just be an equivalent expression in the same algebra. 
Recall that the complexity of trial division is exponential just because we 
have to write the numbers and instructions in a binary form (compare 
Fig. 1.14 (a) and 1.14 (b), p. 36). Recall also that any realistic quantum 
Fourier transform from the previous sections was an approximation done 
by discretizing the systems we wanted to solve. 

There have been many attempts to find a quantum algebra—some of 
them being C* algebra, von Neumann algebra, Baer *-rings, projective 
geometries, and Hilbert lattices—but so far none of them have turned 
out to be successful. In what follows, we shall attempt to show the main 
reason why the problem is so hard to crack. To do so, we will use the 
Hilbert lattice approach since it is the easiest to understand with the 
tools we introduced in the previous sections. 

Let us start with a few definitions (cf. Def. 1.2, p. 8). 

DEFINITION 3.6 A lattice is an algebra C = (L, U, fl), where the op­
erations U and n are called join and meet respectively, such that the 
following conditions are satisfied for any A,B,CE L: 

1. Commutativity {a) AVJ B = B li A, (b) ^ n J5 = B D ^ 

2. Associativity (a) (AU B) U C = yl U ( 5 U C), 
(b) {A^B)f^c = Af\{B(^C) 

3. Absorption (a) Af\{AiJB) = A, {h) A\J{A^^B) = A, 

A lattice is a partially ordered set {A < B ^^ A = AC^ B) whose 
elements A^B have the least upper bound A\JB and the greatest lower 
bound AnB. 

DEFINITION 3.7 An ortholattice is an algebra OC = (OL, U, n, ,0,1) 
such that the following conditions are satisfied for any A,B ^ OL: 

1. The algebra {OL, U, fl) is a lattice 

2. Au'A = l k y l n A = 0 

3. A<B =^ 5 < Z 

4. 1 = A 
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The operation " " is called orthocomplementation. 

DEFINITION 3.8 The following three conditions 

An{BuC) = {AnB)u{Anc), (3.118) 
B<A => An(BUC) = {AnB)UiAnC), (3.119) 

B<A k C<A => An{BUC) = {AnB)U{AnC), (3.120) 

are called the distributivity, modularity, and orthomodularity condi­
tions, respectively. They have dual forms in which U and fl are inter­
changed. 

One can prove the following theorem [Maeda and Ma«da, 1970; Kalm-
bach, 1974; Mittelstaedt, 1978; Beran, 1985]. 

THEOREM 3.9 An ortholattice OC in which the conditions (S.118), 
(3.119), (8.120) (or their dual forms) hold, for any A,B,CeOL, is 
a Boolean algebra^^ (a distributive lattice), modular lattice, and or-
thomodular lattice, respectively. Also, in these lattices the respective 
conditions hold. 

Boolean algebra (specifically, the 2-valued Boolean algebra) provides 
the computational basis for classical computers. Modular lattices pro­
vide a computational basis for finite dimensional Hilbert spaces and 
therefore for spin systems—as revealed by BirkhoflF and von Neumann 
in 1936 [Birkhoff and von Neumann, 1936]—and consequently for to­
day's discrete quantum computers. Modular lattices correspond to the 
universal quantum gate operations, which are in the quantum compu­
tation literature usually called quantum logic. ̂ ^ We should be careful 
with the term "logic," though. Classical logic [Hilbert and Ackermann, 
1950] and quantum logic [Kalmbach, 1974; Dishkant, 1974; Dalla Chiara, 
1986] in the mathematical logic literature hang on the following theorem 
[Pavicic, 1987b; Pavicic, 1989; Pavicic and Megill, 1999]. 

THEOREM 3.10 An ortholattice OC in which the following conditions 
hold for any A,B,CE OL 

A^i 

A=i 

B = 

B = 

= 1 

= 1 

^ 

4^ 

A<B, 

A = B, 

i -

i -

= 0, . . 

= 0, . . 

. , 5 , 

. , 5 , 

(3.121) 

(3.122) 

^®Then the operations U and n become + and • from Def. 1.2 (p. 8), respectively. 
^^In set and lattice theory literature a quantum logic often means a a-orthomodular partially 
ordered set, i.e., a a-orthomodular poset, where a indicates closure under the formation 
of suprema of a countable family of mutually orthogonal subsets of the poset [PtAk and 
Pulmannova, 1991]. 
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where 

A^oB '^= AUB, A^iB =^ :4 U (A n B), A-^^B ^~ B -^i A, 

A^sB =̂  (3n 5) u (In s) u {A -»i B), A-*4B ^= B -̂ 3 A 

A^5B =̂  {AnB){j(AnB)u(An^, 

A=iB =^ (^ ^ i 5 ) n ( 5 - ^ i A), i = 0,...,b, (3.123) 

is a Boolean algebra for i = 0 and an orthomodular lattice for i = 
1 , . . . , 5, and vice versa—in a Boolean algebra and in an orthomodular 
lattice these conditions hold}^ 

Now, a proper classical logic is, in effect, given by a system in which 
all the axioms of a Boolean algebra (e.g., from Def. 1.2, p. 8 or from 
Defs. 3.6, 3.7, and 3.8, Eq. (3.118)) are written so as to substitute 
^ =0 -B = 1 for any equality A = B and A -^o S = 1 for any inequality 
A< B. The same is the case with quantum (modular and orthomodu­
lar) logics (Defs. 3.6, 3.7, and 3.8, Eq. (3.119) and Eq. (3.120)) when we 
substitute ^ =j B = 1 for any equality A = B and ^ —>i S = 1 for any 
inequality A<B,i = l,...,b. 

It is only when we demand that the conditions (3.121) and (3.122) be 
met that we necessarily have a Boolean algebra and an orthomodular (or 
modular) lattice as models for classical and quantum logics, respectively. 
But there are lattice models for these logics in which conditions (3.121) 
and (3.122) do not hold. For example, one can prove the completeness 
and soundness of classical logic for a lattice model that is not distributive 
and of quantum logic for a lattice model that is not (ortho) modular 
[Pavicic and Megill, 1999]. Hence, if we are only interested in obtaining 
working models for classical or quantum computers, we had better stay 
with algebras. 

As we already emphasized, we do have a modular lattice model which 
is an algebra for quantum circuits. What we need is a more general 
algebra, of which the modular algebra is a special case, to include con­
tinuous variables. We do have the orthomodular algebra (lattice) which 
underHes any infinite-dimensional Hilbert space. Up to now, an infinite-
dimensional Hilbert space has been our only tool to handle continuous 
variables. A considerable theoretical and experimental effort has recently 
been done towards developing continuous-variable quantum computers 
and their possible algorithms [Lloyd and Braunstein, 1999; Braunstein 

^®In any Boolean algebra (i.e., when the distributivity (3.118) is added to an orthomodular 
lattice), A —•i B and A=i B, i = l,...,5 reduce to A —»o B and A =o B, respectively. 
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and Pati, 2003]). However, developing a discrete algebra that could gen­
erate continuous-variable Schrodinger equation results (eigenvalues and 
eigenstates) might have an appeal of its own, not only for running the 
equation on a discrete quantum computer, but also for quantizing our 
equations. Continuous-variable equations are primarily needed not to 
describe the free motion of a quantum system, as we did in Sec. 3.3.4 
(p. 186), but instead to describe continuous Coulomb potentials in or­
der to obtain position distributions of electrons, nucleons, and atoms in 
molecules and matter. As an example, consider a simple hydrogen atom. 
For the principal quantum number n = 3 and the orbital quantum num­
ber I = 0, its radial function has three maxima of which the third is 
the greatest, and we say that the electron is in the third shell. If the 
right algebra could be found, perhaps we might arrive at equations which 
would just give us three peaks at these maxima or a single peak at the 
maximum of the probability function, thus avoiding having to solve the 
huge matrices that we obtain by discretizing continuous functions. So, 
let us see how far we have advanced on the road towards algebraization 
of continuous Hilbert spaces. 

The main idea behind representing Hilbert space by an orthomodular 
lattice is to add additional strengthening axioms which are still weak 
enough so as not to make it modular. These axioms will give us the 
so-called Hilbert lattices [Beltrametti and Cassinelli, 1981; Kalmbach, 
1986]. 

DEFINITION 3.11 An orthomodular lattice which satisfies the following 
conditions is a Hilbert lattice, TiC. 

1. Completeness: The meet and join of any subset of an HC exist. 

2. Atomic: Every non-zero element in an HJC is greater than or equal to 
an atom. (An atom A is a non-zero lattice element with 0 < B < A 
only if B = A.) 

3. Superposition Principle: (The atom C is a superposition of the atoms 
A and B if C ^ A, C ^ B, and C < AU B.) 

(a) Given two different atoms A and B, there is at least one other 
atom C, C ^ A and C ^ B, that is a superposition of A and B. 

(b) / / the atom C is a superposition of distinct atoms A and B, then 
atom A is a superposition of atoms B and C. 

4- Minimal length: The lattice contains at least three elements A, B, C 
satisfying: 0<A<B<C<1. 
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One can prove the following theorem [MacLaren, 1964; Mackey, 1963; 
Varadarajan, 1970]. 

THEOREM 3.12 For every Hilbert lattice HC there exists a field K, and 
a Hilbert space H over K such that the set of closed subspaces of the 
Hilbert space, C(H) is ortho-isomorphic to HC. 

Conversely, let H be an infinite-dimensional Hilbert space over a field 
K. and let 

C{H) ^= {X <Z'H\ X^^ = X} (3.124) 

be the set of all biorthogonal closed subspaces of H. Then CiH) is a 
Hilbert lattice relative to: 

AnB = XAHXB and AUB = (XA + XB)-^-^. (3.125) 

In order to determine the field over which the Hilbert space in The­
orem 3.12 is defined, we make use of the following theorem proved by-
Maria Pia Soler [Soler, 1995; Holland, JR., 1995]. 

THEOREM 3.13 The Hilbert space H from Theorem 3.12 is an infinite-
dimensional Hilbert space defined over a real, complex, or quaternion 
(skew) field if the following conditions are met: 

• Infinite orthogonality: Any HC contains a countably infinite sequence 
of orthogonal elements. 

• Unitary orthoautomorphism: For any two orthogonal atoms A and 
B there is an automorphism U such that t{{A) = B, which satisfies 
1{{A) =U{A), i.e., it is an orthoautomorphism, and whose mapping 
into H is a unitary operator U and therefore we also call it unitary. 

Thus we do arrive at a full Hilbert space, but the axioms for the 
Hilbert lattices that we used for this purpose are too involved to reveal 
a possible transition to its finite-dimensional representation. This is 
because in the past, the axioms were simply read off from the Hilbert 
space structure and were formulated as predicative statements of the 
first and second order that cannot be implemented by a quantum Turing 
machine. Besides, in this approach, quantum states can be defined only 
on the Hilbert space that we obtain at the end. Let us, instead, define 
them beforehand directly on an orthomodular lattice, so as to reduce to 
the Hilbert states when we add the axioms from Def. 3.11 to the lattice. 
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DEFINITION 3.14 A state on a lattice C is a function m : C —> [0,1] 
such that m(l) = l_and A 1. B =^ m{A U B) = m{A) + m{B), where 
ALB means A<^. 

This implies m{A) + m(A) = 1 and A< B => 7n{A) < m{B). 

DEFINITION 3.15 A nonempty set S of states on C is called a strong set 
o/classical states if 

{3m£S){\/A,BeC){{m{A) = l => m{B) = l) ^ A<B) (3.126) 

and a strong set of quantum states if 

(yA,BeL){3meS){{m{A) = l => m{B) = 1) => A < B ) . (3.127) 

We want to emphasize the difference between quantum and classical 
states. A classical state is the same for all lattice elements, while a 
quantum state might be different for each of the elements. The following 
theorem [Megill and Pavicic, 2000] shows us that a classical state can be 
be very strong. 

THEOREM 3.16 Any ortholattice that admits a strong set of classical 
states is distributive. 

Radoslaw Godowski [Godowski, 1981] found an infinite series of equa­
tions partly corresponding to the strong set of quantum states given 
by Eq. (3.127), forming a series of algebras contained in the class of 
all orthomodular lattices and containing the class of all Hilbert lattices. 
Megill and Pavicic [Megill and Pavicic, 2000] found another independent 
infinite series of equations partly corresponding to the remaining Hilbert 
algebraic structure and also forming a series of algebras contained in the 
class of all orthomodular lattices and containing the class of all Hilbert 
lattices. Such series can be cut at a chosen level and implemented by a 
Turing machine since they are of a zeroth (propositional) order. Whether 
it will be possible to write down Schrodinger equations by means of such 
series awaits future developments, as is the case with the majority of 
projects in quantum computing. 
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