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Preface

This book is about morphology, that is, the structure of words. More importaratls~,
it’s about the kinds of theories that linguists have constructed to explain word struc-
ture. Although I hope the book will be useful in helping to develop the skills of rmo =x~-
phological analysis, the primary goal is to show the reader how theories have tbee n
developed, criticized, and revised and why, in some cases, they’ve been abandomneci.

Morphology is unusual amongst the subdisciplines of linguistics, in that much «of
the interest of the subject derives not so much from the facts of morphology tlhrexx-
selves, but from the way that morphology interacts with and relates to other bram chhe=s
of linguistics, such as phonology and syntax. Indeed, the theme of the ‘interfac e’
between morphology and other components of grammar is one which runs throu grh
the whole book.

As the subtitle indicates, we’ll be concerned with morphology in generatiwsre
grammar. My aim has been to choose ‘mainstream’ trends and describe how Imo x-
phology fits into those trends. Not everyone will agree with my choice of what couxx €s
as ‘mainstream’ generative grammar. In part, my decisions have been motivated o>y
my personal interests and my particular (often rather limited) expertise. Among thae
topics which I’ve had to ignore are historical morphology (that is, morphology irx la m-
guage change), psycholinguistic research on morphology (in children and adults) , axad
computational approaches. Nonetheless, I believe I’ve covered most of the key tlhirec» 1-
etical issues confronting contemporary linguists with an interest in morphology .

A variety of specialists have an interest in morphology and I hope this boolc w=r 1ll
therefore prove useful to phonologists, syntacticians, historical linguists, descrigppti~<se
linguists and others whose main interests lie outside morphological theory as suc .
In addition, psycholinguists and computer scientists working on language procesSsixg
should find the book relates to their concerns. However, my primary audience 1s sT uU-
dents of linguistics, and my intention is that the book should enable the studext to
tackle research articles relating to morphology in linguistic theory in the starada xd
international journals, such as Language, Linguistic Inquiry, Natural Language cx21d
Linguistic Theory, The Linguistic Review and Yearbook of Morphology. In additico m,
such a reader should be able to make reasonable sense of the increasing numbers of
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theoretical monographs dealing with questions of morphology. In a sense, the book
has been designed as a kind of graduated guidebook to such literature.

For the phonology interface, it has been relatively easy to determine what counts
as ‘mainstream’ (though this won’t immunize me from criticism!). The syntax inter-
face presents a much richer assortment of theoretical approaches. I've chosen the
framework which I personally find most congenial, namely, the so-called
Government-Binding theory of Chomsky. This should not be taken as an indication
that work in other frameworks should be neglected. On the contrary, specialists
working on other theories (especially Lexical Functional Grammar and Generalized
Phrase Structure Grammar) have had an extremely keen interest in morphology and
the structure of the lexicon, and some of the better technical ideas which have
worked their way into Government-Binding approaches have been ‘borrowed’ from
those other frameworks. However, Government-Binding syntax is the framework
with which students are most likely to be acquainted if they take courses in contem-
porary syntax. Moreover, the dominance of GB theory means that it tends to serve
as the backdrop for theoretical discussion in any framework.

The importance of the ‘interfaces’ between morphology and the rest of linguistics
has been responsible in large part for the revival of interest in morphology over the
past fifteen years or so. Nowadays, it’s simply not possible to do certain types of
phonology or syntax without an appreciation of the implications for morphology.
This puts a serious onus on the student of linguistics, however. Although the more
elementary concepts in morphology can be grasped quite adequately without any real
reference to the rest of linguistics, it’s impossible to understand the full implications
of contemporary research in morphology without a basic background in phonology
and syntax. The book is written so as to be as autonomous as possible. For this
reason I’ve been careful to explain as far as I can (even if very cursorily) the terms
I use from outside morphology. The more important terms, whether from morpho-
logy or outside, are put in boldface at the first mention which includes a brief gloss.

It would, of course, be wrong to pretend that anyone can understand theory con-
struction in morphology without a basic understanding of theoretical linguistics.
Beyond part I especially, I assume some familiarity with such concepts as ‘phoneme’,
‘distinctive feature’, ‘constituent structure’, ‘generative grammar’. However,
linguistics courses vary immensely in what they cover, and, for this reason, I've
added lists of textbooks and other introductory material for branches outside mor-
phology to the Further Reading sections of the Notes to each chapter. These should
provide more than sufficient background, especially in phonology and syntax.

It’s perfectly possible to teach a complete course in morphology from this book,
spanning, say, the last two years of a three-year degree in Linguistics. However, it’s
also possible to look upon the book as a sourcebook for instructors wishing to con-
struct courses in morphology at various levels, as well as for students following such
courses, or for those who wish to incorporate some discussion of morphology into
more traditional linguistics teaching (say, phonology, syntax, or lexicology). For the
more elementary courses (say, second-year undergraduate), one might use part I, the
less advanced sections of part II, the first three sections of chapter 6 and then the
more descriptive sections of the subsequent chapters. A more advanced course (say,
second-semester postgraduate) might take part I as basic background reading and
then use the book to concentrate on topics from parts II, ITI or IV. All the chapters
except the last are furnished with exercises. Those marked with an asterisk (*) are
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problems I regard as more deep or advanced, and which are therefore more suited
to postgraduate students or in many cases to larger-scale undergraduate assignments.
Some of the exercises are effectively feedback exercises on the chapter itself and may
have relatively straightforward answers. Others are problem sets illustrating the
theoretical issues discussed in that chapter (and earlier chapters). Not infrequently,
the exercises include data which are actually problematical for some of the theoretical
proposals discussed in the chapter. In some cases, the exercises are simply meant to
raise more general questions, often taken up again in later chapters. This means that
the exercises are an integral part of the book. It also means that many of the exercises
are open-ended and lack a ‘correct answer’, and for this reason even some of the
elementary exercises will serve well as a starting point for more advanced discussion.
During the lengthy gestation period of this volume, I’ve had the benefit of con-
siderable help, advice, criticism and support from friends and colleagues. Neil Smith
deserves special thanks for suggesting the idea in the first place, and for reading most
of the book and giving me extremely detailed comments, as well as much needed
encouragement. Likewise, Dick Hayward and Iggy Roca read a large part of the
manuscript and provided extremely helpful criticism. These three colleagues merit
my special gratitude. Individual chapters received invaluable commentary from Bob
Borsley, Andrew Carstairs-McCarthy, Grev Corbett, Nigel Fabb, Chris Lyons, and
Matt Shibatani. In addition, I must thank Liliane Haegeman for inviting me to teach
in Geneva for a year, where much of the book was written or prepared. Conversations
with her and Ian Roberts did much to clarify my thinking in a variety of areas. In
addition, Pavla Munch-Peterson, Addm N&dasdy, Marek Piotrowski and Vlad
Zegarac helped with some of the linguistic examples. I must also thank several gener-
ations of students in London and Geneva for being guinea pigs to my pedagogical
experiments in morphology, and for test-driving some of the exercises with such:good
humour. Finally, special thanks to Fay Young, for much more than just proof-
reading. :
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The Domain of Morphology

1.1 Word structure

All moderately literate speakers of English tend to know exactly two things about the
word antidisestablishmentarianism. First, that it is the longest word in the English dic-
tionary. Second, that it is comprised of separate components, such as anti (as in anti-
Soviet, anti-tank), dis (as in disconnect, disentangle), ment (as in deferment,
containment), arian (as disciplinarian, parliamentarian), ism (as in Marxism-Leninism).
Characteristically, they tend to know nothing else about the word, for example, what
it means.

The discipline of theoretical linguistics is concerned with providing a precise and
explicit characterization of what it is that language users know when they know a lan-
guage. However, not everything that a language user can be said to know about his
or her language is of interest to the theoretical linguist. What linguistic theory aims
to characterize is that knowledge which any speaker must possess in order to be
regarded as a speaker of the language.

The “fact’ that anndisestablishmentarianism is the longest English word is something
our language user has to learn (or be taught) explicitly. A speaker who believes such
a thing believes it consciously, and could probably explain the basis of that belief
(e.g. ‘I checked the complete OED on my computer’, ‘My English teacher told me’,
‘Everybody knows that!’ and so on). The idea that the word really is the longest in
the language depends on the notion ‘the English dictionary’ (in the sense of some
authoritative document recording every word in English). This notion is not essential
to a characterization of English. English, and its speakers, existed before Dr Johnson
set quill to paper. Finally, and crucially, anyone who happened not to know this fact
(assuming that it is a fact, or even a coherent claim) could not be said on that basis
not to be a speaker of English.

The second piece of knowledge is something which our language user was probably
never taught and is probably not aware of knowing. Indeed, many people when con-
fronted with the fact that our word is decomposable might retort ‘How interesting!
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I never knew that’. If you were to ask someone who hadn’t been taught grammar
or linguistics to decompose the word into its separate parts they might find it difhicult
or impossible. However, I would claim that all speakers (even illiterate ones) know
these things. How can this be?

Although naive users of English (which includes almost anyone except trained lin-
guists or grammarians) find it hard to articulate their knowledge of word structure,
if you ask them the right questions, they can give you the evidence of their knowl-
edge. Linguists tend not to like to perform real experiments, so we’ll perform a
thought experiment to illustrate this. Suppose someone hears the name of the current
(1990) Soviet head of state for the first time by eavesdropping into the following
snippet:

A: What do you think about Gorbachev?
B: Me, I'm anti-Gorbachev myself.

Given no other context our language user would probably have no idea what was
meant by the term Gorbachev. A kind of cabbage soup, maybe, or the latest Soviet
tank. Or perhaps a new American Secretary of State. However, he does know that
whatever Gorbachev represents, speaker B is opposed to it/him/her/them. Likewise,
without knowing what on earth it means, English speakers know that antidisestab-
lishmentarianism is some kind of doctrine or stance or whatever (i.e. an ‘1sm’!). With
a little ingenuity we can perform this thought experiment for all of the components
I isolated earlier.

Here is another experiment (of the kind linguists do tend to perform). Ask your
native speaker if he has ever heard the following, and, if he hasn’t, whether they
could be words in English: disestablishmentarianism, establishmentarianism, disestab-
lishmentarian, antidisestablishmentarian. Likely as not his answers will be ‘No; I.
haven’t heard them’ and ‘Yes, they could be English words’. Now try the same' for
the following: ismarianmentestablishdisanti, ismdisarianestablishantiment and so on.
(Practice saying these a few times before presenting them to your informant.) The
answers here will be ‘no” and ‘no way!” These are simply’ not possible words of
English. Moreover, any native speaker of the language can give you these judgements
if you ask him or her in the right way.

This knowledge of word structure is in many respects of a kind with knowledge
of sound structure and knowledge of sentence structure. It is part of what we have
to know in order to be native speakers of English, and for that reason it is part of
that knowledge of language which linguists regard as properly linguistic. Hence,
it 1s something which linguistic theory has to account for, in the same way that
it accounts for knowledge of phonological patterns or knowledge of syntactic
structures. The branch of linguistics which concerns itself with these questions is
morphology.

1.2 Morphemes, morphs and allomorphy

The components we isolated in the previous section are not words. They are called
morphemes. ' Admittedly, anti and ism tend to be used like words, and probably are
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words (in addition to being morphemes). The word establish is also a morpheme (in
addition to being a word). What unites all of these entities is (1) that they seem to
contribute some sort of meaning, or at least function, to the word of which they are
a component, and (ii) that they can’t themselves be decomposed into smaller mor-
phemes. To be sure, we can split up morphemes like anti- into syllables and pho-
niemes, but then we are entering a different domain of analysis, namely phonology.
It is fairly clear that morphemes like anti- and dis- contribute a meaning. Likewise,
we could say that a morpheme such as -ism means ‘doctrine, set of beliefs,...” or
some such. We might be hard pressed to say exactly what -ment meant, though. How-
ever, it’s easy to see that it fulfils a function, namely that of taking a verb, e.g. estab-
lish, and turning it into a noun, establishment. In the tradition of American
structuralist linguistics established by Bloomfield (1933), a morpheme is generally
defined as the ‘minimal meaningful element’.

The fact that one and the same entity can be both a morpheme and a word (or,
equivalently, that some words consist of just one morpheme, i.e. are monomor-
phemic) shouldn’t worry us. However, it is useful to distinguish those morphemes
which are also words in their own right from those which only appear as a proper
subpart of a word. The former are called free morphemes and the latter bound
morphemes. T

Typically, a morphologically complex (or polymorphic) word will contain a central
morpheme, which contributes the basic meaning, and a collection of other mor-
phemes serving to modify this meaning in various ways. For instance, from the word
disagreements we can dissect a basic morpheme agree and three bound morphemes,
dis-, -ment. and -s. We call agree the root and the other (bound) morphemes affixes.
The morphemes -ment and -s, which come to the right of the root, are suffixes, while
dis-, which comes to the left, is a prefix. In the word disagreements we call the form
disagreement the stem.

The fact that disagreements is the plural of disagreement (or just possibly its
‘possessive’ form, depending on how you spell it), is something which, again, all
native speakers know. The difference obviously resides in the ‘s’. In the tradition of
morphemic analysis established in Europe, the meaning of ‘meaningful’ in our defini-
tion of morpheme would be stretched to include the notion ‘plural of a noun’ (or,
indeed, ‘possessive form of a noun’). Some more morphological analysis is implicit
in the Russian examples 1.1 (the ‘S’ is pronounced as in IPA[f], 9’ as in IPA [j]:

1.1 a) koska ‘cat (used as subject of sentence)’
b) koski ‘of a cat’
c) koske ‘to/for a cat’

d) kosku ‘cat (used as direct object)’
e) koskoj ‘by a cat’
t) (o) koske ‘(about) a cat’

Anyone can tell that we have a unit kosk-, with the basic meaning of ‘cat’, to which
we add other units (like -1, -¢, etc.). However, even those who know Russian will be
hard put to say exactly, or even approximately, what these endings ‘mean’. The best
way of characterizing them is in terms of a mixture of meaning and grammatical func-
tion. The glosses I have provided are rudimentary to say the least, and a proper
characterization of them would be a laborious task. For instance, it’s an important
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fact about Russian noun morphology that form 1.1f, which happens in this example
to coincide with 1.1c, is only ever used when the noun is governed by a preposition
(though not just any old preposition). It’s also important to know that the form 1.le
is used when the cat is the agent of a passive of sentence (the mouse was eaten by a
cat), or when it forms the predicate with certain verbs (this animal 1s a cat).

So, some would call the endings of Russian nouns morphemes, and others would
say they are something else. We will discuss this question in some detail later in this
chapter and in other chapters. ’

One of the facts about morphemes which will be a recurrent theme throughout this
book is that they have a physical (i.e. phonological and phonetic) form and also a
meaning, or function, within the grammatical system. Morphemes, in other words,
are at the front line of the ‘double articulation’ of language, that is the articulation
into form (sound) and content (meaning or function), and much of morphological
theory is given over to establishing just how the mapping between form and content
15 achieved.

Listen carefully to the plural endings of the words of 1.2:

1.2 a) cats  [kats/
b) dogs [dogz/
c) horses [ho:saz/
d) cows [kawz/

The regular plural ending (which we will regard as a morpheme) is found in precisely
three different pronunciations, [s/, [z/, and [3z]. ? Since these three elements all rep-
resent a morpheme they are called morphs. These are the realizations (i.e. alterna-
tive forms) of a single morpheme which we can represent as —Z. We say that the
morphs [s z 3z/ are allomorphs of —Z and that the plural morpheme exhibits
allomorphy.’ - :
~ The allomorphy illustrated in 1.2 is conditioned entirely by phonology. By this I
mean that the choice of the allomorph for the plural suffix depends solely on the pro-
nunciation of the stem. Some linguists don’t count this kind of phonologically condi-
tioned allomorphy as ‘real’ allomorphy. However, English displays allomorphic
variation which is recognized as allomorphy by all linguists. Examine the roots of the
words in 1.3 (the root in these cases is the word minus the ending):

1.3 a) index indices [indisi-z]
b) house houses [hauz-9z]
¢) knife knives [naiv-z]

What is happening here is that the root used for the plural has a different phono-
logical shape from that found in the singular form. In other words, the root exhibits
allomorphy. Moreover, this is an idiosyncratic property of the words (or morphemes)
of the type ‘house’ and ‘knife’. It is not a property of the category of plural, for (i)
it can occur in other forms of the same word, e.g. the verb 10 house; (i1) in general,
words with a similar phonological shape don’t display root allomorphy in the plural
(e.g. spouse, fife, or even indexes).

Some allomorphy seems to be conditioned neither by phonology nor by the word
to which a morpheme belongs or is attached, but by the presence of other mor-
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phemes. There are a good many adjectives in English ending in a morpheme
-able/ible (both pronounced [abl/). This morpheme assumes a different shape, how-
ever, whenever we attach the noun-forming sufhix -izy to it

1.4 possible  possibility
credible  credibility
probable  probability

Different sufhixes which, like -abl, surface with a schwa, [3], have alternates with
vowels different from the /i of -ability.*
1.5 musical musicality [mjuzikaliti]

porous porosity [porositi]

Examples in which allomorphy is conditioned purely by another morpheme occur
In languages which form plurals of nouns in one of several relatively common and
productive ways, and in which different noun-forming suffixes take different plural
allomorphs. German is such a language. Any count noun formed from the sufhx
-heit| keit will form its plural in -en, as in 1.6:

1.6 a) Schwachheit-en weaknesses
b) Spracheigentiimlichkeit-en  idioms
c) Fliissigkeit-en fluids

However, in general a stem ending in, say, a vowel + [t/ might form its plural in any
of a number of ways (cf. 1.7):

1.7 a) Streit Streit-e quarrels
b) Kraut  Kriut-er  plants
¢) Zeit Zeit-en times
d) Braut Briut-e brides

What we would want to say here is that the choice of the plural ending in 1.6 is
governed entirely by the -heit/keir morpheme.

A rich source of examples of allomorphy is provided by the ending -ion in English
which forms a noun from certain verbs (an ‘abstract nominalization’). It has several
allomorphs, the commonest being -ation (as in cite ~ citation). However, after any
word which ends in the morpheme -cetve (e.g. re-ceive, de-ceive, con-cerve) we find
the allomorph -ion: re-cept-ion, de-cept-ion, con-cept-ion. These words (and others like
them with different bases) seem to have nothing in common except that they end in
the -ceive/-cept- morphemes.’

As we have seen with the -ation ~ -1on and -ceive ~ -cepr allomorphy, variants of a
given morpheme may be phonologically very different from each other. When the
differences are relatively small and can be described by some sort of phonological pro-
cess, linguists working within the generative paradigm have tried to assimilate the
allomorphy into phonology as far as possible. In some cases this might seem like a
hopeless task. For instance, the class of strong verbs in English provides examples
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of pretty drastic allomorphy: think ~ thought, bring ~ brought. Nonetheless, in a fairly
recent article on English phonology these alternations have been handled by sets of
phonological rules (Halle and Mohanan, 1985). The extent to which this ‘phono-
logical’ approach should be adopted is a matter of some controversy, which we
shall be exploring in detail in part II.

However, there is a limit to phonological explanation in pretty well everyone’s
theory, and that limit is the phenomenon known as suppletion. This is illustrated by
the type of alternation between go and its past tense form went. Here, there is abso-
lutely no phonological connection between the two forms, so we have a case of total
suppletion. Other standard examples from English are good ~ better ~ best and good
- well. A less standard example is the nominalization of the verb despise. None of
the usual ways of forming nouns from verbs work with this one: *despisal, *des-
pisement, *dispission (where the asterisk means ‘ungrammatical form’). Despite used
to be used but it means something else now. The real nominal is the suppletive form,
contempt/

In other cases, the two allomorphs bear some phonological similarity. This is
typically the result of one (or both) of two factors. The two allomorphs may be the
consequence of a phonological change in the language which happened a long time
ago and which has been overlain by yet more changes. This is the case with the think
~ thought cases. In other examples, we find that a morpheme (or strictly a word
containing the morpheme) has been borrowed from another language at two different
times and assimilated in two different forms, or, in more complex cases, we find the
same morpheme has been borrowed from two different but related languages. For
example, the word France was borrowed from Norman French (cf. modern French
France). But English has also borrowed a morpheme franco- (as in francophile,
Franco-Prussian, francophone) from Latin (though the Romans themselves got the
word from Germanic). Historians use something closer to the original Germanic word
when they use the term Frank and Frankish to refer to early periods of French
history. Finally, the adjective from France, namely French, is another example of
allomorphy, which cannot sensibly be explained by phonological rules of current
(synchronic) English. The France ~ French alternation is a case of a morpheme
changing shape through the ravages of historical sound changes. To the extent that
we want to say that France, French, Franco and Frank are all allomorphs of some
single morpheme we would have to say that we are dealing with suppletion here. But
the variants still bear a fairly strong resemblance to each other. This type of supple-
tion would therefore be called partial suppletion.

1.3 Types of morphological operation

In this section I shall give an overview of the different ways in which the phonological
form of words and morphemes can be mobilized to realize morphological categories.
The morphological categories themselves will be discussed in more detail in the fol-
lowing section. Although our main concern will be simply to gain a feel for the
variety of word and morpheme structure in the world’s languages, we will also touch
on some of the theoretical problems which arise when we try to describe this variety.
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1.3.1 Inflection and derivation

Traditional grammarians usually distinguished between two main types of morpho-
logical operation, inflection (or inflexion) and derivation. The first was represented
by example 1.1. There we saw that a noun in Russian appears in several different
forms (called cases). The intuition here is that we have a single word, koska, ‘a cat’,
and that it assumes several forms: koski, koske, kosku, etc. (not to mention koska
itself). In this way we speak of koski as ‘the genitive singular (form) of the word
koska’. On more homely territory we see the same thing when we say that goes is ‘the
third person singular present indicative of the verb go’ or that saw 1s ‘the past tense
of the verb see’. Since inflected forms are just variants of one and the same word,
inflecting a word shouldn’t cause it to change its category. Moreover, even when a
word can belong to more than one category, such as the innumerable English words
which are both nouns and verbs, we inflect the word either as a noun or as a verb.
For some theories it is a definition of inflection that it cannot cause a word to change
1ts syntactic category. -

" The second type of operation, derivation, has also been illustrated already on a
number of occasions. Let’s take a straightforward example from English. The verb
institute forms a noun mstitution by suffixation of -ton. From this I can form the adjec-
tive nstitutional which in turn yields a verb institutionalize. We have come in a spiral
rather than a circle because the verb institutionalize doesn’t mean the same as the verb
insticute. We can continue by deriving institutionalization. 1 can also say institutiona-
lizational, another adjective, and, from this, form the adverb institutionalizationally.
Now, there is no sense in which nstiiutionalizationally is a ‘form’ of the word instituze.
We are dealing here with the creation of new words from old words, ‘word forma-
tion’ in a literal sense. As can be seen from my examples, derivation typically (though
not necessarily) induces a change in syntactic category.

Put in these simple terms, it is not difficult to see why people might believe that
inflectional morphology is the result of applying processes to words, while deriva-
tional morphology is the result of concatenating morphemes. As we shall see, things
are not that simple, and it turns out to be extremely difficult to draw the line between
inflection and derivation in such a way that it gives sensible answers for all languages.

There are two important notions associated with inflectional morphology: that of

‘morphological class’, and that of ‘paradigm’.
7 If we look at languages that exhibit rich inflection (which excludes English) then
we typically see that words of a given syntactic class don’t necessarily all have the
same inflections. Sometimes, the words fall into more or less arbitrary groupings
which are associated with different sets of inflections. Such a grouping is called a
morphological class.

All nouns in Russian belong to one of three groups, or genders, known as mascu-
line, feminine and neuter. Although there is some correlation between the genders and
sex, the correlation isn’t perfect. The word mugcina, for example, takes the
desinences (endings) of a feminine noun (like koska) but it means ‘man’. Many
names for things, qualities and so on are assigned to masculine, feminine or neuter
genders on a semantically arbitrary basis, but the justification is formal (i.e. is deter-
mined by the shape, or form, of the word): roughly, if a noun ends in a (non-
palatalized) consonant in its basic form it is masculine (e.g. stol ‘table”), if it ends in
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-a it is feminine (e.g. lampa ‘lamp’), and if it ends in -0 it 1s neuter (e.g. okno
‘window”). ®

Gender systems of the Russian kind are frequent occurrences in the Indo-European
languages, so that a similar distinction (sometimes with only two genders, masculine
and feminine) is found in German, French, Italian, Spanish and Greek as well as the
other Slavonic languages. However, gender systems and inflectional systems are in
principle independent of each other. It is perfectly possible to have an inflectional
system without any signs of gender (Finnish, Hungarian and many other Ural-Altaic
languages manage this). On the other hand, it is perfectly possible to have gender
without inflection. French has masculine and feminine gender but gender isn’t repre-
sented formally on the nouns themselves (in most cases), for they have lost their case
inflections. As a result, gender in French serves simply to differentiate between arbi-
trarily defined groups of words, or lexical classes, with no other morphological
reflex. In Italian and Spanish the situation seems to be different. Here, too, the nouns
have lost all their case desinences, and there are two genders, but masculine nouns
tend to end 1n -0 while feminine nouns tend to end in -a. So it looks as if the vestiges
of a morphological class system have been retained, reflected solely in the desinences
(though in fact this would be rather an oversimplification).

In some languages verbs are subclassified according to syntactic properties. One
obvious distinction is between intransitive and transitive verbs. It is not uncommon
in languages for intransitive verbs to have inflections indicating their subject while
transitive verbs have inflections indicating both the subject and object (another
example of agreement). For instance, in Chukchee (also spelt Chukchi), a
paleosiberian language spoken in North East Siberia, we can tell from the form of
the verb whether the subject and object are singular or plural, and 1st, 2nd or 3rd
person, as can be seen from the examples in 1.8-9:

1.8 root wak?o ‘to sit down’
a) to-wak9o-k ‘I sat down’
b)  wakoo-goa ‘he sat down’
1.9 root pela ‘to leave (someone, something)’
a) ta-pela-gat ‘T left you (sg.)’
b) ts-pela-goan ‘I left him’
¢) ne-pela-gat ‘he left you (sg.)’
d)  pela-nen ‘he left him’

In both the intransitive (1.8) and the transitive (1.9) examples the prefix o- indicates
Ist pers. sg. subject. However, in the transitive verb pela- we also see that the object
1s marked. In 1.9a, ¢ the 2nd pers. sg. object is indicated by the suffix -gaz. In 1.9b,d,
the 3rd pers. sg. object is shown by two different suffixes, -g?an and -nen. Neither
of these suffixes appears on the intransitive verbs (though the -g2an of 1.9b is rather
similar in form to the 3rd pers. sg. subject marker -g»a of 1.8b). Where we have this
type of morphology, in which the endings of the two types of verb are different, we
could speak of a ‘transitive’ class and an ‘intransitive’ class.

The gender-based or transitivity-based morphological class systems represent
subclassifications which are motivated by syntactic considerations (agreement). For
instance, in French the gender of the noun determines the form of the definite article
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in the singular, le/la: le soleil ‘the sun’, masculine, but la table ‘the table’, feminine.
In the Chukchee verbs, we are specifying the person and number of the subject and
object. But there are many languages in which the sole motivation for membership
of a class is morphological: some words take one set of inflections and other words
take another set. Often, this sort of system cuts across gender or other syntactically
based subclassifications. When it happens in nouns we traditionally speak of declen-
sional classes or declensions; with verbs we speak of conjugational classes or
conjugations.

Russian provides an example of a conjugational system. Verbs inflect for person
(Ist, 2nd, 3rd) and number (singular and plural) in the non-past tense, and they also
have an imperative, an infinitive and several participles. In the largest class a verb
consists of a root morpheme followed by a conjugational marker (often referred to
as a ‘theme’ or ‘extension’). This surfaces variously as -a- or -gj-. The other main
class of verbs is formed with a different theme, -i-. Examples of two typical verbs are
given in 1.10 and 1.11:7

1.10 del-a-t’ ‘to do’
Sg. Pl Imperative
1 del-aj-u del-aj-em  Sg.: del-aj
2 del-aj-es  del-aj-ete Pl.: del-aj-te
3 del-gj-et del-aj-ut

Past participle active: del-a-1

Past participle passive: (s-)del-a-n

Present participle active: del-aj-uscy

Present participle passive: del-aj-emyj
1.11 govor-i-t” ‘to speak’

Sg. Pl Imperative

1 govor-ju govor-1-m Sg.: govor-i

2 govor-i-§ govor-i-te Pl.: govor-i-te

3 govor-i-t govor-jat

Past participle active: govor-i-1

Past participle passive: (none)

Present participle active: govor-jascij
Present participle passive: govor-i-myj

From these tables it is apparent that the ending which distinguish one form from
another® are those to the right of the -a(j)- or -i- themes. On the other hand, if we
compared the hundreds of verbs which belong to each of these groups we would find
that they all had exactly the same theme intervening between the root and the
desinences proper. This theme serves no other purpose than to help create a base to
which to attach the inflectional desinences, and to define the separate morphological
classes (conjugations). Again, this is a situation which is prevalent in inflecting Indo-
European languages, and essentially the same phenomenon can be observed in the
other Slavic languages, in the Romance languages, in Greek and so on.

The tabulations in 1.10 and 1.11 also illustrate the second notion connected with
inflection, that of paradigm. A paradigm is the set of all the inflected forms which
an individual word assumes. Sometimes the term refers to some specifiable subpart
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of the total paradigm. Thus, the list of word forms under 1.1 could be called ‘the
singular paradigm for the noun koska’. There is a feeling amongst many linguists that
the notion of paradigm must be important, perhaps even in some sense primary. But
it has proved extremely difficult to characterize the idea adequately, let alone give
it a formal definition,’and in most contemporary theories of morphology the notion
of ‘paradigm’ doesn’t play any role. We will discuss this in rather more detail in
chapters 2 and 6.°

1.3.2 Morphemes: things or rules?

A leitmotif of morphological theory is the interplay between a relatively abstract level
of morphological analysis, at which a given morpheme can be thought of as a cover
term for various relationships which hold between words, and a more concrete level
at which words and morphemes are realized as sounds (or at least as phonemes). By
‘abstract level’ I mean a level at which, for instance, we can represent the idea of a
past tense morpheme in English simply as an entity PAST of some sort, whose main
property 1s that it is realized on verbs, and that it contrasts with a different property,
i.e. PRESENT or NON-PAST. At the concrete level we find this category of PAST
instantiated as the -ed ending of walked or the vowel of sang (as opposed to sing) or
even the suppletion went (vis-a-vis go). The mere existence of the phenomenon of
allomorphy shows that the mapping between these two levels is not trivial.

There are two persistent metaphors which are used by linguists to conceptualize
this mapping. One is to regard morphemes as things which combine with each other
to produce words. In this metaphor, a morpheme is a bit like a word, only smaller,
and the morphology component of a grammar is a bit like syntax in that its primary
function is to stick the morphemes together. The other metaphor regards morphemes/
as the end product of a process or rule or operation. Here, it is not the existence of
the morphemes that counts but rather the system of relations or contrasts that mor-
phemes create. On this view, morphology looks rather like generative phonology,
because we take some underlying, basic form (say, a word), and perform some
operation on it to derive a different form of that word, or a different word altogether.

1.3.3 Morphological formatives: morphemes as things

So far, we have witnessed the most typical examples of the type of morphology that
1s most readily interpreted as the concatenation of ‘things’, viz. affixation in which
prefixes and suffixes are attached to a root. ' Morphologists often identify two other
sorts of affix: the infix and (more controversially) the circumfix.

An infix 1s an affix which is placed inside another morpheme (rather than beside a
morpheme or between morphemes). In other words, it is capable of splitting up a
single morpheme. A classic case of an infixing language is Tagalog, a major language
of the Philippines. This uses the infixes -um- and -in- in certain of its verb forms.!!
In the examples in 1.12 it is important to realize that the root sulat is a single morph:
it can’t be split up into two smaller morphemes such as s- and -ular:

1.12 from monomorphemic root sulat ‘writing’:
a) sumulat ‘to write’ (subject focus)
b) sinulat (direct object focus)
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In some languages a prefix and a suffix may attach to a base simultaneously to
express a single meaning or category conjointly. Some morphologists regard such
duets as a special kind of discontinuous affix, a circumfix. This type of afhixation 1s
also referred to as parasynthesis. For instance, it has been suggested that the German
past participle is formed from a circumfix ge...r as in gewandert ‘wandered’, from
the verb base wander-. However, many linguists would argue that all cases of alleged
circumfixation can be reduced (or must be reduced) to suffixation and concomitant
prefixation. For instance, in the German case, the suffixal part of the circumfix always
happens to be identical to the ending found in the past tense. There is thus no real
need to appeal to a special affixal type. In some theories circumfixes are ruled out as
impossible even in principle. '*

One form of affixation is rather different from the standard prefixation and sufhxa-
tion operations, so much so that it is not universally regarded as affixation. This is
the phenomenon of reduplication, in which some part of a base is repeated, either
to the left, or to the right, or, occasionally, in the middle. Tagalog, again, is a rich
source of this type of morphology. In 1.13 we see the first syllable of a root is
reduplicated:

1.13 a) Root sulat (as in example 1.12):

future: susulat

b) Root basa ‘reading’:/
prefixed infinitive: mambasa
nominalization: mambabasa

¢) Root sulat:
prefixed causative infinitive, ‘to make (scmeone) write’: magpasulat
future: magpapasulat

Notice that in 1.13c the final syllable of the prefix has been reduplicated. In 1.14 we
see an example of a whole root being reduplicated:

1.14 magsulatsulat ‘to write intermittently’

For good measure, here are some examples in which reduplication interacts with
infixation.

1.15 a) sumulat ‘write’ infinitive

b) sumusulat present tense
1.16 a) bumasa ‘read’ infinitive

b) bumasabasa ‘to read intermittently’

The interesting thing about reduplication is that it involves adding material, just
like any other form of afhxation, but the identity of the added material is partially
or wholly determined by the base. Thus, we have a form of affixation which looks
much more like some sort of process which 1s applied to the base rather than a simple
concatenation of one morpheme with another. The phenomenon is of great theor-
etical interest for this reason, arnongst others, and the whole of §5.2 will be devoted
to it. ?
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Affixation is morphology par excellence. There are three other operations which
affect word structure and which involve concatenation. They all lie on the margin
of syntax, and in some theories are treated as syntactic operations: cliticization,
compounding and incorporation.

Clitics, like affixes, are elements which cannot exist independently and can thus
be regarded as a kind of bound morpheme. A typical clitic will attach itself to some
other word or phrase (known as the host), and in straightforward cases the syntactic
category of the host will be relatively unimportant (though, for instance, its position
in the sentence may be crucial). Since clitics attach themselves to fully inflected
words this means that, say, a pronominal clitic referring to the object of the verb
might attach to the inflected NP subject of the sentence. For this reason we would
be unwilling to think of the clitic as some kind of inflection. In this sense clitics are
more like independent words.

Romance languages provide some of the best-studied examples of clitics (though
in some respects their clitics are more like affixes than clitics in other languages). In
French, object pronouns are clitics which attach themselves either before the verb
(proclitic) or after it (enclitic). If there is more than one they follow a set order,
which itself depends on whether they are procliticized, as in the indicative example
1.17a, or encliticized, as in the imperative example, 1.17b:

1.17 a) I me les a donné.
he to-me them has given
‘He has given them to me.’
b) Donnez-les -moi
give  -them-me
‘Give them to me.’

In many languages clitics attach to a word or phrase of any syntactic category pro-
vided it is in a particular position in the sentence, very commonly, sentence initial.
Czech has clitic forms of object pronouns and of the auxiliary verb ‘to be’, used to
form the past tense. Word order is very free, so any type of constituent can appear
first in the sentence. However, the clitics must always come in second position, and
like the French clitics they appear in a set order. All the sentences in 1.18 mean ‘I
saw him yesterday’, where jsem and ho are the clitics. (The subject pronoun jd ‘I’
1s optional, being used only when special emphasis is put on the subject):

1.18 a) Vidél jsem ho vcera.
saw AUX-1sg. him yesterday
b) Vcera jsem ho vidél.
¢) Ja jsem ho videl vcera.
‘I saw him yesterday.’

Most languages exhibit some form of compounding. Indeed, in some languages
(such as Chinese, Vietnamese) it is the only real evidence of morphological com-
plexity. The archetypical case is the compounding of two nouns to produce a com-
pound noun, of the type morning coffee or coffee morning. However, English also
exhibits compounds consisting of Adjective-Noun (blackbird), Noun-Adjective
(cobalt blue) and one or two cases of Verb-Noun (swearword). Some languages permit
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constructions which are not possible or which are unproductive in English. In Italian,
as in other Romance languages, we can form what is generally regarded as a com-
pound out of a verb with its object, as in portalettere ‘postman’, literally ‘carries let-
ters’. In some languages we seem to be able to create compound words out of whole
phrases, as in the French cessez-le-feu ‘cease fire’ in which the noun feu ‘fire’ is
modified by a definite article, and the verb component cessez ‘cease’ is in the impera-
tive form.

One of the more intriguing phenomena in the world’s morphologies is that of
incorporation. We speak of incorporation when a word (typically a verb) forms a
kind of compound with, say, its direct object, or adverbial modifiers, while retaining
its original syntactic function. For true incorporation to occur, there must be a
paraphrase using the same morphemes in which the incorporated roots surface as
independent words. Chukchee provides a wealth of examples:

1.19 a) To-pelarkan qoraps.
I -leave reindeer
‘I’m leaving the reindeer.’
b) Ts-qora-pelarksn.

In 1.19b, which means the same as 1.19a and uses the same roots, the root gora
‘reindeer’ has been incorporated by the verb to form a single word. This is evident
from the fact that the st pers. sg. subject agreement prefix ts- precedes the root gora.
The structure of the word is thus something like ‘I-am-reindeer-leaving’. In other
cases (e.g. in 1.20 below) we can tell that a root has been incorporated because it
undergoes vowel harmony. This means that the vowels of certain roots will change
under the influence of vowels of other morphemes. This process doesn’t extend
beyond the boundaries of a single word, so it serves as a phonological way of distin-
guishing between a word and a phrase. Much more complex examples are possible,
in which a verb incorporates more than one root. In example 1.20, the roots jaa,
racwan and melgar, as well as the verb root maraw, can all form independent words.
(For good measure, the word milger which shows up here in a harmonized variant,
melgar, is a noun-noun compound originally, meaning ‘fire-bow’):

1.20 To-jaa -racwar -melgar-marawarkan.
I -from a distance-compete-gun -fight
‘I am fighting a duel.’

All three of these phenomena have excited the interest of theoretical linguists. I
shall be discussing cliticization in some detail in chapter 9, and incorporation figures
in chapter 7. The whole of chapter 8 is devoted to theories of compounding.

1.3.4

It 1s not uncommon to find that an affix conditions a phonological change in the base
to which it attaches. On occasions we find that, as the language has evolved, the
phonological form of the affix itself has withered away over time and left as its only
trace the phonologically conditioned allomorphy of its base. When this happens, the
phonological alternation (i.e. the change in shape shown by the base morpheme)

Morphological formatives: morphemes as rules
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takes over the function of the original affixation. Superficially, at least, a morpheme
as a ‘thing’ has been replaced by a morpheme as a rule.

In this section we will look at five examples of morphemes which are realized as
phonological alternations. The phonological processes they involve are stress
(English), vowel length (Hausa), tone (Chichewa), apophony, or ablaut, i.e. a
change in the vowels of the root (Arabic), and (consonant) mutation, i.e. word-initial
alternations in consonants (Nivkh). We will then discuss a sixth case in which there
is neither a surface morpheme nor a phonological change, morphological conversion.

Look at the data set in 1.21, in which an acute accent indicates position of main
stress:

1.21 a) contrdst b) cdntrast
incréase increase
1mpdrt import
purport purport
tormént torment
transport transport

All the (a) examples are verbs and all the (b) examples are nouns. What seems to be
happening here is that position of stress is used as a derivational device to signal the
syntactic category of the word. In the case of perfect we see the same thing happening
with an adjective-verb pair.

Hausa, a Chadic language of Northern Nigeria, has elements, reminiscent of
English auxiliaries, which appear before verbs to signal tense/aspect (i.e. the time at
which and manner in which something takes place). The completive aspect markers
are illustrated in 1.22 (doubled vowels are long, i.e. ‘aa’ = [a:]):

1.22 naa kaawoo ‘I have brought’
kaa kaawoo ‘you (sg.) have brought’
yaa kaawoo ‘he has brought’
taa kaawoo ‘she has brought’
an kaawoo ‘one has brought’
mun kaawoo ‘we have brought’
kun kaawoo ‘you (pl.) have brought’
sun kaawoo ‘they have brought’

When these markers appear in relative clauses, in topicalized clauses, or after certain
complementizers, however, they assume a special ‘relative’ form, shown in 1.23 (a
grave accent indicates low tone and absence of accent indicates high tone):

1.23 abin da na kaawoo ‘the thing which I have brought’
abin da ka kaawoo ‘the thing which you (sg.) ...
ya kaawoo etc.
ta kaawoo

aka kaawoo

muka kaawoo
kuka kaawoo
suka kaawoo
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In the indefinite 3rd sg. form and the plural forms we see the aspect markers sufiixed
with -n in the normal form and with -ka in the relative form. But in the other
person/number forms a long vowel alternates with a short vowel. These data suggest
that for these forms it is the length of the vowel itself which indicates whether the
markers are in the relative form.

Arabic verbs fall into a number of different classes (often referred to by the Hebrew
term binyanmim, singular binyan) based around a single triconsonantal root sequence.
For instance, the sequence k-t-b forms the following eight classes of verb form, given
their traditional numbering here (doubled constants are pronounced as geminates
and doubled vowels are long; the alternations of length and the appearance of other
consonants will be discussed in chapter 5: '

1.24 Binyan
| katab ‘write’
11 kattab ‘cause to write’
III  kaatab ‘correspond’
IV 9aktab ‘cause to write’
VI  takaatab ‘write to each other’
VII  nkatab ‘subscribe’
VIII ktatab ‘write, be registered’
X staktab ‘write, make write’

From the glosses it is clear that the basic meaning of the root is to do with writing.
The different binyanim represent for the most part derivational classes (such as
‘causative’ or ‘reciprocal’), though this is not systematic across all verbs.

Arabic also has a rich set of inflectional verbal classes. The table in 1.25 gives some
of these for the eight binyanim of 1.24 (‘Pftv.’ = ‘perfective’, ‘Impf.’ = ‘imperfec-
tive’, ‘Act.” = ‘active’, ‘Pass.” = ‘passive’; for present purposes it doesn’t matter what
these terms mean):

1.25 Pfv. Pfv. Impf. Impf.
Act. Pass. Act. Pass.
I katab kutib aktub uktab
II kattab kuttib ukattib ukattab
III  kaatab kuutib ukaatib ukaatab
IV saktab ouktib uraktib u?aktab

\% takattab tukuttib atakattab utakattab
VI takaatab tukuutib atakaatab utakaatab
VII nkatab nkutib ankatib unkatab
VIII krtatab ktutib aktatib uktatab

From 1.25 it is immediately apparent that the aspect (i.e. the Pftv. and Impf.) and
voice (i.e. Act. and Pass.) categories are associated with different sequences of vowels
(ignoring vowel length), given in 1.26:

1.26 Perfective Active (a)-a-a
Perfective Passive (u)-u-i
Imperfective Active u-a-1 or (a)-a-a-i

Imperfective Passive u-a-a-(a)
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To be sure, not all the Imperfective Active forms fit the two schemas suggested, but
for the other forms the fit is very good. Moreover, this impression is strengthened
if other binyanim and other inflectional categories which I have omitted here are
added. .

Here, then, we have a morphological system in which the sequence of vowels rep-
resents a morphological category. Similar alternations between vowels in different
morphological categories are found in Indo-European languages, including English.
Thus, a miniature version of the Arabic pattern is shown by its translation (given in
broad phonemic transcription in 1.27). The verb sing provides an extra dimension:

1.27 a) rait rout ritn ‘write’
b) sig sajq SAQ son ‘sing’

Chichewa, spoken predominantly in Malawi, is typical of the Bantu languages in
that syllables may bear one of two tones, High (marked with an accent, *) or Low
(unmarked) (though some vowels may bear both at once; forming a falling tone, ~ ).
Its verb morphology is also typical in that an intransitive verb form includes
(amongst other things) a prefix agreeing with the subject and a tense/aspect marker.
For instance, the form ndi-nd-fétokoza ‘I explained’ has the structure shown in 1.28:

1.28 ndi -nd  fotokoza
1sg.SUBJ-PAST-explain

There is a rich system of tenses'an'd aspects in Chichewa. A sample’ is presented in
1.29 for the 1sg. form of the verb:

1.29 ndi-nd-fétokoza simple past
ndi-na-fétékoza recent past
ndi-nd:-fétékoza remote past
ndi-ku-fétékoza infinite/ progressive
ndi-ma-fotokdzd present habitual

ndi-ma-fétékoza past habitual
ndi-dzd-fotokoza  future

As 1s evident, the tone pattern over the whole of the verb depends on the
tense/aspect. In most cases this is accompanied by a change in the affix, but some
forms, such as the simple and recent past, or the present habitual and future, are
distinguished solely by tone.It appears that tone is therefore part of the tense/aspect
morpheme (as Mtenje, 1987, from whom these data are taken, explicitly argues).

Nivkh (sometimes called Gilyak in the older literature) is a genetically isolated lan-
guage of Siberia, spoken in the Amur basin and on the island of Sakhalin. The Nivkh
consonant inventory includes voiced, voiceless and aspirated plosives, and voiced and
voiceless fricatives. A number of grammatical and morphological relations are sig-
nalled (in part, at least) by consonant mutation. For instance, a voiceless plosive
alternates with a voiced plosive and an aspirated plosive alternates with a voiceless
fricative. Nouns can be formed from verb roots by suffixation, but this is also often
accompanied by mutation, as in the examples of 1.30: "’
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1.30 Verbs Nouns
Rovd ‘draw (e.g. water)’  qovs ‘scoop’
IALL ‘scrape’ tats ‘scraper’
vutid ‘sweep’ putis ‘broom’
xuvd ‘hoop’ k’uvs  ‘hoop’
xad ‘support’ q’as ‘pillar’
fad ‘put on knee-piece’ p’ad ‘knee-piece’

A similar set of alternations is found within verbs: transitive and intransitive pairs
will often be related solely by mutation, as in example 1.31:

1.31 Transitive Intransitive
ragzalad  ‘weigh’ tanzalad ‘weigh’
xavud ‘warm up’ q’avud ‘warm up’
yesqod ‘burn something’  kesqod ‘burn oneself’
saud ‘remove’ t’aud ‘come off’
vakzd ‘lose’ pakzd ‘get lost’
rad ‘bake’ t’ad ‘bake’
zod ‘bend’ tod ‘bend’

The Nivkh case seems to be like that of other languages exhibiting mutation, in
which the original set of alternations seems to have been the result of phonological
changes induced by prefixation, compounding or whatever. The phonological aspect
then becomes divorced from the morphological process (for example, by attrition of
the conditioning prefix), leaving the phonological alternation as the sole vestige.
Once the phonological alternation has been thus morphologized, however, it is free
to assume an independent life of its own, and may be employed to express other mor-
phological or grammatical relationships. This is true of Nivkh, in which, for
example, mutation is found on nouns with a possessive affix, transitive verbs taking
an overt direct object, heads of compound nouns, and in reduplication. Used with
adjectives it can signify an intensive. As with other mutation languages, however,
there remains a rather complex relation between purely grammatical conditioning
factors and phonological conditioning factors.

The astute reader looking at the glosses to the examples of Nivkh transitive and
intransitive verb pairs in 1.31 will have noticed that in English a lot of transitive and
intransitive verb pairs have exactly the same form. This is not always true; ‘for
example, some verb pairs are related by ablaut similar to that illustrated for irregular
verb forms in 1.27: lie - lay, fall ~ fell (a tree). Nonetheless, it is very frequently
the case that a transitive and intransitive verb show no difference in shape. This
phenomenon 1s actually more widespread in English. Consider the verb-noun and
noun-verb pairs in 1.32:

1.32 a) to cut a cut
to run a run
to stand a stand
to ring a ring

to walk a walk
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b) a hand to hand
an orbit to orbit
a ring 10 ring
a grandstand to grandstand

It seems from these data that we can freely use a noun as a verb and vice versa despite
the fact that English has a variety of athxes which do the same job. .
Another instance of this occurs in the data of 1.33-5:

1.33 a) The chicken was killed (by Harriet).
b) The chicken is freshly killed (*by Harriet).
¢) A freshly killed chicken.

1.34 a) This vase was broken (by Dick).
b) This vase is completely broken (*by Dick).
c) A completely broken vase.

1.35 a) The manuscript was written badly (by Tom).
b) The manuscript is badly written (*by Tom).
¢) A badly written manuscript.

In these data we find that the passive participles which surface in the (a) examples
are being used as adjectives in the (b, ¢) examples. Since the passive participle is gen-
erally regarded as an inflectional form of the verb we have another case of a word
which shifts its allegiance from one syntactic category to another without undergoing
any formal change.

There have been two approaches to the theoretical description of morphology of
this sort. One is to say that we are allowed to ‘convert’ a noun to a verb or vice versa,
or a participle to an adjective, by simply relabelling it. The other is to say that the
change of category is the effect of attaching an affix, but that the afhx happens to be
phonologically null, a zero morpheme in other words. The first approach is referred
to as (morphological) conversion, while the second is called null or zero affixation.

Morphological conversion is a kind of process, though not a phonological one.
Here, the morpheme is a rule (usually formalized as a rule which changes the label-
ling from ‘Noun’ to ‘Verb’ or whatever). Zero affixation, on the other hand, is
intended to be just like any other form of affixation. Here, the morpheme responsible
is clearly a thing, though a ghostly one. These notions aren’t incompatible with each
other in general. It is possible for a grammatical theory to include both types of
description. Indeed, one linguist (Lieber, 1981b) has argued that the data of 1.32
should be handled by morphological conversion, while the data of 1.33-5 illustrate
zero afhixation. However, it i1s possible to imagine a theory which was unable to
countenance one or other of these possibilities, at least within one language. '®

1.3.5 Summary

The examples of morphemes-as-things and morphemes-as-rules that I have given in
§§1.3.3—4 are not meant to imply definitive analyses. Some linguists have claimed
that all morphological operations should be regarded as rules; others have insisted
that where possible, in cases in which it seems as though a rule is used as a mor-
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pheme, the data should be reanalysed in such a way that the underlying process is
triggered by a morpheme-as-a-thing. For instance, confronted with initial consonant
mutation, such a linguist might well propose that at some abstract underlying level
there is a prefix or other formative which exerts its phonological influence and then
disappears, leaving the mutation as its only trace. In that case, at the underlying level
the morpheme would be represented by the ‘abstract’ prefix, and the phonological
alternation would just be an example of phonologically conditioned allomorphy.

The moral is that a simple description of the surface facts doesn’t necessarily con-
stitute a full description, and so a superficial description doesn’t always permit any
theoretical inferences to be drawn. It is only in the context of an explicitly articulated
theory of grammar that a set of data can reveal its full significance. More importantly,
it is only within the framework of an explicit theory that we can hope to explain why
the data pattern the way they do, by linking otherwise unconnected facts to each
other, through a more abstract theoretical intermediary. This point will be illustrated
on innumerable occasions throughout the book.

1.4 Functions of morphology — morphosyntax

In §1.3.1 we distinguished derivational morphology, by which new words are formed,
from inflectional morphology. Derivational operations typically create a word of a
different syntactic class from that of the base, but will also add further elements of
meaning. For instance, the affixes -er/-or and -ation both turn verbs into nouns, but
-er[-or creates nouns with the meaning of an agent or instrument, while -ation creates
an abstract noun (cf. creator, creation). Inflectional operations leave untouched the
syntactic category of the base, but they too add extra elements. These are elements
of meaning (for example, tense, aspect, mood, negation and so on) and also gram-
matical function. For instance, an inflectional operation may turn an intransitive verb
1nto a transitive one, or an active verb form into a passive one (though some morpho-
logists would regard such alternations as derivational morphology). The two most
widespread and important types of grammatical function served by inflection are
agreement (or concord) and government.

In very many languages there are constructions in which inflectional morphology
1s used to show that two words or phrases belong to the same grammatical category.
We have seen that, in Russian, nouns inflect for number, gender and case. An adjec-
tive modifying a noun has to agree with it for these categories. Some examples of
this are given in 1.36-8 using the adjective bol’so; ‘large, big, grand’, a masculine,
feminine and neuter noun, and three of the twelve case/number categories:

1.36 teatr ‘theatre’ masculine
a) bol’s-oj  teatr nominative singular
b) bol’s-omu teatr-u dative singular

c) bol’s-ix  teatr-ov  genitive plural

1.37 cerkov’ ‘church’ feminine
a) bol’s-aja  cerkov’ nom. sg.
b) bol’s-oj  cerkvi dat. sg.

¢) bol’s-ix  cerkvej gen. pl.
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1.38 mesto ‘place’ neuter
a) bol’s-oje mest-o nom. sg.
b) bol’s-omu mest-u dat. sg.
c) bol’s-ix  mest gen. pl.

In a language in which nouns are marked for case we often find that some verbs
have to be followed by an object in one case form while other verbs have to be fol-
lowed by an object in a different case form. We say then that the verb governs a par-
ticular case. Prepositions, too, often govern a particular case, sometimes expressing
slight differences of meaning by difference in case selection. Very commonly, a pos-
sessor phrase (like the boy’s in the boy’s coat) shows up in a special case (usually called
the genitive). Russian provides some typical examples of these phenomena:

1.39 a) direktor zavod-a

director factory-GENITIVE SG

‘the director of the factory’

..prinjal nov-yj kollektiv
received new  collective-ACCUSATIVE SG
.. receive the new collective’
b) ... pomogal nov-omu kollektiv-u
helped new collective-DATIVE SG
.. helped the new collective’
¢) ...rukovodil nov-ym kollektiv-om

new  collective-INSTRUMENTAL SG
‘supervised the new collective’

1.40 a) ot Ivan-a ‘from Ivan — GENITIVE’
b) k Ivan-u ‘to(wards) Ivan — DATIVE’
¢) s Ivan-om ‘with Ivan — INSTRUMENTAL’
d) ob Ivan-e ‘about Ivan — PREPOSITIONAL’

1.41 a) vojtl v komnat-u ‘to go in(to) the room-ACCUSATIVE’
b) sidet’ v komnat-e ‘to sit in the room-PREPOSITIONAL’

While it is common for a possessor to appear in a genitive case form (or to be
marked by a preposition, as in the coat of the boy), in a good many languages
possession is marked by an agreement process. This means that the translation of coat
(the possessed noun) in the boy’s coat would be marked by means of inflections indi-
cating, say, the person, number, or gender of the possessor (the boy). In some
languages we see both types of marking simultaneously. This gives rise to construc-
tions which read literally: Tom his-brother or of-Tom his-brother. Turkish (like many
Ural-Altaic languages) provides examples of the construction. In 1.42 I have given
the possessive inflection for a noun:

1.42 ev-im ‘my room’  ev-imiz ‘our room’
ev-in ‘thy room’  ev-iniz ‘your room’
ev-1 ‘his room’ ev-leri ‘their room’
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In 1.43 we see a possessive phrase in which the possessed (house) agrees with the pos-
sessor (director) and the possessor is in the genitive case:

1.43 miuidiir-iin ev-i
director-GEN house-POSS
‘the director’s house’

Languages generally have ways of altering the relationship between a verb and its
arguments (that is, its subject and its object(s)). These are grouped under the heading
of voice or valency changing relationships in traditional grammar.'’ In many
languages such relationships are signalled by inflections borne by the verb.

A common example is the passive voice (as opposed to the active voice). In
English this is expressed by a mixture of syntax and morphology: a separate auxiliary
is used (the verb to be) and a separate verb form, the passive (or past) participle (cf.
the glosses in 1.45 below). In some languages, however, the passive patterns with the
rest of the verbal inflectional paradigm, so that a verb in the passive has its own set
of person and number inflections, distinct from the active voice. A classic example
1s Latin:

1.44 amare ‘to love’
Active Present Passive Present
Sg. Pl. Sg. PL.
1 amo amamus amor amamur
amas amatis amaris amamini
3 amat amant amatur  amantur
1.45 a) Milites puellam amant.

soldier-NOM pl. girl-ACC sg. love-3 pl.
“The soldiers love the girl.’

b) Puella a militibus amatur.
girl-NOM sg. by soldier-ABLATIVE pl. is-loved
“The girl is loved by the solders.’

In many languages the marking of subjects and objects follows an ergative pattern.
In this, one and the same marker (which might be a noun case ending or verb agree-
ment) is used for the subject of an intransitive verb and for the direct object of a tran-
sitive verb, while a separate marker distinguishes the subject of a transitive verb. If
case markers are used by the language, the first is called the Absolutive (ABS) and
the second the Ergative (ERG). If we represent ‘transitive subject’ as St, ‘intransitive
subject’ as S;, and direct object as O, we can represent the distinction between
nominative-accusative languages and ergative-absolutive languages schematically as
in 1.46:'8

1.46 a) NOM ACC. b) ERG ABS
St 0 St Si
Si 0
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Chukchee is an ergative language, as we can see from 1.47:

1.47 a) otlag-e lounin ekak.
father-ERG saw  son-ABS
‘The father saw the son.’
b) Ekak katgantatgoe.
son-ABS ran
“The son ran.’

Now, the passive serves to promote the direct object to a subject and to demote the
subject to an optional adjunct (or adverbial) marked by a preposition, or by an
oblique case. (An oblique case in this book is any case which is not direct, i.e. which
is not either Nominative or Accusative, or Ergative or Absolutive.) Ergative
languages often have a voice in which the direct object is demoted to an optional
adjunct in an oblique case while at the same time the St of the transitive construction
becomes a S; in the Absolutive. This is referred to as the antipassive construction.
One way of doing this in Chukchee is by using the prefix ine-. The demoted direct
object may appear in the Dative, Locative, or Instrumental case depending on the
verb, as seen in 1.48-50:

1.48 Gom t -ine-tejk -arkon (orw etd).
I-ABS 1sg.-AP-make-PRES (sledge—DAT)
‘I am making a sledge.’

1.49 2aacek-at ine-ganrit-arkat qaa-k
boy -ABS PL AP-guard-PRES FL reindeer-LLOC
“The boys are guarding the reindeer.’

1.50 Muri  mot-ine-ret -arkon kimite-e.
we-ABS 1pl.-AP-carry-PRES load-INSTR
‘We are carrying the load.’

A good many languages have a morphological causative, a device for creating a
verb form meaning ‘to cause X to Verb’ from a form ‘X Verbs’.'® Chukchee has a
number of causative affixes, which regularly attach to intransitive verbs, and in a few
cases to transitives. The commonest is the prefix r- (ra- before a consonant), often co-
occurring with a suffix -w, -et, or -pet. In the examples given in 1.51-3 an intransitive
verb, with markers showing agreement with the subject, becomes transitive, agreeing
in addition with the object. In 1.54 a transitive verb has been causativized. These
examples also show the effects of certain phonological rules, which are independent
of the affixes themselves. The gloss ‘3sg./3sg.” means ‘agreement with 3sg. subject
and 3sg. object’ (recall that verbs agree with their objects in Chukchee).

1.51 a) eret-gol b) r- eren -nin
fall-3sg. CAUSE-fall -3sg./3sg.
‘He fell.’ ‘He dropped it.’




FUNCTIONS OF MORPHOLOGY-MORPHOSYNTAX

25

1.52 a) pea-gee b) ra- pea -w -nen
dry-3sg. CAUSE-dry-CAUSE-3sg./3sg.
‘It dried.’ ‘He dried it.’

1.53 a) cimet-gai b) ra- cime -w -nin
break-3sg. CAUSE-break-CAUSE-3sg.[3sg.
‘It broke.’ ‘He broke it.’

1.54 a) l2unin b) ra- lou -nen -nin
see-3sg./3sg. CAUSE-see-CAUSE-3sg./3sg.
‘He saw it.’ ‘He showed 1t.’

Since causatives are transitive, they can undergo antipassivization, as in 1.55:

1.55 ra- lou-nets  -tku-gol
CAUSE-see-CAUSE-AP-3sg.
‘He showed (something).’

In point of fact, this way of forming causatives is lexically restricted in Chukchee,
and 1s not productive. (The productive way of forming causatives is to use a verb cor-
responding to the English ‘make’, as in ‘to make someone do something’.) Neverthe-
less, in languages such as Turkish, Japanese, Malayalam and the Eskimo group of
languages, pretty well any verb can form a morphological causative, and in many
cases it is possible in theory freely to form causatives of causatives (‘to make A make
B do something”).

The Malayo-Polynesian languages exhibit a great variety of voice type construc-
tions, traditionally called focus constructions.?° In these, direct objects, locatives or
instrumentals become subjects. The different voices are marked by affixes on the
verb, including infixes and reduplication (see §1.3.3), as well as particles marking
NPs. Here are some examples from Tagalog (infixes are indicated by slashes as [INF/
n 1.56-8):

1.56 a) Ako ay b-um-abasa ng aklat.
I  PTCL read/INF/read PTCL book
‘Il am reading the book.’
b) Ang aklat ay b-in-abasa ko.
PTCL book PTCL read/INF/read I
(lit.: “The book 1s being read by me.’)

1.57 a) Siya’y s-um-usulat sa akin. (from sular)
he-PTCL write/INF/write PTCL I
‘He 1s writing to me.’
b) Ako ay s-in-usulat-an niya.
1 PTCL write/INF/write-AFF he
(lit.: ‘I am being written to by him.”)
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1.58 a) Babayad ako ng salapi
pay-FUT I  PTCL money
‘I shall pay in cash.’
b) I -babayad ko an salapi.
AFF -pay-FUT I PTCL money
(lit.: ‘Cash will be paid-in by me.”)

The categories discussed so far tend to interact in fairly obvious ways with syntax.
Other verbal inflectional categories have little or no syntactic function but encode
grammaticalized aspects of meaning. The most common of these are the categories
of tense and aspect, mood, and modality. *!

Tense broadly means reference to the time of an event or state. English, for
instance, distinguishes a past tense and a non-past tense. A common aspectual dis-
tinction is between an action that is completed (completive or perfective aspect) and
one that is ongoing or unfinished or a state which has no end point (imperfective).
Some of the Hausa and Arabic forms seen in the previous section express such
categories. It is very common for tense and aspect to be combined into a single
inflectional system (see, for instance, the Chichewa examples cited in 1.29).

In Indo-European languages, the term ‘mood’ usually refers to the categories of
indicative mood (used to state facts of which the speaker is relatively confident), the
imperative mood, used to issue commands, the subjunctive mood, used in questions
or statements of which the speaker isn’t so sure (for example, in subordinate clauses
to verbs like doubt or fear), the conditional mood, for hypothetical propositions, and
the optative mood, which indicates a wish. In some languages, however, there is
a separate verb paradigm used in interrogative sentences, and many languages distin-
guish a variety of types of imperative (often referred to as jussives). Modality
includes not only possibility, obligation, necessity and so on but also commonly
desideratives (translating the English ‘to want to do...”). Many languages have rich
sets of inflections for expressing different modalities and degrees of modality, of a
kind conveyed by means of auxiliary verbs and adverbs in Indo-European languages.
Many languages have verb inflections indicating the extent to which the speaker can
personally vouch for the truth of his statement (evidentiality). It is not uncommon
to find negation is an inflectional category of the verb. A number of languages of Asia
and of MesoAmerica have a complex set of honorifics to express politeness and to
indicate the speaker’s perception of the relative social status of himself and his
1interlocutors.

The Japanese examples in 1.59 illustrate several of these categories:

1.59 Verb root kak-[kai- ‘write’
a) kak-u present tense ‘write, writes’, etc.
b) kak-e-ba conditional ‘would write’
¢) kak-oo hortative ‘let’s write’
d) kak-i-tai desiderative ‘want to write’
e) kak-e-ru potential ‘can write’
f) kak-a-nai negative ‘not write’
g) kai-tara conditional ‘if someone writes’
h) kak-i-soo ‘look as if someone will write’

1) kak-i1-masu honorific
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This list by no means exhausts Japanese verbal inflection. Many of these affixes can
be combined with each other to produce much more complex forms.

The richest and most involved inflectional systems are found with nouns and
especially with verbs. In addition to these parts of speech, of course, many (though
not all) languages have a category of adjective, which will often have similar inflec-
tional properties to nouns. We have seen this for Russian: adjectives agree with their
nouns for number, gender and case. An inflectional form peculiar to adjectives is fre-
quently found, that indicating comparison, as in the positive, comparative, and
superlative forms: long—longer—longest. This, however, is far from universal. Some
languages have more complex comparison, including for example, special inflections
for equatives (as long as).

The inflectional categories of nouns, verbs and adjectives we have seen so far are
In a certain sense prototypical. However, it is extremely common for nouns to adopt
what appear to be verbal inflections, verbs nominal inflections, and adjectives either
sort of inflection. Several of these are of no little theoretical importance.

In English we can use nouns and adjectives along with verbs such as be or become
to form predicates referring to the subject (as in Tom is a linguist, Tom became drunk).
In Chukchee, when nouns and adjectives are used predicatively in this fashion, they
agree in person and number with the subject of which they are predicated:

1.60 a) dnpanacgan ‘old man’
b) Muri sanpanacgs-more.
we old men -Ipl
‘We are old men.’

1.61 Gam n -ermej -gom.
I AD]J-strong-1sg.
‘I am strong.’

In Enets (and in other Samoyedic languages of northern Siberia) nominals used
predicatively may also inflect for tense:

1.62 V132 ‘I am a mother’ y:30d’ ‘I was a mother’
y:d ‘you are a mother’ y:dos’ ‘vou were a mother’
v ‘she 1s a mother’ y:s’ ‘she was a mother’

The most important (and frequent) cases of inflectional categories appearing with
the ‘wrong’ class of words are participles and gerunds. A participle is an adjectival
form derived from a verb. In English we have a present participle (in -ing) and a past
participle (the -en form), as in a performing seal or a broken vase. 1 have already 1illus-
trated participial forms for Russian verbs. The participles given in examples 1.10-11,
§1.3.1, are all inflected like adjectives and the present participle active and the two
passive participles can be used attributively (i.e. can modify a noun within a noun
phrase, like performing and broken in the examples just cited). Other languages
exploit a fuller range of verbal inflectional categories in their participles and 1in many
cases participial constructions are the usual or only way of expressing the equivalent
of an English relatve clause (such as ‘the house thar Fack built’).

A gerund is a verb inflected like a noun (and is often called a verbal noun). Its
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use in many languages is to form adverbial clauses and sentential complements
(clauses used as direct objects to verbs such as say or think). Chukchee provides
abundant exemplification.

Chukchee nouns appear in nine case forms. The declension of the singular of
kupren ‘net’ is shown in 1.63 (notice that the Ablative, the Dative/Allative and the
Comitative II cases condition vowel harmony):

1.63 Absolutive kupre-n
Ergative/Instrumental kupre-te by means of
Locative kupre-k at, on, in, ...
Ablative kopra-jpa from
Allative kopra-gta to/towards
Orientative kupre-gjit  according to
Comitative I ge-kupre-te together with
Comitative II ga-kopra-ma together with
Designative kupre-nu in capacity of

Just as with Russian, these case forms are used where in English we would often have
a preposition governing a noun, as implied by the glosses in 1.63.

Like the Russian case system, the Chukchee cases are also often used with a less
concrete meaning for more-or-less grammaticalized function. For instance, the basic
meaning of the Allative case is motion towards an object, but it is also used to mark
the recipient (say, of a gift or of a communication). In this use it resembles the Dative
case of Indo-European languages such as Russian. Even more abstractly, it can be
used with the meaning ‘for the purpose of’. This is the meaning of the case ending
when it is attached to a verb stem rather than a noun. The result is a gerund of pur-
pose, meaning ‘to order to ...”. On the other hand, when we add the Ablative ending,
whose basic meaning is ‘away from’, we form a causal gerund, ‘because (of) ...’.
(The semantic association is similar to that found in the causal use of out of, as in
He insulted her out of spite).

Several of the other case endings appear equally with verb stems to form a variety
of other gerunds. The examples 1.64—6 are of gerunds interpreted as cotemporaneous
with the matrix verb:

1.64 Wakeo-gts, totaalgolatak.
sitting-down, I-looked-around
‘“While I was sitting, I looked around.’

1.65 Qlawalte ostwatko-ma, pewasgetti namigciretginet.
the-men hunting, the-women work
anqgacormsak.

on-the-shore
‘While the men are out (at sea) hunting, the women work on the shore.’

1.66 stlon, ga-gontaw-ma, kulil?arougoei.
he running cried-out
‘As he was running, he cried out.’
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In 1.67 the action expressed by the gerund precedes that of the main verb:

1.67 Rajuleat pelgantet-ak nalwaleeps, newasqetti
the-herdsmen having-returned from-the-herd, the women
cajpatgeat.
brewed-tea

After the herdsmen returned from the herd, the women brewed the tea.’

In 1.68-70 the gerund has a causal interpretation, while in 1.71 it has the meaning
‘to the extent that’, ‘in relation to’:

1.68 oaacek opcatko-jpa ermekwoi.
the-boy having-practised-weight-lifting became-strong
‘By practising weight-lifting, the boy became strong.’

1.69 Tumgstum pinkutku-te ejmekw?i  rarkagta.
the-comrade by-jumping approached the-walrus
‘Jumping, the comrade approached the walrus.’

1.70 stla em-velere-te naakagta,
the-mother, through-missing the-daughter,
lagiqupgetgeoi.

greatly-became-thin
“Through missing her daughter so much, the mother lost a lot of weight.’

1.71 gewasqete rinta-gjit uttatoul 9stt2an napenrstkogen.
the-woman throwing the-stick the-dog ran-off
‘Wherever the woman threw the stick, the dog ran after it.’

Example 1.72 is a minimal pair, in which the same Orientative case endmg -gJit is
attached to a noun stem 1.72a and a verb stem 1.72b:

1.72 a) Migcira-gjit namoangskwanmore.
according-to-our-work they-pay-us
‘They pay us according to our work.’
b) Migcirets-gjit namongokwanmore.
according-to-the-way-we-work they-pay-us
“They pay us according to the way we work.’

So far we have discussed the major lexical categories of noun, verb and adjective.
In a few languages (for instance, the Celtic group) we find prepositions inflecting.
Certain common prepositions in Welsh inflect for person and number, for instance,
as can be seen from 1.73:%?

1.73 am ‘about’ yn ‘in’ gan ‘with’
Isg. amdanaf ynof gennyf
2sg. amdanat ynot gennyt

3sg. masc. amdano ynddo ganddo
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3sg. fem. amdani ynddi ganddi
1pl. amdanom ynom gennym
2pl. amdanoch ynoch gennych
3pl. amdanynt ynddynt  ganddynt

To round off our discussion, we’ll note that in certain languages complementizers
(often referred to by their more traditional name of subordinating conjunction) may
inflect. In English (and other European languages) complementizers occur at the
beginning of subordinate clauses, serving to indicate the type of subordinate clause.
Thus, the word that in Tom thinks that Dick loves Harriet introduces the subordinate
clause Dick loves Harrier, which functions as the complement (effectively the direct
object) of the verb think. ‘

West Flemish (a language spoken in Belgium, often regarded as a dialect of Dutch)
has a complementizer da(n), which is cognate to the English that. An example of its
use 1s shown in 1.74:

1.74 Kpeinzen da Valére goa moeten.
I-think  that Valere go look
‘I think that Valére will go and look.’

Unlike their English counterparts, however, the Flemish complementizers agree with
the subject of their clause. Thus, we find examples such as 1.75 (taken from a
grammar of West Flemish currently being prepared by Liliane Haegeman):

1.75 a) Kpeinzen dan-k (ik) goan moeten.

that-I (I) go look

b) da-j (gie) goa moeten.
that-you (sg.) (you) go look

C) da-se  (zie) goa moeten.
that-she (she) go look

d) da-me (wunder) goan moeten.
that-we (we) go look

e) da-) (gunder) goa moeten.
that-you (pl.) (you) go look

) dan-ze (zunder) goan moeten.
that-they (they) go look

g) dan Valére en Pol goan moeten.

that Valére and Paul go  look

Although the full pronoun forms (ik, gie, zie, and so on) are optional, the inflections
on the complementizer are obligatory. Notice, too, that the complementizer shows
agreement with the subject whether that subject is a pronoun, is left unexpressed,
or is a full-noun phrase, as in 1.74 and 1.75g. In particular, notice that in 1.74, where
we have a singular noun as subject, the complementizer is da, whereas when the
subject 1s plural (as with the conjoined nouns in 1.75g) the complementizer is dan.
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1.5 Summary

This completes our survey of the commoner morphological phenomena. We’ve seen
that words have a readily identifiable structure, allowing us, in the simplest cases, to
analyse words into their component morphemes. The morphemes themselves, how-
ever, appear in a variety of guises, and this variation is called allomorphy. Some types
of allomorphy represent one of the main interfaces between morphology and the rest
of grammar, namely, the morphology-phonology interface.

We then drew the traditional distinction between inflection, in which morphology
alters the form of a given word, and derivation, in which we construct new words
(typically on the basis of old ones). We surveyed the different ways in which mor-
phology can manifest itself. Superficially, at least, there seem to be two types of mor-
phological phenomenon. On the one hand morphology can be regarded as the
concatenation of objects (as in affixation, compounding and cliticization). On the
other hand we can sometimes view it as the operation of rules or processes, for
instance, phonological process such as ablaut or consonant mutation, or morpho-
syntactic processes such as morphological conversion.

Finally, we surveyed the functions that morphology can typically subserve. Here
we saw the second great interface, that between morphology and syntax.

It must be stressed that, although I have appealed to a number of traditional theor-
etical notions such as that of ‘morpheme’ or the distinction between inflection and
derivation, some of these notions are currently the subject of intense debate. More-
over, there are some morphologists who regard all morphology as essentially the con-
catenation of things, and others who prefer to view it as essentially the operation of
processes. Whether these distinctions are genuine or merely superficial will have to
await further research. What I have presented here is a theoretically more-or-less
neutral descriptive overview of the kind of categories which linguists often discuss.
In the rest of the book we will see how linguists have attempted to construct general
theories which seek to account for the great variety of morphological structures
encountered in the world’s languages and at the same time to develop a theory of the
interface between morphology and the rest of grammar, that is, to account for the
way that morphology interacts with other components, particularly the lexicon,
phonology and syntax.

EXERCISES

1.1 Derivational affixes in English. Some derived words consist of an affix
attached to a stem which is itself a word, i.e. a free morpheme (e.g. (i)). In other
cases the stem is a bound morpheme (e.g. (ii)).

(1) Word + affix [[read] ver]n
(11) Root + affix [[elektris] aity]l n

(The root electric- never appears as a word on its own.)
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For each of the nine relationships given below provide two affixes (prefixes or
suffixes) which express that category relationship (other than the -er and -ity examples
given above). Choose your affixes such that one attaches to free morpheme roots and
the other to bound morpheme roots. For each affix give (at least) two words con-
taining that affix with the given function. That is, provide 18 affixes and (at least) 36
words.

N-V V-N A-N
N—-A V-A A-V
N-N V-V A-A

[Note that not all of these are category changing]

(Hint: Try looking through a book or newspaper and analysing all the words you
suspect of being derivationally complex. You might be surprised at how many there
are.|

1.2a  Determine what conditions the allomorphy of the English -Z plural
morpheme.

Collect as many different examples of words taking each type of plural allomorph
as you can and write them down in phonetic transcription. Then analyse your data
to see what phonological properties of a word condition the choice of each allomorph.

1.2b  Determine the conditioning of the allomorphy which is shown by the past
tense and 3 pers. sg. pres. indicative regular verb inflections of English and the
allomorphy of the possessive marker (‘apostrophe s’). "

*1.3  If you have followed a course in generative phonology, determine the
underlying form of the -Z plural morpheme and write a series of rules to generate
the three allomorphs. Do you need to appeal to extrinsic rule ordering?

1.4  There are about two hundred irregular (‘strong’) verbs in English. List as
many of them as you can. On the basis of the allomorphy they exhibit and the kinds
of affixes they take, determine what sort of subgroups they fall into.

1.5 Take a pocket-sized dictionary of English and collect all the words beginning
with im-/in-. Check whether im-[in- is a morpheme for each of your words. For
instance, comparing tnput with output, throughput, you should conclude that in- is a
morpheme, whereas you should find it considerably harder to find evidence that
tn- 1s a morpheme in inane.

(1) How many distinct (homonymous) im-/in- morphemes are there?
(1) Why 1s mput misspelled (as impur) so often?
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(111) What other allomorphs of im-[in- are there? How do they relate to the different
im-/in- morphemes you have already identified?

1.6  Consider carefully the words in (i—iii). To what extent do the words in a given
list contain the same morpheme?

(i) analysis, anabasis, anachronism, analogy, anaconda, anabaptist, anarchy,
anarak.

(i1) nominal, nominate, gnomic, nomic, nomenclature, noun,

(iii) pedal, peduncle, pediform, p(a)ederast, p(a)edagogue, prop(ajedeutic, peddle,
pedant.

*1.7 Phonaesthemes. Do the words in lists (i—ii) contain a common morpheme?
If so, how are each of the words to be segmented; if not, why not?

(1) glisten, glister, glitter, glimmer, glint, glare, glaze, gleam, glow.
(1) sneer, sneeze, sniff, sniffle, snoop, snooty, snore, snorkel, snot, snout.

*1.8 Outline arguments for and against analysing the following lists of words as
all contain a common morpheme. [ Use a dictionary which includes etymologies.]

(1) nose, nostril, nasal, pince nez.
(1) host, hostel, hotel, table d’héte, maitre d’hotel, ostler.
(ii1) morpheme, morphology, isomorphic, morphotropic, morphine.

*1.9 An important tool for the morphologist is a dictionary. As everyone knows,
a dictionary is a list of words in alphabetical order, together with other information
about each entry, such as its part of speech, its meaning, its pronunciation (if 1t isn’t
regular) and other bits of information (such as its etymology, if you’re lucky). Using
whatever reference books you can find, explain why this simple characterization 1s
an oversimplification for languages such as the following. How does lexicographic
practice in these languages overcome the problems posed?

American (or British) Sign Language; Modern Standard Arabic; Palestinian Arabic
(or Cairene, Lebanese, Moroccan, Tunisian, Gulf, etc.); (Mandarin) Chinese;
Navajo; Swahili; Tagalog; Welsh (or Irish or Gaelic).

1.10 A very simple exercise on aspect and ‘Aktionsart’ in the Naukan dialect of
Asiatic Eskimo (Menovscikov, 1975). {Pronunciation: as in IPA except that g = [y],

s= U1l
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aglukata:quq
agluqixta:quq

aglugjawxapixta:quq

begins to work
again begins to work
begins to work intensively

ku:jma:quq is swimming (towards something)
ku:jmako:¥aquq swims (habitually)

qavatqaxtuq suddenly fell asleep

tinaxtaquqg rings

hinaxtaga:taquq
aglumsuxe:naquq
agluka:quq
tinluxpiquq
aglukina:waquq
aglugaxqura:quq
aqujgaquq
aqujviluxtaquq
ka:susaka: xtiquq
ka:sugatamajaytuq
aglupgura:quq
qavavre:xtuq
aglufqara:quq
qipixta:quq
qipixquraquq
agluvrika:quq
iglixtiksa:ga:quq
iglixtikjo:¥aquq
qavamse:quq
qgavaytigja:quq
gavajaxtuq
qavato: xtuq
aglunani:¥aquq
1glixtipixtaquq
qavaruga:quq
agluso:xaquq
agluxtuga:quq
aglupa:quq

rings intermittently

works constantly

works with intermittent stoppages
knocks

works for a long time

works quickly

wanders about

walks back and forth

will come early

he came more than once

he works for the first time
he fell asleep again

rarely works

makes holes in something
makes holes in various places
works with difficulty

walks very slowly

scarcely drags oneself along
dozes

sleeps fitfully

almost fell asleep

has fallen asleep at last

stops working

walks a lot

sleeps soundly

does pretty good work
works carelessly

works in a haphazard manner

1.11 In (i-x1i) you will find a set of sentences in Hungarian with an English trans-
lation. Identify the morphemes of Hungarian used in these examples and characterize
their meaning or grammatical function. Certain of the grammatical morphemes
exhibit allomorphy. Describe this allomorphy and describe what conditions it.
[Assume the transcription is IPA.]

(1)  a nju:l a fy:ben yl.

‘The rabbit is sitting on the grass.’
(1) a la:nj a boltba med;j.

“The girl 1s going into the shop.’
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(i) braun u:r berlinbe:l be:tfbe utazik.
‘Mr. Brown is travelling from Berlin to Vienna.’
(iv) la:slo: a busban yl.
‘LdszIo is sitting in the bus.’
(v) a vara:zlo: kives edj njulat a kalapbo:l.
“The magician pulls a rabbit from the hat.’
(vi) zolta:n megmadjara:zza a filmet a no:nek.
‘Zoltdn explains the film to the women.’
(vit) a katona fopronbo:l djo:rbe djalogol.
‘The soldier is marching from Sopron to Gyor.’
(viii) pete:fi ja:nof a ko:rha:zban dolgozik.
‘Jdnos Petofi works in the hospital.’
(ix) a vara:zlo: megmutatja a njulat a djereknek
‘The magician shows the rabbit to the children.’
(x) a kalap a sekre:njben van.
‘The hat is in the wardrobe.’
(x1) gusta:v a pe:nzt a ne:met u:rnak adja.
‘Gustdv gives the money to the German gentleman.’
(xi1) magda a boltbo:!l jen.
‘Magda is coming from the shop.’

1.12 Esperanta tradukeksercico. Here are nine sentences in Esperanto (an Indo-
European language created by Dr L. Zamenhof in the last century), together with
a fairly free translation into English.

(a) Provide a short morpheme dictionary of Esperanto on the basis of the data, by
listing all the morphemes you can find and giving their meaning or their grammatical
function.

(b) Translate the five sentences of English numbered (i)—(v) into Esperanto.

It may help to know that Esperanto has no irregular morphology.

[Pronunciation guide: g=[&], c=[s], ¢=[f], h=[x], §= 1, a=(wi;
otherwise as in IPA]

1 La alta knabo malsanigis.
“The tall boy fell ill.’
2 Cu li grandigis la grandecon de la dormejo?
‘Did he increase the size of the dormitory?’
3 Ankau malaltaj knabinoj povas esti belaj.
‘Short girls, too, can be beautiful.’
4 Mia patro estas sana ¢ar li ne trinkas vinon.
‘My father 1s healthy because he doesn’t drink wine.’
5 La bonaj monahinoj volis pregi en la pregejo.
‘The good nuns wanted to pray in church.’
6 Lerni la esperantan lingvon estas facila.
‘I’s easy to learn Esperanto.’
7 Mi vidis $ian onklon en la trinkejo.
‘I saw her uncle in the bar.’
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8 La beleco de la lingvo estas gia facileco.
“The beauty of the language is its simplicity.’
9 Cu vi konas miajn onklojn?
‘Do you know my uncles?’

(1) Did her aunt know my mother?
(11) His health deteriorated.

(ii1) The boys can also learn difficult languages at school.

(1iv) The monks adorned the church.
(v) Does your mother want to put the boys to sleep?

gt




Basic Concepts and Pre-generative
Approaches

Introduction

This book is intended neither as an exhaustive survey of the literature nor as a
detailed history of the development of theories of morphology. Nonetheless, in order
to understand many of the questions currently on the research agenda it is necessary
to be aware of some of the classical problems and classical solutions to them (as well
as the problems with those solutions).

In this chapter we begin with the ways linguists have classified languages according
to their morphological systems, in other words, with morphological typology. In
section two we take a critical look at three crucial notions in morphology, that of mor-
pheme, word and lexicon. We discover that each of these concepts hides a vast,
uncompleted research project in itself. The third section gives an overview of the
principal issues that concerned the structuralist theories of morphology which
preceded generative theories. First, we examine three structuralist (pre-generative)
approaches to word structure, each of which has found reflection in more recent the-
ories of morphology within generative grammar. Then, we look at the interface
between morphology and phonology, otherwise known as morphophonemics, mor-
pho(pho)nology, phonomorphology (as well as other terms). Here we note a number
of problems with some of the earlier structuralist approaches, as well as setting out
some of the basic phenomena which a generative theory would have to deal with.

2.1 Morphological typology

Linguists like to classify languages according to various criteria, and one of these is
morphological structure. According to a traditional typology, morphological systems
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fall into four groups: isolating, agglutinating, (in)flectional, and polysynthetic. An
isolating language is one with very little morphology (except compounding) in which
separate grammatical concepts tend to be conveyed by separate words and not by
morphological processes. Chinese is a familiar example, Vietnamese is the proto-
typical isolating language. In an agglutinating language we tend to find long, poly-
morphemic words in which each morpheme corresponds to a single lexical meaning
or grammatical function. Languages such as Hungarian and Turkish are the para-
digm examples. The Turkish word evleriden means ‘from their house’ and can be
glossed ‘house-PLURAL-POSSESSIVE-ABLATIVE’. Even the components ‘3rd
person possessive’ and ‘plural’, which are fused together in the English word their,
are separated in the Turkish form. Inflectional languages are like agglutinating
languages and unlike isolating languages in that words are typically polymorphemic.
However, the formatives which make up the words often fuse together several dif-
ferent meanings or functions, especially in the inflectional paradigms (hence, the
commonly used term fusional). Languages such as Latin or Russian provide
examples of inflectional languages. We saw in chapter 1 that the -omu ending of the
adjective bol’somu ‘large (masc./neut. dat. sg.)’ codes gender, case and simulta-
neously (together with the fact that the word is an adjective). Finally, the polysyn-
thetic languages are those which, like Chukchee, permit processes such as noun
incorporation, so that a single word can encode a meaning which would require a
fairly elaborate sentence in many other languages.

This typology, though sanctioned by tradition, has been criticized for being both
incoherent and useless. It is useless because nothing of any interest follows from
classifying languages in this way (cf. Anderson, 1985a). It is incoherent for several
reasons. First, it is obvious when we look at varieties of languages that we are dealing
with a continuum rather than four discrete types. For example, even the most
agglutinative language will show elements of fusion. Worse, there are many
languages for which the typology just doesn’t seem relevant. Thus, English has very
little inflection and therefore resembles the isolating languages with regards to inflec-
tional categories, but it would probably be thought of as agglutinating with respect
to derivational categories, while synthetic compounds such as horseriding in Harriet
spends her weekends horseriding suggest a limited degree of polysynthesis!

Another problem is that the typology begs important questions about the relation
between morphology and syntax. In particular, it says virtually nothing about the
nature of compounding in languages or about the way this relates to syntactic pro-
cesses. For instance, in some respects German and French are alike in being (moder-
ately) inflectional languages. Yet the two languages have almost complementary -
systems of compounding. French compounds are almost exclusively reflections of
syntactic, phrasal structures. For instance, we have a great many of the type porte-
parole ‘spokesman’, literally ‘carries word’, consisting of a verb plus its object, and
we also frequently find whole phrases becoming compounds, as in the example cited in
chapter 1, cessez-le-feu ‘cease fire’. This sort of thing is as marginal in German as it
1s in English. The ‘typical’ German compound is a Noun-Noun compound, and this
type is rather rare in French. The fourth problem with the traditional typology con-
cerns polysynthetic languages, which fit rather badly into the classical scheme. As a
matter of fact, all the standard examples of polysynthetic languages would also be
called agglutinating. Polysynthesis is actually a type of compounding, but com-
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pounding doesn’t figure in the traditional typology. Thus, we have one language type
which should probably be properly included in another. And again, if we take a poly-
synthetic language like Chukchee we find that in many respects it has an
agglutinating derivational system and to some extent an agglutinating inflectional
system. However, we also find a good deal of fusion in the person/number inflections
of verbs, so here we would have to call the language (partially) inflectional. The same
is true of a number of other so-called polysynthetic languages.

If the traditional classification is so bad why mention it? The reasons are twofold:
first, it is still often referred to in the descriptive (and some of the theoretical) litera-
ture, so readers should at least be familiar with the terminology. More important,
there is concealed in the typology the assumption that agglutination is the primary
type of word formation and that other types are ‘deviations’ from this. Specifically,
the distinction between agglutination and the fusional morphology typical of inflec-
tional languages forms the core of the typology, and it lies at the heart of much
theorizing about the nature of inflection and about morphological structure in gen-
eral. Indeed, the very concept of the morpheme tends to presuppose that all mor-
phology is agglutinative, at some level of abstraction. It is therefore worth examining
the concepts of ‘agglutinative system’ vs. ‘inflectional system’ in more detail.

To begin with we should note that the distinction only makes any real sense if we
distinguish inflection from derivation, and then it only applies with any force to
inflectional morphology. This is partly for terminological reasons, partly for largely
covert and seldom discussed theoretical reasons. A typical derivational morpheme,
say, an affix, has the function of creating a word out of another word, as when the
suffix -ness creates the noun happiness from the adjective happy. We tend to think
of such affixes as conveying a single meaning or having a single function, though in
a sense this is misleading. It is not uncommon for the derivational morphemes of a
language to convey several aspects of meaning. For instance, -ness creates abstract
nouns, not just any kind of noun. Some languages have causative affixes which
convey different types of causation (for instance, compulsion as opposed to permis-
sion). At the same time, we frequently find lots of different morphemes being used
for essentially the same purpose. For instance, the process of nominalizing a verb in
English can be effected by such suffixes as -(at)ion, -ment, -al, -ance as well as others.

Now, when a derivational morpheme conveys a compound meaning we don’t speak
of fusion. This is generally because we don’t usually regard the set of meanings con-
veyed by derivation as forming a paradigmatic system. The characteristic of inflec-
tional paradigms is that we have a small number of independent categories (e.g. case,
number and gender in Russian adjectives) and a large number of words for which
these categories are conjointly relevant. In other words, the case/number/gender
system forms a kind of cluster of categories which keeps recurring throughout the
grammar of the language. Since the categories are nonetheless distinct we might
expect them all to be conveyed in exactly the same way, that is, we might expect one
morpheme for each category and each category to be realized by just one morpheme.
This is the ideal agglutinating system from which inflectional systems are felt to be
deviations. ' Yet, in a sense, we would be equally justified in regarding the variety
of English nominalizing suffixes as deviations from agglutination. This tends not
to be done, because the real reason for the distinction itself lies in how inflectional
paradigms are viewed, not in the theory of morphology as a whole.
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2.2 Morphemes, words and the lexicon

2.2.1 Morphemes and allomorphy

The notion of the morpheme introduced in the first chapter is not without its diffi-
culties. The problem posed by fusional inflecting morphology is particularly acute,
since 1n such cases it seems as if one and the same morph has a multiplicity of func-
tions or meanings, and classical morphemic doctrine demands that there be only one
meaning per morpheme (excepting accidental cases of homonymy). This is something
we’ll discuss in more detail later in the chapter. There is another important
manifestation of the form—function problem for the notion of the morpheme as the
minimal unit of meaning. In a sense, it is the opposite of that posed by fusion.

A familiarly drastic example is provided by horticulture. In 2.1 we have a
(non-exhaustive) list of compound nouns in English referring to types of berry:

2.1 blueberry  blackberry
raspberry strawberry
loganberry cranberry

At first sight the meanings of these compounds seem to be determined composi-
tionally, that is, by simply adding together the meanings of the parts (e.g. blue
+ berry). This is not obviously true, however, of strawberry and clearly untrue of
raspberry. The example cranberry poses particular difficulties. The cran- formative
must contribute something to the meaning of the whole, since a cranberry is a specific
type of berry (different from a loganberry, for example). But what does cran- mean?
For the majority of English speakers there are no other words which make use of this
‘morpheme’, so it is important to give a principled answer.

A morpheme such as the cran of cranberry has neither meaning nor grammatical
function, yet it is used to differentiate one word from another. In other words, it is
an example of a form which lacks a meaning of its own, an ultimate example of a
deviation from the one—one correspondence between form and function. One conclu-
sion that can be drawn from this is that the notion of ‘morpheme’ should be defined
in terms of the constituents of words and relationships between word forms, and not
in terms of meanings (much in the way that syntacticians discusses the well-
formedness or sentences without appeal to meaning). Morphemes such as cran are
not actually a rarity (we’ll see more examples from English in chapter 3). Their
theoretical significance has earned them a technical name: cranberry morpheme.

Our next problem concerns the notion of ‘allomorph’ (though it is one which tends
to get ignored in the literature). Recall that we discussed the phonologically condi-
tioned allomorphy of the plural ending in English. Now, we could say that plural
allomorphy was far more extensive than this. Consider the plural forms in 2.2:

2.2 oxen teeth

formulae cherubim
criteria memoranda
mafiosi schemata

indices crises
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The grammatical category signalled in these words is the same in each case, namely
‘plural’, but the means used is different. In oxen we have a rare vestigial -en afhx;
in formulae, criteria and memoranda we have a Greek or Latin plural ending replacing
what might be thought of as a singular ending -a, -on, or -um. Schemata shows a more
complex example of a Greek plural. I earlier analysed indices as indice +s, but, given
the existence of these other latinate plurals, I could just as easily have given the more
traditional analysis of indic + es, in which case we would no longer be dealing with the
addition of -s to the stem but of a different formative, -es. Are all these allomorphs
of a single morpheme? If so, what reasonable theory of allomorphy will allow us to
say that the vowel ablaut of teeth and the -im of cherubim bear the same relation (of
allomorphy) to each other as the different pronunciations of the -Z plural morpheme
bear to each other?

The English plural case suggests that it might be better to talk of grammatical cat-
egories and their exponents (i.e. the linguistic material that expresses those cate-
gories) rather than of morphemes and their allomorphs: In chapter 10 we will discuss
similar cases from derivational morphology in English, and in chapter 11 we consider
specific proposals for separating off morphemes and their allomorphs from the
meanings and grammatical functions they realize. We will explore further problems
associated with the doctrine of the morpheme in further chapters. In a sense the
question of what morphemes are is a key question in morphology, and different the-
oretical approaches are often most sharply contrasted in the way they tackle the pro-
blem.

2.2.2 The nature of words

The whole of chapter 1 was concerned with words, their formation and their inflec-
tions, yet we have not explained what a word is and how one is to be recognized.
This 1s far from being a trivial question; indeed, it is one of the most difficult and
important problems in morphological theory. This is not so much because theorists
interested in morphology have contributed explicitly and self-consciously to the long-
standing debate on the definition of wordhood, but rather because at every turn
theoretical decisions tend to hang on what is understood by the notion ‘word’ and
related concepts such as ‘word formation’, ‘lexicon’, and so on.

One way to try to define wordhood is in terms of other linguistic constructs, such
as phonology, syntax or semantics. When such criteria are developed for individual
languages they may be quite successful, though finding a set of criteria which will
work universally, for all languages, is an entirely different matter.

There are very few semantic properties of words which will distinguish them from
morphemes or phrases. However, in some cases a semantic criterion can be useful.
Consider the meaning of tea in the examples 2.3:

2.3 a) a pound of tea |
b) a teapot

We might ask if these two expressions are single words. An important consideration
would be how the component tea in each expression is interpreted. In 2.3a tea refers
to a particular kind of stuff and the meaning of the whole expression contains the
meaning teq in a fairly direct way (it is determined compositionally). This is not the
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case with 2.3b. There is no sense in which the zea in teapot actually makes reference
to the stuff tea in determining the reference of the whole expression. For instance,
if we found someone referring to a packet of coffee using expression 2.3a, we would
say they had made a mistake: tea doesn’t mean ‘coffee’. But if someone tried to make
coffee in a teapot we couldn’t seriously accuse them of making a semantic error.
Moreover, we can refer back to the tea in 2.3a using an anaphoric device such as a
pronoun, as in He took the pound of tea and put two spoonfuls of it into a teapot. This
1s impossible in the case of teapor: we couldn’t say He took the teapot and poured it
into the cup meaning He poured the tea into the cup. We say that words tend to be
referentially opaque in that it is impossible to ‘see inside’ them and refer to their
parts. A related term is anaphoric island: we cannot refer to the tea of teapot using
an anaphor because words tend to be anaphoric islands. Anaphoric islandhood is a
special case of a more general property of words: lexical integrity. The general
pattern is for no syntactic process to be allowed to refer exclusively to part of words.

In some languages, word boundaries are marked (or at least hinted at) by phono-
logical phenomena such as the span of vowel harmony, the position of stress or
phonotactic constraints® which make reference to word boundaries (such as a ban
on word initial or word final clusters). These criteria define for us a notion of phono-
logical word for the language. We effectively appealed to this notion when we
assumed earlier that Chukchee incorporation forms words and not some sort of
tightly bound syntactic unit, on the grounds that the incorporated material undergoes
vowel harmony, and the span of vowel harmony is the word.

These criteria have to be applied with great care, however. The main problem is
circularity. In Finnish, vowel harmony is bounded by the word (i.e. roots, plus
derivational and inflectional suffixes). However, in compound words such as
pddkaupunki ‘capital (city)’ we find that each component defines its own harmony
span (the vowel : is neutral with respect to harmony, while d belongs to a different
harmony set from a and u and therefore shouldn’t co-occur with them). Stress also
serves to demarcate words in Finnish: it always falls on the first syllable of the word.
In compounds we find a single main stress falling on the first syllable of the com-
pound, suggesting that the compound is, after all, a single word. Which phonological
criterion do we choose?

Another problem is illustrated by Czech. In this language stress always falls on the
first syllable of a word. However, a monosyllabic preposition before an unmodified
noun will usually attract stress to itself. In this way we obtain examples 2.4 (where
stressed syllables are printed in bold):

2.4 a) ten stul ‘that table’
b) na ten stil ‘onto that table’
¢) na stul ‘onto the/a-table

If the phonological criterion were considered overriding we would have a curious
situation in which 2.4a were two words, 2.4b three words, but 2.4c only one word.
This presumably would mean we are forced to say that na is a preposition in 2.4a, b,
but a prefix (or at least part of a compound) in 2.4¢c. This would be unsatisfactory,
for the only difference in behaviour is with regard to stress.

It is cases such as these that have led phonologists working on the problem of
‘prosodic domains’ to stress the mismatch between formal characterizations of word-
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hood and the notion of ‘phonological word’ (cf. Nespor and Vogel, 1986, for
example). Thus, while phonological criteria for wordhood constitute a fascinating
research question for the phonologist they generally provide at most one of a number
of sometimes conflicting criteria for the morphologist.

Rules of syntax as generally conceived take words as their smallest unit and
compose them into phrases and ultimately sentences. In most theories, such rules
don’t operate on parts of words. We implicitly appealed to this criterion when we
denied word status to 2.4c¢ on the grounds that Czech rules of phrase structure allow
the determiner ten to intervene between the preposition and its complement. Related
to this criterion is that of the minimal free form: a word is the smallest unit that can
exist on its own.

There are two constructions which pose difficulty for syntactic criteria, and both
compromise the criterion because they beg the question of what constitutes a
syntactic process.

The first is compounding. When two words (as opposed to roots) are compounded
each is a minimal free form by definition. But is the resulting compound a word? If
we regard the compounding process as essentially syntactic (as we are at liberty to
do), then the answer is presumably ‘no’; if compounding is a morphological process
the answer will be ‘yes’.

The second problem is posed by clitics. These are not minimal free forms by defini-
tion, and they cannot therefore stand alone. The morphological entities they attach
to are words. However, what is the status of the result? If we say that, for instance,
the French expression donnez-les-moi is itself a word, then we are in effect claiming
that cliticization is part of word formation and that clitics are really affixes. But if it
isn’t a word, what is it? This is a particularly hard question to answer given that
nothing may intervene in the position of the dashes. A slightly different problem is
posed by the Latin clitic conjunction -que, meaning ‘and’. It appears to form a new
word since, for instance, it attracts word stress to the preceding syllable. Sentences
2.5a and 2.5b are therefore synonymous:

2.5 a) Puéllae et  pueri cdnunt.
girls and boys sing
‘The girls and the boys are singing.’
b) Puéllae puerique cdnunt

The problem is that, when -que is used to coordinate two sentences, any word of any

syntactic category can be its host provided it is the second word of its clause. We can

continue 2.5a,b with either of 2.6, for instance:

2.6 a) ...canuntque feminae.
sing -que women
‘and the women are singing.’
b) ...haecque canunt  feminae.
these -que sing women
‘and these women are singing.’

Even if we were to concede that French pronominal clitics are really affixes and that
donnez-les-moi is an inflected verb form, we would have difficulty stating what kind
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of affix -que might be, given that there are absolutely no morphological constraints
on 1ts attachment, only a syntactic constraint.

A final criterion we might propose as a property of words relates to the first,
semantic, criterion we discussed. I mentioned that the meaning of a phrase tends to
be determined compositionally from the meaning of its component words. However,
the meaning of words is not always determined compositionally. In some cases it is
the word as a whole which bears the meaning, and the relationship between the
meaning of the parts and the meaning of a whole word can be obscure. For instance,
we may know the meanings of broad and cast, and may even be able to perceive an
etymological relationship between these two words and the word broadcast, but that
wouldn’t help us understand the precise meanings that broadcast can take. The
limiting case of this is found with words containing cranberry morphemes.

This doesn’t give us a criterion for wordhood, however, since there are objects
which look like phrases and which behave syntactically like phrases but whose
meaning 1s not determined compositionally. These are the idioms, such as take
advantage of or kick the bucket (in the sense of ‘die’), as well as phrasal verbs (colloca-
tions of verbs plus particle). There is nothing in the meanings of put, up, and with
which shows that put up with means tolerate. Nor does slow up mean the opposite of
slow down. Such phrases have a lexicalized meaning, that is, their meaning has to be
listed in the dictionary as an idiosyncratic fact about the whole expression, much as
the meaning of car has to be listed as an unpredictable fact about the sequence of
phonemes [kat/.

Moreover, if we take lexicalized meaning as a criterion for wordhood it tends to
contradict other criteria in a serious way. One result of this is'a class of the so-called
bracketing paradoxes. Consider 2.7a:

2.7 a) transformational grammarian

This expression is normally taken to mean ‘someone who practices 2.7b’:

2.7 b) transformational grammar

It could in principle mean ‘a grammarian who is transformational’ though this
reading isn’t the one that initially springs to mind (except to punsters). Now, if
we think about the meaning of the affix -ian then the way the meaning of 2.7a is
constructed can be represented as in 2.8a.:

2.8 a) [[transformational grammar]-ian]

The bracketing indicates that -ian meaning ‘person who practices something’ applies
to (or ‘takes within its semantic scope’) the whole of the expression transformational
grammar. But this semantic bracketing contradicts the bracketing implied by the
conventional word divisions, namely that of 2.8b:

2.8 b) [[transtormational] [grammarian] ]

In other words, we would like to say that syntactically 2.7a is composed of the words
transformational and grammarian as in 2.8b, but semantically it is composed of
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transformational grammar and -ian as in 2.8a, hence the ‘paradox’. I shall discuss
bracketing paradoxes further at various points in the book and especially in
chapter 10.

Not only are there considerable difficulties pinning down any universally applicable
notion of ‘word’, it appears that even when we restrict ourselves to morphological
criteria within a single language we find that the term itself covers a multitude of sins,
which need to be carefully distinguished.

If we look back to the declension of the Russian adjective bol’soj we find that the
word appears in a variety of forms. Yet in a sense each of those forms is itself a word.
We can call the latter word forms and use a special term such as lexeme for the more
general sense. It is sometimes convenient to represent lexemes in upper case, so that
we can say that bol’simi is a form of the lexeme BOL’SO].

Our Russian lexeme provides an example of another ambiguity inherent in the term
‘word’. Russian adjectives display syncretism, that is, a single inflected form may
correspond to more than one morphosyntactic description. For example, the dat. and
instr. case forms of the fem. sg. are always identical. This means that a word form
such as bol’soj requires more than one (in point of fact, six) separate morphosyntactic
descriptions. But in this sense, the one word form (of a single lexeme) represents six
different words. We might say that these are morphosyntactic words.

The notion of ‘morphosyntactic word’ is only coherent within a particular view of
the organization of inflection. What about the plural forms of the adjective? Although
nouns have different inflections in the plural depending on their gender, Russian
adjectives never distinguish gender in the plural. Does that mean that each of the
plural forms of BOL’SO]J is actually three homophonous morphosyntactic words?
This seems counterintuitive. The reason is that for adjectives, at least, there 1s never
an opposition between genders in the plural. We only want to discern homophony
between word forms when there is some chance that another lexeme will have
different word forms for those morphosyntactic categories. Since the gender distinc-
tion is neutralized in the plural for all adjectives, this situation can never come about.

In fact, the situation is more complex than this. Recall that the word form bol’soj
represents six different morphosyntactic categories. Now it happens that no Russian
adjective distinguishes between the oblique case forms in the feminine singular.
What this suggests is that there is only one morphosyntactic category of ‘oblique
case’ for the feminine, with one marker, namely -oj. Therefore, there is only one
morphosyntactic word corresponding to this category. It is still homophonous, how-
ever, with the masculine direct case forms. Moreover, this is not morphologically
determined homophony (i.e. syncretism): the reason for the homophony is phono-
logical. Russian adjectives which are stressed on the ending take the form -oj in the
masculine direct cases, but if the stress falls on the stem they take the form -ij. The
feminines still take -0j in oblique cases, however, even if it is unstressed. The relevant
forms of the two adjectives are contrasted in 2.9, with stress indicated by an accent:

2.9 Masc. nom./acc.  Fem. oblique
a) madlen’kij madlen’koj
b) bol’36j bol’s6j

Since the homophony of bol’$oj is conditioned phonologically (in terms of stress
placement), it is accidental homophony as far as the morphology is concerned. We
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can therefore legitimately say that bol’soj (though not, presumably, malen’koy)
represents two (at least) separate morphosyntactic words.

This discussion would be little more than a terminological exercise were it not for
the fact that it has repercussions for the definition of morphosyntactic categories.
Traditionally, students of Russian have said that BOL’SOJ has the usual six case
forms in the feminine singular but that four of them are identical. Why is it not cus-
tomary to say that the adjective simply doesn’t have separate genitive, dative, instru-
mental and prepositional forms? Apart from the fact that it would make it difficult
to draw tables in textbooks of Russian, this would actually cause complications else-
where in the grammar. Recall that the reason for having all these case forms in the
first place is so that the adjective can agree with the noun it modifies. Feminine nouns
have different forms for the oblique cases. When confronted with two NPs such as
in 2.10 it seems easier to reflect the fact that the adjective agrees with the noun for
gender and case by saying that bol’soj is both the genitive and the dative form, just
as we say it’s the masculine nominative form in 2.11:

2.10 a) bol’s-oj kosk- 1
fem. gen  fem. gen.
‘of a large cat’
b) bol’s-0j kosk- e
fem. dat.  fem. dat.

‘to a large cat’

2.11 bol’s-0j stol
masc. nom. masc. nom.
‘a large table’

It wouldn’t be impossible to label the elements of 2.9 as in 2.12, however, and
indicate that the genitive and dative cases are members of the larger set of oblique
cases by means of a rule such as 2.13:

2.12 a bols- oj kosk-1
fem. obl. fem. gen.
b) bols- o) kosk-e
fem. obl. fem. dat.
2.13 gen
dat. o]
instr
prep.

This would just require a more sophisticated theory of morphosyntactic categories
and of agreement than is usual in traditional grammar. Nonetheless, it illustrates how
even an apparently innocuous notion like ‘word’ can have ramifications throughout
the grammar.

The question of how best to represent inflectional morphosyntactic categories was
an important issue in pregenerative theories of morphology, and it has recently been
foregrounded in the generative research literature. I shall devote some discussion to
1t in chapter 6.
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2.2.3 The lexicon

The term lexicon means simply ‘dictionary’, and a dictionary is a list of words
together with their meanings and other useful bits of linguistic information. A dic-
tionary such as the Complete Oxford English Dictionary will not only give the spelling
of each of its entries, but will also provide information such as the first attested use
of a word, its etymology (that is, historical derivation) and possibly other infor-
mation. In linguistic theory, a dictionary, or lexicon, is a more modest affair. It is
usually taken to represent information about (i) the pronunciation, (ii) the meaning,
(iii) morphological properties and (iv) syntactic properties of its entries. Under the
heading of morphological properties there might be included such facts as which
morphological class a word belongs to, for example whether it is a 1st conjugation
or a 2nd conjugation verb, masculine or feminine gender noun and so on. The syn-
tactic information will include the syntactic class of the item and, for instance,
whether it is a transitive verb or an intransitive verb. As a bare additional minimum
the lexicon must contain any idiosyncratic information about its entries. For
example, the plural form, men, of man, which cannot possibly be predicted from any
of the properties of the word, must in some way or other be represented in the lexical
entry.

All linguists are agreed about this much. However, beyond this matters become
more complex. There are several questions connected with the nature of the linguistic
lexicon which we will discuss in great detail throughout this book. In this section we
will touch on one of those, namely, the question of what exactly is listed in the
lexicon.

One approach is to say that the lexicon contains only the information that is com-
pletely idiosyncratic. This, for instance, is the approach taken by the American struc-
turalists, following the lead of Bloomfield (1933). Any property of a word which can
be predicted from, say, the phonology or the syntax, will therefore be excluded from
the lexicon. As we will see, generative linguists typically assume that a grammar has
to include a set of rules for constructing words out of morphemes, that is, a set of
word formation rules. For many theorists, such rules are housed in their own inde-
pendent component of the grammar, and work by selecting morphemes from the
“Texicon and combining them. On such an approach, then, all the lexicon need contain

‘18 a'list of morphemes. In this type of theory the job of the morphologist is to extract
as much redundant information as possible from the structure of words and write
that information into the word formation rules.

Not all linguists are happy with this approach (for reasons which will be discussed
_in greater depth in chapter 3). The most obvious problem is that the meaning of a
' word isn’t always predictable from the meaning of its morphemes. And in some cases

the final pronunciation of a word can’t be predicted from the phonological form of
“its component morphemes. Therefore, another approach is to say that the lexicon
‘contains a list of complete words, rather like the Oxford English Dictionary.

The problem now is to decide what we mean by ‘word’. Even restricting ourselves
to the lexeme, it is easy to show that by adopting a fairly inclusive definition we
obtain the result that for many, if not all, languages, the lexicon will be infinitely
large.

This can be seen by considering the formation of compound nouns in English. If
we say that a compound such as film society is itself a word (and not a phrase) then
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we will also have to say that expressions such as those in 2.14 are words:

2.14 a) student film society
b) student film society committee
¢) student film society commuttee scandal
d) student film society committee scandal inquiry
e) etc.

Clearly there is no linguistically principled limit to the lengths to which we can go
in producing such compounds (as readers of newspaper headlines will be aware). The
reason is that a compound noun can be formed by adding a noun to another com-
pound noun. This ‘self-feeding’ property of the compounding rule is known as
recursion. As a result, compound nouns are, in principle, infinitely long, and there
are, in principle, infinitely many of them. In other languages, word formation pro-
cesses such as affixation are recursive, so for them we would not even have to adopt
the possibly contentious assumption that compounds are words in order to reach this
conclusion.
o If we don’t like the idea of an infinitely long dictionary containing infinitely long
words then we can try drawing a distinction between potential words and actual words.
An actual word could be defined as any word form that some speaker has been
observed to use. This style of definition is fraught with technical difficulty, but let’s
suppose that such a distinction can be drawn. Then we would say that the linguistic
lexicon is a list of actual words. Such a list is sometimes referred to as the permanent
lexicon. We can contrast it with the (unbounded) list of potential words (which is
often referred to as the conditional lexicon or potential lexicon). If we sharpen our
characterization of ‘actual word’ to mean just those attested words with which most
‘ of the speech community is familiar, then we won’t have to bother about the.thou-
! sands of compound nouns that are used by newspaper subeditors and which never
! get used again.

One way of achieving this result is to restrict the permanent lexicon to a list of lex-
emes. In that way&we will -not include (regular) compounds, because these can be
regarded as just concaténations of lexemes formed by rule. Moreover, we also avoid
a problem which is posed by languages with rich inflectional systems, in which a
single lexeme may therefore correspond to a great many word forms (and morphosyn-
tactic words). A drastic example of this problem is that presented by the language
Archi, spoken in the Daghestan mountains in the USSR, and described in great
detail by Kibrik et al. (1977). In their preface the authors point out that the morpho-
logical system of the language is such that a regular verb is capable of appearing in
over a million different forms. Even accounting for the fact that some of these are
analytical constructions involving auxiliary verbs, this still means that an average
g speaker might go through his life without hearing certain grammatically impeccable
forms of certain words. Therefore, it seems advisable to regard regularly inflected
word forms (including, say, regular plurals in English) as part of the potential
lexicon, and not the actual lexicon. This might even be the best policy in the case
of common-or-garden word forms such as cats, which are attested quite frequently.

The problem of determining what the permanent lexicon consists of (assuming this
is a coherent notion) is related to another important concept in morphology, that of
productivity. If we look at the word formation resources of most languages we find
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that some of these are regularly and actively used in the creation of totally new words,
while others have fallen into desuetude with the passage of time, or have been bor-
rowed from elsewhere and are only used in restricted circumstances. A familiar
example of this in English is given by affixes which turn adjectives into nouns. The
sufhix -ness can be attached to pretty well any adjective even if there is a more conven-
tionally acceptable alternative. Thus, we might hear people use a word form such as
sterileness (instead of sterility), particularly when using the adjective in 1its more
general sense, rather than in the specific sense of ‘physiologically incapable of produ-
cing offspring’. We say that -ness is a productive affix. We can contrast it with the
afix -th which performs the same role, but only for a handful of words, sometimes
accompanied by other idiosyncratic changes: warmth, strength, health (related histori-
cally to hale and whole). The affix -th is unproductive: it is only ever found with a
limited number of stems and cannot be used to create new words. If a new adjective
enters the language the favoured abstract nominalization of it will almost always be
with -ness, whereas -th will never be used for this purpose. We might even doubt that
-th could be regarded as a genuine morpheme in contemporary English.

Another way of restricting what goes into the lexicon, then, is to say that the
lexicon contains a list of morphemes, and also a list of words formed by unproductive
morphological processes, but does not contain words produced by productive pro-
cesses whose meanings can be determined solely from the meanings of their compo-
nents. This would mean that regularly inflected word forms would not be listed, nor
would regular nominalizations in -ness. As we will see in chapter 3 there remain
interesting problems with the notion of productivity, so the question of what the
lexicon contains can’t be said to have been settled.’

2.3  Structuralist theories

2.3.1 The three models

As the concept of the morpheme was developed in structuralist theories of language,
particularly in America, so word formation came to be viewed as the disposition of
morphemes in a word. Morphology came to be dominated by the metaphor of word
analysis rather than word formation as linguistic theory sought to provide techniques
for decomposing words into their component morphemes. The resulting approach
was dubbed by Hockett (1958a) the Item-and-Arrangement (IA) theory.

From our overview of morphological phenomena in Chapter One it will be evident
that there are many morphological relationships which don’t fit neatly into the IA
scheme. Hockett discusses a simple case in some detail, namely the use of ablaut in
the formation of strong past tenses in English verbs, as compared with the regular
formation consisting of affixation of -ed to the basic form (as bake ~ baked). He
points out that descriptive linguistics up to that time had a variety of means for
describing the fact that ook is the past tense form of take, and proceeds to compare
them.

Hockett’s list (1958a: 393) goes as follows:

(1) took 1s a single morpheme < ... >.
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(2) took is a portmanteau representation of the two morpheme sequence take and
[ed/.

(3) took is an allomorph of the morpheme which appears elsewhere as take, plus a
zero allomorph of [ed/.

(4) took is a discontinuous allomorph [t...Kk/ of take, and an infixed allomorph [u/
of [ed/.

(5) took is take plus a replacive morph [u/ < [ey/ (read ‘[/u/ replaces [ey/’).

This citation 1s self-explanatory except for the term portmanteau, which in this
context means type of fusion of two morphemes into one (see below).

Hockett objects to solution (5) because it appeals to the idea of a morpheme which
consists of a process of replacement, and this is foreign to the IA approach by defini-
tion. On the other hand, the maximally simple solution (1) is unsatisfactory because,
in effect, it fails to capture the fact that rook is the past tense form of take just as baked
is the past tense form of bake. The second solution is able to capture this but has the
disadvantage that it fails to distinguish ablaut from total suppletion of the kind go
~ went. Solution (3) attempts to force the ablaut forms into an agglutinating strait-
jacket by equivocation over the notions of ‘morpheme’ and ‘allomorph’. This
solution, in effect, likens the took ~ take alternation to the stem allomorphy found in
electric ~ electricity, except that the phonological alternation is caused by an allo-
morph which has no physical realization. Hockett therefore rejects this solution, too.

The option Hockett seems to prefer is that of (4), though he explicitly denies that
this means that the form take is comprised of [t...k/ plus an infix [ey/. However,
this preference is relative to IA theory. As Hocket points out, in a different theor-
etical framework we would expect different solutions to be favoured. Hockett men-
tions one other approach in passing, the Word-and-Paradigm theory, and devotes
much of his discussion to what he sees as the main alternative to IA, the Item-and-
Process (IP) theory.

In an IP account we would distinguish between basic or underlying forms of a mor-
pheme and forms derived after the application of certain processes. Thus, we would
say that bake and take were underlying forms and that two distinct processes apply
to them in the formation of the past tense. In the first, the process is afhixation of
-ed (or perhaps of the allomorph /t/); in the second the process is phonological in that
the vowel of take is replaced by, or changed into, [u/. This solution to the ‘took’
problem i1s reminiscent of the fifth of Hockett’s IA analyses, which he rejected
because of its processual underpinnings.

The IP approach historically precedes the IA approach described by Hockett (its
most extended defence is probably given in Sapir, 1921). Hockett has a number of
quibbles about what exactly is meant by ‘process’, but on the whole he seems to
believe that both theories could handle these data and similar problems equally well.*

There remains a class of phenomena which neither IA or IP seem well equipped
to handle and that is the fusional nature of inflectional systems. The problem is that
both IA and IP are fundamentally agglutinating theories. In IA, in which there is no
distinction between underlying forms and surface forms, all morphology is essentially
agglutinative. Thus, even a form such as took consists of two morphemes whose allo-
morphs are /t...k/ and /u/ and word formation consists of combining these. In IP
word structure need not necessarily look agglutinative on the surface, but it is
assumed to be agglutinative at the underlying level. Thus, 00k is formed from take
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plus the ablaut process, and this can be thought of as a base morpheme plus a past
tense process, whose ‘combination’ results in the change in vowel quality. The
difficulty becomes apparent when we ask how the IA or IP theories would handle the
problem posed by Russian adjectival forms such as bol’Somu ‘big (masc./neut. dat.
sg. adjective)’. Here we have four morphemes all realized by a single portmanteau
morph, as in 2.135, (an example of multiple exponence or cumulation):

2.15 LARGE MASC/NEUT DAT SG AD]

N

The problem is made more acute by the fact that Russian nouns and adjectives never
distinguish masculine from neuter gender in oblique cases. It is quite unclear how
even a version of Hockett’s solution (4) could cope with this in a principled fashion
within the IA framework. But it is equally implausible that we would find a set
of processes operating over underlying forms to express the separate categories of
masculine/ neuter, dative, singular and adjective.

In a portmanteau morph, then, several categories are realized by one surface forma-
tive, an instance of a one—many correspondence between form and function. In
addition, we often find situations in which a single category is realized in more than
one way within a word, that is, when there is many—one correspondence between
form and function. This has been referred to as extended or overlapping exponence.
English strong verbs provide a simple example of this. Most such verbs end in -en
in the past participle. However, many of them also show ablaut, and in certain cases
the vowel of the stem is unique to the past participle form, for instance: write, wrote
but written. The extended exponence of the past participle category can be
diagrammed as in 2.16:

bol’s

2.16 WRITE PAST PT

r-i-t en

It might be open to the IA (or IP) theorist to say that we have a phonological process
of vowel change triggered by the -en affix here. Other cases of multiple exponence
are less easy to handle, however. Matthews (1972) discusses an example from Latin
which is typical of the problems posed by inflecting languages. The 1st sg. ending
of verbs in the active voice is -0: in the Imperfective Present and -1: in the Perfective.
Thus, we have forms such as those in 2.17:

2.17 a) am-o: am-a:-w-1: ‘love’
b) mon-e:-0: mon-u-i: ‘advise’
C) reg-o: re:k-s-1: ‘rule’

d) aud-i:-o: aud-i:-w-1:  ‘hear’

In the (a, d) examples, the -w- element is a regular marker of the Perfective, and in
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2.17b the -u- marker serves this purpose. In the form re:ksi: the -s- element marks
the Perfective, but this category is also signalled in part by the vowel lengthening of
the root and the g/k alternation. The latter would be regarded as an automatic phono-
logical alternation, though the vowel lengthening is non-automatic and could plaus-
ibly be said to be a partial realization of the category of Perfective. This means that

a mapping from the morphosyntactic categories to their surface realizations for re:ksi:
would look like 2.18:

2.18 RULE PERF IST SG

r-e:-k s i

A simple response to this challenge is to bite the bullet and concede that the
relation between morphological form and morphosyntactic function 1s, in the most
general case, many—many and not one—one. This is the Word-and-Paradigm (WD)
approach to inflectional morphology, first presented in an articulated form in Robins
(1959), and defended meticulously within a generative framework by Matthews
(1972; cf. also Matthews, 1974). Robins pointed out that there are certain generaliz-
ations which can only really be stated at the level of the whole word. Some of these
have been mentioned in §2.2.2, and others will be discussed in later chapters. He also
pointed out that the notion of ‘inflectional paradigm’ seems to play some role in
grammatical organization. Again, we will see detailed exemplification of this later.
His proposal was to revamp a much earlier tradition of word analysis derived from
classical grammarians (some writing 2,500 years ago, such as Panini and Aristotle)
describing classical languages such as Latin, Greek and Sanskrit.’

The key to the WP approach is our notion of the morphosyntactic word. Each
inflected form has (at least) one morphosyntactic description (for example ‘past tense
form’ or ‘dative singular of the masculine/neuter adjectival form’) and the grammar
then makes available paradigms that specify the formatives which correspond to these
categories. In an agglutinating system the correspondence rules will be rather simple,
amounting to one morphosyntactic category per formative and one formative per cat-
egory. But there is no necessity for the categories and the morphological elements
which express those categories to be in a one—one correspondence, as there is in the
IA theory.

A result of this approach is that it is rather a simple matter to describe syncretism.
For instance, the fact that all oblique cases have the same ending in the feminine sin-
gular (namely -07) can be stated directly in the WP approach, in which the morpho-
syntactic description is separated from the morphological formatives as such. ® At the
same time the extended or overlapping exponence found in Latin poses no problems,
since, again, we simply have to write our rules in such a way that a given morphosyn-
tactic category for certain lexemes has to be signalled by root allomorphy as well as
by affixation. A potential price for this descriptive luxury is that it would appear poss-
ible to describe any conceivable patterning of data this way, including hypothetical
systems which never seem to occur in real life. This is the kind of property that tends
to arouse the suspicions of generative linguists.
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In chapters 3 and 6 we will see other potential advantages that follow from being
able to make direct reference to the notion of ‘inflectional paradigm’. On the other
hand, in chapters 4 and 5 we will see how changes in assumptions concerning the
relation between morphology and phonology have allowed some theoreticians to
propose basically IP or IA models which can handle some of the problems posed by
inflectional and other types of non-agglutinative morphology.

2.3.2 Morphophonemics

Although I have spoken at various times about the allomorphic realizations of mor-
phemes, my discussion of theories of morphology has been oversimplified in that I
haven’t discussed yet the ways in which structuralists linked morphological structure
to allomorphic variation. This connects morphological theory with phonological
theory (what 1s known in structuralism as ‘phonemics’), and for certain schools of
structuralism the result was an intermediate morphophonemic level.

In chapter 1 I mentioned that morphemes may appear in different phonological
shapes because of the effects of general phonological processes. The English regular
plural suffix is an example of this. This involves a number of phonological complic-
ations, so to illustrate how structuralist theories approached phonologically condi-
tioned variation in its simplest form I'll begin with a relatively unproblematic
example from Russian. The word for ‘foam’ in the nom. sg. is pronounced [p’en3],
where the apostrophe represents palatalization of the consonant. In the dative the
word 1s pronounced [p’en’i], with palatalization of the [n] and a raising of the stem
vowel from [g] to [e]. In other words, [e] is an allophone, or variant, of the e-
phoneme which occurs whenever that phoneme is both preceded and followed by a
palatalized consonant. This is an example of an automatic alternation, governed
solely by the phonological form of the words concerned, and applying to every word
of the appropriate form in the language. Moreover, the e/e distinction is never by
itself contrastive in Russian, that is, there can be no pair of words which differ solely
in that one has /e/ where the other has [e/. In contemporary generative phonology
a situation like this would be handled by taking the [e/ allophone as basic and
postulating a raising rule applying in the environment of palatalized consonants. In
the tradition of structuralist phonemics we would say that the two allophones of the
e-phoneme occur in complementary distribution: that is, there is one set of environ-
ments where [e/ occurs and another entirely distinct set of environments where [e/
occurs.’

The situation is a little more complex in the case of our second example. In 2.19
we see the genitive singular form (ending -a) of three Russian masculine nouns:

2.19 a) luka ‘onion-GEN’
b) luka ‘bow-GEN’
¢) luga ‘meadow-GEN’

Notice that Juka means both ‘of an onion’ and ‘of a bow’. This means that we have
a case of homonymy, rather like the homonymy we find in the English word case (as
In suitcase, court case, Or genttive case).

Matters get more interesting when we look at 2.20, the nominative/accusative
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forms of these three words:

2.20 a) luk ‘onion’
b) luk ‘bow’
¢) luk ‘meadow’

Now we seem to have three homonyms (just as with English case). However, the luk
case is different from the case case. This is because the sudden appearance of a [k/
sound at the end of the word for ‘meadow’ is the automatic consequence of a general
rule of Russian phonology. There are no voiced obstruents in word final position in
Russian (which is why the English words back and bag sound alike when spoken with
a Russian accent). The second sequence [lug] would therefore be an unpronounce-
able word in Russian (witness what I said about speaking English with a Russian
accent), so where we might expect [lug] we actually hear [luk].

In contemporary (and also in European structuralist) parlance the g/k alternation
illustrated here is a case of neutralization of a phonemic contrast. We again have an
automatic alternation, since it applies to all words of the right phonological shape,
but it destroys a contrast between the g/k phonemes (and between all the voiced/
voiceless pairs in Russian). Neutralizations pose problems for certain IA approaches
to morphology. In the post-Bloomfieldian tradition represented by, for example,
Hockett, statements about morphemes have to be kept distinct from statements
about phonemes. The reasons for this are to do with controversial assumptions about
the way linguistic analysis has to proceed and about the nature of phonological rep-
resentations. In the American structuralist tradition it was thought that a full pho-
nemic analysis had to precede a morphological analysis (which in turn had to precede
a syntactic analysis). Why this should be so was never made clear but it had the effect
of placing stringent conditions on the way that grammars couid be written. It was
also thought that the phonemic representation of a word should be deducible directly
from its phonetic representation, the so-called biuniqueness requirement (sometimes
encapsulated in a slogan, ‘once a phoneme, always a phoneme’).

In the case of [p’ena/p’en’s] there is no problem. Since [e] is a phonologically con-
ditioned allophone of the e/ phoneme we can write the two forms in phonemic tran-
scription as /p’ens/ and /p’en’s/, on the understanding that purely phonological
principles of allophony will tell us the precise pronunciation of each vowel. In the
case of the [lug - luk] alternation we have a problem. The two variants consist of
different phonemes and the type of entities that consist of different phonemes are
morphs, for example, allomorphs of a single morpheme. Hence, as morphologists we
must set up the two forms [luk/ and /lug/ of the stem for ‘meadow’ and note that
the former occurs when there is no suffix, and the latter when there is. The big
problem here 1s that the k/g alternation is just as automatic as the ¢/e alternation and
so it should really be handled by means of a phonological statement, not a morpho-
logical one. In other words, we have a case which is essentially allophony, but we’re
forced by theoretical assumptions to treat it as allomorphy.

A solution favoured by post-Bloomfieldian structuralists was to set up a further
level intermediate between that of phonemes and morphemes. This was the mor-
phophonemic level and its elements were morphophonemes. Some of these would
bear a direct correspondence to phonemes, namely those which didn’t ever alternate,
or those which failed to alternate in a particular word. Others would have an indirect
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relation to the phonemes which realized them, and these would represent the alter-
nating sounds. The word ‘meadow’, ending in an alternating consonant, would be
given representations along the lines of 2.21, in which the G represents the
alternating morphophoneme:

2.21 luG  ‘meadow’

On the other hand, words such as luk, as well as words such as gul ‘rumble’ and kul’
‘type of bag’ containing k/g sounds which never alternate, would have represen-
tations such as 2.22, with k and g morphophonemes which are distinct from the G
morphophoneme:

2.22 a) luk ‘onion/bow’
b) gul ‘rumble’
c) kul’ ‘type of bag’

Special rules would then state that G corresponds to the phoneme [g/ in some
contexts and to [Kk/ in others.

In the Prague School tradition of structuralism, which followed the ideas of
Trubetskoy and Jakobson, the G of 2.21 would have particular properties, in that it
would be regarded as a bundlie of distinctive features characterizing velar plosives,
but not marked for the voicing feature. This feature would then be specified as a
function of its position (whether word final or not). A partially specified phonological
element of this sort is called an archiphoneme. It codes in a rather direct way the
idea that an otherwise distinctive opposition is suspended or neutralized in certain
circumstances.

The American concept of morphophonemics was scmewhat different from this,
however. The biuniqueness requirement meant that phonemes were not allowed to
change into other phonemes. Hence, the concept of neutralization as such was not
part of the theory. Consequently, the concept of neutralization could not be forma-
lized by appeal to the archiphoneme, and the G element of representation 2.21 is not
intended as a phonetic intermediary between [k/ and [g/-it can only be interpreted
as an entirely separate entity.

This type of approach leads to a discrepancy between the generalizations which are
stated about phonemes and those stated about forms of morphemes. This discrep-
ancy becomes really serious when we note that there is a process of voicing assimila-
tion in Russian which can take place either within words (e.g. across morpheme
boundaries) or across words, if the words are, phonologically speaking, clitics. One
such clitic 1s the conditional morpheme by (pronounced [bi]). This can attach to any
word in the sentence, including a direct object:

2.23 a) lug by uvidel ‘(he) would see the onion’
b) lug by uvidel ‘(he) would see the bow’
¢) lug by uvidel ‘(he) would see the meadow’

d) lud3z’ by uvidel ‘(he) would see the ray’

As might be guessed from these data, only a voiced consonant may precede the
voiced [b/ of by. Thus, a sequence such as [*lukby/ or [*lutf’by/ is unpronounceable
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in Russian. This too, is a general phonological fact about the language. In the case
of the luk ~ lug alternations illustrated in 2.23a, b, this gives rise to a neutralization
(in the opposite direction to he neutralization observed in the nom. sg. ot the word
for ‘meadow’). However, there is no phoneme /d3’/ in Russian. This sound is merely
a voiced allophone of the sound /tf’/ which ends the word lutf” (gen. sg. lutf’a) ‘ray
(of light)’.

It is obvious to anyone who knows the facts of Russian that the reason for the alter-
nations in 2.23a,b, is the same as the reason for the alternations in 2.23d and the
failure of the opposite alternation in 2.23¢c. However, the post-Bloomfieldian account
cannot state this. The alternation between [tf’] and [d3’] is allophonic and must
therefore be stated at the level of phonemes. The alternation between (k] and [g]
is phonemic and therefore must be stated at the level of morphophonemes. The two
levels cannot be ‘mixed’ because of the biuniqueness restriction. Therefore, the post-
Bloomfieldian has to say that we are dealing with two formally distinct processes. In
other words, the structuralist assumptions prevent us from stating the obvious truth
about the language. This is a rehearsal of Halle’s (1959) celebrated refutation of the
structuralist approach.

If the IA insistence of biunique phonemics and static principles of ‘arrangement’
of morphemes prevented insightful solutions to problems such as voicing assimilation
in Russian, how well do IP accounts fare? I have used the term ‘American structura-
lism’ effectively as a synonym of ‘post-Bloomfieldian structuralism’ hitherto, but in
fact the type of structuralism practised by Bloomfield himself (and also by Sapir and
originally by Nida) was more oriented towards IP analogies than the IA model. The
type of analysis we find in Bloomfield’s (1939) analysis of the Amerindian language
Menomini illustrates this very well.

Keeping to our Russian example, the way the IP model might have handled this
is as follows. We take one form of the alternating morpheme lug- ‘meadow’ and
decide to regard one form as basic. This will be the form which appears in the most
contexts, or the most general of the alternants. Then we assume a rule which changes
the [g/ phoneme into a [k/ in specific contexts (such as at the end of a word), and
another rule changing [k/into /g/ in the voicing assimilation contexts. These two
rules apply in the order of mention, not the other way round. We can also postulate
a different rule which changes a [k/ into a [g/ in voicing assimilation contexts. The
upshot is a series of derivations such as those in 2.24:

2.24 luk  luka lug luga luk by lug by luyf’ by
N/A N/A luk N/A N/A luk by N/A Devoicing
N/A N/A N/A N/A lug by lug by luds’ by Voicing
luk  luka luk 1luga lug by lug by ludg’ by Output

Since we aren’t hidebound by biuniqueness or the need to ‘separate levels’ we can
account for the alternations observed in a maximally simple fashion, and still keep
sight of the basic generalizations. The idea of a set of ‘mutation’ rules applying in
a set order to a basic underlying form is, of course, central to generative phonology
(see chapter 4).

The derivational format, then, allows us to capture allomorphic variation which is
phonologically (or phonetically) motivated. In effect, we allow the phonological rules
to ‘interfere’ with the phonological forms of morphemes. This type of grammatical
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organization allows us to dispense with interlevels such as the morphophonemic
level, and the concept of the morphophoneme (though in generative phonology the
concept of the archiphoneme plays an important role). This is one of the most impor-
tant consequences of adopting the Bloomfieldian IP approach: there is no linguistic
level of representation between the morphemic and the phonemic. Thus, morphemes
are comprised of phonemes, and not morphophonemes.

2.4 Summary

This chapter has been concerned with the central comncepts of the morpheme, the
word and the lexicon. We saw that the simplest conception of the morpheme, that
of a single form with a single function, encounters considerable difficulties when con-
fronted with the facts. This means that the conceptually simplest type of morpho-
logical system, the purely agglutinating system, is an ideal which is seldom
approached by real morphologies, so much so that one could question whether
agglutination really does represent an ideal in any sense. Having surveyed a number
of form—function problems for the morpheme concept, we also noted that the notion
of ‘word’ is by no means clear-cut. We have to distinguish four distinct notions (the
lexeme, the word form, the morphosyntactic word, and the phonological word), but
even then there are no universal hard-and-fast criteria for determining wordhood. At
the same time, we noted that the concept of a store of words, a lexicon, hides more
complexity than first meets the eye. Finally, in the third section we saw the way that
pre-generative theories attempted to solve the problems with definitions of the mor-
pheme and related concepts. Having outlined the three models, IA, IP and WP, we
contrasted the IA and IP approaches to certain notorious morphophonemic pro-
blems. We discovered that the IA approach, which attempts to retain at all costs the
idea of a one—one correspondence between form and function, has great difficulty in
providing a satisfactory solution to these problems.

EXERCISES

2.1 Hungarian allomorphy. Consider the data set below. Isolate all the mor-
phemes with their allomorphs, and provide a gloss for each (i.e. a meaning or a gram-
matical function). Which of the allomorphy seems to be conditioned purely
phonologically and which purely morphologically? [Hint: the 3rd sg. possessive form
has two lexically conditioned allomorphs.] What is the rule for forming the possessed
form of a plural noun? [sz=[s], U= [y],0 =[], 0= [ce:], Vzlong vowel. All
vowels are pronounced separately] .

Paradigm 1: szoba ‘room’

Sg. Pl.
Nom. szoba . ‘room’ szobak ‘rooms’
Iness. szobdban ‘in a room’ szobdkban ‘in rooms’
Acc. szobdt ‘room’ szobdkat ‘rooms’
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! Possessed forms

Sg. 1 szobdm  ‘my room’ szobdim ‘my rooms’
2 szobdd ‘thy room’ szobdid ‘thy rooms’
3 szobdja  ‘his room’ szobidl ‘his rooms’
Pl. 1 szobdnk ‘our room’ szobdink ‘our rooms’
2 szobdtok ‘your room’ szobditok  ‘your rooms’
3 szobdjuk ‘their room’ szobdik ‘their rooms’
Paradigm 2: nap ‘day’ Paradigm 3: kép ‘picture’
| Sg. Pl. Sg. PlL.-
| Nom. nap napok kép képek
Iness. napban  napokban  képben képekben
Acc. napot napokat képet képeket

Possessed forms

Sg. 1 napom  napjaim képem képeim
2 napod napjaid képed képeid
3 napja napjai képe képei
Pl. 1 napunk napjaink képlink képeink
2 napotok napjaitok képetek képeitek
3 napjuk  napjaik képiik képeik
Paradigm 4 fiirdé ‘bath’ Paradigm 5 film ‘film’
Sg. Pl Sg. Pl..
Nom. fiirdé fiirdok film filmek
Iness. fiirdében fiirddkben filmben filmekben
Acc.  fiirddt fiirddket filmet filmeket

Possessed forms

] Sg. 1 fiirdom  fiirddim filmem filmjeim
B 2 firddd  fiirddid filmed filmjeid
| 3 fiirdGje  fiirddi filmje filmjei
:; 1 Pl. 1 fiirdénk flirdink filmiink filmjeink
i 2 fiirdétok fiirdSitek  filmetek filmjeitek
3 fiirdgjik  fiirdéik filmjiik filmjeik

Additional data:
szobdmban ‘in my room’, napjaidat ‘thy days (Acc.)’, fiirdéinkben ‘in our baths’,
filmjeiteket ‘your films (Acc.)’

2.2 Below is a list of nineteen sentences in Czech, written in broad phonemic
transcription, with English glosses. Word divisions are not indicated. Identify the
Czech words and their meanings, and give as much information as you can about
their inflectional forms. [C= [{], ¢ = [5], §= [{] ]

) nejsoudji: fki
“They are not girls.’
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(i)
(iii)
@iv)
V)
(vi)
(vii)
(vii1)
(ix)
(%)
(x1)
(xii)
(xii1)
(xiv)
(xv)
(xvi)
(xvil)
(xviil)

(x1x)

2.3

rixlepracovalixlapci.

“The boys worked quickly.’
oirinajef?olomouci

‘Irina is in Olomouc.’
oolomoucjestare: mnjestonamoravje
‘Olomouc is an old town in Moravia.’
dji:fkimudalisklenkupiva

“The girls gave him a glass of beer.’
mu:jootecpracovalfrostravje

‘My father worked in Ostrava.’
selrixlekeivanovi

‘He walked quickly towards Ivan.’
xlapciznalili:du

‘The boys knew Lida.’
tadijemu:jbratr

‘Here’s my brother.’
2onjinejsoufceskoslovensku2aled)i: fkisoutam
‘They aren’t in Czechoslovakia but the girls are there.’
fsklencejepivo

‘There’s beer in the glass.’
oevaznalatohoxlapcu

‘Eva knew that boy.’
dalixlapcovidobrouknjihu

‘They gave a good book to the boy.’
jevbrnje

‘He’s in Brno.’

2evama:Ceskouknjihu

‘Eva has a Czech book.’
Ceska:pivasouznamenjita:

‘Czech beers are famous.’
sostrava?arolomoucsouceska: mnjesta
‘Ostrava and Olomouc are Czech towns.’
slimlade:dji:fkikoostravje

“The young girls walked to Ostrava.’
novousklenkurozbili

“They broke the new glass.’

Identify the word boundaries in the following fourteen sentences of Serbo-

Croat. [¢=1[y], s=1[f], Z= (31, c=[&], ¢=[tg], h = [x]; otherwise, assume the
orthography is IPA.]

)
(i)
(i)

devojkesumugadale

‘The girls gave it to him.’
videlismogajuce

‘We saw him yesterday.’
znaojedasamjojihdao

‘He knew that I gave them to her.’
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(iv) knjigesmovamostavilinastolu
‘We left you the books on the table.’
(v) predstaviosimuse
‘You (masc. sg.) introduced yourself to him.’
(vi) Zenesunamprodalecvece
‘The women sold us flowers.’
(vil) momcisujojotpevalipesmu
“The boys sang her a song.’
(viii) bogdanimladensutisepredstaviliuuredu
‘Bodgan and Mladen introduced themselves to you (sg.) in the office.’
(ix) nastolusuvideliknjige
‘On the table they saw the books.’
(x) veésamimsepredstavio
‘I have already introduced myself to them.’
(xi) bogdanjojjedaocvece
‘Bogdan gave her the flowers.’
(xil) cvecesteostaviliuuredu
‘You (masc. pl.) left the flowers in the office.’
(xii1) juceimjeprodaoknjige
‘Yesterday he sold them the books.’
(xiv) Zenesumiihpredstavile
‘The women introduced them to me.’

*2.4  Describe in detail the criteria you used for solving problems 2 and 3. What
other information might have been useful? What practical difficulties are there in
applying these criteria to the data of 2 and 3?

2.5  Analyse the words in sets (i-iii) into their component morphemes. What
problems do these words present?

(1)  conceptual; criminal; managerial; professiorial; residual; tidal.

(1) anthropocentric; gastro-enteritis; Graeco-Roman; gynocologist; hypothetico-
deductive; misanthropist; misogynist; politico-economiic.

(ii1) Congolese; Javanese; Mancunian; Panamanian; Peruvian.

2.6  Consider all the regular inflectional categories of English nouns and verbs.
Isolate all the cases in which we regularly find syncretism, i.e. in which single word
forms correspond to more than one morphosyntactic word. Likewise, consider a rep-
resentative sample of irregular (‘strong’) verbs. Identify situations in which
syncretism (1) occurs for a small class of verbs only; (ii) is found with all strong verbs.

2.7 Analyse the following verb forms from the paleosiberian language Itel’men
(also known as Kamchadal), spoken on the Kamchatkan peninsula. Note that a tran-
sitive verb agrees both with its subject and its direct object in person and number.
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What problems do these data pose for a morphemic analysis? What deviations from
strict agglutination are there in these data? To what extent would these deviations
encourage us to regard the system as ‘fusional’ or ‘inflectional’? [Note there are no
reflexive forms in the paradigm, e.g. corresponding to ‘I brought me’ or ‘I brought
us’.]

Stem: antxla- ‘bring’

Subject (singular)

Object 1 2 3
Sg. 1 antxlaxkminy antxlaxkomnen
2 tontxlaxkin antxlaxkin
3 tontxlaxkicen antxlacgin antxlacinnen
Pl 1 — antxlaxkmion ontxlaxkomnae;n
2 tontxlakisxen " sntxlakisxen
3 tontxlakiceon antxlacgion antxlacigneon

Subject (plural)

Sg. 1 - antxlaxkmigsx nantxlaxkomnen
nantxlaxkin nantxlaxkin
3 nantxlakicen antxlasxik nantxlagenen
Pl 1 - antxlaxkmiogsx nantxlaxkomneon
2 nantxlakisxen - nantxlakisxen
3 nantxlakiceon antxlaxkion nantxlagenesn

*2.8  Take the processes exemplified in chapter 1 (§1.4: stress, tone, reduplica-
tion, mutation and morphological conversion) and outline a description of them in
IA terms. What are the major empirical and conceptual difficulties? How might a
structuralist linguist attempt to describe such phenomena in terms of morpheme
theory?

*2.9 The masculine instrumental singular form of Russian adjectives is invariably
homophonous with the dative plural form. Can we draw the same conclusions from
this that we drew when considering the feminine singular forms and the plural forms
of Russian adjectives? What sort of criteria would bear on this question?
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3.1 Phonology and syntax in the Standard
Theory

3.1.1 The Standard Theory in outline

In the earliest models of generative grammar, morphology as such scarcely existed.
Allomorphic variation was regarded as primarily the result of the operation of phono-
logical rules, and other aspects of word formation (including compounding, deri-
vation and inflection) were handled by rules of syntax. The model was crystallized
in the form of Chomsky’s Aspects of the Theory of Syntax (1965), subsequently known
as the Aspects model, or more technically as the Standard Theory. In this theory sen-
tence structures are generated in three stages. In the base component there is a set
of context free phrase structure rules, which generate initial phrase markers
(IPM’s or deep structures). The IPMs are then modified by syntactic transforma-
tions. These rules differ from the phrase structure rules, which simply construct the
basic phrase markers, in that they operate on ready-made structures and have the
power to delete, move, substitute or add material. The first of the transformations
is the set of lexical insertion transformations, which insert items from the lexicon
under syntactically appropriate terminal nodes in the IPM. The result after all the
transformations have applied is the syntactic surface structure. Both the IPMs (or
deep structures) and the surface structures are represented in the linguistics literature
by the (in)famous device of the tree diagram.

The meaning and pronunciation of sentences is determined by two interpretive
components. The semantic component reads off the meaning of the sentence from
its deep structure representation. The pronunciation, however, is specified from the
surface structure. This forms the input to the phonological component, a set of
transformational phonological rules. The general picture is schematized in figure 3.1

In many respects, the organization of phonology and the organization of syntax
were very similar in the Standard Theory of Transformational Generative Grammar

e e
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Phrase structure
rules
. Semantic
Lexicon Deep structures . .
interpretation
Transformational

rules

\

'Surface structures

/

Phonology

Figure 3.1 The ‘classical’ model of generative grammar

(TGQG) as represented in The Sound Pattern of English (Chomsky and Halle, 1968,
SPE) and Aspects. Both components included a battery of transformational rules
applying to underlying structures to produce a surface form. Theorizing in generative
syntax and phonology at this time was built around an important (though sometimes
tacit) assumption concerning the nature of linguistically significant generalizations.
Put somewhat crudely, whenever a relationship between two linguistic forms could
be discerned, that relationship had to be captured by assuming a common basic form
and deriving each alternation from that underlying fcrm by means of a battery
of transformational rules. In the general case, the underlying form might be fairly
‘abstract’ compared with its surface manifestations.

3.1.2 The SPE model of phonology

In the SPE model of phonology a derivation starts from an underlying represen-
tation (UR) which encodes all the information about the pronunciation of a word
which cannot be predicted by rule. This undergoes phonological rules which substi-
tute one segment for another, delete segments, insert segments or alter the order of
segments. The result is a surface representation (SR).

In this model, the root of two words such as divine and divinity are identical,
namely [divIn/, where the vowel /I represents a sound which is not actually heard
in any of the variants of the root which surface, and which is never actually found
in the pronunciation of any word of English. Such a segment is often called an
abstract segment and it is invariably changed into something else by the phonological
rules. This is a species of neutralization, and whenever we have an abstract segment
such as this which never surfaces anywhere in the language we speak of absolute
neutralization.

The SPE model of phonology didn’t pay much attention to the problem of building
up morphemes out of phonemes. Rather, the starting point for a phonological deri-
vation is the string of segments constituting the UR. Now, generative phonologists
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clearly recognized the fact that there are stable regularities governing the way pho-
nemes are strung together (i.e. phonotactic constrants; see chapter 2, §2.2.2 and note
2). Moreover, it was also noted that there are regularities governing the structure of
morphemes (sometimes restricted to particular classes of morphemes), known as
morpheme structure conditions, or MSCs. Thus, there are no (native) morphemes
beginning with more than three consonants in English (an example of an MSC which
derives from a phonotactic constraint). In some Mayan languages, on the other hand,
all roots have to have the form CVC, in a number of Semitic languages there are con-

_straints on what kind of phonemes may be combined to form a triliteral root, and,

in Yoruba, nouns (though not other parts of speech) have to be polysyllabic.

These sorts of relationships are captured by lexical redundancy rules. These are
rules which state that the grammar (or lexicon) of English is more ‘highly valued’ to
the extent that it eschews words or morphemes such as /mpklstrag/. They are not
generative rules, however. They don’t create any structure (in the way that phrase
structure rules do in syntax), nor do they alter structure (unlike transformations or
certain phonological rules).

3.1.3 Morphosyntax in the Standard Theory

The nature of the Aspects model of syntax determined in large part what kind of
approach could be adopted towards morphosyntax. One important feature of the
model is the nature of lexical entries. In particular, the insertion of words into the
syntactic structures generated by the phrase structure rules is governed by the lexical
properties of certain words. For instance, a transitive verb has to be followed by a
direct object NP. This is formalized in Aspects by the concept of subcategorization.
We can say, for example, that transitive verbs form a subcategory of the category of
verbs, by virtue of the fact that they must be followed by an NP complement (that
is, their object) at the stage when lexical insertion takes place. In other words, it is
the presence of the object which gives rise to the subcategory of transitive verbs. We
can therefore say that the object subcategorizes the verb (or that the verb is subcate-
gorized by its object). The way this is formalized in Aspects is to say that the lexical
entry for a transitive verb includes a special symbol (or feature) indicating that the
verb must be followed by an NP. This feature is called the verb’s subcategorization
frame. An example, the entry for the transitive verb Az, is given in 3.1:

3.1 hit: [____NP]

The notion of subcategorization will prove very important in some theories of
morphology.

In syntax the assumption of a common underlying source for related structures
meant that an active sentence such as 3.2 had the same deep structure as 3.3a-c,
namely something like 3.4,

3.2 Tom gave a rose to Harriet.
3.3 a) Tom gave Harriet a rose.

b) Harriet was given a rose (by Tom).
c) A rose was given to Harriet (by Tom).
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3.4 S
/ \
NP Aux \2%
RN
\Y NP PP
/NN
Tom PAST give arose to Harriet

Transformational rules of various kinds would then rearrange the word order and
delete a preposition (to give 3.3a), and add a preposition and auxiliary verb as well
as putting the verb in the past participle form (to give 3.3c). This is a simple illustra-
tion of the way that an important piece of English morphology, namely the passive
participle form of verbs, is the responsibility of a syntactic rule in the Standard
Theory, since it has repercussions for the syntactic organization of the sentence as
a whole.

One of the syntactic phenomena which the transformational component had to
account for is that of agreement or concord. In 3.5 we must guarantee that runs agrees
with its subject by appearing with the -s ending, and in 3.6 we must ensure that the
same ending is not present:

3.5 The boy runs.
3.6 I/you/we/the boys run.

This is achieved by assuming that the grammatical person and number of the NPs
the boy or the boys is marked in the tree by a set of syntactic features. These are com-
parable to the distinctive features of phonology. A singular 3rd person nominal such
as the boy would bear the features [-plural] and (redundantly, since all nouns other
than pronouns are 3rd person in English) [+3rd], while the boys would bear the
feature [+ plural]. Then we assume a transformation which copies the features for
person and number from the subject NP onto the verb. This produces a tree of the
form 3.7 for sentence 3.5:

3.7 S
NP V’P
e
~plural
Det :

the boy run
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In chapter 6 we’ll see that the use of syntactic features of this sort effectively allows
us to formalize the notion of ‘paradigm’. Chomsky himself explicitly argues for a
paradigmatic account of agreement morphology over an Item-and-Arrangement
approach (which he describes as ‘clumsy’).

So far we have generated a verb marked with a [-plural] feature specification, and
not the word form runs. The final ‘spelling-out’ of the word form with appropriate
morphology is the job of the phonological component. A tree such as 3.7 could be
sent directly to the phonology since the rule for affixation of the 3rd sg. -s is perfectly
regular. In some cases, however, the syntactic tree passed to the phonology requires
tidying up. Thus, in examples such as that schematically represented in 3.8, in which
we have irregular inflection, we need some way of deriving the correct phonological
representation over and above the information provided by the syntax:

3.8 THE [GOOSE-PLURAL] [BE-PRES] [BE-PROG] [FEED-PAST
PT]

This can be done by means of special rules which specify that the formative
underlying the phonological form of GOOSE (/gu:s/) undergoes a special phono-
logical rule to become /gi:s/, that BE-PRES-PLURAL, the form of be agreeing with
geese, takes the suppletive form [a:/, and so on. Exactly what form such rules take
varies from one analysis to another, depending on whether the linguist regards /gi:s/
as the result of a phonological rule, or as partial suppletion. Where partial suppletion
is involved then one way of fixing up the syntactic representation so that the pho-
nology can produce the right output is to modify the UR of the formatives introduced
by lexical insertion by means of readjustment rules. In SPE these are rules which
adjust the syntactic representation so that the phonological rules can operate cor-
rectly. One common form of readjustment rule is the kind which introduces irre-
gularities into morphophonemic forms, allowing the phonological rules proper to be
stated in a more general form. We will have occasion to speak about the types of
readjustment rule which are of relevance to allomorphy in more detail later in this
chapter and in chapter 4.

What is true of the passive voice morphology and of agreement morphology is also
true of derivational morphology. One example of such morphology of some interest
to grammarians was the nominalizations, such as the word nominalization, the
abstract noun derived from the verb nominalize by affixation of -ation.

If in Aspects sentences with the same meaning were derived from a common
underlying deep structure by means of transformations, then the same should be true
of sentences and their nominalized forms. Consider the relationship between 3.9 and
3.10:

3.9 Tom gave a rose to Harriet.

3.10 a) Tom’s gift (of a rose) (to Harriet)
b) Tom’s giving of a rose (to Harriet)

From what we have said so far we might expect 3.9 and 3.10 to share at least some
elements of deep structure, even though 3.9 is a full sentence and 3.10a, b are merely
NPs.
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There are, of course, a good many differences between 3.10a and 3.10b. One star-
tling difference is the fact that gift is idiosyncratic morphologically and phono-
logically, while giving is a gerund form, constructed according to perfectly regular
inflectional processes. In addition, not all verbs in English form a nominal along the
lines of gift. For example, the only nominalization we can create for verbs such as
hand, send, despaich, are the gerunds. A minimal pair in this respect is offer (which
has offer as its nominalization) and proffer, which has only the gerund.

Both the syntactic and the phonological half of TG had a theory of exceptions to
call upon, however. It was not difhicult, therefore, to ignore the differences between
gift and giving and to concentrate on the similarities, particularly the syntactic
similarities. In fact, the phonological component would have little difficulty factoring
out the differences between /gift/ and /giv/ and concentrating on the phonological
similarities. Thus, it seemed that derivational morphology could be handled both
phonologically and syntactically by the machinery independently needed, namely,
the theory of syntactic transformations, the theory of phonological transformations,
and a theory of exceptionality in each domain.

3.2 Chomsky’s ‘Remarks on Nominalization’:
Lexicalist Grammar

3.2.1 Generative Semantics and lexical transformations

Generative grammar developed along two rather different paths from the Standard
Theory established in Aspects. One path was to stress the importance of transform-
ations and use this formal device to express as many relationships between linguistic
forms as possible. This led to the appearance of Generative Semantics. The rationale
for these developments, together with much interesting historical background and a
critique of the theory, are presented in Newmeyer (1980), and I shall not discuss
them here. The important points from our point of view are that, in this theory, the
level of deep structure is abolished, or, more accurately, identified with semantic
structure. In the more sophisticated variants of the theory (e.g. Bach, 1968;
McCawley, 1968) the syntactic deep structures of Aspects are replaced by something
resembling representations in logical calculus (formally, a kind of 2nd order predicate
calculus). '

The implications this had for morphology were not at first considerable. Inflec-
tional morphology, as we have seen, was regarded as part of the phonological compo-
nent which served to spell out the phonological realizations of syntactic features
(which themselves were distributed by syntactic rules). Derivational morphology was
the result of transtformations operating over deep structures in which, for instance,
a nominalization was represented as an underlying sentence. Lees (1960), working
within a theory of generative grammar which predated the Aspects theory, already
derived compounds transformationally from underlying sentences (see Scalise, 1984:
&ff for a review). Thus, the major phenomena of morphology seemed to come under
the purview of syntactic and phonological transformations and the effects of Gener-
ative Semantics seemed to reinforce the trend towards making the major phenomena
of morphology solely the responsibility of syntax and phonology.
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In chapter 1 we saw examples of morphological causatives. Generative Semanticists
noticed that a verb such as kil in English could be regarded as a kind of causative.
Thus, it was argued (most famously by McCawley, 1973) that 3.11a is synonymotis
with 3.11b:

3.11 a) Tom killed Dick.
b) Tom caused Dick to die.

If this is true, then we would expect them to share a common underlying structure.
In fact, McCawley claimed that sentence 3.12 is three-ways ambiguous, having read-
ings corresponding to 3.13:

3.12 Tom almost killed Dick.

3.13 a) Tom almost did something, the result of which would have been
Dick’s death.
b) Tom did something which almost caused Dick’s death.
¢) Tom did something to Dick, so injuring him that he almost died.

Therefore, he argued, the underlying form of 3.11a must look something like 3.14
(simplifying McCawley’s original representations somewhat):

3.14 S

BECOME V S

WA

NEG NP VP

o

Dick ALIVE

The adverb almost could then be placed so as to dominate the whole sentence, or
just the VP headed by CAUSE or just the VP headed by BECOME, to obtain
representations corresponding to each of 3.13.

To derive 3.11 from 3.14 a lexical transformation (‘Predicate Raising’) would take
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the predicate ALIVE and join it to NEG to produce NEG + ALIVE (=‘dead’). This
combination would then itself be raised and joined to BECOME to produce ‘die’,
which would further be raised and joined with CAUSE to become °kill’. In other
words, Generative Semantics treated even highly idiosyncratic lexical relationships
such as the suppletion between kill and die as effectively underlain by a kind of
‘agglutinative’ syntax, in which each element of meaning is represented by an
underlying element, such as CAUSE or NEG.

As a theory, Generative Semantics ultimately petered out, but it left its influence
on a number of other approaches within generative grammar. In particular, the idea
of splitting up a word into its semantic constituents, that is, the notion of lexical
decomposition, i1s a continuing theme in studies of lexical semantics and mor-
phology.® We will see that, in more recent treatments of derivational morphology,
ways have been proposed of capturing the relationships noted by Generative Seman-
ticists while remaining within a thoroughly syntactic framework (particularly the
work of Baker discussed in Chapter 7).

3.2.2 Lexicalism

For a variety of reasons having more to do with syntax than morphology, the Gener-
ative Semantics program proved to be antithetical to the basic research programme
which Chomsky inaugurated. The first of Chomsky’s replies to Generative Semantics
was ‘Remarks on nominalization’ (Chomsky, 1970). The primary importance of
this paper for morphology was that it pointed to the need for a separate theory of
derivational ‘morphology, distinct from the theory of syntactic transformations.

Chomsky’s ‘Remarks’ have been ably summarized in several places (including
Hoekstra et al., 1980, Newmeyer, 1980; Scalise, 1984), so I will present just a brief
résumé. Chomsky argued that transformations should capture regular correspon-
dences between linguistic form, and that idiosyncratic information belonged in the
lexicon. This is related to the familiar question of productivity. A syntactic transfor-
mation in the ideal case is supposed to capture productive and regular relationships
between sentences. For instance, with a handful of systematic exceptions, all transi-
tive verbs in English form a passive. Moreover, in this construction, the complement
which is adjacent to the verb in active form always corresponds to the subject of the
passive form. Morphologically, of course, passive participles differ from one another,
but (nearly) all verbs have an identifiable passive participle and this is always identical
in form to the past participle. Finally, the active and corresponding passive sentences
have extremely close meanings.? Thus, there is something general and regular about
the passive relation in English. It is therefore an appropriate candidate for a transfor-
mational treatment.

Chomsky contrasted this ideal with the situation found with English nominaliza-
tions of the sort illustrated earlier in 3.10a. He called these derived nominalizations,
since they are traditionally regarded as the result of derivational morphology and -
therefore contrast with the gerundive nominalizations in -ing, which were regarded
as the result of inflectional processes. The essence of the argument is that derived
nominalizations share many of the properties of words, including monomorphemic
words, while the gerundive nominalizations behave more like syntactic collocations.
Moreover, derived nominalizations are morphologically, syntacticallv and seman-
tically idiosyncratic, while gerundive nominalizations are regular and transparent.
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Chomsky capitalizes on these differences to argue that it would be wrong to lump the
two kinds of phenomenon together by deriving both types from a common source
and applying separate batteries of transformations. Only the gerundives can be
derived transformationally. The derived nominalizations are not derived at all (!),
they are listed in the lexicon. Let’s now look at some of these differences in turn.

Syntactic differences: all sentences have a gerundive nominalization, but not all
sentences have the expected derived nominalization. More generally, we can say that
gerundives inherit the subcategorization properties of the verb, while this is not gen-
erally true of the derived nominalizations. Thus amusement can’t have a direct object
in 3.15¢, unlike the gerundive in 3.15b:

3.15 a) Tom amused the children with his stories.
b) Tom’s amusing the children with his stories...
¢) *Tom’s amusement of the children with his stories...

Gerundives are modified by adverbials, like verbs, while derived nominalizations
are modified by adjectives, like nouns:

3.16 a) Dick sarcastically criticized the book.

sarcastically
*sarcastic

b) Dick’s { } criticizing the book.

*sarcastically

¢) Dick’s . criticism of the book.
sarcastic

Semantic differences: the meaning of the gerundive nominalization is always
derivable compositionally from that of the underlying verb. In fact, it may be a little
misleading to say that a gerundive has a meaning distinct from its verb in the first
place; it is simply a nominal form of the verb, used to name the action, state or
whatever (with perhaps additional aspectual nuances). Derived nominalizations
always seem to add some component of meaning and this is generally unpredict-
able . For instance, the meanings of amusement in 3.17 are something like ‘the state
resulting from being amused’ and ‘equipment designed to provide amusement in a
fairground etc.’. In neither case is it a ‘pure’ nominalization of the verb:

3.17 a) Tom’s stories provided endless amusement.
b) The children spent all their pocket money on the amusements.

The gerundive is impermissible in these contexts, 3.18:

3.18 a) *Tom’s stories provided endless amusing.
b) *The children spent all their pocket money on the amusing(s).

Morphological differences: a gerundive can be formed from any verb whatever
by adding -ing. Derived nominalizations are formed in all sorts of ways and often
involve drastic allomorphy or suppletion, and in general the morphological means is
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unpredictable. Moreover, as we saw earlier, not all verbs .have derived
nominalizations.

While gerundive nominals are not identical to derived nominals, there are some
important similarities. Some of these will become apparent in later sections. One
morphological similarity is that derived nominalizations are usually derived from a
base which is formally relatable to a corresponding verb. In some cases, it is by
simple affixation to the verb, as with amuse= amusement. We therefore need a way
of capturing these relations in the absence of transformations.

Another similarity is syntactic. In nominalizations such as those of 3.10 (repeated
here as 3.20) the possessor expression, Tom’s, corresponds to the subject of the
corresponding sentence, 3.19:

3.19 Tom gave a book to Harriet.

3.20 a) Tom’s giving a book (to Harriet).
b) Tom’s gift of a book (to Harriet).

A good many derived nominalizations permit a possessor of this sort to function as
a kind of subject. How i1s this to be represented?

Chomsky’s answer to the first problem was to suggest that a theory of the lexicon
be constructed in which the relevant relationships could be captured by lexical redun-
dancy rules. This was tantamount to a call for a new, generative, theory of mor-
phology. Much of the work which will be described in later portions of this book can
be seen as a response to this call.

Chomsky’s reply to the secorid problem was to have far-reaching significance
throughout the theory of grammar: he proposed a radical revision to the theory of
phrase structure rules. Instead of rules such as 3.21 giving us partial trees such as
those of 3.22, he argued for a general rule schema of the type 3.23, which generates
a structure 3.24:

3.21 a) S - NP VP
b)VvPp -V (NP) (PP)
¢ NP - (Det) N (PP)
d) Det — NP
NP VP Det N PP
\Y NP PP NP
3.23 a) X" - SpecX X'

b) X' - X (YP) (ZP)
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3.24 X"

Spec

X/

X YP ZP

In 3.23, X is a variable standing for any major category (N, V, A, P), X" (‘X-double
bar’) corresponds to XP (i.e. NP, VP, AP, PP, and also S). The X category is the
head of the phrase (and, since it represents a word, that is, since it is a lexical cat-
egory, we call this the lexical head of the phrase). The X’ and X" nodes are called
projections from this lexical head. In some varieties of the theory there are at
maximum two bar levels, so that X" represents the maximal projection. (In other
versions of the theory, the maximal projection of certain categories might involve
more bar levels.) The intermediate category X' (‘X-bar’) is an innovation, since no
such category is systematically provided for in the theory of phrase structure
grammar adumbrated in Aspects (though such a thing isn’t ruled out either). It also
provides the name for the new theory: X-bar syntax.

The intermediate X' category is of great importance, for it allows us to draw a par-
allel between a verb heading a verb phrase and governing its complements on the one
hand and a noun heading a noun phrase and governing its complements. Similarly,
we can draw a parallel between the subject of a verb phrase and the determiner of
a noun phrase, as in the examples 3.19, 3.20 above. In 3.19 Tom is the Specifier of
the S category (which is assumed to be a special type of maximal projection) and in
3.20 Tom’s 1s analysed as the Specifier of the NP category. This means that possessor
NPs such as Tom’s, as well as possessive pronouns such as my, his, etc., are regarded
as a species of Determiner, similar to the definite and indefinite articles, and the dem-
onstratives as in that hat. It is now a short step to identify the notion of ‘Specifier’
with the grammatical relation ‘subject’ (at least for nouns and verbs).

For syntax, there are many advantages to a theory of this sort and it has been more-
or-less universally accepted as a formalization of phrase structure grammar. The
theory is of importance to morphology because some have suggested that a phrase
structure grammar is the best way to represent word structure, and that means that
we would expect the X-bar schema to be applicable to morphology too. I shall discuss
proposals of this sort in §6.2.

3.2.3 Concluding remarks on ‘Remarks’

‘Remarks on nominalization’ can be thought of as ‘Remarks on derivational mor-
phology’ since exactly the same arguments apply to most derivational processes.
This is enshrined in a principle formulated by Jackendoff (1972), the (Extended)
Lexicalist Hypothesis. The content of this is that transformations should only be
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permitted to operate on syntactic constituents and to insert or delete named items
(like prepositions). This means that they can’t be used to insert, delete, permute or
substitute parts of words. This in turn means that they can’t be used in derivational
morphology. This principle was adhered to rigidly by the so-called lexicalists (which
soon meant most generative grammarians). Moreover, the Lexicalist Hypothesis
came to be extended by some to the domain of inflection, too (the Strong Lexicalist
Hypothesis).

Another important extension followed, as some of the transformations of the Stan-
dard Theory were abandoned and replaced by non-transformational devices. For
some syntacticians (e.g. Bresnan, 1978; Wasow, 1977) argued that even Passive
should be regarded as a lexical relationship, that is, that it should be formalized as
a lexical redundancy rule. There are many strong arguments for taking this step (par-
ticularly in the case of the ‘adjectival’ passive) though space doesn’t permit me to
rehearse them in this book. One of the consequences of this move was the develop-
ment of a theory of syntax based in the lexicon, Lexical Functional Grammar (LFG).

Even in models which are not as heavily oriented towards the lexicon as LFG, a
good many syntactic relationships formerly realized by transformations are treated as
statements of lexical redundancy. Even where this trend is partial it threatens to lead
to the mirror image of the conceptual problem which Chomsky identified in the
Generative Semantics programme. For if everything were to be handled lexically,
how could we distinguish between derived nominalizations and gerundives?

The saga of nominalizations illustrates vividly the way that changes in sets of
assumptions in one component of grammar (e.g. syntax) will have repercussions for
morphology, a point that will be a recurrent theme as we proceed. We will return
to the questions raised here later in the book. For the remainder of this chapter we
examine the way linguists met Chomsky’s call for a theory of generative morphology.

3.3 Halle’s ‘Prolegomena’

I said in the previous section that Chomsky’s ‘Remarks’ had opened the way to the
development of a generative theory of morphology. However, generative gram-
marians were rather slow to respond to this initiative. One of the earliest, and in
many respects most influential, essays in this field came from a linguist who had for
a long time been Chomsky’s collaborator in the development of generative phono-
logy, Morris Halle.

Halle’s (1973) programmatic statement begins by asking how grammatical theory
is to answer the following three questions: how does the grammar encode:

(1) the inventory of actually existing words in the language?
(i1) the order in which morphemes appear within words?
(i11) the idiosyncratic features of individual words?

Behind these questions there are a number of (largely) tacit assumptions. These
assumptions will figure in developments to be discussed later and so it is worth
teasing them out before we proceed.

The first question conceals the assumption that we are characterizing the know-
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ledge of the ideal language user, not that of ordinary mortals, who, in general, will
not actually know all the words in their language. However, there is room for con-
fusion here. Generative grammar is concerned with the grammatical systems of
human beings, as represented in the mind of the language user. In Chomsky’s more
recent terms (Chomsky, 1986b), it is concerned with internalized language (or I-
language). It does not deal with the language itself, what Chomsky calls externa-
lized language (or E-Language). What we would like to be able to say is that it
doesn’t matter what the (fixed) vocabulary of the language is and how many real
language users know what proportion of it, provided we have some way of dis-
tinguishing between existing words and non-words. Nor should it matter to
morphological theory that some speakers might have various archaisms, technical
jargons, loan words and so on in their vocabulary which are missing from the lexicons
of certain other speakers. Where the problem has theoretical significance is when we
then try to draw the additional distinction between actual words and potential words
(see chapter 2).

The second question seems uncontroversial, though in fact we could refine it a
little. Halle observes that the ideal spedker of English knows that the word transfor-
mational has the morphemic composition trans+ form+ at+ion+ al, and that the
component morphemes come in the order given: any other sequence, say,
*al +10m + at + form +trans, 1s impossible. However, in many languages it is possible
for morphemes to appear in different orders and for this to be associated with syste-
matic differences in meaning. An example is given by Muysken (1981) in his dis-
cussion of word structure in Ecuadorian Quechua. This language has a causative

suffix, -chi, meaning ‘to cause’ or ‘to allow’, and a reciprocal suffix -naku. They can

occur in either order with respect to each other, with systematic differences in
meaning:

3.25 maqa-naku- ya- chi- . n
beat REC  DURCAUSE 3
‘He is causing them to beat each other.’

3.26 maqa-chi- naku-rka- n
beat CAUSE REC pl 3
‘They let each other be beaten.’

This type of phenomenon is not especially uncommon in highly agglutinative
languages. What it shows is that the grammar must record the significance of mor-
pheme order, whether this means significance for the meaning of the word or
significance for the well-formedness of the word itself.

Halle introduces the question of lexical idiosyncrasy by turning to derived nomina-
lizations in English. Words can be idiosyncratic in a variety of ways: semantically (by
having some unpredictable aspect to their meaning), phonologically (by being an
exception to a phonological rule) and morphologically. Morphological idiosyncrasy is
illustrated by the data in 3.27-9. Some of these derived nominals are formed from
the sufhx -al, some from the suffix -(a)rion (in some variant) and some from either.

3.27 a) arrival, refusal
b) *arrivation, *refusation

il
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3.28 a) derivation, description
b) *derival, *describal

3.29 a) approval, recital, proposal
b) approbation, recitaticn, proposition

Halle distinguishes derivational morphology from inflection in his 1973 paper, and
he points out that it 1s not just derivational morphology which exhibits these types
of idiosyncrasy. Inflectional morphology is no less wayward. Halle’s nicest examples
are all from Russian.

Russian nouns, it will be recalled, inflect for case. One of these is the Instrumental,
whose basic meaning is ‘using noun as an instrument’. For instance, the Instrumental
form molotkom ‘with a hammer’ is found in Vanja udaril Sasu molotkom ‘Vanja hit
Sasha with-a-hammer’. One of the many other uses of the Instrumental occurs with
a lexically restricted set of nouns, including names for seasons, and the words noc’
‘night’, and den’ ‘day’. Here the Instrumental can be used to mean ‘during’. Thus,
leto ‘summer’ gives us letom ‘during the summer’, while den’ gives us dn’om ‘during
the day’. However, a word like god ‘year’, or maj ‘May’, or vtornik ‘Tuesday’ cannot
be used in the Instrumental with this meaning. This, then, is an instance of semantic
idiosyncrasy in inflection.

Halle offers a somewhat involved example of phonological idiosyncrasy in the stress
system of Russian nouns. I shall illustrate his point with a similar, but slightly sim-
pler, example from Czech declension. Czech feminine nouns ending in -a in the
nominative singular have the declension shown in 3.30a. However, some nouns with
a long /a:/ in the root shorten this in oblique cases in the plural, as seen in 3.30b.
A handful of nouns apply this shortening only in the genitive plural, 3.30c (length
is represented by an acute accent in Czech orthography):

3.30 a) Sg. Pl b) Sg. PL c) Sg. PL
Nominative sprdva sprdvy vrdna vrdny jdma jdmy
Genitive spravy sprav vrdny vran jdmu  jam
Dative sprdvé sprdvdm vrdne vrandm jdme jdmdm
Accusative spravu spravy vrdnu vrdny jdmu  jdmy
Prepositional sprdvé sprdvdch vrdne vrandch jdmeé jamdch
Instrumental spravou sprdvami vrdnou vranami jdmou jdmami
‘repair’ ‘crow’ ‘pit’

This means that we have a phonological rule of vowel shortening whose application
is governed partly by purely lexical factors. That is, words have to be specially
marked in the grammar in some fashion if they are to undergo this rule. Of this
subset of words, some will have to be marked only to undergo the rule in the genitive
plural, and not in other oblique cases in the plural. Thus, a phonological rule has to
have access to the structure of an inflectional paradigm.

Inflectional morphology is notorious for being morphologically idiosyncratic. It is
very common to find words in a particular inflectional form taking the ‘wrong
ending’. The Russian humorist ZosCenko once wrote a short story about the
difficulties a nightwatchman had in ordering a batch of five pokers because he (like
most Russians) didn’t know the genitive plural form of the word for ‘poker’. (Alas
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for students of Russian, nouns modified by numerals greater than ‘four’ have to go
into the genitive plural.)

On Halle’s model, the non-existence of words such as *arrivation or *derival is
interpreted as something idiosyncratic. That is, such words are expected to exist and
thus we need a special explanation for why they don’t. This is to regard *arrivation
(and millions of non-words like it) as an accidental gap. This is a conclusion some
have found suspect, because an accidental gap is usually thought of as a ‘hole’ in a
paradigm, and derivational morphology is not usually considered to operate over
paradigms. In inflection, on the other hand, we encounter quite uncontroversial
examples of accidental gaps. For instance, some Russian verbs lack a Ist pers. sg.
form, even though there is no particularly strong grammatical reason (say, semantic
or phonological) for not having such a form.

The model Halle proposes to answer his set of questions is based on the assumption
that the lexicon consists of a list of morphemes and that these are concatenated by
word formation rules (WFRs). However, these rules overgenerate. In order to account
for the fact that only a subset of the possible morpheme strings are actual or possible
words, Halle first postulates a Dictionary which lists all the occurring word forms.
Idiosyncratic information about words is recorded in rather a brute force fashion by
means of a Filter. This adds idiosyncratic semantic information, adds diacritic mor-
phophonemic features to block phonological rules from applying, and marks acci-
dental gaps with the feature [-lexical insertion]. This feature doesn’t, apparently,
prevent the item from entering the Dictionary, but it does prevent it from being
inserted into syntactic trees by the lexical insertion transformations. This part of the
model is shown in figure 3.2, which includes a box labelled ‘Syntax’. This represents
the route from Dictionary to deep structures which is realized by lexical insertion.

The List of Morphemes is little more than that, a list. However, its members contain .
a certain amount of useful information. For instance, a morpheme such as take will
be marked with a morphosyntactic class membership feature such as [+EN] to
indicate that it forms its past participle by adding -en.

A further task of the WFRs in Halle’s model is to compose affixes with bound
stems, and record the syntactic category of the output, as shown in examples 3.31:

3.31 [STEM +ant] a: vac +ant, pregn+ant, mendic +ant, ambul +ant
[STEM +ity] n: pauc +ity, prob +ity, credul +ity, serendip +ity

They must also be able to compose affixes with words, taking into account the
syntactic category membership of the input and that of the output, as in 3.32:

3.32 .a) {[VERB+alja: recital, appraisal, conferral
b) [ADJ+ity]n: serenity, fecundity, obesity

List of . Word . - —
Morphemes Formation iter ictionary
Rules

1

Syntax

Figure 3.2 Halle’s (1973) model (simplified)
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In addition to indicating the syntactic category of the output word, some WFRs must
add semantic information. For instance, the afhix -heod, as in boyhood, changes a con-
crete ([-abstract]) noun into a [+abstract] noun. This is a general property of this
affix, and not just an idiosyncrasy of certain of the words so derived. Therefore, this
fact must be captured by the WFRs, and not in the Filter, for the Filter only adds
unpredictable changes in meaning. Finally, some properties of a word are inherited
when that word is affixed. For instance, the -ing gerundives of English form nomi-
nalizations which retain (some of) the subcategorization characteristics of the verb,
as in the giving of money to charity. In some manner which is not clearly specified, the
WFRs are supposed to effect such inheritance, provided it is a general property of
the afhx.

Halle’s model is actually more articulated than would appear from figure 3.2. First,
recall that WEFRs may combine affixes with words as well as with stems. But the List
of Morphemes doesn’t contain any words; they reside in the Dictionary. This means
there must be a loop linking the WFRs with the Dictionary, so that the WFRs can
take words from the Dictionary and add affixes to them.

Halle raises another point which tends to be overlooked in phonological and mor-
phological theorizing, the phonological conditioning of morphological rules. From
this phenomenon he draws interesting conclusions about the nature of WFRs.

There are two ways in which phonological structure can influence word formation.
First, a morpheme may be restricted to combining only with morphemes of a par-
ticular phonological form. Halle himself doesn’t discuss this situation specifically,
but a number of examples are given by Carstairs (1987). In Hungarian the 2nd pers.
sg. affix for verbs in the indefinite form of the present tense has two allomorphs, -ol
and -(a)sz. These allomorphs cannot be derived from a common UR by motivated
phonological rules of Hungarian. They are thus like the past participle afhx allo-
morphs -en and -ed (spoken vs walked) or the plural allomorphs -z and -en (cows vs.
oxen) in English. However, unlike that of the English examples, the distribution of
the Hungarian affixes is predictable: -0/ combines with a stem ending in a sibilant and
-(a)sz appears elsewhere.

The second type of phonological conditioning occurs when the application of a
WFR is determined by the phonological shape of the output of the rule. A familiar
example of this is the inchoative/causative afix -en, which attaches to adjectives to
produce verbs meaning ‘become/cause to be Adj’ (e.g. red = redden). Now, this affix
seems to be subject to phonological conditioning of the first type, since it only
attaches to monosyllabic stems and, moreover, only if they end in an obstruent,
optionally preceded by a sonorant. Thus we observe the data of 3.33:

3.33 a) quicken b) *slowen
redden *greenen
roughen *apten
shorten *laxen

However, there are also examples such as 3.34 in which this restriction appears to
have been violated, for -en has attached to a stem ending in two obstruents, [ft/ or

[st]:

3.34 soften, moisten, fasten
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The intriguing thing about these examples is that a subsequent phonological rule
applies to delete the [t/. Then the -en is attached to a stem which respects the phono-
logical condition, namely sof-, mois- or fas-. This means that the condition must be
stated as follows: -en attaches to monosyllabic stems which will ultimately end in
(sonorant plus) obstruent after the operation of phonological rules.

In the Standard Theory all phonological rules apply after all syntactic rules. But
the word formation component introduced by Halle strictly precedes the syntax (see
figure 3.2). Therefore, in order to state such phonologically defined constraints on
surface forms it is necessary to allow the phonology to send words back again to the
word formation component.

These two refinements to the model are illustrated in figure 3.3, in which loops from
the Dictionary and from the phonological component to the WFR component have
been added. This is the final form of Halle’s model of word formation.

Halle makes a number of important theoretical observations about this model.
First, he says that the WFRs and especially the Filter will have to perform operations
which are unlike those performed by standard transformational rules or phonological
rules. Second, the organization of the morphological component is different from that
standardly assumed in the Aspects model, in which a derivation proceeds in a strictly
sequential fashion from basic form, through intermediate derived forms, to the final
output. In Halle’s model, the grammar allows a form to loop back and resubject itself
to processes which it has already had the opportunity to undergo. This permits
certain grammatical processes a ‘global’ view of the derivation, since, in effect, they
can be triggered or blocked depending on what their later consequences are going to
be. Third, the examples of phonological conditioning on outputs suggest that the
format of the WFRs has to be different from standard transformations. Although he
doesn’t formulate the rule in question, Halle says that the grammatical process within
the WFR component which accounts for the ‘soften’ examples must have access to
the form which is produced by the phonology. This means that some WFRs, at least,
are not just adjoining one morpheme to another, but are a totally different sort of
formal operation, namely, a derivational constraint. In other words, an affixation rule
‘conspires’ with the phonological component to ensure that the output of the deri-
vation is constrained so as to comply with a certain canonical form.

The conclusions drawn from this are that WFRs might be grammatical processes
of a very different type from those of syntax or phonology. This is seen as an advan-
tage, because it locates all the formally unusual processes in the word formation
component, leaving the rules of syntax and phonology in their standard format.

There are a great many questions left unclear in Halle’s model, some of which will

- Word
List of JE ‘ : —
Morphemes ormation —-»L Filter —»[ chtlonary ‘
Rules
A
Output = Phonology = Syntax

Figure 3.3 Halle’s (1973) model (final version)
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be broached later in the book. However, the purpose of Halle’s paper was not to
solve problems so much as to raise central questions in an area which till then had
been largely neglected. The fact that all the questions which Halle raised are still the
subject of intense debate gives an indication of how successful Halle was in this aim.

3.4 Siegel’s level ordering hypothesis

An important feature of generative grammar since its inception has been the use of
the mechanism by which rules can be stipulated to apply in a fixed order, that is the
mechanism of extrinsic rule ordering. However, whenever rule ordering has been
invoked it has prompted an adverse reaction in many linguists. One of the more
telling arguments against extrinsic ordering is that it is difficult to see how a child
can learn in which order the rules are supposed to apply. One way in which we can
have our cake and eat it with respect to ordering is to split the grammar into well-
defined and well-motivated blocks, components or modules, and establish an
ordering between the blocks. This strategy will work perfectly whenever all the rules
of the earlier block may or must precede all those of the later block. If the relative
ordering of the blocks can be easily related to some other salient property of the
grammar, then this type of ordering will presumably not pose a learnability problem.

Putting sets of rules or processes together in the same block might be expected to
correlate with other sets of similarities between those processes. This idea was used
by Dorothy Siegel (1979) to capture certain commonalities in the phonological and
morphological behaviour of affixes in English. In SPE a distinction is drawn between
two sorts of affix,® associated with different boundaries, + and #. Of these, the
+ (morpheme or ‘plus’) boundary affixes and the # (word or ‘cross-hatch’) boundary
affixes are the most important for morphological theory. Siegel uses the terms Class
I and Class II respectively to refer to these affixes. She shows that they can be distin-
guished in terms of their phonological properties and their morphological properties.
Commonly cited examples of Class 1 and Class II affixes are:

Class I suffixes: +ion, +ity, +y, +al, +ic, +ate, +ous, +ive
Class I prefixes: re+, con+, de+, sub+, pre+, in+, en+, be+
Class II suffixes: #ness, #less, #hood, #ful, #ly, #y, #like
Class II prefixes: re#, sub#, un#, non#, de#, semi#, anti#

Phonology distinguishes the two classes of affixes in a variety of ways. The Class
I (+ boundary) afhixes trigger and undergo phonological processes while the Class II
(# boundary) affixes are phonologically inert. Most importantly, Class I suffixes may
cause stress shift in the base to which they attach. Class II suffixes never do this (they
are stress-neutral).

3.35 Class 1 Class 1I
prodictive productivity prodictiveness
fragile fragility fragileness

Class I affixes may trigger other non-automatic phonological processes, that is, pro-
cesses which depend on precisely which types of morpheme are involved, and are not
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simply triggered by all forms having a given phonological composition. Class II
affixes may only trigger automatic processes, i.e. those which apply irrespective of
the morphological structure of the word. For instance, the Class I -1ty triggers a rule
of Trisyllabic Laxing, one of whose effects is to turn [ai] into [i}; the Class I -y
spirantizes [t/ to [s/. However, the Class II -ness and Class II -y (a homophone of
Class I -y) don’t condition any such changes:

3.36 Class I Class II
fatuous fatuity fatuousness
frag[ai]l frag [1] lity
democrat  democracy
cat catty

Class I affixes may undergo non-automatic phonological processes; Class II affixes
never undergo phonological processes simply as a result of attaching to their base.
An oft-cited example is that of nasal assimilation in prefixes, in which a final /n/
becomes labial (/m/) before a labial (/p b m/) and a liquid (/I r/) before a liquid:

3.37 Class I Class 1I
inedible uneatable
but illegal, *inlegal unlawful, *ullawful
impossible *inpossible unruly, *urruly
contain _
but complain *compliant  non-basic
correct *conrect non-racial

(notice also: coincide *conincide)

Some Class I prefixes attract the stress from the base word to themselves (at least in
some words). This doesn’t standardly happen with Class II prefixes:

3.38 a) finite — infinite
b) marine — stibmarine

There are several ways in which the two types of afhx differ morphologically. The
class I affixes appear nearer to the root than the Class II affixes when there are
members of both classes in a word. This is referred to by Selkirk (1982) as the Affix
Ordering Generalization. It is this which rules out sequences of Class II + Class I
suffixes, as in *hopefulity, and prefixes, as in *irrefillable. Class 1 affixes may attach
to stems (i.e. bound morphemes). Class II afhxes only ever attach to words:

3.39 Class I  Class 1I
re-fer re-fur
flacc-id  child-like
in-ept un-fair

tortu-ous motion-less

Notice that the re- of refer is a different morpheme from the re- of re-fur. (The latter
has a meaning, for one thing.)
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These facts suggest that there are systematic differences between the two sorts of
affix. Siegel shows how we can account for the stress-neutrality of Class II affixes by
assuming that the two types of affixation take place in separate blocks, with Class I
affixation occurring first, and assuming that the stress rules apply between the two
blocks. This gives the model of 3.40:

3.40 Class I affixation
Stress rules
Class II affixation

For instance, to derive productivity, we first add together pro, duct, 1ve and uy (all
Class I). Then we apply the stress rules which tell us that -1ty attracts stress to the
previous syllable to give productivity. On the other hand, to derive productiveness, we
first concatentate pro, duct and 1ve, then we apply the stress rules, to give prodictive,
and only then do we have the chance to add the Class II suffix -ness, giving prodiic-
nveness. Since the affixation of -ness occurs ‘downstream’ of the stress rules, we
correctly predict that -ness cannot alter the stress already assigned to prodiictive.

Following the terminology of Margaret Allen (1978), the boxes are more often
referred to as levels (or, more recently, strata). The claim embodied in Siegel’s
dissertation is known as the Level Ordering Hypothesis.

Allen (1978) observed that when words are concatenated to form compound words,
as in houseboat, the components of the compound behave rather like Class II affixes,
in that they fail either to condition or to undergo non-automatic phonological rules.
Moreover, such compounds don’t seem to accept Class I or Class II affixes: passion
fruit, but not *com + passion fruit or *passion fruit#y. However, compounds do accept
regular inflections, e.g. [[house boat]} s}, [[over price] ing], [[emulsion paint} ed].
We can explain these facts if we assume that compounding (of words, at least) takes
place after Class II affixation but before (regular) inflection. This model is known as
the Extended Level Ordering Hypothesis:’

3.41 Level I (+ afhixation)
Stress rules
Level II (# afhxation)
Level III (compounding)
Level IV (regular inflection)

The (Extended) Level Ordering Hypothesis is of great importance in the develop-
ment of Lexical Phonology (chapter 4). We will discuss the further fate of the
hypothesis in chapter 6. '

3.5 Aronoff’s Word Formation in Generative
Grammar

3.5.1 The model in outline

The model of word formation proposed by Mark Aronoff (1976) marks a watershed
in the development of morphological theory within generative grammar. A good deal
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of the work done subsequently is an extension of, or reaction to, Aronoff’s theory.
The model shares certain characteristics with that of Halle, most obviously in
assuming the existence of a separate component in the grammar which houses word
formation rules. In addition, Aronoff assumes roughly the same model of syntax
and phonology as Halle, namely the Standard Theory of Aspects as modified in
Chomsky’s ‘Remarks’ (1970). However, Aronoff differs from Halle on a number of
fundamental points. I shall give a brief overview of Aronoff’s model, against the
background of Halle’s, and then discuss the motivation behind the innovations.

The most important feature of Aronoff’s theory is the assumption that word forma-
tion rules operate over words and not morphemes, that is, Aronoff adopts a theory
of word-based morphology. As a consequence, the rules which add affixes to pure
stems in Halle’s model have no place in Aronoff’s. A number of implications flow
from this assumption and we will therefore be looking at it in some detail. A second
feature is that Aronoff explicitly restricts himself to derivational morphology. This
is because he regards all other aspects of morphology, including cliticization (or ‘in-
corporation’®) and inflection, as syntactic. Curiously, no mention is ever made of
compounding, though one presumes Aronoff would have regarded this as syntactic,
too. Finally, Aronoff only considers what can properly be called ‘productive’ mor-
phological processes. This, too, is an important and rather controversial aspect of his
theory, and requires some closer examination.

The typical operation of a WFR, then, is to take an existing word and add an affix
to it. However, it may turn out that other phonological changes will occur, in the
base, sometimes of a fairly drastic kind. This results in allomorphy which is often
lexically or morphologically governed (i.e. only certain words or morphemes undergo
it) and which in some cases is substantially different from bona fide phonological
alternations.

Aronoff proposes that such alternations be handled not in the phonology but in
the word formation component, by means of special rules called allomorphy rules.
One example discussed by Aronoff is the verb suffix -fy as in electrify. Words ending
in this suffix (fairly) productively nominalize by taking the afiix -arion. However, the
-fy is then replaced by an allomorphic variant -fic. In SPE this alternation is handled
by assuming that the [k/ of -fic is present in URs and that it is deleted before a word
boundary.

3.42 # #elektri + fi:k # # =elektri + fi: (=elektrifai)

However, Aronoff argues that this is an arbitrary solution. In effect, we are treating
something totally idiosyncratic as though it were formally similar to a regular process
(namely, a genuinely phonological alternation). He concludes that it is better to
regard such cases as partial suppletion, by writing a rule stating that when -ation is
added to the sufhx -fy, the latter is replaced by the -fic allomorph.

If word formation is word-based how do we account for the formation of words
such as lubricant? This word is apparently derived by means of a suffix -ant, which
has a relatively transparent meaning (viz. ‘someone/something that performs the
action of VERB-1ng’). Burt the verb in question is [ubricate. Therefore, word-based
morphology predicts that the form should be *ubricatant. This is not an isolated
example. Nearly all verbs ending in -ate which allow affixation by -ant behave simi-
larly: negociant, officiant. Exceptions are words like inflatant and dilatant. However,
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interestingly, in these words the -ate is part of a morpheme (-flate, -late), whereas in
the lubricant case it is 2 morpheme itself. On the basis of a number of examples like
this from a variety of languages, Aronoff argues that there must be rules which selec-
tively delete certain morphemes which are adjacent to other morphemes. Such a rule
is called a truncation rule. It has the general form of 3.43:

3.43 [[root+ A]x + Bly
1 2 3 =1 @ 3

where X and Y are major lexical categories.

Allomorphy rules and truncation rules both have the function of patching up the
phonological form of words which have been produced by WFRs. For this reason
(echoing the terminology of SPE) they are collectively called adjustment rules
(though the SPE term readjustment rule tends to be used more commonly). They
mediate between the output of WFRs proper and the phonological component
and perform some of the messier phonological operations which are handled by
supposedly phonological rules in SPE.

Each wype of readjustment rule performs drastic operations on words. However,
truncation rules are constrained by the schema of 3.43 to delete named morphemes
in the environment of other morphemes. Similarly, Aronoff restricts allomorphy
rules (which in principle could perform any operation whatever). His characterization
is (1976: 98): ‘A rule which effects a phonological change, but which only applies to
certain morphemes in the immediate environment of certain other morphemes...’,
and such rules ‘cannot introduce segments which are not otherwise motivated as
underlying phonological segments of the language.’ This is a property which is later
to appear (within the framework of Lexical Phonology) under the name of structure
preservation. Under Aronoff’s overall assumptions, structure preservation
distinguishes allomorphy rules quite sharply from phonological rules proper.

Readjustment rules will be discussed in more depth in Part II, when we explore
the implications of Aronoff’s assumptions for phonological theory. Now we turn to
a more detailed examination of the WFRs themselves, before finally asking what
motivated Aronoff’s initial assumptions.

3.5.2 The form and function of WFRs

I have said that Aronoff assumes a word-based morphology: WFRs are defined
solely over words, and those words belong to major syntactic classes (roughly the
‘open-ended’ lexical classes). Scalise (1984: 40; slightly modified) spells out these
assumptions as follows:

1 The bases of WFRs are words.
These words must be existing words. Thus, a possible but non-existent word
cannot be the base of a WEFR.

3 WFRs can take as a base only a single word, no more (e.g. phrases) and no less
(e.g. bound forms).

4 Both the input and

5 the output of a WFR must be members of the categories N, V, A.

We will see later that most of these assumptions have been challenged.
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A further important property of WFRs is that they only ever operate over a single
type of syntactically or semantically defined base (the Unitary Base Hypothesis or
UBH). Thus, an athx may attach to members of the category ‘abstract noun’, or
‘transitive verb’, but never to a class which can only be defined disjunctively, such
as ‘either noun or transitive verb’. There are some apparent exceptions to this, such
as affixes which attach to either nouns or adjectives. However, within the theory of
syntactic features which Aronoff is presupposing it is possible to refer to these as a
natural class, that of ‘nominals’, defined as either of the two categories bearing the
feature [+N]. In other cases where a disjunction appears to be necessary, Aronoff
argues that we are dealing with two homophonous affixes, and that this can be seen
in the difference in properties of the affixes, independently of the different bases to
which they attach.

Not only must the base of a WFR be unique but so must the operation (e.g. the
affixation) it performs. This means in particular that a WEFR can’t add a prefix and
a suffix simultaneously. Nor could a WFR add one affix and delete another affix, or
add an affix and at the same time change a vowel from front to back, or retract the
position of stress. ‘ :

It will be recalled that the WFRs in Halle’s model not only defined the syntactic
category of the output but also added other syntactic and semantic features such as
[ +abstract]. In addition they defined the meaning of the new word. The same is true
of Aronoff’s SFRs. Again, like (some of) Halle’s rules, the WFRs will specify the
type of boundary which separates the concatenated afhx from its base, as well as
retaining the internal bracketing. A hackneyed example of such a process is the WFR
which attaches the suffix -er to verbs to produce an agentive noun with the meaning
‘one who VERB-s’. This can be represented as 3.44 (cf Aronoff, 1976: 50)°:

3.44 [[X]vier] In ‘one who Xs habitually, professionally, ...’

In word-based morphology rules can’t combine bound morphemes to each other,
for only words can form the base of a WFR. However, it is clear that there are many
words which, while not formed productively by means of WFRs, nonetheless have
an articulated structure. English speakers know, for instance, that there is some mor-
phological relationship between words such as possible, legible, edible, tangible, prob-
able. Aronoff therefore argues that the WFRs can operate ‘backwards’ to analyse
such words into components such as [poss +ible] . In this way we can account for
the intuition that each word contains a component which contributes some sort of
meaning (‘such that X can be Y-ed’” very roughly), and which determines the syn-
tactic class of the final word. This component is the morpheme -able. Since the WFR
acts to analyse an existing word and not produce a new one, there is no reason to
expect it to identify a proper major class word base in addition to the suffix. All that
we know about the stem is that it has the form poss-, and in the case of other such
stems we may know a little about its meaning, if it has one, and its allomorphy
properties.

Aronoff’s WFRs, like Halle’s, are ‘once-only’ rules: once a word has been formed,
and registered in the dictionary, it can’t be unformed. This distinguishes WFRs from
syntactic rules (since there is no obvious sense in which sentences, once constructed,
are stored). Therefore, WFRs are best regarded as lexical redundancy rules.'”
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3.5.3 Fustifying the model

Aronoff departs from Halle’s model in a number of respects and each of these
departures requires some justification. The assumptions we will look at here are:

(1) only derivational morphology is properly lexical
(i) word-based morphology
(iii) the organization of the Dictionary

The essence of Aronoff’s model is that WFRs in their productive or synthetic func-
tion create new words by adding morphemes to old words. Moreover, in their func-
tion as redundancy rules they serve to analyse existing words into their component
morphemes. This means that the morpheme has an important role to play, even in
this theory. However, the notion ‘morpheme’ does not include the notion ‘exponent
of inflectional category’, as it does for Halle. Inflectional morphology in Aronoff’s
theory is properly a part of syntax, and categories such as ‘plural’, ‘genitive case’ or
‘subjunctive’ are morphosyntactic categories and cannot be regarded as morphemes.
This stance (which is effectively a return to the Aspects position) means that Aronoff
1s not troubled by problems which beset the structuralist tradition of morphology.
We have seen that the Item-and-Arrangement approach to inflection has difficulty
handling multiple exponence. This problem arises rather seldom 1n derivational mor-
phology and so Aronoff can afford to ignore it. Furthermore, neither suppletive
forms nor accidental gaps can occur in derivational morphology given Aronoft’s
assumptions (especially the hypothesis that morphology is word-based).

Aronoff offers several arguments for word-based morphology. The most direct
justification is simply that productive processes of derivational morphology don’t
seem to operate over anything other than words. Other types of word formation, such
as acronyms, clippings, blends and so on are not productive in any language
according to Aronoff.

A second piece of evidence is theory internal. The operation of phonological rules
is sometimes sensitive to the internal constituency of words. Aronoff illustrates this
with the example of the contrasting pronunciations of the words prohibition and Pro-
hibition (in American speech, at least). The former, the standard nominalization of
the verb prohibit, is pronounced [prohibifn/, while the latter, referring to the
period in American history when alcoholic drinks were illegal, is pronounced
[proabifn/. The former is the pronunciation expected if the UR is [[prohi-
bit] + ion], while the latter is what is expected if there are no internal brackets. This
is because the reduction process which turns the syllable -Ai- into a schwa is blocked
if that syllable bears any degree of stress. In the nominalized form we first apply
phonological rules, including stress, to the innermost bracketing (the word prohibiz),
and then apply those rules to the whole word. This is an example of a cyclic deri-
vation (see chapter 4). On this second pass through the rules the stress on the syllable
-hi- therefore blocks the reduction. However, the lexicalized word ‘Prohibition’ is
treated as a single unanalyzed word, so the stress rules never get an opportunity to
assign any stress to the -ki- syllable and it duly gets reduced.

Backformations'' provide more evidence for word-based morphology. If we con-
sider a backformation such as self-destruct within Halle’s model, we see it poses
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serious problems. The word is formed from the noun self-destruction. This noun will
be formed from (the URs of) self and destroy in Halle’s system. This means that *self-
destroy is generated as a potential word which is then filtered by receiving the mark
[-lexical insertion] . But if *self-destroy 1s generated by the WFRs, why does this form
not surface when speakers decide to create the verb corresponding to self-destruction?
In Aronoff’s model there is no such problem. The form *self-destroy never existed at
any stage. Moreover, by a principle of least effort, plus the observation of extant
word pairs such as construct—construction, we can understand that any reasonable
strategy for backformation will lead us to self-destruct as the most transparent, while
morphologically possible, source verb for the noun self-destruction.

Perhaps the most powerful support for word-based morphology comes from con-
siderations of meaning. In traditional morphological theory the morpheme was the
‘smallest unit of meaning’ or, in a different terminological tradition, the ‘minimal
sign’. However, it seems clear that morphemes can’t constitute the ‘minimal sign’
because sometimes, as in the case of cranberry morphemes, they don’t have any
meaning. Aronoff strengthens the argument from cranberry morphemes by pointing
out that the phenomenon is fairly widespread for an important portion of the English
lexicon. There are a great many words in English formed from latinate roots and
affixes. Aronoff gives two lists, one for stems (3.45), one for prefixes (3.46):

3.45 X-fer X-mit X-sume X-ceive X-duce
refer remit resume receive  reduce
defer demit deceive  deduce
prefer presume
infer induce
confer commit consume conceive conduce
transfer transmit transduce

submit  subsume
admit assume adduce
permit perceive

3.46 re-X con-X in-X de-X
repel compel impel
remit commit demit
refer confer infer defer
resume consume
receive  conceive deceive

reduce conduce induce deduce

The problem for a morpheme-as-minimal-sign theory is to find the meaning of each
of the prefixes and each of the stems. In some cases it is impossible to relate the
meaning of a stem of a word to the meaning of the stem in a different sense of the
same word. For instance, what does -ceive mean in (either of) the two main senses
of conceive? We could try to claim that elements like -ceive aren’t ‘real’ morphemes
in some sense, but this isn’t borne out by closer examination. For instance, any verb
formed on -cerve will have a nominalization in which the -ceive part is replaced by
the component -cepr. If -cerve is not a morpheme, then the completely systematic
-cerve[-cept alternation cannot be allomorphy. But if it isn’t allomorphy, whar is it?




ARONOFF’S WORD FORMATION IN GENERATIVE GRAMMAR

87

The problem 1s compounded by the fact that the same argument can be run on all
of these stems. Thus, we must accept that -cerve and their kin are morphemes even
though they don’t mean anything.

However, the hypothesis that morphology is word-based hasn’t gone uncriticized.
Scalise (1984) provides a good summary of the issues.

In many languages it looks as though roots constitute the basis of word formation
rather than words. This is particularly true of inflecting languages (Scalise suggests
for this reason that we understand the term ‘word’ to mean ‘completed word minus
its inflections’). For instance, in Russian we can add an affix -y~ to a verb root to
give an aspectual meaning of roughly ‘to do regularly’, as in 1gr-yv-at’ from the verb
igrat’ ‘to play’. But here we are adding the derivational suffix to a root (and not even
a stem, which in this case would be igra-). There is no verbal word form with the
shape igr. This type of morphology is typical of Russian. Of course, even if we do
interpret ‘word’ to mean ‘word minus inflections’, this means we are committed to
finding a principled distinction between derivational and inflectional morphology, a
vexed topic. The incorporation process of Chukchee is likewise defined over roots (or
occasionally stems) and not words, even though incorporation is essentially a form
of compounding. Moreover, even in English, in which the basic form of a word is
typically an uninflected root, we find cases such as cannibalistic which appears to have
been derived from the non-existent word *cannibalist. Such examples suggest that
word formation can be defined over units smaller than the word (i.e. the word can-
nibal, plus the morphemes -ist, and -ic). On the other hand, if we take certain var-
ieties of English compounding into account, it is clear that word formation processes
can include phrases, as in no waiting zone or American history teacher (on the reading
‘teacher of American history’). This will be discussed in more detail in chapters 8
and 10.

In Halle’s model all potential words are generated from the List of Morphemes
by the WFRs, and those that pass unscathed through the Filter are stored in the
Dictionary. Aronoff dispenses with the List of Morphemes and the Filter, and lists
only (attested) words. This means that words formed by entirely regular, productive
processes are not listed. For instance, Aronoff notes that pretty well any adjective can
form an adverb by adding the afhx -[y. These adverbs are not listed specially, since

their existence, their form and their meaning can be predicted from the WFR which "

creates them.

There is a further reason for rejecting Halle’s model of lexical organization.
Semantic idiosyncrasy is introduced by the Filter on Halle’s model, which has the
power to add extra clauses in the semantic characterization of a word. This is fine
for cases such as transformation, which acquires added nuances of meaning in the ter-
minology of generative linguistics, but this is not the only kind of semantic flux to
which words are prone. A word left to its own devices will often acquire new usages
which, over time, are likely to become more like new meanings. This is the tradi-
tional concept of polysemy, as exhibited by old favourites such as mouth. This word
may refer (inter alia) 1o the opening of the buccal cavity or to the point where a river
joins the sea. Sometimes, meanings drift inexorably apart to the point where all
speakers (except etymologists) agree that there are two separate words which just
happen to sound alike (homonymy). The two meanings of bank (river and
savings ) used to be examples of polysemy (cognate with the modern word bench)
but they are not nowadays perceived as semantically related.
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The point of this is that Halle’s Filter is ill-equipped to account for extreme poly-
semy or frank homonymy. This is going to cause problems precisely when the
semantic representation of a morphologically complex word bifurcates, so that one
of its meanings is (more-or-less) compositional while the other bears no relation to
the meanings of its component morphemes. Aronoff’s example of this situation is the
word transmission. The regularly determined meaning is ‘act of transmitting’, but its
meaning in the technical vocabulary of motor-car engineering is to all intents and
purposes divorced from the source verb transmit. For Aronoff this is not a problem.
On its idiosyncratic readings the word transmission will be listed in the Dictionary.
Once there, it can drift as much as it likes, just as any other lexically listed word
might.

Lexical listing, then, means adding some sort of idiosyncrasy to a word.
Homonymy is an extreme consequence of lexical listing, in the semantic domain. The
very least that can happen when a morphologically complex word is listed is that
some aspect of the process which produced that word fails to be completely general.
This is to say that the rule ceases to be completely productive in some sense. The
notion of productivity is extremely slippery and Aronoff spends some time expli-
cating it. It would be insufhicient, for instance, to say that a WEFR W, 1s more produc-
tive than a WFR W, simply if it produces more words. This will not be helpful if
W, applies, say, to adjectives while W, applies to nouns and it just happens that there
are lots more nouns than adjectives in the language. More sensible is to adopt a
relativized notion of productivity under which we measure the ratio of the number
of bases which undergo the WFR to the number which in principle are permitted to
undergo it.

Aronoff sets up an experiment to investigate productivity. He compares two very
similar affixes, #ness and +1zy, and the result of attaching them to a constant set of
bases, namely those ending in another affix, -ous. This produces four interesting .-
reflexes of lowered productivity among the +1ty words, distinguishing them from the
# ness words.

The first reflex is phonological. No phonological idiosyncrasy is observed with
#ness words, whereas +ity induces two types of phonological peculiarity which
cannot be attributed to any more general rules of morphophonemics. '? First, + zzy
always attracts the stress to the previous syllable. Thus, we have cririous but curidsity.
Second, +1ty induces the wholesale loss of the -ous morpheme in some words (a case
of truncation): various—variety.

The first reflex also provides an example of the second reflex: lexical government.
Not all -ous words undergo truncation with +1ity, and for most words there is no
way of telling which words do and which words don’t truncate (compare nebulozis—
nebulosity with credulous—credulity). Therefore, such words have to be marked
lexically to indicate whether they truncate or not.

A third reflex is semantic. All the words of the form Xousness mean each of the
following three things:

3.47 a) ‘The fact that Y is Xous’, e.g. ‘His callousness surprised me’.
b) “The extent to which Y is Xous’, e.g. (again) ‘His callousness sur-
prised me’.

¢) ‘The quality or state of being Xous’ e.g. ‘Callousness is not a vir-

bl
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Thus, the meaning of the derivate is transparently a composition of the meaning of
the stem and that of #ness. Aronoff calls this ‘semantic coherence’. The Xosiry words
in some cases have, additionally, idiosyncratic meanings. Some of Aronoff’s examples
of idiosyncratic meaning are given in 3.48:

3.48 a) There are several varieties of fish in the pond.
b) They admired his dress, but only as a curosity.
¢) The continuities for next week’s episode ...

Finally, let us return to the question of lexical government. We have seen that
+1ry affixation is less productive with -ous words than is # ness affixation, and this has
been linked to the fact that +uy afixation affects phonological form, is not seman-
tically ‘coherent’ and is lexically governed. Lexical government affects productivity
very directly, for it entails that some -ous words simply fail to accept +ity for
completely arbitrary reasons.

However, there is one set of cases in which failure to affix +1zy is non-arbitrary and
this 1s illustrated in 3.49:

3.49 glorious *gloriosity gloriousness
furious *furiosity furiousness
gracious *graciosity graciousness
fallacious *fallacity fallaciousness

acrimonious *acrimoniosity acrimoniousness

In each case +1ty afhixation is disallowed. But this can be linked to the fact that for

each of the adjectives glorious, etc. there already exists a corresponding noun, namely
those of 3.50:

3.50 glory, fury, grace, fallacy, acrimony

In fact, whenever a corresponding underived noun already exists, the +1y form is
impossible. Aronoff assumes that the lexicon eschews complete synonymy between
its entries as far as possible. In other words, there will only be one ‘slot’ in the
Dictionary for the noun corresponding to, say, glorious. Since this slot is filled by
glory, there 1s no room for gloriosity. This phenomenon is referred to as blocking.

Why, then, can gloriousness and its ilk be formed? This is because these words are
generated by fully productive WFRs, unfettered by lexical government. Therefore,
such words are not actually listed in the lexicon. Since they are not listed it is not
possible for their places to have been usurped. Therefore, it is impossible to block
gloriousness. "

Aronoff’s main conclusions concerning productivity can be summarized simply
(1976: 45):

(1) [Plroducuvity goes hand in hand with semantic coherence.
(11) The listing of the output of a WFR in the lexicon leads to a loss in productivity.

These conclusions follow naturally from the assumptions Aronoff makes about the
organization of the lexicon.
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3.6 The ‘classical’ model of generative
morphology: conclusions

To conclude Part 1 of the book I shall summarize the model Halle proposed as a
point of departure for introducing the way morphological theorizing has developed
subsequently. In summary form, the questions Halle raises, implicitly or explicitly,
are the following:

() How is the structure of a word represented in a grammar?

(i) If there is a separate grammatical component for morphology, how does it
interact with other components (the lexicon, syntax, phonology, semantics)?

(111) What do WFRs apply to (morphemes? words? something else?)?

(iv) What is the format of WFRs and what aspects of linguistic structure do they
have access to?

(v) How are idiosyncrasies in word structure to be accounted for?

(vi) How is the existence of a word represented in the grammar? Is there a distinc-
tion between ‘actual’ word in a language and ‘potential’ word?

(vii) Is there a role for the notion ‘inflectional paradigm’?

Halle’s answer to these questions were:

(1) The structure of words is represented by WFRs.

(1) The word formation component is effectively a part of the lexicon. This means
that it serves to feed the syntactic component, through the operation of lexical
insertion. The syntactic component is interpreted itself by the semantics and the
phonology. However, the phonology is allowed to feed back into the lexicon.

(ii1)) WPFRs apply both to words and to (bound) stems.

(1iv) WPFRs have access to, and can alter, syntactic category information, semantic
features, and internal constituent structure.

(v) Idiosyncratic information about a morpheme such as its ascription to a morpho-
logical class is listed with the morpheme itself. Other idiosyncrasies are added
by a Filter, placed between the WFRs and the Dictionary. Included in its oper-
ations is the function of marking accidental gaps, or non-existent forms which
might otherwise be expected to occur (overgeneration).

(vi) There is a distinction between ‘potential’ and ‘actual’ words. The morphology
generates all the potential words, of which a large proportion may be discarded
by the Filter. Words formed by WFRs and not so discarded are all listed in the
Daictionary.

(vit) Morphology must recognize the notion of ‘inflectional paradigm’.

These answers have all been the subject of intense debate. As we have seen, claim
(1ii) has been rejected by Aronoff, though it is accepted by many other morphologists.
Aronoff, in effect, rejects the claim that WFRs have privileged access to internal con-
stituent structure, claiming that cyclicity effects are a consequence of word-based
morphology. Aronoff also rejects the idea that all words which are well-formed are
necessarily listed (point (vi)).

The very existence of a separate morphological component with WFRs ((i)) has
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been questioned, e.g. by Pesetsky (1985) and by Sproat (1985a). Of those who accept
the claim for a separate component, some have maintained that word formation may
also take place in the syntax (e.g. Baker, 1988a), and Anderson (1982) builds a model
in which much inflectional morphology is constructed in the phonology component.
Borer (1988) and Shibatani and Kageyama (1988) have also rejected the idea that the
morphological component is restricted to the lexicon ((i1)).

Many different theories have been advanced concerning the types of information
that WFRs have access to ((iv)). Of particular importance for phonology is the ques-
tion of internal constituent structure and cyclicity. The theory of Cyclic Phonology
(cf. Mascard, 1976) and later Lexical Phonology (Kiparsky, 1982a) are based on these
ideas (see chapter 4).

In many ways, the problem of idiosyncrasy ((v)) is one of the core issues in mor-
phology. Different types of idiosyncrasy (purely morphological, morphophono-
logical, morphosyntactic, semantic) have been handled in different ways within
different theories, as we shall see. The idea of an all-powerful Filter has been fairly
unanimously rejected. However, this doesn’t mean complete rejection of the idea that
components of a grammar might perform a filtering function of some sort. Finally,
there are divided opinions about the notions of ‘actual’ and ‘potential’ words, and
the related issues of ‘productivity’ ((vi)). These questions become particularly acute
when the domain of morphology is no longer restricted, as in Aronoff’s model,
to denvation, but includes such phenomena as inflection, compounding, noun
incorporation, and cliticization.

These are the questions that Halle addressed. Equally interesting, in some
respects, are the questions he doesn’t raise. Of the traditional concerns discussed in
chapters 1 and 2 the most obvious omission 1s discussion of what constitutes a word
in the first place. The notion is simply taken for granted, but it remains no less prob-
lematic, as Di Sciullo and Williams (1987) have stressed more recently. The problem
of wordhood finds reflexes in another question Halle doesn’t mention, namely the
status of the distinction between inflection, derivation and compounding. Recall that
many of the conundrums concerning the definition of wordhood centered around
compounds, and they pose a big problem for Halle’s model (cf. Booij, 1977). It
should not be surprising that compounds have been the subject of intense research.
Halle explicitly lumps inflection together with derivation and regards them as reflexes
of the same phenomenon, namely affixation. This assumption was explicitly rejected
by Aronoff and a number of morphologists have followed his suit, placing derivation
and inflection in totally disjoint components of grammar. For instance, in Anderson’s
Extended Word-and-Paradigm theory (see chapter 6), derivation is lexical, but inflec-
tion is part of the phonological component, fed by the syntax. In those theories which
incorporate Siegel’s Level Ordering Hypothesis, less drastic ways are found of separ-
ating the two. Rather curiously, although Halle doesn’t distinguish derivation and
inflection, he does suggest (albeit tentatively) that there might be a role for the notion
of ‘paradigm’ in generative grammar. This idea has been exploited in two subsequent
approaches to inflection, that of Anderson (1982) and that of Carstairs (1987) (as well
as proponents of ‘Natural Morphology’, such as Wurzel, 1984).

It is likely that one could raise all these questions about Halle’s model, and debate
them fiercely, even if everything else in grammatical theory were held constant and
the Standard Theory of Aspects remained unchanged. However, every conceivable
facet of syntax, phonology and semantics has been subjected to scrutiny during the
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period of development of generative morphology. Another glance at Halle’s model
will remind us that only slight changes in the organization of other grammatical com-
ponents might cause us to completely rethink morphology. Indeed, one of the main
reasons why morphology is a significant domain for contemporary theory construc-
tion is precisely because it is necessary to bear in mind the implications of changes
elsewhere in the overall theory of grammar.

We have already seen one example of this interdependence in the implications for
morphology of the theory of Generative Semantics (a theory which was ultimately
rejected by most generative grammarians). However, other changes, or proposed
changes, remain pregnant with meaning for morphology. For those readers who are
tamiliar with the relevant concepts from other areas of linguistic theory, the changes
include the following:

thematic roles (6 roles) have to be represented in the grammar (see chapter 6, §6.1.3,
chapters 7, 8) .

lexical insertion is performed at S-structure (see chapters 6, 9)

some or all of the traditional (cyclic) syntactic transformations are lexical rules,
relating items listed in the lexicon (see chapters 6, 7)

a generalized movement rule (‘Move-alpha’) applies at all levels of syntactic struc-
ture, including, perhaps, the lexicon (see chapters 7, 8, 10, 11)

phonological processes applying to words as opposed to phrases take place in the
lexicon (see chapters 4, 9)

phonological representations are ‘multidimensional’, and not linear as assumed in
SPE (see chapter 5). ' o ' o

Not all these assumptions characterize any given approach to generative grammar,
and some approaches may remain agnostic about some of these proposals. However,
1t turns out that each of them will have implications for the construction of a theory
of morphology.

EXERCISES

3.1 Nominalizations in -ing may have idiosyncratic readings. Provide a listing of
as many as possible and compare them with derived nominalizations. Do your
findings affect Chomsky’s argument in any way? If so, how?

3.2 Enumerate as many as you can of the morphological devices used to produce
derived nominalizations. Which of these are most likely to show the same sub-
categorization properties as the source verbs (i.e. which take the same set of-
complements)?

3.3 Not all derived nominalizations have corresponding verbs. Think of some
examples. How might the existence of such cases affect Chomsky’s argument?
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*3.4  The derivation of kil from underlying cause to become not alive is a locus
classicus 1n the development of Generative Semantics. Take Chomsky’s arguments
against a syntactic (transformational) treatment of derived nominalizations and run
them on causatives of adjectives. You will need first to provide a reasonably represen-
tative compilation of causatives derived from adjective roots. [You will find 1t helpful
to consult Chomsky (1970) for the theory, and Marchand (1969) for the data].

3.5  Take a representative sample from the literature of Class I and Class II affixes
(the ones I have cited will do for starters. A useful source of -data is the afhx index
of SPE). Which of them follow all the criteria for membership of their class? Do any
affixes give ambiguous results?

*3.6 Kiparsky claimed that irregular inflection takes place at Level I and that,
given the Extended Level Ordering Hypothesis, we can therefore explain why we
find irregular plurals inside compounds (the ‘teeth marks’ cases).

Test out the generality of Kiparsky’s claim by (i) constructing a list of all the types
of compound that can be formed from combinations of N, V, A; (ii) examining the
behaviour of irregular inflections for these parts of speech with respect to compound
formation.

*3.7 For the following expressions, indicate the constituent structure which is
implied by their meaning. What implications do your analyses have for morphology
and for the Level Ordering Hypothesis in particular?

transformational grammarian forty-ninth

nuclear physicist lieutenant-colonelcy
workman-like square sectional
sub-postmaster set theoretic

South American re-air-condition

3.8 Aronoff notes that a handful of adjectives fail to form adverbs in -ly, e.g. good.
He suggests that this is because of the existence of well. Explain why this explanation
is at odds with Aronoff’s other assumptions.

3.9 For each of the major lexical categories of English (N, V, A) find two produc-
tive WFRs which derive the same or another of the categories. (There are three input
and three output categories so you should look for 2x9=18 different WFRs.)

3.10 Aronoft’s list of latinate cranberry morphemes isn’t complete. Complete it.

3.11 Aronoff adduces an argument very similar to the argument from -cetve mor-
phemes using the example of the verb stand. This has at least two different syntactic
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subcategorizations (as in (1) and (2)) and at least two totally different meanings (cf.
(1), (2) and (3)). Moreover, the same morpheme seems to turn up in yet more senses
when prefixed ((4), (5)):

(1) We stood there for a while.

(2) We stood the chairs in a corner.

(3) I stood it as long as I could, and then I left.
(4) I understood the question

(5) My double-glazing withstood the blast.

However, we seem to be dealing with just one morpheme here, because in each case
it shows the same allomorphy in inflection (stand—stood—stood).

Is this an isolated phenomenon? Investigate it by checking the different meanings
(polysemy or homonymy) of the 200 or so English strong verbs. How could you
check if for the other categories?

3.12  Think of other examples of ‘transmission’ words. What factors lead to this
situation in language change?

*3.13  The only WFRs which can be used as redundancy rules are those which are
also used as productive rules. Discuss this assumption with reference to the words
in the following two lists: ' '

(1) enlarge, embolden, enrich, embaitter
(i1) encumber, enthrall, enchant, encompass, endure, enforce

Is there a WFR at work here? If so, is it productive in any sense? Does it apply in
both sets of words? How do your answers to these questions relate to Aronoff’s
theory?

*3.14  Carefully examine Aronoff’s arguments in favour of word-based morpho-
logy. Which of them provide additional arguments against Halle’s Filter.

3.15 Word formation from stems: how are the words in list (a) formed? Is the
process in any sense productive? To what extent and in what ways do these data
resemble the ‘mit’ morpheme cases (as in ‘commit’)? When people (usually scien-
tists) coin words of this type, what governs their choice? Are the constructions of list
(b) actual words? Are they morphologically well-formed? Could they mean anything,
and if so what? Do your answers to these questions support or undermine word-
based morphology? [You may find it interesting to compare the list (a) examples with
N-N compounds of the kind ‘sound image’, ‘blood cell’, ‘eye probe’, ‘light meter’,
‘ingerprint’ and the list (b) examples with the nonce formations: ‘cell print’,
‘measure science’, ‘eye cell’, ‘blood meter’.]




EXERCISES 95

List (a):

morpheme, lexeme, phoneme, phonaestheme, toneme, chroneme, grapheme
photograph, telegraph, sonograph, micrograph

telegram, sonogram

photometry, telemetry, micrometry, ophthalmometry

telescope, microscope, ophthalmoscope, hydroscope

cytology, haematology

haemocyte, leucocyte, melanocyte, phagocyte

cytophage, bacteriophage

cytolysis, electrolysis, hydrolysis

List (b):
cytograph, metrology, ophthalmocyte, haemometer

*3.16 N-N compounding and productivity; NV conversion:

(a) Two nouns can be compounded more or less without restriction to form a com-
pound noun whose precise meaning will usually depend on pragmatic factors. At the
same time, there are many idiosyncratically formed N-N compounds whose meaning
may be very different from that of their components (e.g. housewife, ladybird), or
which may exhibit phonological idiosyncrasy (e.g. the vowel reduction and cluster
simplification in postman). Furthermore, some discussions of lexical semantics have
hinged on the synonymy of expressions such as optician and eye doctor.

(b) A morphologically simple noun can be used as a verb more or less without
restriction, the precise meaning usually depending on pragmatic factors. At the same
time there are instances of verbs derived by N to V conversion (one of) whose mean-
ing(s) may not be readily derived from that of the base (e.g. to table, to chair, to
carpet), and some which exhibit phonological changes (e.g. to house). Moreover, some
of these words seem to be synonymous in all their uses with pre-existing words (e.g.
to house—accommodate).

Do either of the sets of observations in (a) or (b) pose problems for Aronoff’s con-
ception of lexical organization? If not, how are they explained? If so, how might you
modify Aronoff’s theory to accommodate (or house?) them?

*3.17 The Unitary Base Hypothesis is an empirical hypothesis which is falsifiable
by finding a single athx which concatenates with two types of base which can only
be characterized disjunctively. At the same time, every WEFR yields a unique cat-
egory of word, whose meaning is a compositional function of the meaning of the base.
Assess the empirical import of the UBH by listing a reasonably large collection of
syntactic categories and subcategories and then constructing suitable pseudo-WFRs
with feasible semantics for disjunctions defined over your list. On the basis of your
experiment, to what extent can you derive the UBH from other principles?
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Approaches to Allomorphy

Introduction

Our discussion of the morphology—phonology interface opens with the ‘classical’
position adopted in SPE. The rest of the chapter charts reactions to various aspects
of the SPE system. The theory of Natural Generative Phonology, which we touch
upon in §4.2, argued for much less ‘abstract’ and more ‘concrete’ analyses, playing
down the notions of ‘underlying representation’ and ‘phonological derivation’. In
§4.3 we trace the development of the highly influential theory of Lexical Phonology,
from its precursors in the early work of Kiparsky, via the notion of Cyclic Phonology.
The next section reviews a different approach to morphophonemics, which empha-
sizes the morphological function of allomorphic variation and questions the assump-
tion that morphophonemically determined allomorphy should be handled in a purely
derivational fashion. In §4.5 we briefly survey the views of Dressler, the most
influential of the Natural Morphologists, who argues for a separation of role types to
reflect function with respect to allomorphy. In the final section we consider the pro-
posals advanced by Zwicky to account for allomorph selection outside the lexicon,
in the syntax.

4.1 The SPE model

We have seen that in the Standard Theory (figure 3.1, chapter 3) the generation of
a sentence starts with a syntactic deep structure. From this a surface structure is
generated by means of transformational rules. This surface structure consists of
morphemes in their underlying phonological form. These forms are then subject to
phonological rules which ultimately specify the pronunciation of those morphemes.
In this model morphology as such plays no role: the order of morphemes is deter-
mined by syntactic rules and the different shapes assumed by morphemes are
accounted for solely by the phonological rules. Only the most drastic types of allo-
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morphy (i.e. partial or total suppletion) are handled by means of readjustment rules.
In chapter 3 I pointed out that Aronoff (1976) proposed that some of the allomorphy
which was derived by means of highly idiosyncratic phonological rules in SPE should
be handled by means of readjustment rules (especially allomorphy rules) but the
general picture remains the same even on Aronoff’s model.

The phonologically based approach is ideally suited to handling automatic alter-
nations, that is, alternations which can be defined purely in terms of the phonological

context. We saw an example of this in §2.3.2, when we compared IA and IP

approaches to neutralization. The famous case of German final obstruent devoicing
is another example worth looking at briefly.

By assuming a general rule which devoices a voiced obstruent word finally, we can
easily account for the alternations of 4.1 by assuming the underlying representations
(URs) of 4.2, since the devoicing rule can only apply to /bund/, not to /bund +es/:

4.1 a) bunt ‘colourful’  buntes ‘idem. gen. sg. masc.’
b) bunt ‘union’ bundes ‘idem. gen. sg.’

4.2 a) [bunt/ [bunt + es/
b) /bund/ /bund + es/

Languages frequently show allomorphic variation which is non-automatic, but
rather is morpholexically conditioned (i.e. triggered only by specific morphemes,
morphological classes or specific words). This means that it is limited to a particular
class of items or limited to particular morphological contexts. A commonly cited case
is German umlaut. This refers to a phonological process in which back vowels or
diphthongs are fronted. It is represented orthographically by placing a diaeresis over
the vowel or diphthong umlauted. There are several ways of forming plurals of npouns
in German, some of them dependent on the phonological shape of the stem, some
dependent on the morphological class which the noun belongs to (for instance,
whether it is masculine, feminine or neuter in gender). Many nouns undergo umlaut
in the plural (sometimes in addition to receiving an affix such as -e or -er). However,
in general it is not predictable which nouns are umlauted and which not. Thus,
Lauch ‘leek’ has plural without umlaut, Lauche, while in the word Bauch ‘belly’ we
see umlaut in the plural, Bduche. The umlauting alternation is conditioned by the
grammatical category of plural, and not by the -e¢ afhx, since we observe exactly the
same thing in words which do not have an affix in the plural, e.g. Onkel ‘uncle’,
plural Onkel without umlaut, as opposed to Apfel ‘apple’, with umlaut in the plural,
Apfel. Moreover, a variety of other inflectional and derivational contexts condition
umlaut in this way, again with exceptions for particular lexical items.

It is possible to write a phonological rule which relates back vowels to umlauted
front vowels. Therefore, since the alternation can be described phonologically in the
classical approach we would write a rule of umlaut in the phonology and make sure
1t was triggered by particular contexts. In some cases, we could say that a particular
affix triggered umlaut. For instance, it is generally the case that the adjectival affix
-lich and the feminine affix -in umlaut a back vowel stem. Thus, from Bauer ‘farmer’
we obtain bduerlich ‘rural’; and Bduerin ‘farmer’s wife’. However, this is not always

the case, since, for example, Bau ‘building’ gives us baulich ‘architectural’ and not
*baulich.
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Since generative phonologists and morphologists never reached a consensus about
how to handle inflectional morphology there was no widely agreed way to handle such
alternations. However, one way would have been to say that certain affixes, including
the plural endings -¢ and -er and the derivational affixes -lich and -in, were marked
by means of a feature which triggered the phonological umlaut rule, say, [+U]. The
underlying forms of words like Onkel and Apfel in the plural would be marked with
. an unpronounced feature [+ plural] by syntactic inflectional rules, and this feature
could also be associated with the [+U] feature. Words which failed to undergo
umlaut in these contexts would then have to be marked with an exception feature,
which would override the [+ U] umlaut trigger. Notice that on this analysis it is the
failure to undergo umlaut which is regarded as exceptional. Although umlaut is not
an automatic phonological rule, it would be regarded as the regular case on this
analysis. We can call this general approach to non-automatic allomorphy the ‘rule
feature’ approach.

In the German umlaut case there are grounds for saying, then, that umlaut is the
regular condition. In other cases, it is only a minority of items which undergo a par-
ticular rule. In English, for instance, we observe a vestige of earlier Germanic umlaut
in plural formation in words such as feet, teeth, geese. We can describe this alternation
phonologically as the fronting of a high back vowel to a front vowel. However, it only
applies to these three items: ' *yeeth isn’t the plural of youth, nor is *meese the plural
of moose. In this case, then, it is the roots themselves which have to be marked with
a diacritic feature to trigger ‘umlaut’ in the plural. A rule of this sort, which is only
undergone by a smaller number of items, is called a minor rule (cf. Lightner, 1968),
and the feature which triggers it is a minor rule feature. In the framework of Aronoff,
it is possible to reanalyse many minor rule alternations not as phonological rules but
as allomorphy rules. However, the general tendency has been to write a phonological
rule wherever possible. Moreover, there aren’t any hard-and-fast criteria for distin-
guishing allomorphy rules from minor rules, so the choice has often been decided by
determining which solution provides the neatest grammar overall (with the assump-
tion that one should fall back on allomorphy rules only as a last resort). Furthermore,
the difference between the ‘rule feature’ approach illustrated by German umlaut, and
the ‘minor rule feature’ approach is somewhat arbitrary, since there are situations in
which the forms which fail to undergo the rule are roughly as numerous as those
which do undergo it. It then makes no sense to ask which is the regular case and
which the irregular (cf. Kenstowicz and Kisseberth, 1979, for an example of this sort
from Russian stress in verbs).

Classically, generative phonologists have tried to use rule features as sparingly as
possible. The usual tactic when confronted with two forms which look identical on
the surface but which differ in their phonological behaviour is to assume that they
have distinct underlying forms. This phonological difference in UR can then be used
to trigger particular phonological rules in certain environments, say, when the mor-
pheme is next to certain morphemes but not others. In this way, what appears super-
ficially to be morphological or lexical conditioning of a phonological rule is actually
treated as phonologically conditioned allomorphy, of the kind illustrated by
the German bunt ~ bund case above. Frequently, such an analysis bears a close
resemblance to the presumed historical development.

This solution is available when a given morpheme is regularly associated with some
process, either by triggering it or by undergoing it. Let’s look at an example which



e P |

102

APPROACHES TO ALLOMORPHY

was influential in establishing the SPE approach over its competitors. The Slavonic
languages exhibit complex patterns of alternations in which a vowel seems to disap-
pear. Examples of such vowel—zero alternations are provided in 4.3, 4.4 for different
case forms of Czech nouns:

4.3 a) les lesa ‘nom. sg. ~ gen. sg., forest’
b) pes psa ‘nom. sg. ~ gen. sg., dog’

4.4 a) konzerva  konzerv ‘nom. sg. ~ gen. pl., tin can’
b) barva barev ‘nom. sg. ~ gen. pl., colour’

In contexts where vowel—zero alternations are found we often find palatalizations of
particular sorts, too. For instance, the diminutive afhx -ek has an alternating vowel,
and it also conditions a palatalization of velars, e.g. turning [k/ to [&[:?

4.5 a) ptdk ‘bird’
b) ptdcek ‘(diminutive)’
¢) ptdcka ‘(diminutive, gen. sg)’

Some nouns seem to licence a double diminutive formed from -ek + -ek. In this case
the first afhix, ending in a velar, is palatalized so that the affixes together take the form
-ecek:

4.6 chvile ‘moment’
chvilka chvilek ‘nom. sg. ~ gen. pl.’
chvilecka chvilecek ‘nom. sg. ~ gen. pl.’

Interestingly, the first ¢ of the compound -ecek affix never alternates, even though
the ¢ of a single -¢k and the second ¢ of -ecek do alternate. This on the surface is a
bewildering patterning of data: why do we have some e’s which never alternate (as
in les), some which always alternate (as in pes) and others which only alternate when
final in the world (as in -ek)?

The traditional generative solution is a phonological one (reflecting the history of
the process).® We assume that the vowel which underlies the alternating e’s (but not
the non-alternating e¢’s) is a vowel which only ever appears in URs, never in surface
forms. In fact, Slavicists generally assume there are two such vowels, called ‘jers’ (or
‘yers’). These are high vowels like /i 4 u/ but differ from them in having a lax articu-
lation. In the formalism of SPE distinctive feature theory we would say that they bear
the features [+high, -tense]. One of the jers is a front vowel (/if) and this triggers
certain palatalizations. The other is a back vowel (/#/).

A jer 1s either lowered to [e] or deleted depending on the environment. The basic
generalization is that 1if two jers occur in adjacent syllables, then the one on the left
1s lowered. In all other cases, the jer is deleted. The rule is shown informally in 4.7:

| +high

: C

4.7 +h1gh = € / 0[—tense} CO
-tense

0 | elsewhere
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Thus, in the gen. sg. of pes, i.e. psa, we have a UR [pisa/, and in the nom. sg. of
barva we have the UR [bariva/. These contain only one jer, which is by definition
last of its sequence, so it deletes. Why then doesn’t the same jer delete in the nom.
sg. pes or the gen. pl. barev? We just need to assume that the masc. nom. sg. and
the fem. gen. pl. endings are themselves jers (in fact, back jers). Then the URs for
pes and barev will be [pisi/ and [barivi/ respectively. The first jer in each word meets
the structural description of the lowering part of rule 4.7 and hence it will surface
as [e] just as we require.

There are several important aspects to this approach to vowel-zero alternations.
First, it relies on two ‘abstract’ underlying segments, the jers (recall that these
undergo absolute neutralization; see §3.1.2 for these terms). In this case we
can justify the abstraction because it allows us to account for palatalizations in a

unified way as well as the vowel-zero alternations (Gussman, 1980, argues this point

at some length). Second, the masc. nom. sg. and fem. gen. pl. ‘affixes’ are repre-
sented by phonological forms which never surface, because they are never followed
by a morpheme containing a jer. It is as though the entire affix has undergone
absolute neutralization. That is, an abstract phonological element is being used to
represent a morphological category (i.e. a gender/case/number category).

This latter observation reflects two things: first, the tendency to code morpho-
logical idiosyncrasy in phonological terms where possible; second, the tendency for
generative phonological analyses to maintain agglutinative morphology in URs wher-
ever possible. In other words, at the level of underlying form, the SPE approach to
allomorphy presupposes an Item-and-Arrangement theory of morphology. The
second point to observe is that, whatever the means used to code allomorphy,
whether allomorphy rules, minor rules, diacritically triggered rules, rules triggered
by morphological categories, or abstract phonological rules such as Jer Lowering and
Deletion, the phonological operations are invariably applied after the morphological
operations (i.e. the operations of affixation).

-We will see later that some affixation processes seem to be sensitive to the phono-
logical form of the stems to which the affixes are attached. The SPE organization will
only permit this if the phonological sensitivity can be stated at the level of UR. There
is no way for an affix to be restricted to stem allomorphs which have undergone a
phonological rule. Putting this another way, phonologically sensitive affixation cannot
be sensitive to derived allomorphy. We will return to the significance of this
implication later in the chapter.

4.2 Natural generative phonology

For many linguists the basic premises of the generative approach with respect to mor-
phology and allomorphy remained unchanged for the ten years following the publi-
cation of SPE. In particular, the assumption that morphology precedes all phonology
was never challenged. However, two proposals were made by separate groups of
researchers for modifying the highly abstract approach of SPE, and these explicitly
dealt with questions of allomorphy. The first of these modifications was part of a
much wider challenge to the edifice of SPE, namely Natural Generative Phonology
(NGP).
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In Natural Generative Phonology (Hooper, 1976), a strong claim is made about
allomorphy, namely that all alternants of a morpheme must be possible surface
forms. This means amongst other things that absolutely neutralized underlying seg-
ments such as jers are excluded. NGP also excluded the possibility of ordering rules
extrinsically with respect to each other. This too had implications for the type of rule
systems which could be written to describe morphophonemics. In practice it meant
much greater morphological conditioning of phonological rules, and this was seen as
a disadvantage by generativists in precisely those cases in which an abstract analysis
seemed to account neatly for a whole range of phonological phenomena.

As far as allomorphy is concerned, NGP returned to a position which was essen-
tially that of structural linguistics, for certain types of allomorphy at least. Consider
a favourite example, the English umlauted plurals such as goose ~ geese, and man -
men. A generative phonological account of these alternations would take one form as
basic and derive the other by a minor rule. Alternatively, 1t might postulate some
third form as UR (possibly with an ‘abstract’, non-occurring underlying vowel) and
derive both singular and plural forms by means of special rules. Hudson (1974), how-
ever, suggested, on the basis of an analysis of the Semitic language Ambharic, that the
best way to represent the allomorphy is to set up lexical representations such as 4.8:

4.8 a) g i?} S b) m [:} n

In this theory there is no phonological rule deriving the allomorphy, rather the
alternation is stated directly in lexical entries.

This type of approach would fail to distinguish quasi- phonologlcal alternations
such as 4.8 from total suppletion. The problem is that there is still some discernible
phonological relationship between the two alternants. The way such relationships are
stated in NGP is through the via-rule (Venneman, 1972). This is a lexical redun-
dancy rule which states that a given derived alternant (say, geese) is related to its
basic alternant, goose, ‘via’ a relationship such as that shown in 4.9:

4.9 u:—i:
a—e
au—ai

Strictly speaking, we shouldn’t speak about a derived alternant: the two forms, gu:s
and gi:s are listed in the lexicon and their relationship is stated by rule 4.9, but there
is no sense in which gi:s is actually derived from gu:s. Via-rules therefore have exactly
the same function as the lexical redundancy rules proposed by Jackendoft (1975).
Indeed, Jackendoff himself suggests that the alternations in English known as the
Great Vowel Shift should be handled by such redundancy rules.

The general philosophy of NGP did not enjoy a wide resonance. Phonologists
argued at great length about whether abstract phonemes were permissible, and
whether rules could be extrinsically ordered or not, often without really settling the
issue. Hudson’s original proposals went largely without comment, though his
approach to allomorphy, under the heading of the ‘morpheme alternant’ theory, was
severely (if rather obliquely) criticized by Kenstowicz and Kisseberth in their text-
book of 1979. Their principal arguments were that (i) abstract analyses are sometimes
necessary; (ii) it is often necessary to distinguish between a basic alternant and
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derived alternants, in other words it is necessary to postulate an underlying form
trom which other allomorphs can be derived; and (i11) the morpheme alternant theory
presupposes that the alternations are idiosyncratic and so cannot handle cases in
which the alternations are the regular case. We will return to these criticisms later.

Natural Generative Phonology didn’t attract many followers and the approach
petered out by the end of the 1970s (though some of the principles of the theory, such
as the importance of syllable structure, are now part and parcel of contemporary
phonological theory). There were perhaps two main intellectual reasons for this: first,
a great deal of effort was being expended on the new ‘non-linear’ approaches to
phonology from 1976 onwards and, second, the relationship between phonology and
morphology was being redefined by Kiparsky and his collaborators.

4.3 Lexical phonology

4.3.1 Kiparsky’s Alternation Condition

Historically, the first challenge to the view of allomorphy contained in SPE came
from Paul Kiparsky in a number of papers (some of which form part of the volume
Kiparsky, 1982a, some of which were published as Kiparsky, 1973a). Kiparsky was
originally concerned with highly abstract analyses which made extensive appeal to
absolute neutralization. He argued that in many cases appeal to abstraction was
merely an unilluminating way of coding exceptionality in the guise of regularity by
using phonetic features to do the job of exception features. In an earlier paper (1968;
reprinted in Kiparsky, 1973a, and 1982a) he discussed the now notorious case
of the English velar fricative. In SPE a rule of Trisyllabic Laxing (Shortening) or
TSL is defended. TSL is the rule mentioned in §3.3, which laxes (or shortens) a
tense (long) vowel when it 1s followed by two short syllables. It is this rule which
accounts in part for alternations such as sane - sanity, divine ~ divinity, verbose ~ ver-
bosity, obscene ~ obscenity. In SPE, Chomsky and Halle note that it fails to apply in
the case of right ~ righteous. The -eous afhx is analysed as disyllabic in underlying
form. Given SPE assumptions we must suppose that the stem is the same in both
words. So why doesn’t the laxing rule apply to give a form {[ritjas]? Chomsky and
Halle offer an ingenious solution. Suppose that the stem vowel is actually short and
that there is some sort of consonant following it which is ultimately deleted but which
serves to lengthen the preceding vowel after the application of TSL. On the grounds
of the economy of the underlying phoneme system, they conclude that the consonant
must be a voiceless velar fricative [x/ (which historically was true, of course, as is
reflected in the current spelling). We therefore have in simplified form derivations
such as 4.10:

4.10 a) b) ) d)
s&:n see:n + 1t rixt rixt + eu:s
- & TSL
1: 1: Pre-x L.
- a 4 x-Deletion
el al al Vowel Shift

jas  Other rules
[sein] [seeniti] [rait] [raitjas] Output
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Notice that this sort of solution crucially appeals to extrinsic rule ordering: ‘Pre-x
lengthening’ must not be permitted to feed TSL.

Kiparsky, however, argued that such an analysis 1s unwarranted because there is
no other justification for positing the underlying [x/ than to account for the excep-
tional behaviour of righteous with respect to TSL. In other words, we are guilty of
using phonetic elements purely as exception features. He pointed out that in general
there are no ways of identifying the precise nature of such underlying segments if
only one rule applies to them. For instance, how can we be sure that the consonant
in question is not a laryngeal fricative, or even an underlying click? Such analyses
pose intractible learnability problems when there is absolutely no way open to the
child for figuring out the underlying form. He proposed the Alternation Condition
to constrain derivations. The wording of this condition went through a number of

metamorphoses, some weaker than others. The ‘strong’ version is given in 4.11 (cf.
Kiparsky, 1982b, 148):

4.11 Obligatory neutralization rules cannot apply to all occurrences of a
morpheme.

Neutralization rules are those which effect a phonological neutralization, i.e.
replace one phoneme with another, as opposed to allophonic rules, which merely
specify in further detail the pronunciation of a phoneme. The Alternation Condition,
then, ensures that, where a morpheme is subject to a neutralization rule, there will
be some allomorph somewhere in the language to which that neutralization hasn’t
applied. This has important consequences for the learnability of morphophonemic
rules. Absolute neutralization induces opacity of a particularly strong kind. This is
Kiparsky’s technical term describing a situation in which 1t is impossible to tell
exactly what the UR of a word is from mere inspection of its surface phonological
form. Thus, the language learner confronted with cases of absolute neutralization is
in the same position as the linguist, in that he must analyse the language in some
detail before he can work out the underlying phoneme inventory and hence the URs
of his language.

Given this perspective, one way of viewing the problem with the English velar
fricative in righteous is as follows. On the surface we have a diphthong, /aif, the
underlying form of which we would normally expect to be a tense vowel. However,
if there was a tense vowel in this position it should have undergone TSL and surfaced
as lax [i/. The solution sketched in 4.10d creates a tense vowel from an underlying
lax vowel in a fashion which crucially relies on the existence of our abstract velar
fricative. The only reason for postulating the offending segment is to allow the deri-
vation to bypass the effects of TSL (thus inducing opacity in the form of an apparent
exception to TSL). In other words, there is no phonetic motivation for the occur-
rence of [x/, it merely serves as a rather complicated and misleading alternative to
the statement that righteous is an exception to TSL.

One way of preventing the use of abstract phonetic elements as exception features
in this way and at the same time ensure that the Alternation Condition is respected
1s to permit neutralization rules only if they are triggered by a morphological process.
Then what will happen is that there will be two allomorphs of the morpheme con-
taining the neutralized segment: the base allomorph (in which the segment surfaces)
and the morphologically derived allomorph (in which the segment is turned into
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something else by the neutralization process). In other words, we impose a ban on
absolute neutralizations that also apply to monomorphemic roots. In this case we will
be unable to postulate an /x/ segment in the UR of right because there is [x/ in the
surface form of the base allomorph.

This reasoning leads us to the Revised Alternation Condition (cf. Kiparsky, 1982:
152):

4.12 Revised Alternation Condition
Obligatory neutralization rules apply only in derived environments.

The definition of derived environment is given in 4.13 (Kiparsky, 1982b: 152):

4.13 Environment E is derived with respect to rule R if E satisfies the struc-
tural description of R crucially by the combination of morphemes or by
application of a rule.

What 4.13 says is that a neutralization rule is possible if it is fed by affixation (just
as TSL is fed by affixation of -izy in derivation 4.10b). The rider about phonological
rules themselves creating derived environments is necessary because, in keeping with
generative tradition, many processes have to be broken into separate stages in order
to state them as maximally general phonological operations, and it’s essential that
these stages be allowed to feed one another in a derivation. As an example, consider
the rule of Jer Lowering discussed in §4.1. A fully accurate generative grammar
might well split this up into two parts where it applies to the back jer [3/, by first
lowering /i to a back mid unrounded vowel /y/ and rthen fronting this to [e/ (as
Rubach, 1984, proposes for the same process in Polish). Now, the fronting of /y/ to
e/ would be considered an absolute neutralization, but it is possible in Kiparsky’s
terms because it would be fed by the jer lowering rule. We may think of this as
indirect triggering of a rule by affixation.

The Revised Alternation Condition is an important stage in the development
of ideas about allomorphy 1n generative phonology, because it is the first explicit
statement of the role of morphology in phonological derivations.

4.3.2 Cyclic phonology and lexical phonology

In 1976, Joan Mascaré, working primarily on his native Catalan, proposed an
approach to the question of alternations which made crucial use of the notion of
cyclic rule. What he proposed was that rules which effect obligatory neutralizations
should apply in a cyclic tashion, as determined by morphological structure. This
means that the rules which apply only in a derived environment are precisely the
rules which apply cyclically.

The fundamental idea behind theories of cyclic rule application is to permit one
and the same rule to apply more than once in a derivation. Having applied a set of
cyclic rules, we then expand the string over which the rules apply (for instance, by
adding another affix), and then apply the whole rule set to the new string. Each
application of the rule set constitutes a single cycle, and the given string to which
the rules apply is a cyclic domain. However, it turns out to be necessary to ensure
that a rule which applies cyclically can only apply on its own cycle, and cannot return
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to an earlier cycle to reapply. In other words, a cyclic rule can’t apply to a subdomain
which is contained within its current domain. In this way we can prevent a rule from
continually reapplying to the same small substring. The principle that prevents this
is the Strict Cycle Condition (SCC), often known as Strict Cyclicity or the Strict
Cyclicity Condition.

A simple example of the operation of the SCC operating in phonology 1s provided
by Catalan (Mascard, 1983: 64-5). In 4.14 we see the derivation of the word run-
osissim, ‘very much in ruins’, whose morphological structure is [[ [ruin]oz]isim].
Each morpheme has underlying stress, which according to Mascard, 1s deleted 1n
certain cases, by a rule of Deaccentuation. An unstressed high vowel following
another vowel is subject to Glide Formation. These rules apply in the order men-
tioned. Derivation 4.14a shows what happens without the SCC — an incorrect pro-
nunciation [*ruynuzisim] is generated. The correct derivation i1s shown in 4.14b.

Here the SCC blocks the second application of Glide Formation and the correct form
1s ultimately given:

4.14 a) b)
Cycle 1
ruin + oz ruin + oz
_ Glide Formation
1 1 Deaccentuation
Cycle 2
ruinoz + 1sim ruinoz + isim
y BLOCKED - Glide Formation
0 0 Deaccentuation
u u Other rules
Output:
(*ruynuzisim] [ruinuzisim]

In the theory of Cyclic Phonology developed by Mascaré the SCC is incorporated
by means of a reformulation of the Revised Alternation Condition, given in 4.15:

4.15 a) Cyclic rules apply only to derived representations.
b) A representation is derived with respect to rule R in cycle j if it results
from the combination of morphemes in j or the operation of a
phonological rule in j.

One of the consequences of this view of phonological rules is that cyclic rules are
unable to apply to monomorphemic items. This means that Velar Softening in
English will automatically be prevented from applying to a word such as king since
there is no derived environment in which it could apply. In the case of king there is
only one morpheme and hence only one cycle. No rule feeds Velar Softening on this
cycle, and no morphological rule applies. Therefore, the environment is non-derived.
Therefore, assuming that Velar Softening is a cyclic rule, it cannot apply to king.*

As the reader can verify, there is exactly one other circumstance when the SCC
comes into play. This is when two rules are ordered in a counterfeeding relationship.
Suppose we have two rules, A and B. Suppose now that application of A creates a
derived form of the kind that B can apply to. Then, if A precedes B we say the rules
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are in a feeding order. If the two rules are ordered B < A then B will already have
applied before A and hence A will no longer be able to feed B. This is known as a
counterfeeding order.” Given two rules in a counterfeeding order, cyclic application
without the SCC would allow rule B a second bite at the cherry. This 1s because even
if A counterfeeds B on cycle n, B can apply on cycle n + 1 to the output of rule A
on the previous cycle. The SCC simply blocks this second application of B. This is
exactly the situation illustrated in the Catalan example above, where Glide Formation
corresponds to rule B and Deaccentuation corresponds to rule A.

The Kiparsky—Mascaré theory of Cyclic Phonology has considerable implications
for the theory of allomorphy. What it implies is that an identifiable class of phono-
logical rules, namely the cyclic rules, are responsible for morphologically conditioned
allomorphic variation. In this way the old distinction between non-automatic alter-
nation (of the electric ~ electricity kind) and allophony which is conditioned purely
phonologically can easily be drawn, but without special stipulation. Rather, the
distinction is a consequence of the organization of the grammar.

Kiparsky (1982b) considerably extended the compass of Cyclic Phonology in a
remarkable paper which proposed a radically different perspective on the relation
between phonology and morphology. We have been assuming so far that cyclicity is
a stipulated property of rules and that cyclic application is a mode of application
which has to be written into the grammar specially. In an unpublished paper written
in 1979, Pesetsky argued that the effects of cyclicity could be obtained if we assumed
that the battery of cyclic phonological rules applied every time a morphological oper-
ation applied. In other words, he proposed that the process of affixation itself should
be the trigger for the application of rules of phonology. In this way, we would mimic
cyclic application of phonological rules but this would follow from the organization
of the morphology. This insight is the germ from which grew the theory of Lexical
Phonology. B

What Kiparsky actually proposed was to obtain the effects of cyclicity by intro-
ducing a version of Siegel’s Level Ordering into the theory of phonology. Siegel had
appealed to Level Ordering to account for the stress neutrality of Class II affixes.
Kiparsky argued that this model was the key to understanding the operation of all
cyclic phonological rules. His model is presented in figure 4.1. (Kiparsky, 1982b:
132).

In Kiparsky’s own words (1982b: 131-2):

Each level is associated with a set of phonological rules for which it
defines the domain of application. ... [T]he output of each word-
formation process 1s submitted within the lexicon itself to the
phonological rules of its level. This establishes a basic division among
phonological rules into those which are assigned to one or more levels
in the lexicon, and those which operate after words have been
combined into sentences in the syntax. The former, the rules of lexical
phonology, are intrinsically cyclic because thev reapply after each step
of word-formation at their morphological level. The latter, the rules of
postlexical phonology, are intrinsically noncyclic [{exphasis original].

A number of consequences flow from this model, together with certain other
assumptions. Kiparsky (1973b) introduced the Elsewhere Condition as a principle
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Underived lexical items
Y
Level 1 morphology ——— Level 1 phonology 1
e
— / X
Level 2 morphology Level 2 phonology 1
c
/ ‘
n
Level n morphology Level n phonology
//
Syntax > Postlexical phonology

Figure 4.1 Kiparsky’s (1982a) Lexical Phonology

governing (in part) the application of rules. It is an important notion, which recurs

throughout morphological theory. Kiparsky’s (1982b: 136-7) statement of it is given
in 4.16:

4.16 Rules A, B in the same component apply disjunctively to a form & if and
only if
(1) The structural description of A (the special rule) properly includes
the structural description of B (the general rule).
(1) The result of applying A to & is distinct from the result of applying
Bt &.°
In that case, A is applied first, and, if it takes effect, then B is not applied.

The crucial notion here is that of disjunctive ordering: either one rule applies, or
the other, but not both. Thus, the Elsewhere Condition guarantees that the more
specific rule will pre-empt the more general.

The Elsewhere Condition makes it possible to write rules in such a way as to
account for all the least general cases first and then simply state the most general case
in the form ‘otherwise, such-and-such’. Another way of putting this is to say that the
condition allows us to capture the notion of default case. For example, suppose we
wish to account for regular plural allomorphy in English. We could state the rule as
‘add /z/ and then (i) insert an epenthetic schwa after a sibilant stem; (ii) devoice [z/
to [s/ after a voiceless stem’. The two parts of the rule have to apply in the order
mentioned, because if the rules applied in the opposite order the [z/ would be incor-
rectly devoiced after voiceless sibilants and we would obtain [*difss] for ‘dishes’.
Given the Elsewhere Condition we don’t need to state this ordering. The set of
environments in which the epenthesis rule applies is completely contained in the set
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of environments in which the devoicing rule applies. Therefore, the epenthesis rule
is the more specific. Therefore, it will have priority over the devoicing rule and will
pre-empt it. Hence, voiceless sibilant stems will end up with a plural allomorph
which has undergone epenthesis but not devoicing, as required. All we have to state
is: ‘epenthesize after a sibilant; otherwise, devoice after a voiceless consonant’.’

Kiparsky next introduces an ingenious idea concerning the notion ‘lexical entry’.
He suggests that a lexical entry such as king or trousers should be regarded as a kind
of degenerate rule (in effect an identity rule) of the form king — king. If this step is
adopted, then a lexical entry will be the most specific kind of rule there is since, by
definition, it only applies to one lexical item. Therefore, it will always be ordered
before any other rule by the Elsewhere Condition. Consider words such as guide or
cook. These words can be either verbs or agentive nouns. However, the usual way
of forming an agentive noun from a verb is to add an affix such as -er to the verb.
We must prevent this since *guider and cooker are either non-existent or have a dif-
ferent meaning. However, let’s say that the two nouns are lexical entries in their own
right, and that a lexical entry is a rule applying to one item. Now, this ‘lexical entry’
rule is as specific as it can possibly be, since by definition it only applies to one item.
Hence, a more general rule such as affixation of -er will be prevented from applying
to such items by the Elsewhere Condition. In effect, the athxation rule will be pre-
empted by the lexical entry itself. Thus, the theory of Lexical Phonology (with the
Elsewhere Condition) can neatly account for blocking phenomena. Moreover, if we
assume that the result of irregular affixation such as the plural oxen or the past tense
brought is also ‘recycled’ into the lexicon to form a separate lexical entry, then we can
account for their blocking of regular affixation and the non-existence of *oxens and
*broughted. v

The model so far leaves certain questions unanswered. Of particular importance
are these: (1) Why do certain cyclic rules appear to apply in non-derived environ-
ments? (i) Why do cyclic rules appear to mimic the effects of morpheme structure
conditions (MSCs)? Kiparsky makes particular mention of the English Stress Rule
of Hayes (1982) in connection with the first question. He accepts arguments that this
rule is cyclic, but the obvious problem is that it applies to monomorphemic words
in violation of the Strict Cycle Condition. Question (i) is simply the persistent
question of the Duplication Problem, which was never satisfactorily resolved in
generative phonology (cf. Kenstowicz and Kisseberth, 1979).

Kiparsky’s solution to both these problems relies on a reformulation of the SCC
and the introduction of a notion of underspecification.® He assumes that English
words whose stress can be computed by rule are represented in the lexicon without
any stress marks. In the model of stress that he is adopting (that of Metrical Pho-
nology), stress rules build metrical tree structures which represent patterns of strong
and weak syllables.® The details of stress assignment are not important to us here.
What is important is the observation that the stress rules build up a portion of the
phonological representation from scratch, but they don’t change a pre-existing rep-
resentation of stress into another representation. That is, the stress assignment rules
are structure-building and not structure-changing rules. This means that we can
regard a word which has not yet been assigned stress as unspecified (or ‘under-
specified’) for stress. In technical terms, this means that a representation of the word
parent in 4.17a without stress is non-distinct (see note 6) from a representation such
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as 4.17b in which stress is marked:

4.17 a) parent
A
S w

paremnt

To return to the problem of stress rules applying in non-derived environments: the
SCC as formulated so far prevents this, and so it prevents the derivation of 4.17b
from 4.17a.

However, Kiparsky has argued that a lexical entry is itself a rule. Since it is a rule
it will be subject to the Elsewhere Condition, and this is how we have accounted for
cases of blocking. How does the lexical entry ‘rule’ interact with phonological rules?
Consider a word such as nightingale. This word is problematic for SPE because it is
an exception to Trisyllabic Laxing. However, given the assumptions of Cyclic Pho-
nology, Strict Cyclicity prevents TSL applying to it, since it is a monomorphemic
and hence underived item. If both the word nightingale and the rule TSL are actually
rules, then they too will be ordered disjunctively with respect to each other given the
Elsewhere Condition. The nightingale rule is obviously the more specific and hence
will apply first. Part of the rule will be the specification of the first vowel of the word
as tense. This will therefore pre-empt TSL. Thus, we predict that TSL will fail
to apply to nightingale even without the SCC. Kiparsky uses this observation to
argue that the SCC is actually a consequence of the Elsewhere Condition and the
assumption that each lexical entry is a rule. :

There is, however, a crucial difference between the two ways of derlvmg strict
cyclicity effects. For the Elsewhere Condition only imposes disjunctive ordering
between rules if the output of the rules is distinct. Now consider the lexical rule
introducing the item parent and the stress rule. We have seen that, in the technical
sense, the outputs of these two rules (i.e. 4.17a,b, respectively) are non-distinct.
Therefore, the SCC, reformulated as the Elsewhere Condition, doesn’t apply to
them. Thus, Kiparsky ingeniously derives the result that a rule such as stress
assignment can apply to non-derived environments without violating the SCC.

The same type of argumentation can be applied to the problem of morpheme struc-
ture conditions. Kiparsky contrasts the case of nightingale, which does not undergo
TSL, with the case of sycamore, which, at the very least, is compatible with TSL.
His way of representing this distinction is to say that TSL can function as an MSC,
providing the tenseness (or length) of the first syllable of sycamore is not specified in
underlying representation. This means that approximate URs for the two words will
be as in 4.18:

4.18 a) ni:tingeze:l
b) sIkVmo:

The I of 4.18b represents a high front vowel which is unspecified for tenseness.
Hence, representation 4.18b is non-distinct from either of 4.19:

4.19 aj sikVmo: b) si:kVmo:
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We may assume that the feature [tense] in the first syllable of 4.18b is given the value
[Otense] (as opposed to [ +tense] or [-tense]). By the technical definition of distinct-
ness the feature specification [Otense] is distinct neither from [+tense] nor from
[-tense]. The rule of TSL is now assumed to be able to switch the value [Otense]
to [-tense] in the right phonological environment. In this case it i1s acting just like
the stress rule in that it does not create a representation which is distinct from the
UR. In other words, form 4.19a is non-distinct from 4.18b, thus the lexical rule
introducing 4.18b and the rule of TSL will not be disjunctively ordered by the Else-
where Condition.

This situation contrasts with the case of nightingale, to which we can now return
in more detail. The tenseness of the initial vowel is assumed to be specified under-
lyingly. Therefore, if TSL were to apply to 4.18a it would produce a representation
which is distinct from that of 4.18a, since 4.18a has a specification [ +tense] and TSL
would turn this feature marking into [-tense]. Therefore, the Elsewhere Condition
would come into play, and the nightingale rule would be ordered disjunctively before
TSL, effectively blocking the application of the latter.

We have reviewed in some detail the phonological side of the morphology—
phonology interface in Lexical Phonology. There remain two assumptions concer-
ning word structure which are of importance.

In SPE phonology there were several different classes of affixes, most notably the
‘+” and the ‘#’ boundary affix. The phonology could refer specifically to these
boundary symbols, and this allowed SPE to make use of morphological information
in phonological rules, albeit in a somewhat indirect fashion. However, in SPE,
boundaries are treated formally as the same kind of animal as genuinely phonetic seg-
ments, and many phonologists were unhappy with this idea, particularly once the
functions of boundary symbols were taken over by prosodic categories in Prosodic
Phonology (see Booij, 1985a). In Lexical Phonology the boundary symbols are
replaced by a direct representation of constituent structure, a (labelled) bracketing.
The degree to which words have a constituent structure, and the exact manner in
which it is represented, is still a matter of controversy, which we’ll touch on several
times in part III (particularly §6.1.2). For the present we just note that an SPE-type
form such as 4.20a would be simply represented as 4.20b in Lexical Phonology:

4.20 a) [[un# [fastidi + ous] ] #ness]
b) [[un][fastidi]ous] ] ness]

The phonological differences between the two classes of affix are then accounted for,
as we have seen, by level ordering.

At the end of each level words become phonologically ‘inert’, in the sense that they
can no longer be affected by cyclic phonological rules. In this regard they are treated
as though they were monomorphemic lexical items. This inertness extends to mor-
phological processes in the lexicon according to Kiparksy. Thus, both phonology and
morphology are blind to the internal structure of words exiting a level. This is cap-
tured by modifying the SPE convention of bracket erasure. Kiparsky (1982b: 140)
adopts the following Bracket Erasure Convention:

4.21 BEC (Kiparsky)
Internal brackets are erased at the end of a level.
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The phenomenon of morphological conversion (or zero-afhxation) provides a good
illustration of this. It has often been noted that verbs derived from nouns such as to
ring (a bird) are never ‘strong’, so that they never show the ablaut-type allomorphy
typical, say, of verbs ending in -ing. Thus, we get contrasts such as rang the bell and
ringed the pigeon. This even happens when the noun is itself derived from a strong
verb, as in the case of to grandstand, whose past tense is regular (they grandstanded
the stadium, not *grandstood). Moreover, the form does not need to be a compound.
The noun hide, meaning ‘a specially constructed concealed location for the obser-
vation of wildlife’, is derived from the verb hide (by conversion). Now, if we wished
to use the derived noun as a verb (by double conversion) to mean something like ‘fit
out a locality with hides’, we would say the ecologists hided the forest, not the ecologists
hid the forest.

A regular past tense such as grandstanded contrasts with the strong past tense of
the prefixed form withstood. Kiparsky (1982b) explained this contrast in terms of
level ordering. He assumed that irregular inflection takes place at Level 1, and that
so does verb-to-noun conversion. Noun-to-verb conversion, however, is a Level 2
process, as is compounding. Finally, regular inflection 1s at Level 3. The derivations
of grandstanded and withstood are then given in Figure 4.2 (Kiparsky assumes that
withstand 1s a compound.

In this way Kiparsky can use the machinery of level ordering in Lexical Phonology
to render opaque the irregularity of the strong verb stand in the compounded (and
converted) form. v

Adopting Siegel’s Level Ordering Hypothesis (in whatever variant) imposes strong
constraints on word formation processes, as we have seen. Unfortunately, in many
respects these constraints are too strong. We’ll be discussing a number of problems
with level ordering in some detail at the beginning of chapter 6. One problem noted
from the outset in Lexical Phonology concerns the prediction level ordering makes
about the order of morphemes in complex words. For instance, as we have just seen,
Kiparsky (1982b) assumes that regular inflection takes place after compounding.

- grandstand withstood Level
V > N Conversion: Past tense:
stand]y = stand |y stand = stood 1
Compounding: Compounding:
grand + stand]y with + stood 2

N > V Conversion:
grandstand]y — o 2
grandstand]y

Regular past tense:
grandstand — grandstand + ed 3

Figure 4.2 Kiparsky’s explanation of grandstanded
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This means that we shouldn’t ever find regular plurals inside a compound. However,
we do find precisely such cases, as in parks commissioner and systems analyst. Kiparsky
argues that we can simply say that the plural is a special form (with specialized
meaning) and therefore listed in the lexicon. This means that it can be subject to
compounding just like any other lexical item. However, other lexical phonologists
(notably Mohanan, 1986) argue that, in general, languages will have to be able to
break free of the stringent restrictions imposed by level ordering and allow words
formed in one stratum or level to loop back to the previous stratum, to undergo
further word formation. Not surprisingly, many linguists regard this as an admission
that level ordering is not the right way to approach the problem of morpheme
ordering.

The commonest cases necessitating a loop involve compounding, and Mohanan
himself discusses the two main types of Malayalam compounding process at some
length in this regard. Compounding poses its own special problems for morphological
theory and chapter 8 is devoted to this topic. Here we’ll just note that the level
ordering subtheory of Lexical Phonology is at its least clear when compound
formation is concerned.

A number of different models of Lexical Phonology have been proposed, making
slightly different assumptions about the nature of phonological rules and represen-
tations or morphological processes or the interaction between the two. Pulleyblank
(1986) discusses tone systems (particularly that of Yoruba), Harris (1983) is a lexical
analysis of Spanish stress and syllabification, and Rubach (1984) is devoted to the
segmental phonology of Polish, with detailed discussion of the role of allomorphy
rules, while Mohanan (1986) develops a general theoretical approach with generous
tllustration from Malayalam.

An aspect of the theory which is particularly prone to variation is level ordering.
Kiparsky himself has presented a number of different versions of level ordering for

‘English. A fairly drastic revision is proposed by Halle and Mohanan (1985) in their

model of the segmental phonology of English. They expand the number of levels, or
strata, to a total of four. More significantly, they claim that, of these, only Strata 1
and 3 contain cyclic phonological rules. Strata 2 and 4 contain rules which therefore
do not observe Strict Cyclicity. In addition, they assume that certain ‘clean-up’ rules
(that is, rules whose sole justification is to readjust the values of certain features after
the rules capturing the main morphophonemic alternations) apply postlexically.
Since the bulk of the rules they postulate fall into Strata 2 and 4 or are postlexical,
this means that most of the rules of English phonology are non-cyclic, bringing Halle
and Mohanan’s theory very close to that of SPE.

In an Appendix, Halle and Mohanan provide an account of (nearly) all the strong
verbs in English. This requires them to add a number of diacritically conditioned
phonological rules to their grammar, specific to the strong verb system. Their
analysis represents one extreme of generative approaches to allomorphy, since they
claim that the alternations found in the strong verbs are essentially phonological
(albeit triggered in many instances by morpholexical diacritic features). This even
applies to alternations such as think ~ thought and bring ~ brought (which apply only
to these two words).

Halle has now abandoned this analysis of strong verbs (Halle and Vergnaud, 1987:
77). He has also abandoned the assumption that morphology and phonology are con-
nected in a single system, the Lexical Phonology. Rather, he argues that morphology
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and phonology are separate (though phonology still comprises cyclic and non-cyclic
strata). This separation of phonology and morphology (introduced under the influ-
ence of Sproat’s, 1985a, critique of Lexical Phonology) will be discussed in more
detail in chapters 10 and 11.

Kiparsky, too, has revised his attitude to Lexical Phonology (Kiparsky, 1985). In
this later paper, he argues for a different formulation of Strict Cyclicity (one which
doesn’t suffer from certain technical flaws marring the original version), and for a
new principle, that of structure preservation. According to this a lexical phonological
rule can’t refer to features which aren’t distinctive.'® What this means is that all
lexical phonological rules have to be defined over sets of (underlying) phonemes and
the output must consist of sets of phonemes.

An example adduced by Kiparsky to illustrate the value of this principle is Finnish
vowel harmony. In Finnish, a root with back vowels, [a o u/ selects sufhixes with back
vowels and a root with front vowels [z o y/ selects suffixes with front vowels. How-
ever, the front vowels i e/ are ‘neutral’: they co-occur with either front or back
vowels. Kiparsky argues that the neutrality of these vowels is connected with the fact
that they lack [+back] congeners: the vowels /1 y/ don’t exist in Finnish. Therefore,
the feature [back] is redundant for these two phonemes. Being redundant (i.e. non-
distinctive), it can’t be referred to by the vowel harmony rule. Therefore, vowel
harmony is unable to create the two missing back congeners even as allophonic
variants (on the assumption that harmony is a lexical process in Finnish).

On the face of it, structure preservation is a desirable principle of Universal
Grammar, since it limits the types of grammars a child might have to learn. If it can
be defended, the principle will be of importance for our view of allomorphy. For it
would mean that lexical (or at least, cyclic) phonological rules would be defined
purely in terms of lists of phonemes, just like Aronoff’s allomorphy rules (§3.5.1).
It must be said that not all Lexical Phonologists accept the idea of structure
preservation, mainly because there are a few cases in which the neatest phonological
analysis seems to demand the use of non-distinctive features at a cyclic level of the
lexicon (see note 10). But such arguments can be rather difficult to adjudicate, since,
to construct a firm counterexample to the principle of structure preservation, we
would need a fully analysed and motivated underlying phoneme inventory. In prac-
tice this generally means that we would need an analysis of most of the phonology
of the language.

A somewhat different model of Lexical Phonology has been proposed by Geert
Booij and Jerzy Rubach (1984, 1987) (amplifying, in certain respects, on suggestions
made in Kiparsky, 1985). They do not devote much discussion to the problem of
level (or stratal) ordering (though in the earlier paper, Booij and Rubach, 1984: note
14, they explicitly distance themselves from the level ordering approach and propose
to handle affixation in terms of stratal selectional features). Instead, they concentrate
on the organization of phonological rules of different types in the lexicon. They dis-
tinguish between two types-of non-cyclic rule: the postlexical rule, which applies after
the syntax to whole phrases, and the postcyclic lexical rule, which applies in the
lexicon (like the cyclic rules) but is not cyclic. In this respect, their proposal is remi-
niscent of Halle and Mohanan’s theory, in that in both models some lexical rules are
non-cyclic. However, they explicitly state that the cyclic rules precede the postcyclic
rules in the lexicon and in this respect they differ from Halle and Mohanan. Their
model is diagrammed in figure 4.3 (Booij and Rubach, 1987: 3).

Perhaps the simplest example of a postlexical rule would be that of stress rules in
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Figure 4.3 Booij and Rubach’s (1987) model

fixed stress languages. For instance, in Czech or Hungarian, the stress always falls
on the first syllable of the word, irrespective of its morphological structure. The
easiest way of accounting for such a situation is to say that the stress rule, while
lexical (since it only applies to the domain of the word), applies after all other
phonological rules (including any which might insert or delete vowels).

Polish provides stronger evidence for this conception of fixed stress rules. The
stress falls regularly on the penultimate syllable, whether in monomorphemic words
or in suffixed versions of those words (stressed syllables are italicized):

4.22 a) interes ‘interest (nom. sg.)’
b) interesu (gen. sg.)
¢) interesami (intr. pl.)
d) interesowaé ‘to interest’
e) interesujacy ‘interesting (masc. nom. sg.)’
f) interesujacego (masc. gen. sg.)

However, in certain word forms the stress falls, exceptionally, on the antepenult.
These exceptions can’t be defined phonologically and so have to be marked lexically.
When such an exceptional word is suffixed, either the stress remains on the ante-
penult or it shifts to its regular position on the penult. The basic generalization is
that, in exceptional items, stress is marked to fall on a particular syllable irrespective
of afhxation, but that this is overridden if the stress would end up more than three
syllables from the right edge of the word (cf. Hammond, 1989). Two sets of cases
are shown in 4.23 and 4.24:

4.23 a) gramatyka ‘grammar (nom. sg.)’
b) gramatyki (gen. sg.)
c) gramatyk (gen. pl.)

d) gramatykami (instr. pl.)
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hi 4.24 a) uniwersytet ‘university (nom. sg.)’
| b) uniwersyzetu (gen. sg.)
C) uniwersytetami (instr. pl.)

In gramatryka we can assume that stress is lexically marked on the syllable ma, where
il it surfaces in all forms except 4.23d. Here, it is impossible because it would be four
‘ syllables from the end of the word and so the regular stress rule takes precedence.
Likewise, we can assume lexical stress marking on the wer syllable of uniwersytetr.
It is not important exactly how these rules are written. The point is that the regular
rule must wait until the end of all affixation processes before applying. In addition,
it applies after the vowel-zero alternations similar to those described earlier in the
chapter for Czech. Therefore, it can’t sensibly be regarded as a cyclic rule. However,
i the fact that the stress rule is defined over the domain of the word, and that it is
' subject to lexical exceptionality, shows that it must be a lexical rule. Hence, we have
_ a lexical rule which must apply (non-cyclically) after the cyclic rules.
| Since postcyclic rules aren’t cyclic, we don’t expect them to obey Strict Cyclicity,
5 and so they can apply to monomorphemic (underived) items even if they effect a
! change in structure. Apparently, postcyclic rules are not intended to respect struc-
i;f;i ture preservation either. This means that a postcyclic rule can give rise to segments
: J or syllable structures which aren’t underlyingly contrastive, for example, by creating
P a reduced vowel which doesn’t appear in the underlying phoneme inventory of the
" language.
iR - If the notion of postcyclic lexical rules is substantiated, it would be tempting to
LB regard them as the first stage in the lexicalization of genuinely phonological (auto-
matic) rules of the phrase phonology. This should have interesting implications for
theories of historical phonological change.

4.3.3 Lexical phonology: summary

K Let’s now summarize the leading ideas behind Lexical Phonology so as to judge the
importance of its contribution to our understanding of morphology. In structuralist
approaches to morphophonemics it’s common to find the notion that a mor-
phophonemic alternation serves, in part, as a signal of a morphological relationship.
1i For instance, in [hauzaz/, the plural of ‘house’, the category of plurality is expressed
‘ ~ partly by the ending and partly by the voicing of the stem final /s/. Lexical Pho-
i nology has as one of its aims the formalization of this notation. For in Lexical
’ Phonology phonological rules are triggered by morphological processes (particularly
affixation). Thus, allomorphy is directly coded as a kind of biproduct of affixation.
This is achieved by the interleaving of the morphological rules with the phonological
rules.

A further important consequence of this interleaving is that it permits certain mor-
phological rules to be sensitive to the derived phonological shape of morphemes. We
saw a number of cases of this in chapter 3. Provided the morphological rule applies
after (that is, in a later stratum than) the phonological rule which gave rise to the
derived allomorphy, there is no difficulty in writing affixation processes which are
sensitive to the derived allomorphy. (Some of the 1mphcat10m of this observation will
be expanded upon, however, in §4.4.)

p—
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Lexical phonology permits a precise characterization of what counts as a mor-
phophonemic rule. Such rules are lexical redundancy rules, defined over items in the
lexicon. They are thus different in kind from the postlexical rules which apply after
the syntax. The resulting model, especially when it incorporates the notion of struc-
ture preservation, bears a certain resemblance to the structuralist morphophonemic
theories discussed in chapter 2 (cf. Kiparsky, 1985: 114). Although certain phono-
logists working within the SPE tradition had suggested at times that the output of
the phonology might need to be able to feed morphological processes (Gussman,
1980, makes just such a claim for certain facts about Polish word formation), Kipar-
sky’s is the first generative model to incorporate the idea as an essential component.

The theory is still a species of generative phonology. The key ideas of SPE are
largely retained, though in greatly modified form where so-called non-linear
approaches, discussed in chapter 5, are introduced into the model. Thus, a phono-
logical component has underlying forms mapped onto surface forms by extrinsically
ordered rules defined over natural classes of distinctive features using the SPE
notational conventions. Where two allomorphs of a morpheme bear a phonologically
definable resemblance to each other, it is (often tacitly) assumed, with SPE, that
there is a common underlying form from which both allomorphs are derived by
means of phonological rules.

Although the Level Ordering Hypothesis has played a large role in the develop-
ment of Lexical Phonology, 1t doesn’t seem to be an essential component of the
theory. The model proposed by Booij and Rubach (1984, 1987), for instance, is able
to dispense with the notion completely. What is essential to Lexical Phonology is the
interaction between phonology and morphology and the distinction between lexical
processes and postlexical processes. In the rest of this chapter we’ll look at other
attempts to cover the same ground by formalizing the morphology—phonology
interaction 1n different ways.

4.4 Morpholexical phonology

Having morphological rules intermixed with the phonology as in Lexical Phonology
permits interactions which would otherwise be impossible. In particular, it is possible
for certain phonological rules to feed morphological rules. However, simply allowing
phonological rules to apply before affixation processes still doesn’t of itself account
for all the ways in which morphology can restrict phonology. It is still the case that
some lexical phonology rules apply only to certain classes of morpheme, for instance,
only to verb forms, or only tc specially marked lexical items such as those etymol-
ogically identified as foreign borrowings. This includes cases in which only a minority
of items in a given class actually undergo the rule, the so-called minor rules. In some
cases minor rules apply not only in a minority of the phonological environments
meeting their structural description but also in a minority of the potential morpho-
logical environments. In this case the rules have to be governed by morphological
features, such as [+strong verb], [+3rd declension], [-indicative] and so on.

A rule may be ‘minor’ either because only a limited number of morphemes
undergo the rule, or because only a limited number trigger it.'' As an example of
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the former type, we might suppose that there was a rule shortening /ai, i:/ to [i, e/
in the past tense of certain monosyllabic verbs ending in ¢/ d, as in bite ~ bit, hide -~
hid, bleed ~ bled, feed ~ fed. However, this ‘regularity’, though it can be stated in
phonological terms (in many brands of generative phonology), only applies to a small
i minority of verbs. Even strong verbs of the right shape don’t necessarily undergo it
1{ (quite apart from those like cite or cede which have completely regular past tense
o forms), witness: fight, ride, smite, stride, write. As an example of a minor rule trig-
gered by a minority of items, consider the stress attraction induced by affixes such
as -ic and -1ty in system ~ systemic and luminous ~ luminosity. The majority of afhixes in
English don’t have this effect on stress.

Although Kiparsky doesn’t discuss the question in any detail in his later writings

it seems that he would accept that certain phenomena handled by phonological rules
in SPE are better treated as readjustment rules, i.e. truncation rules or allomorphy
rules of the kind Aronoff (1976) describes. Rubach (1984) in his description of Polish
within a Lexical Phonology framework explicitly includes such readjustment rules.
‘{i | Readjustment rules resemble phonological rules in that they may only apply after at
: least one morphological process. In certain cases the morphemes which undergo
them or trigger them will have to be marked with special diacritic symbols in their
lexical entries. This is because phonologically similar morphemes sometimes fail to
] condition the alternations. In this respect the readjustment rules are very similar to
il minor rules. _
i | However, there is still one essential feature of the phonology—morphology interface
B which Kiparsky’s model retains from SPE: the first rule of the cyclic segmental
ne phonology which applies on the first cycle follows at least one rule of morphology.
One consequence of this for morphophonemics is that Lexical Phonology adheres to
i the principle that, where there is allomorphic variation, it is only the basic alternant
' that appears in underlying form. The other variants are derived allomorphs and are
P derived either by readjustment rules, or by (cyclic) phonological rules. What is
‘ excluded is the possibility that two allomorphs of a morpheme may be housed in the
lexicon before any morphological or phonological processes are applied. For instance,
i confronted with the [haus ~ hauz/ allomorphy of the word house, a Lexical Phono-
i logist would be obliged to set up an underlying form (presumably [haus/ since this
is the form found in the morphosyntactically basic variant) and derive one or both
allomorphs from that form. There is no sense in which we could say that both
allomorphs were underlying.

This assumption is directly challenged by Rochelle Lieber (1980, 1982). We will
1 discuss her overall model of morphology in much greater detail in chapter 6. For the
present we will look at her theory of allomorphy. Lieber argues that there are cases
in which word formation rules need to have access to derived allomorphs before the
phonology has had chance to derive those allomorphs. This means that the derived
allomorph, as well as its basic form, must be available in the lexicon before the
phonology applies. Hence, it cannot be the case that the allomorphy is the conse-
quence of a phonological rule. Lieber claims that in such cases the allomorphs are
listed in the lexicon and associated by means of a lexical redundancy rule which she
refers to as a morpholexical rule. 2

Listing derived forms of allomorphs in the lexicon, so that they are available before
any morphological processes apply, is a break with the traditions of SPE phonology,
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and likewise with the assumptions made by Aronoff, or by Kiparsky. In order for
the proposal to be workable, it is necessary that a theory of allomorph selection be
provided. We saw in chapter 3 that in Halle’s 1973 model of morphology all mor-
phemes were listed and some special provision had to be made in order to ensure that
we derive words such as conception, retrieval and bereavement, from conceive, retrigve
and bereave and not nonsense such as *conceivement, *retreption or *bereaval. One
straightforward way of doing this is to mark roots with features corresponding to the
affixal morphemes they take, and ensure that the affixes are so marked as to select
just those roots marked with the appropriate feature. Lieber’s model of morphology
introduces just such a type of selection (which she calls morphological sub-
categorization, by analogy with the subcategorization of verbs in terms of the
complements they take).

One intriguing possibility is that an affix might be given a lexical marking which
specifies that it selects not a root marked with a particular diacritic feature, but rather
any root of a particular phonological shape. We have already encountered sporadic
examples of phonologically governed allomorph selection of this kind. The inchoative
-en affix, discussed in §3.3, which derives verbs from adjectives, bears a selection
feature ensuring that it attaches only to monosyllabic roots ending in (Sonorant)
Obstruent. If the root doesn’t fit this description then the affix won’t attach to it.
Carstairs (1987) has discussed a number of cases in which the choice of suppletive
allomorphic variants is determined by phonology. An instance which recurs
throughout the Turkic family of languages is the allomorphy of the Passive mor-
pheme. This takes the form -II after all consonants except [l/ and -In after [I/ and
-n atter vowels (where ‘I’ represents the vowel harmony variants [t 1 u y/). In 4.25
we see some examples from Turkish (Lewis, 1967: 149):

4.25 a) Root Passive
yap- ‘make’ yapi
sev- ‘love’ sevil
tut- ‘hold’  tutul
gor- ‘see’ goriil

b) al- ‘take’ alin
oku- ‘read’ okun

Cases in which suppletive allomorphs are selected phonologically can be handled
within the SPE framework because the two allomorphs, being suppletive, by defini-
tion can’t share a common underlying form. Therefore, both forms must be listed
in the lexicon before any affixation takes place. What would be very difficult for such
theories would be a case of non-suppletive allomorphy, in which independent phono-
logical rules relate the two allomorphs, and in which the derived allomorph is selected
or itself selects on phonological criteria. The reason this is problematic for the SPE

model is that all morphology precedes all phonology. Therefore, at the stage when

phonologically conditioned selection of a derived allomorph is supposed to be taking
place, the derived allomorph still hasn’t been created. Lieber argues that just such
cases exist and that the SPE approach to non-suppletive allomorphy can’t be correct.

Lieber (1982) discusses such a case from the Australian language Warlpiri (see
Nash, 1980). Warlpiri verbs have five conjugation classes, each taking a different set
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of allomorphs of tense affixes. This is shown in 4.26:

; 4.26 Warlpiri tense markers
“ Nonpast  Past  Imper. Imm. Fut.  Pres.
1 1 (m) ja ya (-ka) ju nya
3 oy ngu ngka ngku nganya
2 i, ni rnu ka ku rninya
4 nja lku
5 ni nu nta nku nanya

i Warlpiri has a rule of reduplication (which Lieber assumes is a morphological rule
“ — see chapter 5 for a detailed discussion of reduplication processes). This rule is
in stated informally in 4.27 and exemplified in 4.28:

4.27 Warlpiri reduplication
‘Copy the first two syllables (or the first syllable if it has a long vowel) of
i a verb to the left.’

4.28 pu-ngka ‘hit it (Imper.)’ pungka-pungka ‘hit it quickly’

Now, several of the forms in the columns of 4.26 are phonologically similar to each
other and it would be tempting in an SPE framework to derive some of them at least
from a common underlying form, subject to minor rules triggered by conjugation
class features. However, the phonological conditioning on the reduplication rule pre-
vents this. In order to work properly reduplication must ‘know’ the number of syl-
lables in the affix. Therefore, it is not possible to select an abstract underlying
representation of, say, the 3rd conjugation form of the present tense, apply reduplica-
tion 1n the morphology, and then apply the phonological rule spelling out the precise
shape of the affix. The reduplication rule must already ‘know’ whether the suffix is
‘F f ' a monosyllable or a disyllable when affixed to a stem such as pu. For in the former
case the whole of the suffix will get reduplicated and in the latter case only its first
syllable will be reduplicated. Marantz (1982) presented a number of similar cases,
again from the interaction of phonological rules with reduplication, to argue the same
point.

Lieber’s arguments show that the SPE model is inadequate. However, they don’t
L necessarily affect Kiparsky’s Lexical Phonology. For the morphology—phonology
i interaction is the whole point of this model. Cases in which phonology feeds mor-
phology are therefore precisely the sort of evidence we would look for in order to
substantiate this model. It is partly for this reason that the Lieber/Marantz argu-
ments were largely ignored. However, there is one situation which Lexical Phonology
still rules out, namely, phonologically governed selection of a derived allomorph on
the very first cycle. This is because in Lexical Phonology the first (cyclic) phono-
logical rule has to be fed by a morphological process of some sort in order to satisfy
strict cyclicity. If we can find such a case this would argue in favour of the
morpholexical rules approach (which we may call Morpholexical Phonology).

In Spencer (1988a) I claim that Czech illustrates a case of the sort we need. Czech
has a rich inflectional system and a complex morphophonemic patterning. Czech
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nouns have three genders, two numbers, and seven case forms. Many affixes have two
sets of allomorphs which, following tradition, we can call ‘hard’ and ‘soft’. The soft
affixes tend to begin with front vowels and are found with stems ending in a pala-
tal(ized) consonant. Other sorts of stem take the hard affixes. The hard/soft distinc-
tion isn’t purely phonetic: due to historical change an earlier plain vs. palatalized
distinction has been lost for the consonants [s z 1/ and the labials, but stems ending
in these consonants are still morphophonemically either soft or hard (or both in the
case of some stems). In table 4.1 I give the declension of the nouns #hel ‘corner’, a
hard stem and uhel ‘coal’, a soft stem. You can see from these paradigms that some
of the endings (though not all) alternate, for instance, the genitive singular has the
form -u for the hard stem and -e¢ for the soft stem.

Let’s concentrate on the prepositional plural (also called the locative). This has a
hard allomorph -ech and a soft allomorph -ich. Throughout the language, despite the
wealth of exceptions to virtually every rule in Czech, we find that all soft stem allo-
morphs co-occur with the soft -ich afhx allomorph and all hard stem allomorphs co-
occur with the hard -ech affix allomorphs.!*> There is a minor rule of Czech, called

traditionally ‘Second Velar Palatalization’ (which I shall shorten to 2VP). This has.

the effects shown in 4.29, where [c/ is IPA [ts] [his [fi] and [$] is /§/. Orthographic
ch represents IPA [x], so -ich i1s [1:x]:

4.29 k—c
gz
h—z
XS

This set of alternations in languages like Czech is generally regarded as the result of
a phonological rule in generative studies of Slav morphophonemics. For instance, its
equivalent in Polish is a cyclic rule in Rubach’s (1984) lexical phonology of that lan-
guage. One reason for assuming this is that although its occurrence is morpholo-
gically restricted to a small set of affixes, it applies with great regularity even to recent
loans. One of the affixes which triggers it is the prep. pl. desinence -ich. Thus, we

Table 4.1 Czech ‘hard’ and ‘soft’ declensions

thel ‘corner’ uhel ‘coal’

Sg. P1. Sg. Pl
Nom. thel thly uhel uhle
Gen. dhlu dhli uhle uhla
Dat. dhlu dhlim uhli uhlim
Acc. tihel thly uhel uhle
Voc. thle! dhly! uhli! uhle!
Prep. ihlu dhlech uhli uhlich
Instr. thlem dhly tuhlem uhli

The accents ~ and ’ indicate long vowels; the orthographic dis-
tinction between ‘y’ and ‘i’ has no effect on pronunciation in
these forms, it simply reflects the lost palatalization present in
earlier stages of the language.
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find the data of 4.30:

4.30 zvuk ‘sound’ zvucich
filolog  ‘philologist”  filolozich
prah ‘threshold’ prazich

¢ ’

hrax pea hrasich

The standard assumption would be, then, that a form like zvucich is derived as in
4.31:

4.31 [zvuk/ + [ich/
[zvuk + ich/
c 2VP
[zvucich] Output

Now, the phonemes which result from 2VP, namely, [c z §/ are all ‘soft’. Thus,
it is to be expected that they co-occur with the soft allomorph of the prep. pl., -ich.
However, there is a serious problem with the derivation in 4.31. For here we find
that zouk has selected a soft afhix allomorph, -ich. But the velar consonants are all
morphophonemically hard, and so would be expected to select hard allomorphs (as
they do elsewhere in the paradigm). We have an inescapable degree of irregularity
here. We would expect to see *zoukech, but such a form is completely excluded.
However, the derivational approach illustrated in 4.31 poses us a serious additional
problem. For the form [zvuk/, being a hard stem, has no right selecting a soft suffix
allomorph. This problem is compounded when we realize that the rule of 2VP has
the function of rectifying the fault: it guarantees that our exceptionless surface
generalization will be maintained, despite its having been broken at the level of URs.

If we assume that 2VP is a derivational rule operating after affixation, and hence
after allomorph selection, the generalization about the selectional restrictions on hard
and soft allomorphs becomes a complete accident. However, if we assume that 2VP
is a morpholexical rule, that is, a redundancy rule defined over lexical entries, there
1s no such problem. All we have to say is that velar stems (regularly) use the palata-
lized allomorph for the prep. pl. This will automatically mean that the -ich affix allo-
morph will be selected. In effect, we are saying that hard, velar stems shift into the
soft stem category for this one inflectional form (not an uncommon phenomenon in
inflectional systems).

How can we tell when we have a morpholexical rule which looks like a cvclic rule,
and a genuine cyclic rule? The most parsimonious assumption to make is that all
cyclic rules are actually morpholexical relationships. The solution will only be attrac-
tive to the extent that it can capture all the generalizations which a derivational, rule-
based approach can capture. For segmental phonology it isn’t difhicult to see that the
basic properties of the generative, derivational model are straightforwardly translat-
able into the morpholexical, representational approach. In effect, we just split up the
generative rewriting rule into two parts, the change induced by the rule (i.e. the struc-
tural change) and the context of application (i.e. the structural description). The struc-
tural change (the context free portion), is then the morpholexical rule, while the
context is recorded in terms of selection features defined over the allomorphs created
by the context-free rule. What is impossible in such a system is extrinsic ordering of
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rules. However, this is one of the most controversial aspects of phonological rule
systems. Notice that effects reminiscent of rule ordering can be achieved if we assume
a distinction between lexical and postlexical phonology. Thus, we can have a lexical
rule counterfeeding, or bleeding a postlexical rule. The opportunity for such
apparent ordering interactions increases if we adopt the Booij/Rubach model dis-
cussed in the previous section. For non-segmental morphophonemics the picture is
more complicated, though in Spencer (1988b) I suggest how to treat morphologized
reduplication in Latin in a purely representational version of non-linear phonology
(a static version of one of the approaches discussed in chapter 5).

The morpholexical approach to cyclic phonological rules also has the advantage
that it already entails both structure preservation and (one part of) strict cyclicity
without any stipulation. Morpholexical rules are defined before the phonology, at the
level at which lexical entries are listed. Therefore, they are automatically restricted
to phonemes. Hence, structure preservation is an automatic consequence of the
organization of the grammar. Strict cyclicity as it applies to monomorphemic items
states that a cyclic phonological rule will not apply to a form in an environment which
doesn’t trigger an alternation. Morpholexical rules create allomorphs for selection by
morphological processes. Without such selection there is no derived allomorph and
hence we will always observe the effect of the rule only when we see allomorphy
induced by the morphology. But this is strict cyclicity (as it applies to underived
items). In other words, this aspect of strict cyclicity is simply a consequence of the
fact that we are dealing with allomorphy.

It 1s fair to say that phonologists are generally unwilling to abandon the full
descriptive power of derivational theories of morphophonemics, and especially the
luxury of extrinsic rule ordering, even though such rule ordering, together with
highly abstract underlying forms, would appear to make phonologies unlearnable (cf.
Spencer, 1986). As a consequence, it is unclear whether the morpholexical approach
to phonologically governed allomorphy will ever become popular. However, the fact
that such an idea can be entertained at all within a generative theory gives an
indication of the impact that morphology has made on phonology in recent years.

4.5 Allomorphy in natural morphology

Natural morphology is the term given to an approach to morphology developed by
Dressler, Wurzel, Mayerthaler and their colleagues, which seeks to provide a theory
of what constitutes a ‘natural’ morphological system, and what laws govern devi-
ations from that natural (or ‘unmarked’) state. It mustn’t be confused with Natural
Generative Phonology, discussed earlier in the chapter (though there are certain
points of similarity). The historical starting point for Natural Morphology is the
theory of Natural Phonology developed by Stampe (1979). We will hear about the
Narural Morphologists’ approach to inflection in chapter 6. Here I will briefly sketch
the approach to morphophonemics (or morphonology) developed by Dressler
(1985a, 1985b).

The essence of Natural Morphology is that the most natural type of morphology
is fully ‘transparent’, in the sense that every morpheme has one form and one
meaning, and every meaning (or grammatical category) corresponds to exactly one
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form. This relationship is called biuniqueness. One example of a derivation from
biuniqueness is allomorphy. Dressler argues that there are three ways in which mor-
phemes may end up with variant pronunciations. In one case the variation may be
simply due to automatic Phonological Rules (PRs). For instance, Dressler argues that
the alternation in the English plural sufix between [z s 9z/ is the result of excep-
tionless (‘low-level’) phonological rules of epenthesis and voicing assimilation.
Another very familiar example would be the rule in English aspirating isolated
voiceless plosives at the beginning of a stressed syllable. The second type of variation
is caused by Morphonological Rules (MPRs). These, too, are phonological rules, in
the sense that they can be written in a phonological formalism (Dressler uses a
modified version of the standard formalism of SPE). However, unlike PRs, MPRs
are rules which are lexically or morphologically governed. An example would be
English Velar Softening, which always has the effect of relating allomorphs ending
in [k g/ to allomorphs ending in [s &/, as in electri[k] — electri[s]ity and analo|g]
— analo[d3] y. Since there are exceptions to this alternation it cannot be an automatic
PR: monar{k] — monar{k]y and do[g] - do[g]y. The third type of alternation is
brought about by Allomorphy Rules (AMRs). The alternations in English referred
to collectively as the Great Vowel Shift are said to come under this heading. Thus,
the rule of Trisyllabic Laxing (responsible for alternations of the type sane — sanity
mentioned in §4.3.1) would be an AMR.

Dressler’s distinctions are valuable as rule of thumb characterizations of different
sorts of process which give rise to allomorphic variation. However, he is careful to
point out that he doesn’t intend his typology to define watertight distinctions, so that
the boundaries between the types of rule are fuzzy. Dressler provides a summary of
the general properties of MPRs (1985a: 146ff). In addition to being non-automatic
and morpholexically conditioned, they have the property that they can neutralize
phonological contrasts. For instance, the contrast between [k/ and [s/ is neutralized
by Velar Softening. MPRs have phonemes as their input and their output. In éther
words, MPRs cannot be used to induce purely allophonic variation. This property
is similar to Kiparsky’s notion of structure preservation. Like PRs, but unlike
AMRs, the MPRs may be applied in word games, and may be ignored in alphabetic
writing systems. Thus, the [k - s/ alternation induced by Velar Softening is not rec-
orded in English orthography, so that the writing system treats this alternation like
a predictable phonological rule. (Some MPRs in English are, however, reflected in
the orthography, for example the voicing alternations in plurals such as wife — wives.)
Like AMRs, but unlike genuine PRs, the MPRs tend not to be applied to neologisms
or to nonsense items in psycholinguistic experiments. Genuine PRs, however, reflect
what is pronounceable in a language and so these rules are applied in such cases. '*

For Dressler, then, MPRs represent a half-way stage between AMRs, the fully
morphologized alternations, which are effectively a type of suppletion, and properly
phonological rules. As has often been observed, the MPRs reflect a stage in historical
development of phonological rules which are becoming morphologized or lexicalized,
but which still retain a certain degree of generality. Dressler claims that MPRs
don’t get generalized in historical change, though this can happen in both PRs (as
phonological processes are generalized) and to AMRs (as morphological rules are
generalized).

Compared with the classical model of generative phonology represented by SPE,
the typology offered by Dressler (like that of Natural Generative Phonology) is closer
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to the traditional structuralist typology. However, there is an important difference
between both these approaches on the one hand, and post-Bloomfieldian structura-
lism as represented by, say, Hockett, on the other. This 1s the lack of a separate
‘morphophonemic level’ which characterizes the later forms of American structura-
lism. Thus, although for Dressler MPRs mediate in a certain sense between morpho-
logy and phonology, this doesn’t mean that the units in which morphophonemic
alternations are defined are different entities from phonemes.

Dressler’s survey of MPRs is a useful compendium of information, though it has
to be admitted that Dressler’s aim is to provide a theory of languages rather than a
theory of grammars. In this respect, the theory should perhaps be thought of as a
theory of what Chomsky (1986b) has called ‘E-language’, rather than ‘I-language’
(cf. §3.3). It is for this reason that he is not too concerned to provide hard-and-fast
criteria for distinguishing the different sorts of rule. As such his approach is very
different in motivation from those deriving from the SPE tradition of generative
grammar, such as Kiparsky’s Lexical Phonology, or the theory of Morpholexical
Phonology. The distinction isn’t always apparent since the notational conventions
Dressler and his colleagues use are generally those of generative phonology. More-
over, they make considerable appeal to ‘external evidence’ in the form of child
language data, psycholinguistic experiments and data from language pathology, sug-
gesting the search for a ‘psychologically real’ characterization of the morphological
system. However, the kind of psychological reality which is at stake is very different
from that which is central to the philosophy of generative grammar.

4.6 Zwicky’s shape conditions

In a number of papers Arnold Zwicky has been developing an approach to morpho-
logy which pays particular regard to the interfaces between morphology and phono-
logy and between morphology and syntax. In this section I shall outline his views on
allomorphy, with particular reference to a set of problems which we have hardly
touched on before. Zwicky (1986) distinguishes between Allomorphy Rules, Mor-
phonological Rules and Phonological Rules, rather as Dressler has done. He suggests
that the best way to formalize MPRs and PRs is as generative rules operating over
a base form (UR), as in standard versions of generative phonology. However, for the
AMRSs he suggests that derived allomorphs (which are listed in the lexicon) will then
be particular forms, marked to be chosen in particular contexts. The basic allo-
morphs are then chosen by default, an instantiation of the Elsewhere Condition.
AMRs will precede MPRs which will precede PRs. In short, the general overall
picture is broadly that of Lexical Phonology, Morpholexical Phonology and Natural
Morphology (though, of course, with important differences of detail).

Zwicky points out, however, that it isn’t just morphemes undergoing word-internal
morphological processes which exhibit allomorphy. One type of allomorphy which
tends to get overlooked is that shown by words such as the English indefinite article
al an. This word has two allomorphs whose choice is governed by the phonological
environment: an appears before a vowel-initial word and a appears elsewhere. How-
ever, unlike the situations we have seen hitherto in which allomorph selection has
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been governed by phonology, here the allomorph selection has to take place after syn-
tactic rules have applied. In other words, we are gradually straying from the domain
of morphology proper. The indefinite article allomorphy is a rather troublesome
alternation if we wish to maintain that lexically or morphologically conditioned alter-
nations are limited to the lexicon, for this alternation is certainly lexically conditioned
(it only happens to one word!), yet it seems to take place in the syntax.

We could at least write a phonological rule to describe the a ~ an alternation. For
instance, we might simply say that there was a lexically governed postlexical rule
deleting the /n/ of an before a non-vowel. Indeed, recently there has been an upsurge
in interest in phonological rules which apply to phrasal or syntactic domains (e.g.
Kaisse, 1985, Nespor and Vogel, 1986), so perhaps as morphologists we could carry
on ignoring the problem and leave it to our phonologist colleagues. Nonetheless, the
phonological solution would still be rather upsetting to theories in which all postlex-
ical rules have to be automatic, ‘allophonic’ rules. However, not all alternations of
this kind even admit of a phonological description. Take the case of the alternation
found in French with adjectives such as beau ([bo]) ‘beautiful’. This word has an
irregular feminine stem allomorph, belle ({bel]). However, the same allomorph (but
spelled bel) is also found modifying masculine nouns if the following word begins
with a vowel, un bel homme, [€ bel om], ‘a handsome man’, not *un beau homme. We
even see the same happening to an ac'verbial form of the same word in the idiom bel
et bien ‘well and truly’. Similar allomorphic variation is shown by the possessive pro-
nouns, mon ~ ma, ‘my’, ton ~ ta, ‘thv’; and so forth. Thus, we have mon pére ‘my
father’, ma femme ‘my wife’, mon ami ‘my friend (masc.)’, mon amie ‘my friend
(fem.)’ (with the same pronunciation as the previous example), but ma petite-amie

‘my girlfriend’. What we have here is a case of partial suppletion in which allomorph
choice isn’t determined until the syntax.'

Another type of allomorphy determined in the syntax is represented by the mmal
consonant mutation of Nivkh (Gilyak) (among other languages) discussed in chapter
1. Recall that in Nivkh the initial consonants of words undergo specific phonological
processes such as voicing and spirantization when those words are in specific gram-
matical contexts (e.g. the direct object of a verb). Again, allomorph selection can only
be decided here after the syntax.

Finally, a very common source of such allomorphy is clitics. (Some would say that
the indefinite article allomorphy came under this heading.) The whole of chapter 9
1s devoted to the problem of clitics so I'll defer discussion till then.

Zwicky proposes to lump these types of ‘external’ allomorphy together with other
types of allomorphy in a separate component of grammar called the Shape Compo-
nent. This component contains the lexicon itself, together with separate sets of rules
for inflectional morphology and derivational morphology (Zwicky explicitly distin-
guishes these notions). In addition, this component houses Shape Conditions, those
conditions governing the selection of different allomorphs (or morpheme ‘shapes’)
postlexically, that is, in the syntax. Hence, it is here that rules governing the distri-
bution of the af an allomorphs is stated, as well as the form of French adjectives, the
different mutated forms of Nivkh words, and so on.

Relatively little attention has been devoted to these types of problems by morpho-
logists, though they offer some of the most intriguing puzzles in the discipline. These
questions exemplify particularly well the thesis that morphology is essentially the
discipline of interfaces, since it is in this area that morphology, phonology and syntax
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all meet and interact. Given the complexity of the resulting problems it would be too
sanguine to expect widely accepted solutions to appear overnight, but it does make
this one of the more interesting of present-day research areas.

4.7 Summary

The theme of this chapter has been the interface between morphology and pho-
nology. We have seen how the notion of allomorphy has altered since the publication
of SPE. As morphology has become increasingly important for linguistic theory in
general and phonological theory in particular, so the theoretical devices used to
describe allomorphic variation and alternations have become more diverse. This is in
keeping with a general trend towards the ‘modularization’ of grammatical theory.
Rather than attempting to cover as many disparate phenomena as possible with a
single apparatus (as was proposed in SPE), linguists are constructing separate sub-
theories with their own sets of rules, representations and principles, and examining
the way these subtheories interact. Thus, in Lexical Phonology we see first a distinc-
tion drawn between lexical phonology and phrase phonology, and an explicit theory
of the close interaction between the lexical phonology and the theory of morphology.
The recent work of Zwicky illustrates the theme of the modular interaction of
independent (sub)components particularly well.

A number of ideas have been resuscitated from pre-generative theories and given
a generative gloss. The notion of allomorphy itself has been reintroduced, as a
concept distinct from phonology. The notion of phonemic contrast has been empha-
sized in Kiparsky’s principle of structure preservation. However, despite the
modular nature of contemporary theories there seems to be one distinction familiar
from pre-generative structuralism which has not re-emerged, namely, the idea of an
independent morphophonemic level. Morphemes consist of phonemes (or other
phonological entities like tones, stress patterns, and so on). There is no intermediate
level between phonology and morphology. In this respect contemporary theories of
morphophonemics remain true to a Prague School conception rather than the post-
Bloomfieldian conception of the subject.

Finally, the early preoccupation with the purely lexical aspects of allomorphy
is gradually being redressed with the rekindling of interest in the problem of
allomorphy at the syntactic level.

However, considerable though the changes in the conception of allomorphy in gen-
erative grammar have been, we have so far told only a small part of the story. For
we have restricted ourselves primarily to allomorphy which takes the form of alter-
nations in the particular segments within a morpheme. However, we know from
chapter 1 that there are rather more drastic types of alternation found in languages,
some of which stretch the very notions of ‘morpheme’ and ‘allomorphy’ to their con-
ceptual limits. It is to these types of allomorphy that we turn in the next chapter
when we trace the development of ‘non-concatenative’ morphology.
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EXERCISES

4.1 Give the UR for choilecek and chvilecka and show how to generate the surface
forms using rule 7. What assumptions do you have to make about the application of
the rule to get the derivation to work?

4.2 The Strict Cycle Condition: Rubach (1984) argues that the Polish phonolo-
gical system includes the rules 1-6. Rules 1-5 are cyclic and rule 6 is postcyclic.
(Rubach, 1984, only distinguishes cyclic and postcyclic, i.e. postlexical, rules.)

Cyclic
1) Adjective Strident Palatalization
S, Z=§, Z | i] Adj.

2) First Velar Palatalization
k, g, x=¢, Z, S/ 1, €, ]
3) Gliding
1=j [ \Y
4) Nominal Strident Palatalization
s=§ [______ 1] Dim./Aug.
5) Glide Deletion

VVVVV

Postcyclic
6) Retraction
i=y/ (s, Z,¢}

The cyclic rules are applied in a specific extrinsically determined order. On the basis
of data sets A, B (given in broad Slavicist transcription), determine what this order
1s for rules 1), 2) and 4). Data set A consists of neuter augmentatives formed from
noun stems of any gender. Data set B consists of the nominative fem. sg. of
denominal adjectives. Assume that the UR of the neuter ending is [o/, the feminine
ending, /a/ and the Denominal Adjective suffix, /i/. Rubach assumes that each mor-
pheme triggers a new cycle. Given this assumption, and given your proposed rule
order, how does data set A provide an argument for the Strict Cycle Condition?

Set A: neuter augmentatives

kapelus ‘hat’ kapelusisko

noga ‘leg’ nozysko

xwopak ‘boy’ xwopacysko

gmax ‘building’ gmasysko
Set B: Denominal adjectives

byk ‘bull’ byca

mys ‘mouse’  mysa

papuga ‘parrot’ papuza

mnix ‘monk’ mnisa
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4.3  What would the explanation be, given the model of Kiparsky (1982b), for the
following contrasts? Give complete derivations.

(1) a) The policemen {rang the doorbells.
b) *ringed

(ii) a) The policemen i*rang} the demonstrators.

b) ringed

4.4 ‘Elsewhere’ in morphology: Write a set of informal rules (i.e. in prose) to
account for the following Czech paradigms, making crucial use of the Elsewhere
Condition.

Class A Class B Class C Class D

‘to do’ ‘to suffer’ ‘to take’ ‘to be’
Sg. 1 délam trpim beru sem
2 délas trpis beres ses
3  deld trpi bere je
Pl 1 déldme trpime bereme sme
2 délate trpite berete ste
3 délaji trpéji berou sou

(Classes A, B are regular classes, Class C is a minor, irregular class, Class D is a
unique irregular verb.)

4.5  Allomorphy in Palan Koryak (Zukova, 1980): Identify the component mor-
phemes in the following paradigm from the Palan dialect of Koryak (a paleosiberian
language spoken in Kamchatka and NE Siberia). What phonological constraints
govern the allomorphy? Write a set of phonological rules to account for these forms.

navok ‘to begin’

Present Past Future
Sg. 1 togvotkan tagvok tatagvoy
2 navotkan pavojja tagvons
3 navotkan novojja tagvorn?
PL 1 matagvolatksn matagvolamak  mottagvolamak
2 navolatkanetak navolatok tagvolatok
3 gavolatkan navolat tagvolayg

4.6 Possessed nouns in Welsh. Determine the possessive morphemes and list the
noun root allomorphs shown in the data. Determine what pattern the root allo-
morphy follows, and use this to predict a full set of allomorphs for each noun root.
What is the base form of each root? How might you define the root allomorph classes
in phonological terms? In this allomorphy conditioned purely phonologically, purely
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morphologically, or by a mixture of these? [Note: n", ", m" indicate aspirated
' nasals, an accent indicates stress, otherwise the transcription is IPA.]

e s

ajxdevajdxi ‘your sheep’ ajxkawsxi ‘your cheese’
ajavre ‘his goat’ ajblentine ‘his child’
ajbarnhi ‘her opinion’ agavri ‘my goat’
snardi ‘my garden’ ajdevajdhi ‘her sheep’
ajxtl:xi ‘your house’ ajflentinhi ‘her child’
ajxawshi ‘her cheese’ smarni ‘my opinion’
ajxgavrxi ‘your goat’ anevajdi ‘my sheep’
am"arseli ‘my parcel’ ajvajke ‘his bicycle’
ajgardhi ‘her garden’ anusteri ‘my duster’
ajvarne ‘his opinion’ amajki ‘my bicycle’
ajdre:ne ‘his train’ spPawsi ‘my cheese’
ag"ofii ‘my coffee’ ajxbarnxi ‘your opinion’
ajfarselhi ‘her parcel’ sn"re:ni ‘my train’
ajf1:hi ‘her house’ ajarde ‘his garden’
ajgawse - ‘his cheese’ ajgavrhi ‘her goat’
ajgofie ‘his coffee’ sn"j:i ‘my house’
ajoustere ‘his duster’ ajxplentinxi ‘your child’




Nonlinear Approaches to Morphology

Introduction

Morphophonological theory, as we have seen in the previous chapter, has undergone
profound changes since the publication of The Sound Pattern of English. However,
in chapter 4 we saw only part of the story. The development of phonological theory
since the mid-1970s has ushered in even more fundamental changes in mor-
phophonology and morphology in general. The most important development from
our point of view was the theory of Autosegmental Phonology, proposed by John
Goldsmith in his doctoral dissertation in 1976 (for his most recent statement see
Goldsmith, 1990). This was essentially a theory of tone languages (particularly
African tone languages) in which the tonal properties of a word are factored out and
treated separately from the segmental properties. Goldsmith proposed a two-tiered
representation in which tones are associated to tone-bearing segments (usually
vowels, sometimes sonorant consonants) according to certain universal conventions.
The key idea here is that a phonological representation is more than just a sequence
of segments, each with its properties. Rather, it consists of a string of segments,
together with a string of other elements, called autosegments, and a specified
mapping between them. In other words, we have, for example, a sequence of conso-
nant and vowel phonemes, and simultaneously a sequence of tones, together with an
indication of which tones are linked to which vowels. Since we have more than one
‘line’ of phonological elements, such a representation is often called nonlinear
(though the alternative multilinear is rather more accurate).

In the first section we’ll see how the principles of Autosegmental Phonology were
applied by John McCarthy (1979) to the problem of Semitic root-and-pattern mor-
phology to produce what is often called a theory of nonconcatenative morphology,
that is, a ‘non-agglutinative’ theory. As we saw in chapter 1, root-and-pattern
systems pose serious problems for traditional theories based on the linear,
agglutinative approach to morphology. It’s hard to overestimate the importance of
McCarthy’s proposals. Every aspect of the theory of morphology and morphophono-
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logy has had to be reappraised in one way or another in the wake of his analysis of
Semitic and other languages. This section overviews McCarthy’s original theory,
giving the basic facts in justification of it, and the essentials of the theoretical
machinery McCarthy introduces. In addition, it looks briefly at latter developments
in the theory in relation to Lexical Phonology.

The second section deals entirely with one type of morphophonological phenom-
enon: reduplication. This has excited considerable interest over the past decade,
perhaps mainly because the multilinear approach has opened up possibilities of
analysis which are so much more insightful than the earlier transformational
approaches. As a result, rather arcane facts from ‘exotic’ languages, which had been
little more than descriptive curios, have assumed a major significance in deciding
between competing, though often rather similar, theoretical models. This explosion
of interest in just a single type of phenomenon is a good example of the way scientific
discovery and the appraisal of empirical facts depends in large part on the theoretical
apparatus at the disposal of the scientific community.

Section three surveys other types of morphological processes in which we need to
separate one aspect of phonological structure from others. We first look at processes
involving the quality of the phonemes in the representation themselves, starting with
morphologically motivated harmony systems (prosodies). Then we see how noncon-
catenative approaches can shed light on a phenomenon known as ‘echo-words’, on
English strong verbs, and on language games. Next we look at analyses in which the
pattern of consonants and vowels, irrespective of which particular consonants and
vowels they are, can be manipulated by rules of morphology or allomorphy. The
examples we examine are from Yokuts and Czech.

In the fourth section we return to the tonal origins of autosegmental theory and
look at a recent influential account of how to handle tones which seem to function
as morphemes. ’

The last section looks forward to future developments. We see an example of how
McCarthy’s original treatment of Arabic plurals has been modified to gain a more
satisfactory coverage of the data, and touch on a particularly interesting example of
nonconcatenative morphology, that of Sign Language.

5.1 The autosegmental approach to
morphology

S5.1.1 McCarthy’s theory

For many morphologists the prototypical word formation processes have been
(linear) afhixation, of the kind found in agglutinating languages. However, we saw in
chapter 1 that many processes (including some found in Indo-European languages)
do not conform to this Item-and-Arrangement ideal. Quite frequently it appears as
though it is a phonological alternation which is expressing the morphological cat-
egory, and not a morpheme proper. We have seen this for tone, stress, vowel length
and other prosodic characteristics, as well as processes affecting the phonological
makeup of a root such as the initial consonant mutations of Nivkh, or apophony
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(ablaut), found in English forms such as sing - sang ~ sung ~ song, in which the
vowel of a root changes. All these types of process pose problems for a simple-minded
version of IA.

The Semitic languages offer a particularly strong challenge to so-called linear
models of word formation. The difiiculty which a linear IA theory has with such
languages was used by proponents of the generative form of the Item-and-Process
approach as an argument against IA. However, the classical generative approach is
still at heart an approach based on linear representations, in that URs are still
assumed to take the form of linearly concatenated strings of morphemes. This
assumption has been seriously questioned by a highly influential theory of Semitic
morphology, developed by John McCarthy in his 1979 doctoral dissertation
(published as McCarthy, 1982a).

Recall that, in Arabic, words are commonly formed on the basis of a triliteral root,
a set of three consonants between which are inserted (or ‘intercalated’) sets of vowels.
In some cases the sequence of vowels itself signifies a grammatical category such as
‘perfective active’. Thus, if we take the root ktb ‘write’, and the vowel sequences of
5.1, we obtain the verb stems in 5.2:

5.1 a) aa
b)ui
c)au
dua
5.2 a) katab  perfective active

b) kutib  perfective passive
c) aktub  imperfective active
d) uktab  imperfective passive

If we say (as I suggested in chapter 1) that the morphological realization (morph)
corresponding, say, to ‘perfective passive’ is the vowel sequence 5.1b itself, then we
will have a discontinuous root morph k-t-b and a set of discontinuous infixes (and
prefixes) as shown in 5.3:

5.3 a) perf. act. b) perf. pass.
katab kutib
write write

The problem, then, 1s how to ensure that the vowels and consonants appear in the
right order.

A further dimension to this problem is revealed when we look at, say, the perfec-
tive active in more detail. A complete table of verb patterns corresponding to that
given in 1.23, chapter 1, would take the form of 5.4, bearing in mind that in general
a verb would not appear with all of these patterns (this table is based on McCarthy,
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1982a: 134; cf. also the discussion of these phenomena in Goldsmith, 1990, especially
p. 97):

5.4 1 katab IX  ktabab
II kattab X staktab
IIT  kaatab XI  ktaabab
i IV oaktab XII  ktawbab
i \Y takartab XIII ktawwab
: VI  takaatab XIV ktanbab
] VII nkatab XV  ktanbay
? VIII ktatab

; In some cases these have more than the three consonants of the original root. Inspec-
i tion of similar forms for different roots would reveal, for instance, that the initial -
- and n- of IV, V, VI, VII are prefixes and the first ¢t of VIII is an infix, as is the
n of XIV. Inspection of other verbal categories with different vocalism reveals that
i the shifts in vowel length, as seen in III, VI, IX, are independent of the selection
| of vowels. In other words, vowel length itself is part of the binyan, and thus is an
exponent of the morphological categories illustrated in 5.4. The same is true of the
consonant gemination seen in II and V, and of the repetition of the /b/ at the end
of IX, XII, XIV.

How does McCarthy apply the ideas of autosegmental phonology to these data?!
The first plank in his theory is the notion of a prosodic template (or CV tier or CV
skeleton). This is a representation of a morpheme or word simply in terms of the
string of consonants and vowels which make it up but without any indication of the
precise identity of those consonants and vowels. Phonologists informally use the same
idea when they speak, say, about a closed syllable as a ‘CVC syllable’. McCarthy
claims that a specification of CV templates is part of the grammar of Arabic. The lan-
J guage specifies eight distinct patterns of CV sequences and these define the basic
‘g (skeletonic) structure of the fifteen binyanim. The eight templates needed to generate
all the forms of 5.4 are given in 5.5 (following McCarthy, I show only the commoner
of the binyanim and ignore the marginal patterns):

5.5 CvCcVvc I
; cvceve I, IV
| CVVCVC 11

i
t
i
i
!
I
|
1
|

cvcvCcCcvC VvV
CvCcvvcCcvcec VI
CCvCvcC VII, VIII
CCVVCVC XI
CCVCCVC X1V

Crucial to McCarthy’s theory is the idea that separate identifiable exponents of a mor-
phological category, such as the triliteral root or the vowel sequence, are represented
on separate planes or dimensions of the representation. These planes are usually
called tiers. The CV template is the basic tier of the representation of an Arabic
word. For verbs this tier also conveys morphological information, by indicating
which binyan the word belongs to. The other two tiers consist of ordinary phonemic
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segments, the sequence of root consonants and the vowel sequences. These segments
are called melody elements. They have to be associated to the C and V slots of the
CV template, and this is where the principles of autosegmental phonology make their
appearance.

Ignoring the binyanim with afhxes, let us consider patterns I, III, XIV, concen-
trating for the moment on the consonant tier. We’ll get the correct forms if we can
associate the melody elements to the C slots in the manner shown in 5.6a—:

5.6 ag C VCVC b)C VVCVC

1

k t

o
—t

o
o

g CCVVCVC
b

The representations of 5.6 can be built up from those of 5.7 by means of a simple
set of principles governing the association of melody elements to CV slots:

k 1t

5.7 a) CVCVC b) CVVCVC

kthb ktb

c CCVVCVC

kthb

A given melody element on a given tier is attached to a C slot in a one-to-one fashion
from left to right, respecting the Well-Formedness Condition, 5.8 (which I present
here in a simplified form):

5.8 a) Every CV skeletal slot must be associated with at least one melody
element and every melody element must be associated with at least one
appropriate C or V slot.

b) Association lines must not cross.

‘Appropriate’ 1n 5.8a means that a consonant melody element links to a C slot and
a vowel element links to a V slot. Application of this procedure to 5.7 will yield 5.9:

5.9 agC VvCVC b) C VVCVC

NI

k t b k t
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g CCVVCVC

A\

Since there are as many C slots in 5.9a,b as there are melody elements, nothing
further needs to be done with these examples, but the final C slot of 5.9¢ remains
unlinked. Therefore, we invoke a process of automatic spreading (again from left to
right) to complete the derivation. Thus, we obtain 5.10:

5.10 CCVVCVC

N\

k t b

Finally, we need to attach vowel melody elements to the V slots. The simplest case
is a vocalic melody consisting of just a single element such as the [a/ of the perfect
active. Again, the vowels occupy their own separate tier, which we can show by
writing them above the CV template. Assuming we have already associated conso-
nants to C slots, all we need do is take a single a element and associate it to all the
V slots, as shown in 5.11:

5.11
N

a
A
I\
I\ N
I

AN
\ AN
ccvvc\v/c
b

(The use of dotted lines in such representations is meant to convey the idea of associ-
ation in progress, as opposed to association which has already been effected. This
notational ploy has no theoretical status, though.) _

When the vocalic melody consists of two elements, the association process is very
similar to that found with consonants. For instance, to generate the perfective
passive, Rutib, we need to associate the melody [u if as in 5.12:

k t

5.12 u 1

w
~t
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Matters are complicated slightly by the fact that a sequence of two adjacent vowels,
written as VV in the prosodic template, represents a single syllabic nucleus in the
form of a long vowel. Thus, a skeleton such as CVVCVC with a vowel melody [u i/
will give kuutib in which the [u/ links to the first VV sequence, and not *kuitib (which
would be unpronounceable in Arabic).

Notice that it is very important that the vowel and consonant melody tiers be separ-
ated and that the association of consonants and vowels to the prosodic template be
independent. Otherwise, we would end up with crossing association lines as in 5.13,
corresponding to 5.6a, c. This would be true in the case of 5.13c even if we assumed
that there were two separate a vowels:

5.13 a) *C VC V C

\Wt/

a t

c) *C CV V C

\NWie

Now let us consider the forms with afhixes. McCarthy identifies three prefixes »-
‘causative’, t- ‘reflexive’ and n- with no fixed function. We have seen that the conso-
nant and vowel melodies have been separated and set on different tiers. This reflects
an important assumption of McCarthy’s, namely that every morpheme making up a
word 1s assigned to a separate tier. This assumption is known as the Morphemic Tier
Hypothesis, and it is crucial to much current work in phonology and morphology. ?
This means that a word with an affix will consist of four tiers: the prosodic template,
the root consonants, the vowels and the affix itself. (It quickly becomes impossible
to notate such representations accurately on two-dimensional paper.) Using the
Greek letter p to represent a morpheme and hence to define a morphemic tier, we
can represent the final structure of binyanim IV-VII from 5.4 as 5.14:

5.14 a) n b) i
| |
‘> llb/ l \k tVb/
| Y LY
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c) R d) 1)
| |
C\{\I/X/EC CC\IfC\VC
1 \kt/b/ Jl\kt/b
LY LY

Similarly, binyan XIV, with infix -n-, can be represented as in 5.15 (ignoring vowels):

5.15

These representations result from the association principles already discussed given
the additional proviso that the affix material is associated before the root melody
(otherwise, the first consonant of the triliteral root would always associate to the first
C slot of the template, and there would be no prefixes in the language).

There remain a few troublesome cases. One of these is representation 5.14b, corre-
sponding to binyan V. Given the principle that association is left-to-right and one-to-

one, we would expect this to take the form *akatbab (rather like the binyan IX form,

ktabab), and yet 5.14b has a geminated ¢. The same applies to binyan II. The second
problem is that the reflexive affix ¢ appears as an infix in binyan VIII not as a prefix.

McCarthy deals with these hiccups by means of two phonological rules. These
illustrate quite neatly the way the phonology and morphology interact in non-linear
approaches to morphophonemics. The second case is the simplest. McCarthy
assumes a rule of Eighth Binyan Flop which dissociates the ¢ prefix and moves it one
position to the right on the skeleton:

5.16 Eighth Binyan Flop

hN

t t

[refl] (refl]
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This is by now a standard nonlinear formulation of a rule of metathesis (i.e. a process
in which adjacent elements are interchanged).

The first case is dealt with by a rule erasing one of the association lines (delinking)
in the binyan II and V forms. We may represent this as in 5.17:

5.17 Second, Fifth Binyan Erasure

C V C]II,V

J

[]

i

[root]

By convention, delinking is followed by respreading from the left. The derivation of
kattab is shown in 5.18: '

5.18 cCcvc

cCV

\ \\ %/ Erasure ——=
k t b

CV vV C

\ / Automatic Spreading ——
k b

CVCC vV C

\V/

k b

C

A great many analyses in phonology nowadays appeal to this type of compound rule
consisting of dissociation followed by automatic reassociation.

Before we briefly consider other aspects of Arabic root-and-pattern morphology
let’s take stock of what has been achieved. We have adopted the assumption that
Arabic word structure separates out consonant and vowel melodies, and a CV skel-
eton or prosodic template. Each of these three is regarded as (the exponent of) a
single morpheme or morphological category (such as ‘binyan’) and each of these
exists on its own tier. Given these assumptions, together with the two special rules
5.16, 5.17, many of the more recalcitrant features of the morphology of the Arabic
verb system have now the automatic consequence of completely general principles of
phonological and morphological organization.
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Nouns in Arabic, like verbs, exhibit complex patterns of root-and-pattern morpho-
logy, which is most obvious when we look at plural formation. Arabic nouns form
their plurals in one of two ways: either addition of a suffix (the ‘sound plural’) or by
. a change in the CV skeleton and change in the vocalism (the ‘broken plural’). The
§ sound plurals are simply examples of concatenative affixation of a familiar kind. It
is the broken plurals which are of interest to us.

McCarthy provides 5.19 amongst his examples of broken plurals. (The symbol /9/
i represents a voiced pharyngeal continuant, and /Hj its voiceless congener):

I 5.19 a) quadriliteral roots
‘ maktab makaatib ‘office’
miftaaH mafaatiiH =~ ‘key’

b) quinqueliteral roots
9ankabuut  9anaakib ‘spider’

J 9andaliib 9anaadil ‘nightingale’
; ¢) triliteral roots: CVVCV(V)C
jaamuus jawaamiis ‘buffalo’

‘ xXaatam xawaatim  ‘signet’

These plural forms all have a template of the form CVCVVCVC or CVCVVCVVC,
the length of the final vowel being the same as that of the final vowel of the singular
form. In all the plurals the final vowel is ¢ and the preceding vowels are always a.
In the (b) forms the final consonant of the singular fails to appear in the plural, while
in the (c) forms an extra consonant w appears in the middle of the word.

These observations can be accounted for if we assume that the broken plural for
this class of nouns is defined by the template 5.20a and the vocalic melody 5.20b:

5.20 a) CVCVVCV(W)C b) a i

B
[plural]

We then assume that the derivation begins by associating the ¢ of 5.20b with the
rightmost vowel position. The rest of the vowel and melody and the consonant
melody are then associated left-to-right as usual:

%
i
i
£
b3
v
e
ks
s

5.21 a) a 1 b) a 1
cCvCcvvCcvyvce cvcvvcyve
m f t H 9 ndl b
N SN
o B
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jo%]
—
jov]

1

CVCVVCVYVC CVCVVC\l/C
mf{f t H 9 nd 1l b
\/ W
a 1 a
S A S

i
CVCVVCVC

CVCVvVVCVVC
mf{ t H 9 nd1l b
Y/ Y
mafaatiiH 9anaadil

Notice that the prosodic template has only four C slots. Therefore, there are insufh-
cient slots for all the five consonants of the quinqueliteral roots. Since the consonants
associate in one-to-one fashion from left to right, this means that the final consonant
remains unassociated. By general (universal) convention, any melody element which
fails to associate by the end of the derivation is deleted (Stray Deletion/Erasure).

McCarthy accounts for the insertion of a w in the (¢) examples by means of a
special rule which associates w with the second C slot of the template. This rule
applies after root consonants have been associated to the template. In autosegmental
theory it is assumed that it 1s universally impossible for a slot to be associated with
two melody elements from different morphemic tiers. Therefore, when the w is
inserted it automatically causes the association between its slot and the root conso-
nants to be severed (by automatic delinking). McCarthy assumes that this process is
taken further and that all the consonants to the right of the w are reassociated. The
derivation of xawaatim 1s shown in 5.21¢, ignoring the vocalism:

5.21 ¢)C a CaaC.1 C
‘\ \\ // ///
\\ \ L
X U m

Y

w
|
|
|
C aCaaC 1 C

N\ T

X Ut m

N/

v



144 NONLINEAR APPROACHES TO MORPHOLOGY

|
CaCaaC 1 C
* N

Xawaatim

5.1.2 Some theoretical consequences of McCarthy’s approach

McCarthy’s adoption of the theory of Autosegmental Phonology has allowed him to
formalize the notion of a discontinuous morpheme such as the triconsonantal roots
Ll of Semitic. This effectively means that he can provide an IA analysis of root-and-
pattern, nonconcatenative morphology, but one on which the items are arranged in
a multidimensional space and not a linear string. This is a big advance over earlier
generative theories of such phenomena, which were obliged to appeal to complex
iy transformational rules to modify the phonological structures of words and which
therefore had great difficulty extracting what was similar about the various patterns
observed. However, the main disadvantage to the transformational treatments was
that they made use of descriptive devices which were extremely powerful. The
formalisms that were capable of handling Arabic verb patterns would have been
equally capable of describing all manner of alternations which are totally unattested
in the world’s languages and which most linguists would regard as somehow univer-
sally impossible.

Let’s illustrate this conceptual point with a hypothetical example (modifying
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McCarthy’s own discussion of this matter somewhat). Consider the way we might
formalize broken plural formation for the quadriliteral and quinqueliteral roots dis-
cussed in the previous subsection. We need to write a rule which will derive the
plurals shown in 5.22 from corresponding singular forms:

5.22 a) miftaaH=mafaatitH
b) 9ankabuut=9%anaakib

Recall that the CV sequence of the broken plural is CaCaaCi(1)C irrespective of the
vowels of the singular. The consonants are determined by the root itself. A simple
transformation to handle this is given in 5.23 (ignoring the length alternation in the
final vowel in the plural):

5.23 C1 V1 Cz C3 Vz C4 (V3 C5)=>C1 a Cz aa C3 I C4

Actually, this is a shorthand version of something which would be rather more
complex in a properly formalized grammar. This rule correctly captures the vocalism
of the plural and also the fact that the final consonant is omitted from the plural in
the case of quinqueliteral roots. It also correctly reflects the fact that the consonants
themselves remain in the same order as the singular, even though their position
relative to the vowels might change.

There are problems with this formalism, however. First, it doesn’t adequately
capture the fact that the consonant sequence of the plural remains identical to that
of the singular form. Strictly speaking, a rule such as 5.23 would have the same status
as a rule such as 5.24, in which the consonants are reordered in a random fashion:

5.24 C1 V1 Cz C3 Vz C4 (V3 C5>:C5 a C1 aa C4 1 Cz

Yet rules such as 5.24 are unheard of in phonological systems (though similar things
do occur in word games and other extralinguistic phenomena).

What we need 1s some way of extracting out the root consonant sequence in both
singular and plural form and ensuring that this sequence isn’t specifically mentioned
in the rule. This is because the sequence itself doesn’t change and therefore serves
as part of the context for the structural change of the transformation. However, this
would mean taking a representation something like 5.25, in which the consonants
and vowels are separated, and adding a further rule to slot the vowels into the right
positions with respect to the consonants in both singular and plural form (as in
5.25a,b respectively):’

5.25 a) C1 Cp_ C3 C4 (C5)+V1 Vz (V3)=>C1 V1 Cz C3 Vz C4 V3 C5
b)) C; C; C3Cy (Cs)+aaai1=CiaCyaaC1GC,

However, we again have the problem that the transformational rule is a very
powerful formal device. If we are permitted to write a rule which can position vowels
in some order with respect to a string of consonants, there is still going to be nothing
to stop us writing a rule such as 5.24. Indeed, if anything, such a rule would appear
to be simpler. Moreover, we haven’t really solved the problem of representing the
invariance of the consonantal root with rules like 5.25.
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Another example of this type of formal, conceptual problem is illustrated by the
verb binyanim. Recall that binyan XI has the form CCVVCVC, so that we get the
word form ktaabab from the root ktb. Again, this could be represented by a rule such
as 5.26:

526 C1 V[ Cz Vz C3=C1 Cz V1V1 C3 Vz C3

This rule has an interesting deficiency. It correctly states that the last two consonants
are identical to the last consonant of the root. However, this is treated as a formal
accident. It could just as easily have been the first two consonants. Worse, we could
just as readily have written rules such as 5.27 using this formalism (or its more
sophisticated variant along the lines of 5.24):

527 a) C1 V1 C;)_ Vz C32C1 C3 V1V1 Cz Vz C3
b) C1 V1 Cp_ Vz C3=>C1 Cz V1V1 C1 Vz C1

By checking through these rules you will find that they produce forms such as
kbaatab and ktaakak from katab. Now, forms, such as this would be impossible to
derive using the machinery of autosegmental phonology. This is because the only way
to achieve such a result is by allowing crossing association lines. For instance, the
representations implied by 5.27 would be 5.28 (ignoring vowels):

5.28 a) C Caa C a C b) C C aa C a C

Ny 7

kwt/b k\t[}@
H v

kbaatab ktaakak

In addition, 5.28 would violate the principle that all melody elements get associated
if there 1s an appropriate slot available. The fact that the [b/ of the root is repeated
in ktaabab is an automatic consequence of the universal principles of (left-to-right)
association in McCarthy’s analysis. Therefore, this is the form we would expect from
three root consonants and four C slots. Anything else would be highly marked and
would require a good deal of justification on the part of the analyst. However, on the
transformational account, such a result is no more or less expected than a host of
alternatives which simply aren’t attested in the world’s languages.

What this means is that the autosegmental formalism allows us to build elements
of a theory of markedness (or ‘naturalness’) into the theory by constraining the types
of structures that can be generated by the formalism. Research over the past ten years
suggests that the structures permitted by the theory are more or less those and only
those which tend to recur throughout the languages of the world.

The device that makes transformational theories of morphology too powerful is, of
course, the transformation. With the limited exception of phonological rules of
metathesis (which seems to require some sort of transformational treatment in virtu-
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ally everybody’s theory), McCarthy makes no appeal whatever to transformational
rules. Consequently, he 1s able to take the step of banning transformations altogether
from morphology proper by formulating principle 5.29 (which formally limits
morphological rules to at most context-sensitive rewriting rules*:

5.29 Morphological Transformation Prohibition (MTDP)
All morphological rules are of the form A — B/X, where A, B and X are
(possibly null) strings of elements. (McCarthy, 1982a: 201)

The next set of theoretical points McCarthy makes concerns the relationship
between morphology and the lexicon. McCarthy accepts Halle’s contention that the
lexicon contains all word forms including inflected words. Morphological rules, then,
function as redundancy rules to parse (that is, analyse) existing lexical entries,
though they can also be used generatively to construct neologisms. He pictures the
lexicon as a set of tree structures with each tree representing a single root from which
other stems or word forms are derived. A typical structured lexical entry for Arabic
then looks (in part) like 5.30 for our familiar triliteral root k-z-b:

5.30 ktb

katab kitaab ‘ kuttaab

maktab  kattab kaatab  ktabab kitaabat

takaatab

Unpredictable aspects of morphology or morphophonemics (such as idiosyncratic
meanings for certain forms, or special allomorphy) are notated by diacritics on the
root node. If a derived form exhibits its own special behaviour then it is furnished
with its own set of diacritics, in which case 1t becomes the root node of another lexical
entry tree. Notice that in general the nodes of the lexical entry tree represent roots
and stems, not necessarily whole words. In this respect, McCarthy doesn’t adhere to
Aronoff ’s word-based morphology. '

In his original dissertation, McCarthy pointed out that nonconcatenative systems
such as Arabic seem to pose serious problems for models such as Lexical Phonology.
This 1s because Lexical Phonology is built on the idea that morphologically complex
words are formed by affixation from simpler words or roots, but, once word forma-
tion processes have applied in a given stratum or level, the resulting word form is
treated as an unanalysed word. This, recall, is the consequence of bracket erasure.
The question now arises of what corresponds to bracket erasure in a noncon-
catenative theory. The key problem here is that in nonconcatenative morphology
there is no obvious sense in which a derived form can be said to ‘contain’ its source.
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Therefore, it is difficult to give an interpretation to the notion of cyclic word
formation and hence the cyclic operation of lexical phonological rules.

McCarthy illustrates this with the root d-r-s ‘study’. This gives rise to the following
derivatives (amongst many others):

5.31 Binyan I
daras ‘to study’ gerund: dars
occupation: darraas ‘student’
Binyan II
darras ‘to teach’ gerund: tadriis

While we might consider the gerund of daras to be derived from the basic verb form
by deletion of the second vowel (conditioned, say, by a zero gerund affix), there is
no way that zadriis can be said to contain darras as a proper subpart. Similarly, it is
difficult to see how the form darraas ‘student’, can be analysed as ‘daras + some-
thing’. This is because darraas is related to daras by two processes of gemination.
In the autosegmental theory this is handled by assigning to darraas an appropriate
CV template. This is much more reminiscent of treating a morpheme as a rule than
as an object. The conclusion McCarthy draws is that lexical relatedness is a much
more complicated matter than would appear from the inspection of concatenative
morphologies.

McCarthy (1986) offers a programmatic, but intuitively very plausible, answer to
the question of how nonconcatenative morphology is to be reconciled with Lexical
Phonology. Recall that in Semitic-type languages such as Arabic and Hebrew, pho-
nological representations corresponding to individual morphemes reside on separate
tiers. However, when a word in one of these languages is actually uttered, it is pro-
nounced as a linear string of segments. Therefore, by the time a multitiered phono-
logical representation is phonetically interpreted it must have been linearized.
McCarthy refers to this process as Tier Conflation. A simple graphical represen-
tation of the process is shown for a Classical Arabic word such as yaktubna ‘they
(fem.) are writing’. This has the underlying form 5.32a, in which each morpheme,
y- ‘imperfect prefix’, -na ‘3pl. suthx’, a u ‘imperfect active vocalism’ and ktb (root),
sit on distinct tiers (I’ve illustrated the suffix -na with consonant and vowel melody
elements on the same tier, since there’s no evidence for separation of C and V
elements in suffixes as opposed to roots):

5.32 a) " "

AN

d u n 4

c+vcCccCcvcec+cCcy
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To derive the surface form, we associate the consonants and vowels to the CV
skeleton in the familiar way and then we ‘fold together’ the consonant and vowel
melodies onto a single tier, as in 5.32b:

5.32 b) n M
}l’ n/\a
|
CcC+VvCcCVvVC+CV

s
a k t ub

Then we perform the same operation with the remaining, morphologically
determined, tiers containing the affixes. This gives us the final form, 5.32c¢:

T

Although McCarthy isn’t very explicit about how exactly tier conflation operates,
he unambiguously claims that tier conflation is the same process as bracket erasure.
Remember that he assumes that, in any language, distinct morphemes reside on dis-
tinct tiers in underlying representation. Therefore, even in concatenative morpho-
logical systems which make use solely of conventional affixation and compounding,
we will need the tier conflation operation. Therefore, Semitic languages are seen to
be just like other types of languages except that for them consonant and vowel
sequences can constitute morphemes, and therefore, these, too, will be subject to tier
conflation.

This perspective solves most of the problems of accommodating nonconcatenative
morphologies to Lexical Phonology. It also makes some interesting predictions. For,
in Lexical Phonology, bracket erasure takes place at the end of each level or stratum.
Therefore, there are phonological rules which precede it and others which follow it
on the next level, and still others, namely the postlexical rules, which always follow
bracket erasure. McCarthy argues that there are phonological rules in languages such
as Semitic which must be sensitive to the pre-conflation structure, and other types
of rules which must be insensitive to this structure, and which therefore follow the
tier conflation operation. Moreover, the pre-conflation rules have the properties of
cyclic lexical rules, while the post-conflation rules have the properties of postlexical
rules (and, perhaps, postcyclic rules, on the model of Booij and Rubach, 1987). It
would take us too far into phonological theory to discuss McCarthy’s reasoning in
detail. Suffice it to say that the phonological arguments give good grounds for saying
that bracket erasure and tier conflation are one and the same.®

5.32 c) Vv cCV CV

av}

I u n 4
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5.2 Reduplication

In chapter 1 we saw examples of reduplication from the Philippine language Tagalog.
Here they are again:

5.33 sulat ‘write’  su-sulat, mag-sulat-sulat
magpasulat ‘make someone write’ magpa-pa-sulat
basa ‘read’ mam-ba-basa

We can see that one reduplication process reduplicates the first CV of the root, while
another reduplicates the whole root. In magpapasulat it appears that part of the prefix
has been reduplicated (to the right).

If we look at reduplication throughout the world’s languages we encounter what
at first seems to be a great variety of types. The reduplication can take place to the
left of the root, as a prefix, to the right, as a suffix, or inside the root, as an infix. The
material reduplicated can be a whole word, a whole morpheme, a syllable or sequence
of syllables, or simply a string of consonants and vowels which doesn’t form any par-
ticular prosodic constituent (i.e. syllable, foot, morpheme, etc.). Other variations on
reduplication patterns will be mentioned as we proceed. Some characteristic
examples of these reduplication types are given in 5.34-5.42:

5.34 Agta (Marantz, 1982: 439)
a) bari ‘body’ barbari-k kid-in ‘my whole body’
b) mag-saddu ‘leak (vb)’ mag-sadsaddu ‘leak in many places’
¢) ma-wakay ‘lost’ ma-wakwakay ‘many things lost’
d) takki ‘leg’ taktakki ‘legs’
e) ulu ‘head’ ululu ‘heads’
5.35 Madurese (Marantz, 1982: 451)
a) buwdg-dn ‘fruit’ wdq-buwdgdn’ ‘fruits’
5.36 Dakota (Broselow and McCarthy, 1983: 29)
a) ksa ksaksa ‘to cut’
b) haska haskaska ‘to be tall’
c) xap-a xap-xap-a ‘to rustle’
5.37 Palan Koryak (Zukova 1980: 42-3)
a) lig lin-lig ‘heart’
b) wiru wiru-wir ‘seal’
C) jine jine-jin ‘must’
d) matq motg-mat ‘fat’
e) torg torg-tar ‘meat’
5.38 Classical Greek (Goodwin, 1894)
a) ly:o: ‘I release’ lelyka ‘I have released’
b) thy:o: ‘1 sacrifice’ tethyka ‘I have sacrificed’
¢) grapho: ‘I write’ gegrapha ‘I have written’
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5.39 Yoruba (Marantz, 1982: 449)
a) lo ‘to go’ lilo ‘(nominalization)’
b) dun ‘to be tasty, sweet’ didan ‘(nominalization)’

5.40 Yidin” (Marantz, 1982: 453)

a) dimurU ‘house’ dimudimurU ‘houses’

b) gindalba ‘lizard’ gindalgindalba ‘lizards’
5.41 Samoan (Broselow and McCarthy, 1983: 30)

Sg. pl.

a) taa ta-taa ‘strike’

b) nofo no-nofo ‘sit’

c) moe mo-moe ‘sleep’

d) alofa a-lo-lofa ‘love’

e) maliu ma-li-liu ‘die’
5.42 Temiar (Broselow and McCarthy, 1983: 39)

a) kdw ‘to call’ kwk3w ‘simulfactive)’

b) slog ‘to lie down, marry’ sglog ‘(simulfactive)’

Reduplication has excited a good deal of interest from generative phonologists and
morphologists in recent years (following in large part from the impetus given to the
subject by Wilbur’s (1973) dissertation). This is because reduplication appears to be
fundamentally nonconcatenative and hence it has important implications for auto-
segmental theories of phonology and morphology. A further interest is in the inter-
action between reduplication and other rules of morphology and phonology.
Reduplication processes are of peculiar interest to morphophonology because
reduplication itself has a morphological and a phonological aspect. Teasing these
apart 1s a significant challenge to current theories.

McCarthy (1982a) discussed reduplication in Semitic and other languages in some
detail. We begin, however, with the theory of Marantz (1982), which itself is based
on McCarthy’s proposals, and which has had a considerable impact on subsequent
research into reduplication.

Within a linear phonological framework, reduplications of the kind cited above
would have been handled by means of (a set of) transformational rules which would
have had the effect of copying a string from the root to the left, to the right, or in the
middle of the root. This is the analysis adopted, for instance, for Tagalog by Carrier
(1979), and, following her, Lieber (1980). It is also the type of analysis adopted by
Aronoff (1976; 73ff). We saw in the previous section that McCarthy’s thesis contains
arguments that such transformational ways of handling nonconcatenative morpho-
logy would appeal to rules having the formal power to perform any conceivable
rearrangement of the segments of a root. Now, we have seen a fair variety of types
of reduplication, but this variety is nothing like what would be expected on a
transformational theory. Marantz therefore proposes that reduplication is essentially
affixation but that what is affixed 1s a CV skeleton, or prosodic template. The pho-
nemic content of the reduplicative affix is then obtained by copying the complete
phoneme melody of the root and linking it to the afhixal CV template respecting the
principles of association familiar from autosegmental phonology. Taking the first set
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of examples above from Agta, Marantz proposes the derivation in .5.43:

5.43 Agta reduplication taktakki ‘legs’ (Marantz, 1984)
takki takki takki
[
=i =
I
CvC + CvCcCcy CVC + CVCCV
taktakki
CVCCVCCV = taktakki

i Marantz imposes four conditions on the linking of melody tier to prosodic
template. These are paraphrased in 5.44:

j 5.44

Condition A: Melody consonants link to C slots and melody vowels link
‘ to V slots.

’ Condition B: Linking is strictly one-to-one; no multiple links are
‘ allowed.

Condition C: CV slots may be prelinked to specific phonemes. Pre-
linking takes precedence over autosegmental linking from
the root melody. ‘

Condition D: (i) directionality of linking: either the leftmost melody
phoneme links with the leftmost appropriate CV slot and
linking proceeds from left-to-right; or, the rightmost -
melody phoneme links with the rightmost appropriate CV
slot and linking proceeds right-to-left. In the unmarked
case, linking proceeds towards the root, i.e. left-to-right for
prefixes, right-to-left for suffixes.

| (ii) Linking is ‘melody driven’ in the sense that the associ-

, ation algorithm starts with a melody phoneme and then

tries to find an appropriate CV slot, not the other way

around.

In accordance with autosegmental principles, any melody elements or prosodic
template slots left unassociated at the end of the derivation are deleted by convention,
| as in the case of the melody phonemes -ki in derivation 5.43.

Condition A is illustrated in the derivation of example 5.34e, shown in 5.45a:

5.45 Agta ululu ‘heads’
a) uiu ulu b) *ulu ulu ¢) *ulu ulu
CVC + VCV CVC + VCV CVC + VCV

= ululu = *uluulu = *wululu
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If melody elements could associate to the wrong type of slot then we would expect
derivations such as 5.45b. If a single melody element were allowed to link to two
distinct slots in violation of Condition B, we might expect a derivation such as 5.45¢
(assuming that the vocalic element linked to a C slot 1s here interpreted as the corre-
sponding glide, [w/, as 1s common in the autosegmental literature).

These Agta examples also illustrate Condition D(ii). If association were template-
driven then we would expect a derivation such as 5.45d:

5.45 d) *ulu ulu
O
CVC + VCV

Finally, even respecting Condition D(i1), if association were from right-to-left we
would expect derivation 5.45¢:

5.45 e) *ulu u

The Greek and Yoruba examples illustrate Condition C, which permits melody
elements to be prelinked or preassociated in lexical representations, before the oper-
ation of the usual association procedures. Marantz’s analysis of Yoruba lilo is shown
in 5.46:

5.46 0 lo lo lo 1o

The vowel of the phoneme melody is unable to associate to the V slot of the
reduplicative affix because that slot is already preassociated to the [i/ vowel. Marantz
also mentions cases where a V slot is associated not with a completely specified
phoneme but with a distinctive feature, which modifies the character of the vocalic
melody element which is associated to that slot by reduplication. (This analysis pre-
supposes some form of underspecification for melody elements, though Marantz isn’t
explicit about this.)

The Agta examples show that the reduplicative prefix template is simply a sequence
CVC irrespective of the syllable structure of the root. The Yidin¥ data show that it
is possible for a sequence of syllables to be reduplicated irrespective of the CV struc-
ture of the syllables. Notice that the syllable divisions (indicated by a period) of
examples 5.40 are those of 5.47:

5.47 a) di.mu.rU
b) gin.dal.ba
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In each case it is the first two syllables, gi.mu and gin.dal, that are reduplicated, even
though the CV templates would be CVCV and CVCCVC respectively. Marantz
assumes that affixation of a particular CV template is the norm and that syllable
reduplication is a rarity. However, Levin (1983) argues that there are many cases
which are ambiguous between syllable afhixation and CV affixation and that we should
regard such cases as instances of syllable reduplication. This point of view seems
more consonant with the current received wisdom amongst phonologists on syllable
structure.

The Marantz model has been extended by Broselow and McCarthy (1983), with
certain changes, to accommodate cases where the reduplicative affix is an infix. (Such
cases were dealt with only cursorily by Marantz.) The basic idea behind their treat-
ment of infixing reduplication is the same as that which underlies prefixing and
suffixing reduplication: a CV template is infixed into the root, the root melody is
copied, and then its elements are mapped right-to-left or left-to-right depending
on the language. For example, in the Temiar examples in 5.42 we assume that
association 1is right-to-left as in derivation 5.48 for sglg:

1 g s 1 o
C C

5.48 ] o)

C V C=C + C + C V

I
I
|
slog

Since an infix is neither a prefix nor a sufhx, directionality must be stipulated
separately for each language. Note that Broselow and McCarthy differ slightly from
Marantz in that they assume that the reduplicative affix is a separate morpheme and
hence, according to the Morphemic Tier Hypothesis, that it has its own tier.

One of the claims Broselow and McCarthy make is that in some cases only a portion
of the root melody is copied, namely that which forms a metrical foot constituent.
A foot is a sequence of syllables beginning with a stressed syllable and followed by
zero or more unstressed syllables, up to, but not including, the next stress. In
Samoan, stress falls on the penultimate syllable. Thus, the foot in Samoan will
consist of the last two syllables of the word. The derivation they assume for alolofa
is given in 5.49, where ‘F’ stands for ‘foot’:

5.49 lofa
F F H F
A A A
N [
i §

o
CV:‘——‘>'\‘/+CV+C
d |

—q
—=q

\ o
A} _—_:,>\l/ + CV + ———= alolofa
T

5'__2>q
°o—<
B —

T

a

Broselow and McCarthy argue that their solution to the problem is superior to that
implied in Marantz’s account. First, they have a principled reason for copying just
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the lofa part of the phoneme melody (namely, because that is the foot). If the whole
phoneme melody were copied we would get the wrong result, viz. *aalofa. Second,
they claim that Samoan infixation is really a kind of prefixation, namely prefixation
to a foot. From this it follows that the unmarked direction of association will be left-
to-right, and, indeed, this is the direction of association.

There have been a number of amendments and refinements to the proposals of
Marantz and of Broselow and McCarthy. Ter Mors (1983) argues that the Marantz
account can be generalized and simplified by assuming that the CV template affixa-
tion rule takes the form ‘Affix to X’, where X is a variable which can stand for either
side of the root, or either side of a prosodic constituent such as a foot, or either side
of any other element, such as ‘the first consonant in the root’. What is then copied
is just that portion of the phoneme melody corresponding to the X portion. The deri-
vation for the Samoan cases is essentially that of Broselow and McCarthy, but that
for Temiar 1s slightly different, namely 5.50:

5.50 Temiar: prefix C to medial consonant position.
slog $ log s log

Il il |

1
| |
CCVC=——=C+C+CVC=—=C +C+ CV

—
X

2

|

Here the portion of the melody copied is log because this is the ‘X’ of the affixation
rule. The direction of association is the marked direction, since the infix is effectively
a prefix yet linking is right-to-left. (Broselow and McCarthy make no predictions
concerning the markedness of direction in cases such as Temiar.)

Ter Mors’s analysis provides a neat way around difficulties which are encountered
in Broselow and McCarthy’s approach. For instance, consider the following data
from the Austronesian language Nakanai:

5.51 a) haro hararo ‘days’
b) velo velelo ‘bubbling forth’
¢) baharu bahararu ‘widows’

Again, stress i1s penultimate in this language and we have another case of prefixation
to a foot, this time of a VC afix. However, if we adopted the same analysis as that
tor Samoan we would derive entirely the wrong results, as shown in 5.52:

5.52 bahararu ‘widows’
F ha

A

g g

A

r
I
N
I
|1

CVCVCV —==CV + VC +

NN

baharu

u

(‘:\17 ——— “*baarharu
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The problem, of course, is that the infixed -ar- is on the wrong side of the /h/ or bah-.
The derivation needed by Broselow and McCarthy is 5.53, in which the foot is
broken up by the infix:

5.53 F u

[T

baharu

ar
i
" N
A i
CVCVCV == CV VC + VC + VCV
| LY

>

|

Broselow and McCarthy justify this analysis by pointing out that the phonotactics of
the language don’t permit consonant clusters. Therefore, infixing VC before CVCV
is impermissible and it has to be infixed after bah-, as shown. However, Broselow and
McCarthy are not now able to analyse this case as an example of prefixation to a pro-
sodic constituent. Rather, we have a case of infixation within a prosodic constituent.
In addition, the derivation only works if the phonemic copy is restricted to the -aru
sequence. Again, we would get the wrong result if the melody of the whole foot were
copied and associated left-to-right.

Ter Mors argues that we need simply stipulate affixation of VC to the sequence
-VCV #. Then, all the Cs and Vs end up in the right place, and we automatically
predict that only the last three phonemes of the melody will be copied, i.e. -aru, for
this is the ‘X’ of the ‘Affix-to-X’ rule.’

5.3 Further applications of nonconcatenative
morphology

5.3.1 Alternations affecting melody elements

In principle any morphological operation which appeals to discontinuous mor-
phemes, or to morphophonemic processes which can be analysed as the spreading or
delinking of autosegments, is susceptible to an analysis akin to that seen in §§5.1 and
5.2. In addition, the concept of a root template has proved valuable in a number of
languages other than those of the Semitic family. In this section we will look at some
of the phenomena that have been discussed in the more recent literature, so as to give
some flavour of the wide applicability of the nonconcatenative mode of analysis.
The classic cases in which a discontinuous stretch of material serves to signal a
grammatical or lexical contrast are harmony systems. The commonest of these are
probably vowel harmony systems and nasal harmonies. In Terena, an Arawakan lan-
guage of Brazil (Bendor-Samuel, 1966), we find examples of both types. In general,
the language uses only oral vowels [i e 0 a u/ and its only nasal consonants are /m
n/. However, in words referring to the first person we find that in those without
obstruents all the vowels are nasalized, while in those which contain obstruents all
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the vowels from the left are nasalized up to the first obstruent, which itself becomes
a prenasalized stop (1.e. a type of complex segment notated as ™b "d, g, in which the
stop element is preceded by a homorganic nasal element:

5.54 a) emo9su ‘his word’
b) émoru ‘my word’

5.55 a) owoku ‘his house’
b) owndgu  ‘my house’

5.56 a) piho ‘he went’
b) ™biho ‘I went’

In an autosegmental treatment this can be formalized by assuming a feature [+ nasal]
as an autosegment representing the 1st person morpheme. Vowels are not specified
for this feature (there are no nasalized vowels underlyingly, so nasalization is not lex-
ically contrastive). A word in the 1st person form, such as 5.54b, is represented as
a combination of the base form (essentially identical to 5.54a) and the [ +nasal] auto-
segment. This is a floating autosegment, that is, it 1s not associated with any par-
ticular segment slot in underlying representation. We can therefore represent this UR
as 5.57a. Association proceeds from left to right in the customary manner, and the
autosegment links to any vowel and skips any sonorant consonant. In the case of
5.54b this means that all the vowels of the word are nasalized, as shown in 5.57b:

5.57 a) Ist b) Ist
[+ nas) [+ nas)
/// ||\\
emo 2 u : emo ? \u

When the [+nasal] autosegment encounters an obstruent, however, its progress is
blocked and the autosegment ‘coalesces’ with the stop to form a complex segment,
the prenasalized stop. Complex segments of this sort are usually analysed as single
skeletal slots which are doubly linked to opposite values of a single feature, in this
case [nasal]. The derivation of 5.55b will therefore be as in 5.58 (where I have
indicated the double linking on the prenasalized stop [°g/, for clarity):

5.58 a) Ist b) Ist
[+nas] [+nas] [—nas]
)
/7 A
A \
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Finally, in 5.56b, the autosegment doesn’t get past the first segment, so none of the
vowels are affected, and the only reflex of the 1st person morpheme is the initial
prenasalized stop.

" Terena also illustrates a very interesting morphological use of umlaut.® While in
Germanic languages umlaut is usually a miorphophonemic concomitant of affixation
or compounding, in Terena it has the character of a morpheme, much like the
nasalization just discussed, in that it signals the 2nd person category. Simplifying
somewhat, we may say that in words beginning with one of the four vowels other
than [if, the 2nd person form begins with /j/ (which is written as ‘y’ in these tran-
scriptions). In words beginning with a consonant, the first vowel in the word other
than /i/ is replaced with a ‘palatal’, umlauted congener, so that /a o/ are replaced by
/e[, while [e u/ are replaced by /i/. This is illustrated in 5.59-5.61:

5.59 a) otopiko ‘he cut down’

b) yotopiko ‘you cut down’
5.60 a) kurikena ‘his peanut’

b) kirikena ‘your peanut’
5.61 a) piho ‘he went’

b) pihe ‘you went’

Phonologically, the process is rather more complicated than nasalization, but our
brief description shows that the principle is essentially the same.

An intriguing example of nonconcatenative morphology in which consonants and
vowels seem to behave as independent morphemes has been the subject of analysis
by McCarthy (1982b). He describes the formation of echo-words in Gta2, a South
Munda language of India. In this language, different vowel patterns are productively
associated with modifications of the meaning of a given root. For instance, from
the words kion, ‘god’, and kesu, ‘wrapper worn against the cold’, we can form the
echo-words of 5.62 and 5.63:

5.62 katan ‘being with powers equal to kiton’
kitin ‘being smaller, weaker than kiton’
kitan/katon  ‘being inferior in status to kiton’
kutan ‘being other than kiton (e.g. spirits, ghosts etc.)’
5.63 kasa ‘cloth equivalent to kesu in size and texture’
kisi ‘small or thin piece of cloth’
kesa/kasu ‘large piece of thick cloth, torn or worn out, serving as
a kesu’
kusa ‘any other material usable against cold’

Finally, a little nearer home, I have suggested (Spencer, 1988b) that ablaut
alternations in so-called strong verbs in Germanic languages such as English should
be analysed in multlinear terms. For instance, the base form of a verb such as sing
would be represented as 5.64a, with an underspecified vowel slot:
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5.64 a) s

—

]

CVvC E

A lexical redundancy rule defined over verbs marked i in the lexicon as belonging to
a particular ‘strong’ class would then tell us that the pretente was s1gnalled by /af,
the past participle by [u/ and the base (default) vowel was [i/. This means that
structure-building redundancy rules would create for us a complex, multidimensional
lexical representation of the form 5.64b (in which I have conflated the consonant
melody elements and skeletal slots for typographical convenience):

5.64 b) [PRET]

[PAST PT]

When a form of the verb sing 1s selected for lexical insertion, this complex entry is
accessed from the lexicon, and the correct morphological form (base form, preterite
or past participle) is then constructed by the process of tier conflation. Thus, if we
wish to select the past participle form, we collapse representation 5.64b into 5.64c:

|

In effect, we are assuming that English exhibits a very limited version of the Semitic
root-and-pattern morphology.

The last example in this subsection is an example of extralinguistic evidence which
bears on the nature of morphophonemic representation, namely, certain types of lan-
guage game. McCarthy (1982b), Yip (1982) and a number of others have investigated
word games from the point of view of nonconcatenative morphology, and shown that
in many cases they can best be regarded as operations over multidimensional rep-
resentations, even in languages which do not usually make much reference to such
representions in the morphology proper.

McCarthy (1982b) argues that a language game in Hanundo, a language of the Phi-
lippines which is not usually associated with root-and-pattern morphology, appeals

5.64 c) s A

CV
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to the notions ‘root melody’ and ‘root template’. Some examples of the game are
given in 5.65:

5.65 a) rignuk nugrik ‘tame’
b) bi:gaw na:biw ‘nick’
¢) katagbue kabugta? (no gloss given)

The game is played by swapping the first and last consonant + vowel melody elements
of the root. Since the prosodic template is not affected this means that vowel length
is not affected by this transposition. Thus, the first vowel of bi:yaw remains long in
na:biw. The ka- or katagbu? is a prefix and this is why it fails to participate in the
transposition. This is explicable on McCarthy’s theory since the prefix and the root
sit on different tiers, and it is only the root melody that is transposed in the game.

5.3.2 Alternations affecting the CV skeleton

In most of the analyses just discussed we have seen cases in which a morphological
or lexical category is signalled by a particular type of melody, akin to the triliteral
consonantal root in Semitic. However, the independence of the CV prosodic template
has also been used to explain morphological alternations outside of Semitic.’

In the Yawelmani dialect of the Yokuts language of California (Archangeli, 1983)
we find that the CV template of a verb root depends in certain cases on the affix that
is attached to the root. There are six templates for regular verbs, show in 5.66:

5.66 al) CVC a2) CVCC
bl) CVVC b2) CVVCC
cl) CVCVV  ¢2) CVCVVC

Certain affixes (‘Class 1 affixes’) don’t affect the shape of the verb root, while others
(‘Class 2 affixes’) select one of the templates in 5.66. In regular cases the underlying
templates for a verb root are taken from the list in 5.66, too.

Consider the examples in 5.67 (modified from Archangeli, 1983: 386, abstracting
away from other morphophonemic processes):

5.67 luk’l- ‘bury’ huluus ‘sit’
luk’l-t ‘was buried’ huluus-hn ‘sat’
luk’uul-wsiil ‘cemetery’ huluus-wsiil ‘place for sitting’
luk’l-1ixok’ ‘remain buried!’ huls-iixok’ ‘remain seated!’

Archangeli argues that the affixes -z and -An are Class 1. Any root which receives these
affixes appears in its basic form. In the case of ‘bury’ this is the 5.66a2 form, CVCC,
in the case of ‘sit’ it is the 5.66c2 form. On the other hand, the affixes -wsii! and -iixo00
(the form -tixok’ is a further affixed form of this) are Class 2 affixes selecting templates
5.66c and 5.66a respectively. In the case of the root Auluus- the fact that affixation
by -ws1l induces selection of the (¢) template is obscured by the fact that the (c) tem-
plate 1s in any case the basic or default template for this verb root. However, the root
luk’l has an (a) type basic template, and therefore has to change its template to a (c)
type when affixed by -wsil. Contrariwise, -i1xoo selects the 5.66a template. This has
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no effect on the (a) type root luk’l-, but forces the reselection of the template in the
case of the (c) type root huluus-.

Notice that there is a significant difference between the Yokuts case and the Semitic
root-and-pattern morphology. In Semitic, a particular CV template signals a morpho-
lexical category such as ‘binyan VIII’ or ‘plural’. In Yokuts this is true to a much
more limited extent, in that a template is associated with the base form of each verb.
But when a non-basic template is selected by a Class 2 affix, then the new template
does not signal the new morphological category in and of itself, it is simply a mor-
phophonemic concomitant of the affixation process. In this respect it is a template
allomorph. In a sense, therefore, the CV skeleton is part of the lexical entry for each
verb root. We might draw an analogy with a typical vowel harmony language such
as Hungarian, Turkish or Chukchee. In Hungarian, afhxes have two forms, one with
back vowels, the other with front vowels. Roots with back vowels select the back
vowel allomorph and roots with front vowels select the front vowel allomorph. How-
ever, while most current analyses of vowel harmony try to account for this alternation
by means of a phonological rule (for example, autosegmental spreading of a feature
[ +back] or [-back]), there is no way that the different templates can be derived from
a single source. Rather, the morphology of the language has to make each template
available for a given verb.

The idea of root template selection has not been pursued as much as the other
aspects of nonconcatenative morphology, though it would seem to be a promising
way of analysing phenomena which involve segment deletion or insertion, particu-
larly when this 1s morphologically or lexically governed and can’t be ascribed to
general phonological rules or phonotactic constraints.

Consider, for instance, the vowel-zero alternations in Slavic exemplified in §4.1.
The traditional generative approach has been to assume ‘abstract’ underlying high
lax vowels, called ‘jers’ (which we can represent by the symbol # ), which either get
vocalized to [e/, [of or [af (depending on the language) or are deleted. In the basic
pattern, when we encounter an unbroken string of syllables containing jers (i.e. with
no full vowel intervening), we lower all but the rightmost jer to the appropriate mid
or low vowel. The remaining jer then deletes. Thus, in Polish, from an underlying
form [cuk #r# ¢ # k#/ (simplifying somewhat) with a string of four consecutive jers
we obtain [cukerecek] .

A particular problem is posed by vowel-zero alternations in prefixes in these
languages. In the case of Polish we find the following situation. Prefixes ending in
a consonant (such as pod- or roz-) end in [e/ when prefixed to one of thirty or so verb
roots. Thus, in Polish, from roz-, ‘apart’, and br, ‘take’ we obtain the form rozebrac
‘to take apart’. This can be analysed by assuming that the consonant final prefixes
actually end in a jer (i.e. [roz#/) and that the verb root contains a jer (/b#r/). The
underlying form of the prefixed verb therefore contains a succession of jers (/roz #
b#r aé/). Given our rule it is not surprising that the prefixal jer vocalizes and the
jer of [b#1/ deletes, and so we end up with rozebrac, as predicted. In finite forms,
a full vowelled allomorph of the verb root is selected, bior, so that the UR for the
Isg. form is [roz# bior ¢/. Since it is solitary, the prefix jer now deletes to give us
rozbiore. Corresponding forms in Russian behave in a similar fashion.

In many cases the facts concerning prefixes are rather more complex than this,
which has led to a number of ingenious phonological solutions being proposed (e.g.
by Rubach, 1984). However, in Czech, the morphemes concerned are rather less
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well-behav=d than in Polish. Here, we find that analogical levelling and other his-
torical processes have occurred to obfuscate the original phonological conditioning
so that the choice of prefix allomorph (with or without vowel) is largely determined
lexically, or is subject to free variation. However, there is a residuum of phono-
logical regularity here, since when vowel-zero alternations do occur, it is always the
standard jer vowel, found elsewhere in the language, which shows up. Some
examples are given in 5.68-5.70. (Similar examples could be cited from Slovak,
Sorbian and Serbo-Croat.) In Slovene, Macedonian and Bulgarian, the alternations
in prefixes have been lost entirely, so consonant final prefixes never have vowel final
allomorphs):

5.68 a) roze-brat ‘to take apart (inf.)’
b) roze-beru ‘Isg.’

5.69 a) roze-slat ‘to send away (perfective, inf.)’
b) roze-silat ‘ibid. (imperfective, inf.)’

(cf. roz-strikat ‘to spray’)

5.70 a) roze-psdt ‘to write out (perfective, inf.)’
b) roz-pisat ‘ibid. (imperfective, inf.)’
or roze-pisat

The example rozstrikat shows that we are not dealing with a phonologically deter-
mined form of epenthesis here, since we don’t find the roze- allomorph of the prefix
preceding the str- cluster, even though we do find roze- appearing before a singleton
[s| in rozesilaz. What has happened is that the originally phonological vowel-zero
alternations have gradually become lexicalized.

We could, of course, simply list each prefixed form separately as an unanalysed
word in the lexicon of Czech, and deny that there was any redundancy to capture.
Ultimately, this may be how such forms are stored in the mind of the Czech speaker,
and only careful linguistic and psycholinguistic research would settle that question.
However, assuming that there is a linguistic regularity to be captured here, and
bearing in mind the fact that the quality of the vowel, when it appears, is phono-
logically predictable, we can describe this situation by saying that particular verb root
allomorphs select particular prefix allomorphs. The basic redundancy statement is
that root allomorphs which themselves alternate will (almost invariably) select the
vowelled prefix alternant. In other cases, it will depend on the individual words. The
vowelless alternant can be represented as the melody [roz/ and the template /CVC/
(1.e. the default representation). However, the vowelled prefix alternant can be given
the melody [roz/ but this time the template /CVCV/. When this template is selected,
the spare vowel is spelled out according to the default rules of the language (in the
case of Czech [e/, in the case of Serbo-Croat, [a/, in the case of Slovak as [e/ or [of
depending on the previous consonant, and so on).

If this analysis of vowel-zero alternations is correct, we have a case of a template
allomorph being selected not by a particular morpheme, but by a particular allo-
morph of a morpheme. This is slightly different from the situation with Yokuts
described by Archangeli. It will be interesting to see, therefore, the extent to which
such phenomena can successfully be analysed in terms of prosodic template selection.
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5.4 Tones as morphemes

In chapter 1 we saw examples in which a tone or tone pattern appeared to function
as a morpheme, signalling a morphosyntactic category such as tense. In this section
we look at recent proposals for handling such phenomena within the theory of auto-
segmental morphophonemics. '' The examples are all taken from Pulleyblank (1986),
a very influential theory of the phonology and morphophonology of tone in African
languages. To some extent this brings Part II of the book full circle, since Pulley-
blank’s monograph is a detailed investigation of the morphophonology of tone within
the framework of Lexical Phonology.

In Tiv, a member of the Benue-Congo group of languages, there are two tones,
High, 4, and Low, & (which are conventionally abbreviated to H, L respectively).
Verb stems in the language may be mono-, di-, or tri-syllabic, and may be marked
lexically as inherently High or inherently Low toned. In addition, the language
exhibits a phenomenon of no little interest to tonologists, downstep. This is a slight
lowering of a H tone when preceded by an L tone under certain circumstances. It
1s conventionally notated by an exclamation mark, !.

In 5.71 we see the paradigm for six representative verbs in the Recent Past (this
tense form also induces ablaut of certain types of stem, so that the underlying
segmental representations of ‘came’, ‘went’ and ‘heard’ are va, dza, and ungwa
respectively):

5.71 Recent Past
high tone stem low tone stem
vé H dzé H
‘came’ ‘went’
6ngo HH vendé LH
‘heard’ ‘refused’

~yévése  HHL  ngohéro LHL

‘fled’ ‘accepted’

At first sight it may not seem as though there is much pattern to these data. However,
we can discern that the high tone stems all begin with a H tone, while the low tone
stems begin with a L provided they have more than one syllable. Moreover, it is
apparent that the second syllable of the word form is always H toned.
Pulleyblank analyses these data by making the following assumptions (for which
he provides independent motivation in most cases). First, we assume that the lexical
representation for a verb stem contains a single tone autosegment, H or L, bur that
1t 1s not associated with a specific vowel. In other words, we assume that the tone
is a floating autosegment, much like the [nasal] and [palatal] autosegments of Terena
discussed in §5.3.1. Thus, for yévésé and ngohoro we have the URs shown in 5.72:

yevese ngohoro
5.72 b
o [i5] v )

Next, we assume that the Recent Past morpheme is represented as a floating H in
the form of a sufhix. Thus, the URs of the tense forms corresponding to lexical entries
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5.72 will be 5.73:

H ngohoro
79 o] 0 ([l

Pulleyblank claims that initial assignment of lexical tone is a lexical, indeed cyclic,
process. However, he argues for a different association convention from that assumed
in the earlier literature on autosegmental phonology (including that dealing with
tones). In his original analysis of root-and-pattern morphology in Semitic, McCarthy
followed Goldsmith’s original model of tone and assumed that a melody element
would automatically spread to the right to associate to unoccupied skeletal slots, in
the absence of any language particular constraint against this. Pulleyblank, however,
denies that spreading is an automatic (i.e. universal) process. Instead, he claims that
in the general case a tone element only links to a single unassociated slot. Hence,
spreading will only occur in certain languages, where it must be specially stipulated.

Given the representations in 5.73 we can almost derive the correct forms. A partial
derivation for each is shown in 5.74:

5.74 2) yevese b) ngohoro
H L Cycle 1
yeve\sev ngoho\ro
[ s /L |
H H L H Cycle 2

In each case, the final vowel is left without a tone. In general in this language, it turns
out that when there is no way of specifying a tone value as a lexical property or the
result of a morphophonological rule, that value is L. In other words, we can assume
a default tone assignment rule, which assigns L to any untoned syllable at the end
of a derivation. Since there are no more morpholexically determined tones to assign,
and since every syllable in Tiv has to bear some tone, the final syllables in each of
our two cases must receive the default value, L. Thus, corresponding to the forms
shown in S5.71, we end up with the representations in 5.75:

5.75 a) yevese b) ngohoro

HHL LHL

You should be able to check that these assumptions give the correct results for the
disyllabic stems, too. To derive the monosyllabic stems we need to make one further
assumption (which, in fact, we’ve already seen in our discussion of Arabic broken
plurals). This is that an unassociated melody (here, tonal) autosegment gets erased
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at the end of the derivation (‘Stray Erasure’ or ‘Stray Deletion’). This, together with
the fact that only one tone may associate to a given vowel in Tiv, accounts for the
monosyllabic forms.

5.76 shows the paradigm for the General Past tense for our six verb stems:

5.76 General Past
high tone stem low tone stem
lvd 'H dza L
‘came’ ‘went’
Ningwa 'HL vende LL
‘heard’ ‘refused’
lyévese 'HLL ngohord LLL
‘fled’ ‘accepted’

Here we see a slightly simpler situation. The low tone stems just have L tones
throughout, while the high tone stems all begin with a downstepped H, and any other
syllables are L. Pulleyblank argues that downstep is the result of a floating L. auto-
segment preceding the downstepped H. Accordingly, we just need to posit a floating
L autosegmental prefix as the General Past morpheme. Thus, the URs for /yévésé and
ngohoré will be 5.77:

5.77 a) yevese } b> [ [ngohoro”
L|H LIL

The derivation proceeds very straightforwardly: on the first cycle we have association
of the lexical tone, then we have (in any order) downstep, and Default Low Tone
Assignment. (Check the derivations for each of the six verb forms in 5.74.)

Finally, let’s look at the Past Habitual tense forms, where we will see the interac-
tion of the cyclically applied association conventions with a morphotonemic rule. The
paradigm is given in 5.78:

5.78 Past Habitual
high tone stem low tone stem
lvddn 'HHL !dzddn 'HHL
‘used to come ‘used to go’
lingwdn 'HHL venddn LHL
‘used to hear’ ‘used to refuse’
lyévésén 'HHHL  ngohéron LHHL
‘used to flee’ ‘used to accept’

The first point to notice is that this tense form is signalled by a suffix -n, and not
solely by tone alternations. Moreover, this suffix always bears L. The second point
is that all the forms beginning with a H have this H downstepped. This suggests that
the Past Habitual 1s signalled by two morphemes, one a floating L. prefix (as in the
General Past), and the other a L -n sufhx. However, matters are rather more complex
than in the previous two paradigms, since we must also assume that there is a floating
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H suffix between the stem and the -n sufix. (We’ll ignore the vowel length
alternations in the monosyllabic stems.)

However, this still doesn’t account for some of these forms. How do we explain
the sequence of two Hs in the middle of the polysyllabic forms? The key to this
mystery is a general lexical rule of Tiv, called H Spread. This rule spreads a H tone
to the right if the next vowel is associated to a L tone (provided this L toned vowel
is not the final vowel in the word). It is formulated in 5.79:

5.79 H Spread

Vv \Y%
d
//'
H L

Since there are no lexical contour tones in Tiv (i.e. no vowels can be associated with
more than one tone in the lexical phonology), association to the H tone automatically
means delinking from the L tone, which is then left floating.

We can see how this all works if we look at the derivations of /yévésén and ngohoron
shown 1n 5.80 (URs) and- 5.81 (cyclic derivations):

S TR e W

5.81 3) [ yevese | b) —ng?horoﬂ
|
| |
I | Cycle 1
i |
H L
[ _yeveSCT 1 I _ngohoroq ]
\\ AN
A Cycle 2
N N
L H ] H_ L L | H_
- - - - . 4 -
yevese n ngohoroj n
BN
\\ 4 Cycle 3
H b k
L L ] H- L_ L L ] H_ L_
N -yevese_ ] n | N —ngohoroq ] n—
xx N
\ \E\ H Spread
AN AN
H H| L i L H| L
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C T —yevese— ] I\l 11 Tl ~ngohoroT ] n 1]
|
\ l |
\ | \ l
1 |
L H H| L LL | L L H{ L
lyévésén ngohorén Output

The case of Tiv tense forms provides a striking illustration of the way in which the
autosegmental approach to morphophonemics permits us to fractionate out those
aspects of complex alternations which are constant and thereby capture the generaliz-
ations underlying the patterns of data. Like the analyses of Semitic discussed earlier
in the chapter, Pulleyblank’s treatment of tone offers a way of dealing with what
appears to be a complex set of morphophonemic processes realizing a morphosyn-
tactic category, and represent this as the realization of an underlying set of mor-
phemes. In the case of the tonal alternations discussed here we end up with an
analysis in which the morphological structure of underlying forms is actually closer
to the common-or-garden concatenative, affixal kind.

An important feature of these analyses, and one which has been partly responsible
for the enormous interest shown in autosegmental morphophonemics in recent years,
is the fact that very simple conventions seem to govern such apparently disparate
phenomena as root-and-pattern morphology in Semitic and morphosyntactic tonal
alternations in African languages. This is very important because it suggests that
there are deep, universal properties of phonological and morphological represen-
tations which can be stated at a relatively abstract level of description. Given the
generality and abstractness of these properties, they can’t be directly linked to
purely phonetic (acoustic or physiological) aspects of the speech system but must
presumably be mental attributes, in other words, properties of the language faculty.

5.5 Prospect

This chapter has been concerned with the basic ideas behind so-called nonlinear
approaches to morphology and morphophonemics. Of necessity we’ve had to limit
our discussion and concentrate on those aspects of most significance for under-
standing morphological theories. Development of ideas in this area is proceeding
hand in hand with developments in phonology, and keeping track of these is beyond
the scope of the book. In this concluding section I shall just mention one or two
current growth points which have implications for morphology.

An interesting question at present hotly debated is the nature of the CV skeleton.
It is widely assumed nowadays that the skeleton consists just of positions, or timing
slots, unmarked for features which would distinguish consonants from vowels (e.g.
Kaye and Lowenstamm, 1981, Levin, 1983, Lowenstamm and Kaye, 1986). These
are often referred to as X slots, timing slots or points. In this respect the skeleton
or template indicates simply the number of segments, and perhaps the position of
rhyme heads (syllable nuclei). One of the principal motivations for this move is that
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it permits a process of association to associate vowels to consonant positions and con-
sonants to vowel positions. We may associate a vowel element to an unspecified slot
which later rules will specify as a consonant position. The result will then be a glide,
such as /[j/ or [w/. On the other hand, a vowel may spread to a neighbouring slot
which is already occupied by a consonant, which subsequently dissociates. The result
would be a lengthening of the vowel (because it is attached to two slots), a phenom-
enon known as compensatory lengthening (see the papers in Wetzels and Sezer,
1986, for a survey). More recent variants of these ideas take syllable structure into
account and attempt to make use of universal or language specific redundancies to
predict properties of the skeleton (as, for instance, in widely disseminated but as yet
unpublished work by McCarthy and Prince, as well as the rather different Govern-
ment approach associated with Kaye, Lowenstamm, Vergnaud, and others).

The theories of reduplication proposed by Marantz, Broselow and McCarthy, Ter
Mors and a number of other linguists remain controversial, and a great many issues
are far from settled. In part, this is because approaches to reduplication rely heavily
on certain assumptions governing phonological representations, and so changes in
phonological theory are likely to have important consequences for accounts of
reduplication. The replacement of the CV skeleton with a sequence of X slots is a
good example of this. This idea was first explored systematically in the context of
reduplication in an unpublished, but widely cited paper by Juliette Levin (1983). '

A question which is likely to have important repercussions for morphophonological
structure is the extent to which it is possible to account for reduplication and root-
and-pattern type morphology in terms of manipulation of the melody separately from
the skeleton. For instance, Clements (cited by Hammond, 1988) argues that it is not
possible. He claims that we must analyse reduplication by associating the
reduplicative CV affix template to the CV template of the stem, not to just its
(reduplicated) melody. In other words, we transfer the melody of the stem to the CV
template of the affix, through the CV template of the stem itself. This allows us,
amongst other things, to transfer information about vowel and consonant length if
we wish. Using this ‘transfer’ approach we would derive the Agta example 5.43 cited
earlier in discussion of Marantz’s theory in the manner of 5.82:

5.82 a) stem t a k 1

A

cCvcCccCcy

b) stem plus ‘parafix’ (corresponding to reduplicative prefix)
t a k 1

—
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¢) derivation: association of parafix to stem skeleton (not melody)

t a k

1
CcV

CV (|I

i !

I

I B

C VvV C

d) linearization of parafix (into prefix)
t a k 1

A

-CvcCccCy

1]

The virtue of this approach is that it allows a given melody element, for example,
a set of vowel features, to be copied by the reduplication rule irrespective of its associ-
ation in the stem form. Mtenje (1988) has argued that this approach is necessary to
account for tonal patterns in reduplication in Bantu.

Hammond (1988) argues that it is the best way of accounting for certain details in
the formation of Arabic broken plurals, which we have seen earlier in this chapter.
Consider the examples in 5.83:

a

5.83 a) Su?buub  sSaqaabiib ‘shower of rain’
b) nuwwaar nawaawilir ‘white flowers’
¢) maktab makaatib ‘office’

d) miftaaH  mafaatiiH = ‘key’ -

The problems here are that the length of the final vowel in the plural is the same as
that of the final vowel in the singular, and the consonant that spreads in the plural
in 5.83a, b is the same consonant that has spread in the singular. What this suggests
is that the plural formation rule ‘knows’ more than just the consonantal melody
pattern of the singular (as suggested in our earlier discussion). It must also know
something about the pattern of association of melody to skeleton in the singular and
copy certain aspects of that. Otherwise, how would we prevent the generation of
incorrect forms such as *xsacaarith, *nawaarir, xsaraabib, *makaatitb and so on?

The derivations Hammond proposes are illustrated in 5.84-5.87. First, we assume
a plural template consisting of a CV skeleton and the characteristic plural melody
[a i}, 5.84 (notice that this template has a long final vowel, represented by two V
slots):

S5.84 CvVCcvvVCcvyvee
a 1

We then associate this template by transfer to the skeleton of the singular. The
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derivation for saraabiib is shown in 5.85:

5.85 § ? b S ? b
CuCCuucC CuCCuucC
L1 © N N N\ N\
I NN N N\ —,
SRR TEERNNNN
CVCVVCVVC CvVCcvVyvVvCcvyvee

N
<

!

For this to work, Hammond assumes a special rule for the plural which pre-links the
/1] element to the final two vowel slots. I have written the vowels on the CV tier to
make the autonomy of the consonant melody more clear. We now assume that the
melody association of the plural overrides that of the singular. This gives us 5.86 as
our final representation:

v
—

5.86 5§ 2 b 5§02 b

CVCVYV

CVVC
a b 1 b

Similarly, to derive makaarth from maktab we have derivation 5.87:

S a2

5.87 rln kt b m k¢t b
CaCC\a\C ——= (CaCCalCcC
BEERRN | ' \\
[ \\\\

CVCVVCVVC cCcvcvyvcCcvyvege
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The last vowel slot is associated to the /if melody of the plural template, but Ham-
mond’s idea is that it is not ‘licensed’, so to speak, by the template of the singular.
This is because the singular template only has one vowel slot in this position. There-
fore, we have to do something about the final V slot which is unlinked to the singular
template, and Hammond proposes a rule deleting it. In this way, we can account for
the fact that the final vowel of the plural is the same length as that of the singular
(though it must be admitted that this is only one technical solution to the problem,
and it doesn’t preclude other, more satisfactory solutions within the same overall
framework). The result is the desired representation, 5.88:

5.88 cCvVCcCvVvvCcvce
mak a tib

This ‘transfer’ approach has not passed uncriticized. Aronoff (1988a) has argued
that such a device is unnecessary and undesirable in the case of reduplication (though
his alternative relies on a theoretical device which itself doesn’t enjoy universal
favour).

We conclude this prospect with a brief mentton of research that promises to throw
light on the structure of languages which might appear rather different from those
we have discussed hitherto, namely the sign languages. By ‘sign languages’ I mean
the languages which have evolved amongst communities of the deaf and which are
learnt naturalistically by children brought up in signing environments. '3

In sign languages we have a number of ‘phonological’ dimensions which can be
manipulated to create morphological structures. The principal ones are: the hand-
shape, the place where the sign is made, and the movements involved (if any). In
addition, signs may be made with one or two hands, and in a few cases the orientation
of the hand (e.g. palm up or palm down) is distinctive. The point for students of non-
concatenative morphology is that the nature of signing permits these phonological
elements to be combined simultaneously and not just sequentially. A well-known
instance of this concerns inflection. Certain types of verb show a form of agreement
with a direct object. The verb ‘give’ or ‘hand to’, for instance, will have a different
handshape depending on the thing given. In BSL ‘give a glass’ has a handshape
similar to that of a hand grasping a glass (technically a C hand), while in ‘give a book’
the handshape resembles that of a hand grasping a book (technically an angled C
hand). The iconicity of these examples is a little misleading, for we are not dealing
with mime in any sense here, but rather something that is linguistically defined. The
resulting system is akin to the predicate classifier systems of the Athapaskan
languages (such as Navajo; see McDonald, 1983), in which a transitive verb stem
takes different forms depending on whether the direct object is flat, or round, or long
and rigid and so on.

There has been a certain amount of interest amongst students of sign languages in
formalizing descriptions of their phonology and morphology. An intriguing set of
suggestions for using a nonconcatenative approach comes from Liddell and Johnson
(1986). It must be admitted that this line of research is in its infancy. For one thing,
it 1s difhicult to apply the methodology of analysis of spoken languages to signing
because it isn’t clear what constitutes a phoneme, a syllable, a segment, a morpheme
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and so on in these languages. (A number of Liddell and Johnson’s assumptions are
criticized by Padden and Perlmutter, 1987, for example.) However, as we have seen,
in many respects this merely puts sign languages at the edge of a continuum of
descriptive complexity, since in many cases some of these traditional linguistic
notions are very difficult to apply to spoken languages, too.

Quite apart from the immense intrinsic interest that sign languages present to lin-
guists, there will be very important implications if it turns out that the universal prin-
ciples of grammar postulated for spoken languages are equally valid for sign
languages, but not, say, for other, artificially constructed, communication systems.
This is because we would then have evidence for linguistic principles of organization
which are independent of the medium of expression. This would make those princi-
ples even more general and abstract, and even less dependent on phonetic form than
suggested at the end of the previous subsection. Thus, the comparative study of sign
language morphophonology and spoken language morphophonology could in prin-
ciple provide some of the strongest evidence for an autonomous language faculty in
the sense of Chomsky.

5.6 Summary

In this chapter we have seen how McCarthy’s application of autosegmental theory to
problems of root and pattern morphology in Semitic have led to an upsurge of
interest in ‘nonlinear’ or ‘multilinear’ phenomena in morphology. This has had
interesting, in some respects ironic, consequences. On the one hand, morphology is
no longer the detailed study of ‘well-behaved’ agglutinating languages plus attempts
to fit other, ‘deviant’, language types into the agglutinating strait-jacket. On the
other hand, McCarthy’s nonlinear techniques have allowed morphologists to take
phenomena which used to be uncontroversially processual and analyse them in terms
of often rather abstractly represented morphemes sitting on separate tiers and com-
bined in an essentially IA fashion. In particular, many cases which might have earlier
been cited as good instances of morphemes taking the form of rules or processes can
be reanalysed in this representational format. This 1s true of Semitic ablaut,
reduplication and tone morphophonemics. But whether that means that all morpho-
logical processes can be reanalysed as things remains to be seen. Furthermore, many
linguists are still suspicious about some of the technical devices that have to be
appealed to in nonconcatenative analyses, and it is often asked whether such analyses,
while seemingly representational, aren’t really sneaking in processes by the back
door.
If these questions are ever settled it will not be in the near future.

EXERCISES

5.1 Below is a list of numbers in Modern Standard Arabic along with the words
for the corresponding fractions. To what extent is there a regular relationship
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between the two forms? How might the cardinals and corresponding fractions be

related to each other in a theory of nonconcatenative morphology such as that of
McCarthy?

2 oifnaan 1/2  niSf
3 fHalaaba 1/3  6uld
4 oarba%a 1/4  rub9
5 xamsa 1/S  xums
6 sitta 1/6  suds
7 sab%a 1/7  sub9
8 famaaniya 1/8 Oumn
9 1is9a 1/9  tus9
10 Oasra 1/10 Susr

5.2 Provide a derivation for the Palan Koryak data in 5.37. How do these data
relate to Marantz’s Conditions?

5.3 Below are data from a child Rosey (Grunwell, 1987, Spencer, 1984). Write a
set of rules to account for her productions, on the assumption that she hears the adult
form accurately, and that her own pronunciations are the result of a set of rules
applying to the adult surface form, treated as an underlying representation. (You will
need to assume rules that serve to remove structure from the underlying form, in
addition to rules of a more conventional nature.) Use the model of reduplication
proposed by Marantz (1982).

1 bobo ‘bottle’ 8 budi: ‘budgie’
2 fefe ‘feather’ 9 doAi: ‘dolly’
3 fifi ‘finger’ 10 mudi: ‘monkey’
4 lele ‘letter’ 11 bidi: ‘pinney’
5 lili ‘little’ 12 dedi: ‘telly’
6 mimi  ‘muddle’
7 bebe ‘paper’

13 KeAi: ‘elephant’ 14 £k ‘indian’

5.4 Pulleyblank doesn’t explain how to derive the monosyllabic low stem Past
Habitual form /dzddn. What additional assumption does he need to generate this
form? (Continue to ignore the vowel length alternation.)

*x5.5 Given the data from §5.4, is it necessary for Pulleyblank to assume that each
tone belongs lexically to an affix? In other words, is there a nonconcatenative analysis
of Pulleyblank’s Tiv data in which the entire tone pattern of the verb could be repre-
sented as a separate morpheme? How would this relate to McCarthy’s claim that tier
conflation is a generalization of bracket erasure?
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Later Generative Theories

Introduction

In this chapter we look at some of the theoretical proposals which have followed the
groundwork laid by linguists such as Halle, Siegel, Aronoff and Kiparsky, and we
also examine in more detail some of the issues introduced earlier, especially in part 1.

The first section opens with a number of questions about the validity of level (or
stratal) ordering. Despite its considerable influence, and despite the key role it has
played in the development of Lexical Phonology, the various versions of the Level
Ordering Hypothesis have encountered scepticism from a number of quarters (in-
cluding some Lexical Phonologists). Next, we look at alternative ways of viewing
word structure and constraints on affixation, introducing the notion that words have
their own constituent structure and their own head-dependency relations. Finally,
we briefly survey some of the basic issues surrounding the question of inflectional
morphology (as a prelude to the discussion culminating in §6.5).

Section two is a survey of two highly influential approaches to word structure based
on constituent structure, and incorporating the generative device of a phrase struc-
ture grammar. Much of the technical apparatus presented in this section has been
presupposed by other researchers, and without a solid understanding of the prin-
ciples of these theories it will be difficult to understand much of what is currently
being written on morphological theory.

In section three we briefly make the acquaintance of the notion of syntactic affix-
ation, itself not new in generative grammar, but an idea which is being exploited
increasingly by researchers interested in the morphology—syntax interface.

The fourth section looks at something of a morphological cinderella: the idea that
certain complex morphological systems can best be described in terms of ‘position
classes’. This is of interest for three reasons. First, it is a set of descriptive problems
which morphological theory has tended to ignore but which will eventually have to
be rediscovered if justice is to be done to the facts of language. Second, very similar
descriptive problems are encountered in clitic systems, which we’ll discuss in chapter
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9. And third, some of the theoretical problems posed by position class morphologies
are also encountered with inflectional systems.

This then leads us into section five, in which we look at a number of works which
have tried to take seriously the notion of ‘inflectional paradigm’. Since a number of
the authors reviewed earlier in the chapter deny the role of such a notion in linguistic
theory, it is of no little interest to see how different species of generative grammar
attempt to handle the problem.

We will continually meet with a number of general questions during the course of
this chapter. One of the more important issues is: where in the grammar do morpho-
logical processes take place, or morphological well-formedness constraints apply? In
particular, is morphology essentially a property of the lexicon (as in the theories
of Williams and Lieber, as well as Lexical Phonology) or is morphology split across
different components (as one might expect in latter-day ‘modular’ theories of
grammar)? According to the Strong Lexicalist Hypothesis, morphology is a
thoroughly lexical phenomenon, and word structure, while perhaps similar in some
respects to sentence structure, obeys different principles. Such morphologists, then,
have to account for the fact that certain aspects of word structure are nonetheless
accessible to syntactic rules, for example, rules of agreement. In other words, such
linguists have to explain how the morphology interfaces with the syntax.

Many (though not all) linguists agree that some regular morphological processes,
specifically derivational processes, are performed in the lexicon, where they can
interact in particular ways with listed lexical items. However, many believe that con-
ditions on inflectional morphology have to be stated at a different level of represen-
tation, after the syntax. Such linguists, then, subscribe to the Weak Lexicalist
Hypothesis. The accessibility of word structure to syntactic rules such as agreement
is easily explained, for such rules turn out to have been part of the syntax all the time,
and not essentially morphological. The problem for such theoreticians is to account
for the commonalities and interactions between the syntactic aspects of word struc-
ture and the morphological and lexical aspects. In other words, they have to explain
how the syntax interfaces with the morphology.

Related to the nature of lexicalism and the extent to which morphological theory
is the theory of the lexicon or of something else is the question of basic distinctions
such as derivation and inflection. For some, especially those who espouse Weak Lexi-
calism, it is important that this distinction be drawn. For others, notably the Strong
Lexicalists, it is equally important to show that the distinction is spurious. This, in
turn, has important implications for the notion of ‘paradigm’. Those that appeal to
a derivation—inflection distinction (the so-called split-morphology hypothesis) tend
to incorporate some notion of paradigm into their models. Those that do not accept
the distinction equally deny the status of the paradigm. This issue is not restricted
to the nature of inflection, however. In part IV we will see that paradigmatic aspects
of lexical organization have recently been (re)applied to derivational morphology and
other aspects of lexical relatedness.

Cross-cutting these discussions will be the extent to which word structure
resembles sentence structure. Ironic though it might seem, the proponents of Strong
Lexicalism have tended to analyse words as comprised of discrete morphemes con-
catenated to form constituents, just as words form phrases in syntax. Moreover, the
notion of headedness, which 1s very important in X-bar theories of syntax, has been
incorporated into such theories of word structure. This has meant that such theorists
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have been committed to an essentially Item-and-Arrangement view of morphology (if
we abstract away from morphophonological processes), and it is for this reason that
they stress the syntagmatic (‘horizontal’) aspects of word structure at the expense of
the paradigmatic (‘vertical’) aspects.

6.1 Basic 1ssues

6.1.1 Problems with level ordering

Despite the impact which Siegel’s level ordering thesis had on the development of
morphology and especially on Lexical Phonology, not all linguists were convinced of
its correctness. Almost as soon as it was proposed a series of difficulties were exposed,
which have ultimately caused many morphologists and even certain Lexical Phonol-
ogists to reject the idea. A convenient summary of some of the more important
objections has been provided by Aronoff and Sridhar (1983, 1987).

The central theme of level ordering is that Class I affixation takes place before Class
IT affixation, and that Class I affixes are therefore external to Class I affixes (the Affx
Order Generalization, or AOG). We have seen (§4.3.2) that the extended version of
this thesis, that enshrined in the Extended Level Ordering Hypothesis, encounters
problematical instances in which regular plural inflection seems to occur both before
and after compounding (as in a form such as syszems analyst). This had to be handled
by means of a ‘loop’ in Lexical Phonology. To this we could add cases in which an
entire phrase is compounded. This happens fairly regularly in West Germanic
languages, such as German, Dutch and Afrikaans and also to some extent in English
(car-of-the-month competition). Here we need to loop the syntactic component of the
grammar into the lexicon, an even more drastic violation of the assumptions of level
ordered morphology. '

A perhaps more serious difficulty is that there is a host of exceptions even to the
unextended version of the AOG. In other words, there are cases in which Class 1
affixes occur external to Class II affixes. There are four theoretical possibilities, shown
schematically in 6.1-6.4:

6.1 root—II-I

6.2 I-1I-root

6.3 [II-root] -1
- 6.4 I-[root—II]

Of these, we encounter types 6.1 and 6.3. The other cases don’t seem to be attested
(possibly because there are so few Class I prefixes which have a meaning and can
therefore be used extensively in word formation).

Aronoff (1976) was the first to record exceptions of the first sort. In a word such
as orgamzation we have a Class II sufhx -1ze inside a Class I suffix -ation. Other
examples (Aronoft and Sridhar, 1983, 1987) are words ending in -abiity and -istic.
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One worrying aspect of these counterexamples is their productivity: the ‘illicit’ Class
I affix -ation is the commonest way of nominalizing a derived verb ending in -ize.
Likewise, the -1ty is the standard way of nominalizing adjectives in -able.

An interesting example of this problem is provided by West Greenlandic (Jenkins,
1984). For example, suffixes regularly induce consonant assimilation when attached
to consonant final stems, as shown in 6.5a:

6.5 a) ganik-li-voq = qanillivoq
approach-become-more-3sg ‘gets closer’

We would regard these as class II affixes. However, there are some suffixes, such as
-ler, which induce consonant deletion instead, as seen in 6.5b:

6.5 b) qanik-ler-poq = qanilerpoq
approach-begin-3sg ‘begins to approach’

These would presumably be regarde‘d as Class I afixes. Unfortunately, it is possible
for the deleting (‘class I”) afhx to appear outside the more regular (‘class II’) affix if
the meaning dictates, as in 6.6:

6.6 qanik-li-ler-poq = ganillilerpoq

‘begins to get closer’ {

The 6.3 type of exception has spawned a large literature, and it is readily illustrated

by a celebrated example, ungrammaticality. This word contains a Class I suffix, -y,

and a Class II prefix un-. Therefore, on level ordering grounds we would expect the
word to have the structure of 6.7:

6.7

un  [grammatical  ity]

However, there is a problem, because the result of affixing -ity to grammatical pro-
duces a derived noun, grammaticality, yet the prefix un- only ever attaches to adjec-
tives, never nouns (with the whimsical exception of Orwell’s unperson, which is in
any case a word of the language Newspeak, not of English). Therefore, on syntactic
selection grounds we would assign the word the structure of 6.8:

6.8 N

A

/3

[un  grammatical] ity
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For reasons which will be obvious, problematic constructions such as these are
known as bracketing paradoxes (cf. §1.2.3; chapter 10).

The next set of problems with level ordering centres not so much around
counterexemplification, but around the limited explanatory range of the hypothesis.
While it accounts for the basic relative ordering of stress-neutral and stress-sensitive
affixes, it fails to account for restrictions between affixes within one class or the
other. Thus, one of Halle’s (1973) most important seminal questions remains largely
unaddressed by the Level Ordering Hypothesis. The fact that level ordering has
nothing to say about this means that the hypothesis is in danger of being undermined
by a principled account of such data which doesn’t need to invoke level ordering.
The problem has been discussed from precisely this point of view by Fabb (1988a).
He points out that there are severe restrictions on affix ordering in English which
have nothing to do with levels. His argument is disarmingly simple. Taking 43 com-
monly occurring English suffixes, he points out that there is a theoretical maximum
of 1849 possible pairings. Some of these will be impossible because afhxes select only
certain syntactic categories and yet they themselves belong to certain categories.
Thus, an affix which takes an adjective stem such as -able won’t appear after a noun
affix such as -ness or -izy. Add to this some of the phonological restrictions mentioned
in chapter 4 and the theoretical maximum is reduced to 614. By dividing the original
43 suffixes into class I and II Fabb computes that level ordering further restricts the
number of combinations to 459. However, the number of attested combinations is
about 50. Therefore, there must be other restrictions operative.

@\ What Fabb found is that there are four groups of suffixes. One group attaches to
any word of any form of the right category. These are the genuinely productive, free
suffixes and they are -ness, -able and deverbal -er (as in driver).

Members of the second group fail to attach to a word which is already suffixed.
This is quite a large group, 29 of the 43, and it includes class I affixes, such as -ous
and -1fy as well as class Il such as -hood and -ish.

Group 3 consists of six suffixes which attach either to a bare unsuffixed stem or to
just one other particular suffix. These are listed in 6.9:

6.9 -lon-ary revolutionary (noun and adjective)
-lon-er vacationer
-1st-1C modernistic
-ific-atory  modificatory
-enc-y residency

Now, an affix pair such as -ionary has the same selection restrictions as -ion. Moreover,
whenever a word can be formed with -ion there is one we can form with -ionary.
Finally, the meaning of the doubly affixed word is derived from the meaning of -ary
plus that of -ion. Therefore, we want to be able to say that -ary 1s productively affixed
to -ion, not that we are dealing with some kind of idiosyncratic compound affix. ?

Fabb argues that we can account for these cases by assuming that the outer sufhx
is permitted to attach not only to words but also (exceptionally) to another sufhx.
This means that the morphological structure of such a word is [modern [ist ic]],
even though the semantic structure is [[modern ist]ic]. In other words we have a
semantically induced bracketing paradox.
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The final group is rather interesting because it consists of (mainly latinate) suffixes
which attach to stems ending in some, but not all, suffixes of the right category. For
instance, -ity combines with -1ve, -ic, -al, -an, -ous, -able, as in sensitivity, publicity,
grammaticality and so on. There are a number of ways of capturing these restrictions,
though the small number of combinations involved make it seem easier just to list
those combinations which are permitted.

Finally, there are more subtle problems with level ordering, and particularly
Kiparsky’s interpretation of the Extended Level Ordering Hypothesis, centring
around some of the theoretical claims to which it commits the morphologist. Booij
(1987) argues that Kiparsky is committed to the view that it is only morphemes that
are listed in the lexicon. In other words, Kiparsky is obliged to reject Aronoff’s word-
based model. This entails that Kiparsky is unable to distinguish actual from potential
words by appeal to the grammar. For the grammar, which represents the ideal
language user’s competence, or knowledge of the language, will generate all the
complex words that WFRs are capable of generating in theory, and which of these
turn out to be actual words will be a matter for performance. This means that
Kiparsky will have no way of accounting for the effects described by Aronoff, which
seem to demand that complex words can themselves be the base of a word formation
process. Booij enumerates a number of more-or-less serious problems that this
approach brings with it, of which I shall mention just some of the more important.

On a morpheme-based view of the lexicon it is difficult to avoid treating non-
productive processes as though they were productive and this gives rise to some very
counterintuitive analyses. Booij cites a Dutch case. A corresponding English example
would be this: in English we can add affixes such as -(u)al, and -1ve to latinate stems
to form adjectives from verbs. A root such as -cetve in perceive will take both of these
suffixes (with slight, though unpredictable, difference in meaning): perceptive, percep-
tual. However, other words based on -ceive may only take one or the other sufhix:
concerve, conceptual, *conceptive (despite the existence of contraceptive!) vs. receive,
receptive, *receptual. Kiparsky’s position would commit him to the view that the
absence of xconceptive and *recepiual is merely a matter of performance, since he is
unable to mark the whole word receive, conceive or perceive for the sufhix(es) it
accepts.

Booij also discusses a number of problems related to historical change in one way
or another, and all confirm the general picture, which i1s a commonplace in diachronic
studies of phonology and morphology, that lexicalization plays an important role in
the course of change. Some of these will be mentioned later in the chapter when we
discuss inflectional paradigms.

A rather more interesting set of cases which bring to prominence the role of the
word in word formation concerns so-called paradigmatic word formation, where the
term ‘paradigmatic’ is applied to derivation rather than inflection. The idea that
derivational morphology might be defined in terms of paradigms, while in a sense tra-
ditional, is not something which is generally accepted by contemporary morpholo-
gists, and I shall be reviewing some of the evidence in favour of such a position in
part IV. An example of what 1s meant will suffice to explain why such a phenomenon
crucially relies on the notion of ‘existing word’. The word meaning ‘sailor who serves
in a submarine’ is submariner. This is correctly pronounced (i.e. by submariners
themselves) with antepenultimate stress, submdriner, to rhyme with mariner (though
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dictionaries permit the pronunciation sibmariner, rhyming with marina, presumably
a landlubber’s spelling pronunciation). Now, submariner cannot be the result of any
regular word formation process. It is a result of the systematic connection that links
the {existing, actual, permanently stored) words marine, mariner and submarine. In
chapter 10 we’ll see that in fact it’s just a very specific example of an extremely
general process.

6.1.2 Constituent structure in morphology

Some of the misgivings about level ordering have motivated the development of
alternative views of word structure. In this section we look at a number of leading
1deas that have played a prominent role in theory construction.

One assumption that has been prevalent, particularly as far as compounds and
derivational morphology is concerned, is that complex words have a hierarchical con-
stituent structure which can be represented by tree-diagrams of a familiar sort. For
instance, a word such as indecipherability might be associated with the tree structure
in 6.10a or equivalently the labelled bracketing in 6.10b:

6.10 a) N

ﬁ\

in de c1pher able 1ty
b) [n[aln [a[vde [ncipher]] able]] ity]

This type of diagram or labelled bracketing is a representation of the derivational
history of the word. We begin with the noun cipher from which we create the verb
decipher by prefixation of de-, which in turn produces the adjective decipherable and
so on. As we will see, the most popular theories of morphology would all assign just
such a structure to the word.

However, there is something misleading about this picture. For, in general, the
internal make-up of a word is opaque to morphological processes, or, in other words,
word formation processes tend to be blind to the derivational history of the base on
which they are operating. For instance, we tend not to find morphological rules along
the lines ‘add affix X to an adjective only if it is derived from a noun’. Another way
of thinking of this is to say that affixation is sensitive only to the properties of the
node immediately adjacent to the affix. In other words, an affix may be sensitive to
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the properties of the X node in 6.11 but not to any of the internal nodes, Y, Z etc:

6.11 W

aff + [L..[..0...]

The phenomenon of morphological conversion (or zero-affixation) provides a good
illustration of this. We saw in §4.3.2 that verbs derived from nouns by conversion
never conjugate as strong verbs. This was illustrated with a hypothetical example in
which we took the verb hide, converted it to a noun (as in the ecologists observed the
bird from a hide) and then reconverted that noun to a verb (to hide a forest). If we
do this, the new verb behaves like a regular verb (the ecologists hided the forest). It is
as though the past tense formation rule were oblivious to the fact that the base hide
is ‘really’ a strong verb. This contrasts with the behaviour of prefixed strong verbs
such as withstand, which continue to conjugate like their simplex base verbs
(withstood).

Lexical Phonology has a number of ways of capturing such behaviour. Recall that
Kiparsky accounted for the conversion facts by appealing to level ordering. Strong
past tenses are formed at Level 1, noun-to-verb conversion takes place at Level 2 and
regular past tense formation occurs at Level 3. Therefore, by the time the converted
noun hide is formed from the verb (in Level 2) it is too late for the strong past tense
rule to apply. In other instances, a phonological or morphological rule may fail to
apply (or fail to be blocked) because bracket erasure has applied, thus rendering the
complex word indistinguishable from a simplex word.

An alternative approach is possible, however, which retains the complete structure
of the complex word. Returning to our conversion example, suppose we say that the
vowel alternations in hide ~ hid, stand -~ stood are governed by a readjustment rule
triggered when an abstract affix PAST is attached to a verb root marked with a
feature (say, [+ablaut]), as shown in derivations 6.12:

6.12 2) \
\
hide ~ PAST =———=hid -
[+ablaut]
b) Y
\

stand PAST ——
[+ablaut]

/stud/
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Suppose we also assume that conversion is achieved by the addition of a phonetically
null affix, i.e. that conversion is really zero-afixation (see §1.5.)° We can now con-
trast 6.12 with the regularly formed past tense form grandstanded. The derivation is

shown in 6.13:

grand stand & & PAST =———— /grandstanded/
[+ablaut]

6.13

In the derivations 6.12 the PAST morpheme is attached directly to a V node which
exhaustively dominates the strong verb root. In a labelled bracketing there would be
only one bracket between the two morphemes. In 6.13, however, the PAST mor-
pheme is attached to a V node which is separated from the strong verb root by other
affixes (namely, the two tokens of the zero affix). Thus, the PAST morpheme is not
attached directly to the strong verb but to something which properly contains the
strong verb. The same is true of the hided example, 6.14:

A\

hide PAST ———— /haided/
[+ablaut]

6.14

What we can say, then, is that the ablaut rule fails to apply when the triggering mor-
pheme, PAST, is not adjacent to the strong root itself but to some other category.
In other terms, we can say that the ablaut rule is unable to apply across more than
one bracket. This is essentially the idea behind the Adjacency Condition, due orig-
inally to Siegel (1977) and taken up by Allen (1978) (see Scalise, 1984, chapter 8 for
detailed discussion). What it says is that an affixation process can be made sensitive
to the content of an internal morpheme only if that morpheme is the one most
recently attached by a morphological rule. Intuitively, it prevents a morphological
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process from looking into the internal structure, or the derivational history, or
morphologically complex words.

By assuming that affixation induces constituent structure and by imposing the
Adjacency Condition, we can account for why the past tense of doubly converted hide
comes out as hided, or why the past of to grandstand is grandstanded. However, we
still have to deal with violations of Adjacency, such as withstood. In Kiparsky’s
analysis this word arises from prefixation of stood by with, so there is no problem.
Bur if we are to take constituent structure seriously, then this leads to an incorrect
analysis: semantically speaking, withstood is the past tense of withstand. In fact,
withstood has nothing at all to do with stood if we take meaning into consideration.
This implies that the constituent structure of withstood should be 6.15:

6.15

|

[[with [stand]] PAST]
[+ablaut]

But in that case the PAST morpheme must be able to see inside the complex word
withstand in order to condition the allomorphy on szand, in violation of the Adjacency
Condition. Given that there are a great many such prefixed strong verbs, this is not
just an 1solated phenomenon.

Williams (1981a) provided a somewhat different solution to the adjacency problem.
He noted that the counterexamples to the Adjacency Condition have in common the
fact that the offending affixation operation fails to change the syntactic category. In
a sense, then, the prefix in withstand is rather like a modifying element rather than
a genuine derivational morpheme. Williams proposed, for this and other reasons,
that a crucial concept needed to explain these structures is that of a head. He argued
that we should regard the verb root, stand, as the head of withstand, where ‘head’
means more-or-less what it means in syntax. One of the syntactic properties of heads
1s that any feature marked on the head of a construction will percolate up to the
dominating node, in other words, that properties of heads are inherited by the con-
structions of which they are the head. This means in effect, that a complex verb such
as withstand will be treated as a strong verb just like its head, i.e. stand. This is pic-
tured in 6.16, once in tree form, once in labelled bracket form (with [+ A] being the
[+ablaut] feature).

6.16 a \Y

) \Y%
A [+ablaut]
P \'7 P \Y
with stand —> with stand
[+ablaut] [+ablaut]
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b) [with [stand][+a)]= [with stand] (.4

When we attach the PAST morpheme to withstand it can trigger the ablaut process
because it is now adjacent to the percolated [+ablaut] feature.

Williams further argued that all words are headed, and that the head is the right-
most morpheme of the construction (the Righthand Head Rule, or RHR). This has
a number of immediate consequences. First, in a word such as cats the plural affix
is the head of the word. Second, by virtue of the RHR all suffixes are heads and
no prefixes (or, presumably, infixes) are heads. Third, morphemes which can be
heads (i.e. roots and suffixes) must be assigned to a syntactic category. This is
because the head of a construction determines its syntactic category, and so must
itself belong to a syntactic category. This means that the structure of the word cats
will be that of 6.17:

6.17 Npl.
N Npl.
Lo

The concept of head easily carries over into compounds, where the RHR explains

two salient facts about most compounds. First, the syntactic category of a compound
is determined by its rightmost member; second, the meaning of a compound is con-
tained in the meaning of its rightmost member. To appreciate the first point note
that, in examples such as 6.18, the compound is respectively a noun, adjective and
verb, irrespective of the category of its first member:

6.18 a) houseboat; blackbird; undercurrent; swearword
b) breastfeed; underplay .
¢) canary yellow; dark blue; overripe

To appreciate the second point, notice that a houseboat is a kind of boat (and not,
for instance, a kind of house), to breastfeed is to feed (in a particular fashion), ‘over-
ripe’ means ‘ripe (to an excessive degree)’. Allen (1978), borrowing earlier psycholin-
guistic terminology, described this by saying that a compound such as houseboar
stands in an ISA relation to boat (in that a houseboat ‘1sa’ boat). ‘

With the concept of head we can reinterpret the Adjacency Condition. Williams,
in fact, replaces the condition altogether with his Atom Condition. This states
(1981a: 253; ‘af™” means ‘affix’):

6.19 Atom Condition
‘A restriction on the attachment of af* to Y can only refer to features
realized on Y.’

This amounts to the restriction that an affixation process can be sensitive only to
features borne by the head of the base. This 1s a slightly different condition from the
Adjacency Condition, which says, in effect, that affixation may be sensitive only to
the ‘most recently attached’ morpheme (cf. Willilams, 1981a: 254).
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| r\\ The operation of the Atom Condition is illustrated further by another set of syste-
" matic exceptions to the Adjacency Condition. We have seen that English has a large
class of ‘latinate’ suffixes, which are derived historically from Latin (or Greek) and
which only co-occur with Latin or Greek roots. For instance, the nominalizing suffix
-ion cannot be used with native (Germanic) verb roots (xbreaktion), only Latinate
ones (deduction). Assuming that deduce is formed by prefixing de- to duct, we predict
[ by the Adjacency Condition that further sufiixation will not be sensitive to idiosyn-
x cratic features of the root morpheme duce ~ duct. However, it can be argued that
: the choice of nominalizing suffix is indeed determined by duct. For example, other
prefixed forms of this root behave in exactly the same way: reduction, production,
introduction (or, even worse, reintroduction). We could also add Williams’s own
example conduct ~ conduction (with a different root allomorph in the verb form).
Likewise, when such prefixes are attached to a different root, that root may select a
different sufix or suffix allomorph. For example, the root pose forms (some of) its
nominalizations in -ition, giving us pairs such as depose ~ deposition, propose -
; proposition, compose ~ composition. All these facts show incontrovertibly that it is the
root which selects the suffix, even after prefixation.
: Let’s assume that the latinate roots bear morpholexical features such as [+ion]
indicating which nominalizing suffixes they take. For a morphologically complex
word such as deduction, this implies the derivation 6.20:

;; 6.20 N
b \Y \Y% \Y% N
[+ion] [+ion]
v v v
de duce ——= de duce ———> de duct ion
[+ion] [+ion] [+ion]

Notice, too, that the root allomorphy of duce, which is comparable to that of stand
in withstood, can be understood in the same way, as the percolation of an allomorphy
feature to the top of the entire verb. In effect, we could say that the prefixed verb
deduce inherits the allomorphy of its head, the root.

The concept of head is not unproblematic. The Righthand Head Rule itself em-
bodies an extremely strong universal claim about word structure, which on the face
of it is simply wrong. A main effect is to prevent prefixes from being heads, yet in
de-adjectival or denominal verbs such as ennoble or decipher we have just such a
prefixal head. Moreover, Williams’s theory predicts that all inflectional affixes will be
heads (because they determine the category of the complete word). Therefore, the
RHR predicts there will be no languages in which inflections are prefixes. However,

; there are a great many languages in which inflections can be prefixes (not to mention
| other non-suffixes such as infixes, ablaut process, tone shifts, accent rules or initial
! consonant mutations).

; Not all words are headed in Williams’s theory. Thus, while compounds in English
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are generally right-headed, the word pickpocket is an unheaded compound, or an
exocentric compound (note that it doesn’t refer to a kind of pocket). Another head-
less construction for Williams is morphological conversion. Williams rejects a zero-
affixation analysis and instead argues for a rule which simply relabels a noun as a verb
or whatever. All such relabellings are then said to give rise to headless constructions.

Later, we will see a number of difficulties with the head concept in morphology.
Despite these problem areas, the idea that words are headed remains extremely
influential.

The idea that words have their own constituent structure has been predominant,
to the extent of being taken for granted in some circles. However, it is not a necessary
assumption, and in §§6.4-5 we will see approaches in which constituent structure
plays a less prominent role or no role whatever. An important point to bear in mind
is that the concept of constituent structure only makes sense if we assume that word
formation is essentially the linear agglutination of morphemes. This means that
constituent structure is a problematic notion if we take into serious account such
things as nonconcatenative morphology and phonological processes serving as
morphemes.

There are also internal problems with a thorough-going application of constituent
structure analysis even to agglutinating morphologies. When we consider the nature
of constituenthood in syntax, we find that there are various properties of word
sequences which can be explained if we assume those sequences have the familiar
hierarchical structure of phrases (though even for languages like English not all lin-
guists are absolutely convinced by the need for constituents). However, many of
these properties involve phenomena such as movement or deletion. Now, in mor-
phology we simply don’t find constituents moving or deleting in the same sort of
way. If we enumerate all the arguments for assigning a constituent structure to most
complex words formed by affixation (as opposed to compounding) we find that there
is remarkably little positive evidence in favour of constituenthood. In fact, given the
existence of things such as bracketing paradoxes (see chapter 10), we often encounter
strong evidence against it. So if we take a complex word such as Turkish ¢alistinima-
maliymis ‘they say that he ought not to be made to work’, do we really want to say
that it has the hierarchical structure of 6.21 rather than a flat structure such as 6.22?

6.21

calts tr tl  ma maly mus

WORK CAUS PASS NEG OBL INFER
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6.22 a) w

calts  tur u ma mally ms
b) W

calls twr 1 ma maly mug

Those familiar with recent debate in metrical phonology will know that exactly this
sort of question has been asked about metrical accounts of stress systems which imply
constituent structure for which there is no motivation. Halle and Vergnaud (1987)
have argued for a general theory of stress which includes only the bare minimum of
information about constituent structure, by bracketing two adjacent syllables into a
binary constituent, one of whose members is the head. Perhaps a compromise of this
sort will ultimately be needed for morphological theory.

6.1.3 Argument structure

One of the most important questions in syntax and morphology concerns the valency
of verbs, that is, what kinds of complements a verb takes. In the Aspects model of
syntax, valency is represented by subcategorization frames (see §3.1.3). However, it
became clear as syntactic theory developed that the more semantic aspects of valency
were also important for syntax. In this fashion the theory of thematic roles was
developed (also called theta roles or 6 roles, and also frequently referred to as
semantic roles). The tally of theta roles assumed in grammar differs from one theory
to the next. However, most theories assume the following:

Agent (Ag) — the (usually animate) instigator of an action.

Instrument (Instr) — (self-explanatory).

Patient (Pat) — entity undergoing an action.

Goal (Go) — end point of motion in concrete or abstract sense.

Source (So) — starting point of motion in concrete or abstract sense.
Location (Loc) — (self-explanatory).

Benefactive (Ben) — person on behalf of whom action is carried out.
Experiencer (Exp) — (passive) recipient of a sensation or mental experience.
Theme (Th) — entity undergoing motion or in a certain state.

Many authors conflate Patient and Theme roles, making this something of a default
semantic role. I shall use the term Theme for both roles. Not all linguists distinguish
between Goal and Benefactive roles.
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In many cases the particular semantic role of a NP will be marked by a preposition,
case ending or other device. However, this is not always the case, and we frequently
find differing roles assigned to subjects. This is illustrated in 6.23, where the subject
has the role of Agent (6.23a), Theme (6.23b, ¢) and Instrument (6.23d):

6.23 a) Tom opened Harriet’s door (with his key).
b) Harriet’s door opened.
¢) Harriet’s door was opened (by Tom/by Tom’s key).
d) Tom’s key opened Harriet’s door.

The sentences of 6.23 could all be describing the same event, even though the subject
of each is different. By referring to theta roles we can abstract away from the syntactic
differences and capture the semantic similarity by saying that in each case there is
an event which we can represent schematically as in 6.24:

6.24 OPEN (Tom, door, key)

Agent Theme Instr.

We will refer to Tom, door and key as arguments of the verb (or predicate) open, and
6.24 will be called a representation of the argument structure of that predicate. For
many linguists, labels such as ‘“Theme’ or ‘Goal’ are at best convenient general
purpose mnemonics, whose implied semantic classification shouldn’t be taken too
seriously. Most generative grammarians would agree that what is most important
about semantic roles 1s that they should be associated with the argument structure
of the verb.

A more abstract representation of argument structure would simply list variables
in a particular order to serve as slots for NPs such as Tom or key, as shown in 6.25a
(the angled brackets mean that the list x,y,z i1s ordered). Where we also name the
theta roles associated with each argument, as in 6.25b, we call the representation a
theta grid (in practice, the terms ‘argument structure’ and ‘theta grid’ are often used
interchangeably):

6.25 a) OPEN «(x,vy,z)
b) OPEN (Ag, Th, Instr)

Williams (1981b) was the first to propose that argument structure played an impor-
tant role in morphology. He drew an important distinction between two types of
argument, the external argument and internal arguments. A predicate (in English
this means a verb or adjective) may have at most one external argument, and any
number of internal arguments, but not all predicates have an external argument.
When it 1s present in the argument structure the external argument always appears
as the subject. Moreover, if there is an Agent, then, with certain important excep-
tions, it will always be the external argument (and hence always surface as the sub-
ject). Williams indicates the external argument by underlining it. Thus, a
notationally more accurate version of 6.25b would be 6.25c:

6.25 ¢) OPEN <ég,Th,Instr)
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Williams argued that many alternations in the syntactic valency of a verb are the
result of rules affecting the argument structure of the verb. For instance, in 6.23b,
no Agent is implied or stated. As a result, the Theme becomes the subject. In 6.23¢
we have a passive form of the verb in which the Agent role 1s implied (and can be
realized by means of a by-phrase), but this role doesn’t become the subject, a position
which is again taken by the Theme. Finally, in 6.23d we see that the Instrument has
usurped the position of subject and, again, no Agent is implied.

Alternations such as these will be the subject of the whole of chapter 7 and much
of chapter 8, so we shan’t dwell on them here. Instead, we’ll look at other morpholo-

gical processes which seem to appeal to argument structure. Consider the examples
of 6.26-6.30:

6.26 a) Tom read a book to the children.
b) This book is readable.
¢) *Tom is readable.
d) *The children are readable.

6.27 a) These books can fit on this shelf.
b) *xThese books are fittable (on this shelf).

6.28 a) Tom knows how to swim.
b) *Tom is swimmable.

6.29 a) employ someone
b) employee

6.30 a) The factory is modern.
b) They modernized the factory.

The examples of 6.26—6.28 show that -able affixes to transitive verbs to give an
adjective which is predicated of the Theme argument of the original verb. It cannot
be predicated of the Agent (6.26¢,6.28b) nor can it be predicated of the Theme of
an intransitive verb (6.27b) or a non-Theme argument of a transitive verb, such as
a Goal (6.26d). Similarly, in 6.29 the affix -ee* has taken a transitive verb and created
a noun referring to the Theme argument.

The example of -ize affixation is slightly more complex. Here we see a predicate,
the adjective, which has a single (external) Theme argument, as shown in 6.31a. The
aflix creates a (causative) verb which has a new external argument, an Agent, and an

internal Theme argument corresponding to the verb’s original argument, as shown
in 6.31b:

6.31 a) MODERN (Th)
b) MODERNIZE (Ag, Th)

Williams (1981b) argues that the two processes represented by -ablefee and -ize
affixation basically exhaust the morphological rules which operate on argument struc-
ture. (Rules such as passive pose some problems here, but we’ll leave discussion of
these until the next chapter.) He analyses these rules as (i) externalization of an
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internal argument, and (ii) internalization of an external argument. Thus, -able affix-
ation has the effect shown in 6.32 (what exactly happens to the Agent argument is
a matter of some controversy, as we’ll see in chapter 8):

6.32 read (ég, Th) — readable (Ag,E)

Internalization has two stages. It is probably easiest to think of these as, first,
addition of a new external argument, and then demotion of the old external argument
to internal position. General theoretical considerations (deriving from Williams’s
(1980) theory of predication) prevent a predicate from having two external argu-
ments, so in a sense we are talking about the addition of an argument here, rather
than simply internalization. The process is represented schematically in 6.33:

6.33 ' modern (:f_lp — modernize (ég, Th = :I‘_h)*modernize <_A_g, Th=Th)

The notation ‘Th =Th’ indicates that the new Theme is identical to the old.Theme,
and hence captures the semantic relationship between 6.30a and 6.30b.

6.1.4 The nature of inflection

The nature of inflectional morphology is one of the most problematic areas of mor-
phological theory and one on which there is perhaps more disagreement than any
other aspect. We have seen that inflection is traditionally regarded as change in the
grammatical or morphosyntactic form of a word (or lexeme) as opposed to derivation,
which is the formation of a new lexeme from another lexeme. Derivation, therefore,
typically changes the syntactic class membership of the word, say, adjective to noun;
inflection is not supposed to change class membership. Inflection creates forms of
words which have a syntactic function in, say, agreement or government. Inflectional
affixes are attached more peripherally to the stem than are derivational affixes.
Inflectional morphology often organizes itself into paradigms, while this is not so
obviously true of derivation.

The difhculty for a general theory of morphology is that pretty well every claim in
the previous paragraph has been questioned. For instance, the creation of participles,
gerunds and infinitival forms of verbs seems to involve a change of category, and yet
the traditional, and in many respects most motivated, view is to regard them as part
of the inflectional paradigm of the verb, not as a species of derivational morphology.
Even if we were to relax the category membership clause, we can’t always recognize
inflection by its significance for syntactic rules of agreement and government.
This is because in many cases morphology which looks inflectional realizes gram-
matical categories which aren’t reflected in rules of agreement and government. One
obvious example of this occurs when inflectional processes realize arbitrary, purely
morphological categories such as conjugation class.

Assuming that we can identify inflectional morphology in a given language we will
usually find that inflectional affixes are external to derivational ones. This is logical
since we have to have our lexeme (by derivational processes) before we can have a
set of inflectional forms of it. Bybee (1985) argues that this follows from a more
general principle under which athxes which are more ‘relevant’ for the meaning of
a given stem, for instance, causatives on verbs, appear nearest to the stem, while
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affixes which are least relevant, such as person/number affixes, appear furthest from
the stem. This seems to be the case as a rule of thumb, but even this generalization
1s problematic. Nonconcatenative morphology makes the notion ‘external to’ rather
difficult to interpret, and even in some linear morphological systems there are occa-
sional reports of derivational affixation appearing externally to syntactically relevant
inflectional affixation (e.g. Rice, 1985).

Although inflection is typically associated with paradigmatic organization, there is
a good deal of debate over the nature of paradigms, and in many respects the notion
itself is no less obscure than that of ‘inflection’. One symptom of this is that a
number of morphologists are exploring the idea that derivational morphology can
best be thought of in terms of paradigmatic organization.

Some of these problems are illustrated by Spanish conjugation. Spanish verbs fall
into three conjugations, each with its characteristic ‘theme’ vowel, which appears
immediately after the root. Consider the imperfect tense paradigm for the verb hablar
‘to speak’ in 6.34:

6.34 Sg. Pl
1 habl-a-ba habl-d-ba-mos
2 habl-a-ba-s habl-a-ba-is
3 habl-a-ba habl-a-ba-n

We could analyse this by saying that the 1st conjugation theme vowel, -a-, is followed
by the 1st conjugation imperfect marker -ba-, following by person and number
desinences. It is only the person/number endings that are relevant for syntax (in
agreement processes). This might suggest that we should analyse the theme vowel
and the -ba- formative as non-inflectional affixes, 1.e. as derivational. This is the tra-
ditional assumption fo