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Geographic Information Science:
An Introduction

A. Stewart Fotheringham and John P. Wilson

GIS, the acronym for Geographic Information Systems, has been around since the
1980s. Although one can impute a number of characteristics from the use of this
acronym, at the heart of the term “systems” lies a computer software package for
storing, displaying, and analyzing spatial data. Consequently, the use of the term
GIS implies an object or tool which one can use for exploring and analyzing data
that are recorded for specific locations in geographical space (see Cowen [1988]
for an early article articulating this type of definition and Foresman [1998] for a rich
and varied account of the history of Geographic Information Systems). Conversely,
Geographic Information Science or GI Science, or more simply GISc, represents a
much broader framework or modus operandi for analyzing spatial data. The term GI
Science emphasizes more the methodology behind the analysis of spatial data (see
Burrough [1986] for what was perhaps the first GIS text to promote such a frame-
work and Chrisman [1999] for an article advocating an extended definition of GIS
along these same lines). Indeed, one could define GI Science as: any aspect of the
capture, storage, integration, management, retrieval, display, analysis, and modeling
of spatial data. Synonyms of GI Science include Geocomputation, Geolnformatics,
and GeoProcessing.!

The Breadth of GI Science

Under this definition, GI Science is clearly an extremely broad subject and captures
any aspect connected with the process of obtaining information from spatial data.
A feeling for this breadth can be seen in Figure 0.1 which describes a schematic of
some of the elements that make up GI Science. At the top level, GI Science is con-
cerned with the collection or capture of spatial data by such methods as satellite
remotely sensed images, GPS, surveys of people and/or land, Light Detection And
Ranging (LiDAR), aerial photographs, and spatially encoded digital video.* The key
element here is to capture not only attribute information but also accurate informa-
tion on the location of each measurement of that attribute. For instance, we might
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Fig. 0.1 Geographic Information Science (GISc): An Overview

ask people some information on themselves during a survey but we would also
like to record some aspect of the location of that individual — this might be the
location at which the survey took place, or the person’s usual residence or their
workplace or some other location. Similarly, if we measure some attribute such as
the elevation above sea level and/or the precipitation at a set of points, we also need
to know the locations of these points, otherwise the elevation and precipitation
measurements are useless (see Corbett and Carter [1996] and Custer, Farnes, Wilson,
and Snyder [1996] for two examples of what can be accomplished by combining
locational information with elevations and precipitation measurements).

Once spatial data have been captured, they need to be stored and transmitted. This
can create challenges as some spatial data sets can be extremely large. A census of
population in the USA would contain, for example, records on almost 300 million
people with the locational data on each person typically being his or her residence
(hence the well-known problem of census data being a snapshot of where people
are at midnight rather than during the day). In some countries, a decennial census
has been replaced with a more continuous monitoring of the population in the form
of a register which can be updated more regularly. Satellite imagery of the Earth’s
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surface can generate terabytes of data and the move towards global data sets can lead
to even larger data sets. The data storage and transmission demands of spatially
encoded digital video have already been referred to in endnote 2 and pose challenges
to current systems. Consequently, spatial data sets can be extremely large and finding
ways to store, process, and transmit such large data sets efficiently is a major challenge
in GI Science.

The next two levels of operations in the schematic in Figure 0.1 refer to the
process of transforming data into information. We are currently living in a data-
rich world that is getting richer by the day. In many operations, large volumes of
spatial data are being collected and a major challenge in GI Science is to turn these
data into useful information. Consider, for example, the following sources of spatial
data (which are but a small sample from the complete set of sources):

¢ Censuses of population which typically occur every five or 10 years and which
typically record information on each individual in each household and on the
household itself;

e Customer databases held by retail-related companies which hold information
on individuals submitted in various application forms or warranty cards;

e Traffic flow monitoring along streets or at intersections;

e LiDAR - low pass fly-overs by plane generating large volumes of detailed data
on terrain features or urban areas;

¢ Digital Elevation Models (DEMs) captured via satellites or the US space shuttle
which can be at a global scale;

e Health records either on the location of patients with particular diseases, used
to study possible geographic influences on etiology or to assess the level of demand
for various services in particular hospitals;

e Satellite remotely-sensed images or aerial photographs used to track land use
change over time or to study the spatial impacts of various natural disasters or
for various military uses such as tracking missiles or identifying targets;

e Satellite GPS used increasingly for general data capture of vehicles and individuals.
This makes possible vehicle tracking, in-car navigation systems, precision agri-
culture, animal tracking, monitoring of individuals, and general data capture
on the location of objects via GPS receivers. It is now possible to contemplate,
as the UK is doing, tracking the movement of all vehicles and charging for
per mileage road use instead of a flat road tax. Similarly, it is now possible
via GPS to monitor a child’s movements via a GPS watch linked to a central
monitoring system that parents can access remotely via the World Wide Web
(see http://www.wherifywireless.com for additional details). The linking of GPS
to mobile phones will allow the tracking of friends so that one can query the
location of a registered friend at any moment. The use of mobile phones to locate
individuals by triangulation from mobile relay stations is already standard police
practice in the case of missing persons. Some of these uses of course immediately
raise important ethical and legal questions which need to be resolved. Just how
much spatial information on ourselves are we prepared to have captured and stored?

Most organizations simply do not have the resources (measured in terms of per-
sonnel, knowledge, and/or software) to be able to make full use of all the data
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they routinely gather. There is a growing need for techniques that allow users to
make sense out of their spatial data sets. This mirrors the general transformation
of society from one dominated by the industrial revolution with its origins in the
eighteenth and nineteenth centuries, to one dominated by the information revolu-
tion with its origins in the computer age of the late twentieth century. Two main
sets of techniques exist to turn data into information: visualization and statistical/
mathematical modeling.

There is a vast array of techniques that have been developed for visualizing
spatial data and it remains a very intense and fruitful area of research (see
Dykes, MacEachren, and Kraak [2005] for one such treatment). Spatial data lend
themselves to visualization because the data are geocoded and can therefore be
represented easily on maps and map-like objects. Simply mapping spatial data can
shed so much more light on what is being studied than if the data are presented
in tabular form.> However, maps can also deceive (see Monmonier [1991] for a
popular treatment of this topic) and there are many GI Science issues that need
to be considered if spatial data are to be displayed to provide reasonably accurate
information content. The development of algorithms for continuous cartograms,
software to create pseudo-3D virtual reality environments, and hardware that allows
digital video to be linked to a GPS is providing us with the means towards much
more sophisticated visualization of spatial data than traditional 2D maps and there
are great advances in this area yet to come. Because spatial data contain attribute
and locational information, the data can be shown together as on a simple map
of the distribution of an attribute or they can be displayed separately in different
windows. The use of multiple windows for displaying spatial data is now com-
monplace and it can sometimes provide useful information to display a map in one
window and a non-spatial display of the data (such as a histogram or scatterplot
for example) in another window and to provide a link between the two (see GeoDA™
[Anselin, Syabri, and Kho 2006] and STARS [Rey and Janikas 2006] for examples
of such systems). In this way, only data highlighted on the non-spatial display need
to be mapped to show the spatial distribution of extreme values, for example.
Alternatively, all the data can be displayed on a map and only the data points selected
on the map need to be highlighted in the non-spatial display. Finally, many spatial
data sets are multivariate and it is a major challenge to try to represent such com-
plex data in one display.

The other set of methods to turn spatial data into information are those involving
statistical analysis and mathematical modeling. Statistical analysis was traditionally
dominated by what is known as “confirmatory” analysis in which a major objective
was to examine hypotheses about relationships that were already formed. The
typical approach to confirmatory analysis would be to develop a hypothesis about
a relationship from experience or the existing literature and to use statistical tech-
niques to examine whether the data support this hypothesis or not. Confirmatory
statistical analysis generally depends on assessing the probability or likelihood that
a relationship or pattern could have arisen by chance. If this probability or likelihood
is very low, then other causes may be sought. The assessment of the role of chance
necessitates the calculation of the uncertainty of the results found in a set of data
(if we had a different data set, would the results perhaps be substantially different
or pretty much the same?). In classical statistical methods, this calculation typically
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assumes that the data values are independent of each other. A major problem arises
in the use of this assumption in spatial data analysis because spatial data are typic-
ally not independent of each other. Consequently, specialized statistical techniques
have been developed specifically for use with spatial data (see Bailey and Gattrell
[1995] for an informative and accessible summary of some of these techniques) and
a great deal more research is needed in this area.

More recently, and probably related to the recent explosion of data availability,
“exploratory” statistical techniques have increased in popularity. With these, the
emphasis is more on developing hypotheses from the data rather than on testing
hypotheses. That is, the data are manipulated in various ways, often resulting in
a visualization of the data, so that possible relationships between variables may
be revealed or exceptions to general trends can be displayed to highlight an area
or areas where relationships appear to be substantially different from those in the
remainder of the study region. A whole set of localized statistical techniques has
been developed to examine such issues (for example, Fotheringham, Brunsdon, and
Charlton 2000).

Finally, spatial modeling involves specifying relationships in a mathematical
model that can be used for prediction or to answer various “what if” questions.
Classical spatial models include those for modeling the movements of people, goods,
or information over space and the runoff of rainwater over a landscape. There is a
fuzzy boundary between what might be termed a mathematical model and what might
be termed a statistical model. Quite often, models are hybrids where a formulation
might be developed mathematically but the model is calibrated statistically. Where
models are calibrated statistically from spatial data, one important issue is that it
is seldom clear that all, or even most, relationships are stationary over space, usu-
ally an assumption made in the application of various modeling techniques. For
instance, the application of traditional regression modeling to spatial data assumes
that the relationships depicted by the regression model are stationary over space.
Hence, the output from a regression model is a single parameter estimate for each
relationship in the model. However, it is quite possible that some or all of the rela-
tionships in the model vary substantially over space. That is, the same stimulus
may not provoke the same response in all parts of the study region for various con-
textual, administrative or political reasons — people in different areas, for example,
might well behave differently. Consequently, specialized statistical techniques such
as Geographically Weighted Regression (GWR) have been developed recently to allow
for spatially varying relationships to be modeled and displayed (Fotheringham,
Brunsdon, and Charlton 2002).

The final layer of Figure 0.1 represents some of the application areas of geo-
computation which gives an indication of why it is such an important and rapidly
growing area of study. Spatial data can be found in most areas of study and include
many different types of data, such as:

Geodetic — coordinate reference systems for locating objects in space;
Elevation — recording heights of objects above mean sea level;
Bathymetric — recording the depth of water bodies;

Orthoimagery — georeferenced images of the earth’s surface;
Hydrography — data on streams, rivers and other water bodies;
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e Transportation networks — roads, railways, and canals;

e Communication networks — the transmission of ideas and data across space;

e Cadastral — precise positioning of property boundaries;

e Utilities — the locations of pipes, wires and access points;

¢ Boundaries — electoral, administrative, school and health districts;

® Medical - the location of incidents of disease and patients with respect to the
location of services;

e Crime — the location of police incidents;

¢ Environmental — habitats, pollution, and the impacts of natural disasters;

¢ Urban - the location of areas of high priority for social and economic intervention;

¢ Planning — the spatial impacts of locational decisions;

¢ Retailing — the location of consumers with respect to the location of services;

[ )

Biogeography — the location of one species with respect to the location of one
or more others.

We now turn to a brief discussion of the topics covered in this book. Given the
enormous breadth of GI Science, it is clear that not everything can be included in
this volume. However, in order to be as comprehensive as possible, we have tried
to solicit contributions which have a fairly general application as opposed to being
strictly about the use of GI Science in one particular field.

What Follows Next!

The remainder of this book is organized under six headings. We start each section
with a brief description of the chapters that follow and the chapters, themselves,
offer stand-alone treatments that can be read in any order the reader chooses. Each
chapter includes links to other chapters and key references in case the reader wants
to follow up specific themes in more detail.

The first group of six chapters looks at some of the recent trends and issues con-
cerned with geographic data acquisition and distribution. Separate chapters describe
how the production and distribution of geographic data has changed since the
mid-1970s, the principal sources of social data for GIS, remote sensing sources and
data, the possibilities of using spatial metaphors to represent data that may not be
inherently spatial for knowledge discovery in massive, complex, multi-disciplinary
databases, the myriad sources of uncertainty in GIS, and the assessment of spatial
data quality.

The second section of the book explores some of the important and enduring
database issues and trends. Separate chapters describe relational, object-oriented
and object-relational database management systems, the generation of regular grid
digital elevation models from a variety of data sources, the importance of time and
some of the conceptual advances that are needed to add time to GIS databases,
and new opportunities for the extraction and integration of geospatial and related
online data sources.

The third section of the book consists of seven chapters that examine some of the
recent accomplishments and outstanding challenges concerned with the visualization
of spatial data. Separate chapters describe the role of cartography and interactive
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multimedia map production, the role of generalization and scale in a digital world,
the opportunities to display and analyze a variety of geographical phenomena as
surfaces, fuzzy classification and mapping in GIS, predictive rule-based mapping,
multivariate visualization, and the ways in which digital representations of two-
dimemsional space can be enriched and augmented through interactivity with users
in the third dimension and beyond.

The fourth section of the book contains three chapters looking at the increasingly
important task of knowledge elicitation. These chapters examine the role of inference
and the difficulties of applying these ideas to spatial processes along with the pro-
cess of geographic knowledge discovery (GKD) and one of its central components,
geographic data mining, and the prospects for building the geospatial semantic web.

The next group of four chapters examines spatial analysis. The links between
quantitative analysis and GIS, spatial cluster analysis, terrain analysis, and dynamic
GIS are discussed here.

The six chapters of Part VI examine a series of broader issues that influence
the development, conduct, and impacts of geographic information technologies.
Separate chapters examine institutional GIS and GI partnering, public participation
GIS, GIS and participatory decision-making, several participatory mapping projects
from Central America to illustrate the dynamic interplay between conceptions of
people and place and the methods used to survey them, the relationship between
GIS, personal privacy, and the law across a variety of jurisdictions, and the major
developments and opportunities for educating oneself in GIS.

Finally, Part VII examines future trends and challenges. Separate chapters examine
the role of the World Wide Web in moving GIS out from their organization- and
project-based roles to meet people’s personal needs for geographic information, the
emergence of location-based services (LBS) as an important new application of GIS,
and two views of the challenges and issues that are likely to guide GI Science research
for the next decade or more.

Closing Comments

This handbook seeks to identify and describe some of the ways in which the rapidly
increasing volumes of geographic information might be turned into useful informa-
tion. The brief introductions to topics offered in the previous section give some clues
as to what we think is important here — the rapid growth in the number and variety
of geographic data sets, finding new ways to store, process, and transmit these
data sets, new forms of visualization and statistical/mathematical modeling, etc.
To the extent that this book has helped to clarify the current state of knowledge
and indicate profitable avenues for future research, it will have helped to educate and
inform the next generation of geographic information scientists and practitioners.
This generation will need to be more nimble than its predecessors given the rapid
rate of technological change (innovation) and the tremendous growth of geographic
information science, geographic information systems, and geographic information
services that is anticipated in the years ahead. With this in mind, we hope the reader
will tackle the remainder of the book with an opportunistic and forward-looking
view of the world around them.
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ENDNOTES

1 In some circumstances, Geomatics also is used synonymously with GI Science as in Geo-
matics for Informed Decisions (GEOIDE), the Canadian Network Centre of Excellence
headquartered at Laval University (www.geoide.ulaval.ca). However, in other circumstances,
such as in the naming of academic departments in the UK, the term Geomatics has been
used to “re-brand” Departments of Surveying where its scope and purpose are much more
restricted.

2 While we are used to seeing orthophotographs, photographs with associated files giving
information on the location of each pixel so that operations can be carried out on the
spatial relationships within the photograph, spatially encoded digital video allows the user
to perform spatial queries and spatial analysis on video images. As one can imagine, the
volumes of such data that need to be stored and transmitted create special challenges.

3 See Ian McHarg’s 1969 book entitled “Design with Nature” for an influential book that
documented how maps could be overlaid and used to evaluate the social and environ-
mental costs of land use change. This book has been reprinted many times and still serves
as an important text in many landscape architecture courses and programs.
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Part | Data Issues

This first group of chapters looks at some of the recent trends and issues concerned
with geographic data acquisition and distribution. The first of these chapters, by
David ]J. Cowen, describes how the production and distribution of geographic data
has changed in the past three decades. This chapter walks the reader through the over-
lapping worlds of the National Spatial Data Infrastructure, Federal Geographic Data
Committee (FGDC), framework data, metadata, standards, FGDC clearinghouses,
Geospatial One-Stop, and the National Map, and thereby offers a summary of recent
developments in the United States where publicly funded geographic data sets have
been distributed at little or no cost to potential users for many years.

The second chapter in this group, by David J. Martin, reviews the principal sources
of social data for Geographic Information Systems (GIS). The examples demonstrate
how conventional administrative, survey, and census-based data sources are becom-
ing increasingly integrated as national statistical organizations look towards data
collection strategies that combine elements of each. This integration will probably
produce higher spatial and temporal resolution and cross-scale data sets in future
years that will, in turn, require entirely new geocomputational tools for effective
visualization and/or analysis.

The third of the chapters, by Brian G. Lees, describes the remote sensing sources
and data that are commonly used as inputs to GIS. The opportunities for extract-
ing and updating spatial and attribute information in geographic databases from
remotely sensed data are examined in some detail, and special attention is paid
to the role of error within remote sensing and how insights about the behavior of
spatial data in GIS and spatial statistics are feeding back into remote sensing and
driving innovation in these rapidly evolving fields.

In the fourth chapter André Skupin and Sara 1. Fabrikant explore the possibilities
of using spatial metaphors to represent data that may not be inherently spatial for
knowledge discovery in massive, complex, multi-disciplinary databases. This area
of research is termed “spatialization” and the chapter discusses what kinds of data
can be used for spatialization and how spatialization can be achieved. The authors
conclude their chapter by noting that spatialization is a new and exciting area in
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which GI Science is challenged to address important cognitive and computational
issues when dealing with both geographic and non-geographic data.

Ashley Morris starts out the fifth chapter by noting that uncertainty permeates
every aspect of spatial data (including the assimilation and storage of geospatial
features, operations on those features, and the representation of the results of these
operations) and goes on to explain why fuzzy object-oriented databases provide
a viable and attractive option for modeling uncertainty in spatial databases. These
databases provide membership functions that aid in the storage and representation
of objects with uncertain boundaries and the focus on features means that they are
able to store and represent both vector- and raster-based objects. These features
coupled with the use of multiple alpha-cuts provide extensible systems that can sup-
port objects with either crisp or ill-defined boundaries at any desired level of detail.
The chapter concludes by noting that the storage, manipulation, and representation
of objects with uncertain boundaries is likely to become more important as users
become more sophisticated.

The final chapter in this group of six, by James D. Brown and Gerald B. M.
Heuvelink, focuses on geographic data, it complements the previous chapter and
deals with the assessment of spatial data quality. This information is essential if
we are to manage social and environmental systems effectively and more generally,
for encouraging responsible use of spatial data where knowledge is limited and
priorities are varied. This chapter offers an overview of data quality and measures
of data quality, the sources of uncertainty in spatial data, and some probabilistic
methods for quantifying the uncertainties in spatial attributes. The conclusion notes
several challenges that must be overcome if we are to estimate and use information
on spatial data quality more effectively in the future.



Chapter 1

The Availability of Geographic Data:
The Current Technical and
Institutional Environment

David ]. Cowen

The need for digital geographic data dates from the earliest computer-based applica-
tions in mapping, statistical analysis, and Geographic Information Systems (GIS) in
the 1960s. Simply stated, without data there are no GIS applications. The evolu-
tion of today’s robust GIS market can be directly linked to the availability of high
quality data. The fact that the current US$5 billion market for geospatial data and
services is expected to expand six fold in the next couple of years suggests that the
production and distribution of GIS data to an eager user community has dramatic-
ally changed (Gewin 2004). This chapter presents an overview of the technical and
institutional environment in which GIS data are made available.

The issues relating to the availability of geographic data have changed signific-
antly over the past three decades. For GIS pioneers the question of data availability
was a major concern. This usually meant that users had to wait for large mapping
organizations to make the transition from the production of paper maps to the
generation of digital representations of features on those maps. Of particular note are
the efforts of the US Geological Survey to convert their topographic maps into digital
line graphs which created the first nationwide geographic data base (Anderson, Marx,
and Keffer 1985, USGS 1989). As these subsequently evolved into the Census TIGER
line files (Broome and Godwin 2003) and derivative products, the GIS user com-
munity in the USA was provided with several nationwide data sources that were freely
distributed. The use of these publicly funded data sources was fostered by a liberal
federal data dissemination policy that encouraged federal data creators to “throw
the data over the fence” (NRC 1990) and let an eager GIS community determine the
best way to incorporate them into their applications. These federal data sources
have been supplemented by a robust commercial sector. For example, Geographic
Data Technology (http://www.geographic.com/home/index.cfm), a pioneer in com-
mercial GIS data production, recently sold its geographic data assets for more than
US$100 million. The combination of public and private data providers has fostered
the rapid expansion of the GIS and location-based services market. The fundamental
questions regarding the availability of geographic data today often focus on dis-
covery, choices, and the legal and financial environment in which the data exist.
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In 2006, a discussion of the availability of geographic data could simply review
a series of web sites that provide access to spatial data. In fact, a novice user is quite
likely to be overwhelmed by following a Google search for GIS data (June 3, 2006)
that yields about 64,700,000 links. Among these links one will find an increasing
number of GIS data portals that are maintained by libraries such as the one at Stanford
University (http://www-sul.stanford.edu/depts/gis/web.html). A little probing into
these sites will reveal the confusing and overlapping worlds of the National Spatial
Data Infrastructure, Geospatial One-Stop, the Federal Geographic Data Committee,
the National Map, the National Atlas, the Geography Network, the Map Store, the
Map Machine, the Demographic Data Viewer, the Open Geospatial Consortium
and many other data related sites. Ideally, the Electronic Government initiative to
create Geospatial One-Stop (http://www.geo-one-stop.gov/) should satisfy the need
for a common search engine for existing GIS data. At the same time hundreds of
commercial sites are using address matching capabilities and geographic data visual-
izations that are accessed by millions of users every day. Unfortunately, a serious user
who wants to acquire rather than simply view data soon discovers that the avail-
ability of geographic data is couched in a complex milieu of financial, institutional,
legal, technical, and even security issues.

General Market Model

Acquiring geographic data involves a successful market transaction that links the
producers and consumers. Lopez (1996) provides a useful conceptualization of the
geographic data marketplace that exists to handle these transactions (Figure 1.1).
On the supply side there is a robust commercial sector that is supplemented by a
public spatial data infrastructure. These firms operate in an environment that is
much different from the one that existed in the early stages of GIS. Instead of build-
ing geographic data by converting existing maps they now rely on high resolution
data sources to identify features. Generally, the providers of geographic data include
commercial companies that acquire geographic data by direct surveying, recording
measurements from airborne- and satellite-based platforms, interpreting and ana-
lyzing the raw data through the use of GIS, photogrammetric or image processing
techniques.

While these suppliers may provide data directly to users they are often assisted
by value-added intermediaries. The value-added intermediaries are analogous to the
retail sector. These companies take raw or native data generated by the suppliers and
enhance it or provide time and space utility to it. That means that an end user may
obtain the data in a more convenient or technically acceptable manner. For example,
commercial street centerline vendors may improve accuracy and add additional
attributes to data and provide the data on a DVD for a vehicle navigation system.
Many federal agencies have established web-based marketplaces where users can
acquire data in a variety of formats and prices.

A successful marketplace is one in which transactions provide revenue to the
providers and satisfaction to the consumer. It is useful to conceptualize the following
steps in such transactions:
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Fig. 1.1 Geographic data marketplace

http://books.nap.edu/books/0309092671/html/42.html

Agreement on the price

Acquisition of the data

RO\ L W

Awareness of the need for the data
Discovery of the source of the data
Understanding of the characteristics and quality of the data

Determination of a means of payment
Agreement on the restrictions on use

Importing of the data into an application

There are obstacles associated with each step in this process. Many users are unaware
of the type of data that they may need for a project. For example, the real estate
developer may not know that the local county maintains a complete GIS-based multi-
purpose cadastre that will provide him or her with valuation, taxation, and zoning
information. In order to be effective, suppliers need to advertise the existence of
data holdings. Government organizations do not usually have much experience in
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marketing, therefore there is often a disconnect between potential producers and
consumers. Fortunately, an increasing number of organizations are creating metadata
that advertises the contents of their data holdings and Internet-based search engines
are discovering and serving these “electronic card catalogs” to the public. Many
data providers also allow users to preview the data by viewing and querying it through
a web-based mapping system. The standardized spatial metadata is a great boon
to users who can quickly determine whether the data satisfies their intended needs.
Users often find that free and easily accessed data are not of the appropriate scale or
resolution or do not include the necessary attributes or reflect the current situation
on the ground. The rapid expansion of the GIS data market is based on the real-
ization the relatively small scale databases (1:100,000 or 1:24,000) created by Federal
agencies are not appropriate for large scale applications in an urban setting. While
the data available from commercial or non-federal public agencies are much more
likely to meet user needs they are provided within a set of complex legal and financial
covenants. These financial and legal issues often stop the transaction. The methods
and media used to physically transfer data from a producer to a consumer have
evolved along with the general information technology. Today, these methods include
everything from simple download via an FTP site to ordering an external hard drive
loaded with gigabytes of digital imagery (USGS, EROS Data Center 2005).

Institutional and Legal Environment

A sign that the GIS marketplace has matured significantly is the recent publication
of a NRC report on licensing geographic data and services. The report provides a
useful definition of geographic data: “location-based data or facts that result from
observation or measurement, or are acquired by standard mechanical, electronic,
optical or other sensors” (NRC 2004, p. 24). Surveyor’s coordinates, parcel corners,
and unprocessed data captured by a sensor platform all fall into the category of
raw data. In a legal context courts have decided that such native data are facts and
cannot be copyrighted. These unprocessed records may be subject to public dis-
closure under most Freedom of Information Acts (FOIA). While native geographic
data have value to GIS professionals the value-added or preprocessed data is much
more of a consumer good. For example, fully attributed georeferenced records in
a multipurpose cadastre are extremely valuable products that can be marketed. These
derived products can be thought of as “information” rather than “data” and may be
protected by a copyright. The NRC (2004, p. 107) panel provides a clear statement
on copyright: “Although geographic data equivalent to facts will not be protected
by copyright, compilation of geographic data such as databases and data sets, as
well as maps and other geographic works that incorporate creative expression may
have copyright protection.” According to the panel there are two dominant busi-
ness models that govern the ownership of geographic data (NRC 2004, p. 63). In
one case, all rights are sold to the purchaser but the vendor retains the right to use
the work. In the other case, the rights are retained by the vendor, but customers are
allowed to use the data under a license. In either case it is important to understand
the characteristics of digital geographic data. As with digital music it is intangible
and can be obtained and used concurrently by many consumers.
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Since the government is such an important player throughout the “geographic value
chain” the concept of public domain is important. Again the NRC (2004, p. 26)
definition is useful: “Public domain information — information that is not protected
by patent, copyright, or any other legal right and is accessible to the public without
contractual restrictions on redistribution or use.” It must be noted that there is a
major difference between the way that the federal government and other levels of
the public sector operate in the USA in this regard. The federal policy is based on the
premise that data derive their value from use and it wishes to actively foster a robust
market of secondary and tertiary users. Therefore, the federal model can be sum-
marized as: “although exceptions exist, the general framework provided by the
U.S. laws supports the current federal information data policy, which may be sum-
marized as a strong Freedom of Information Act, no government copyright, fees
limited to recouping the cost of dissemination and no restrictions on reuse” (NRC
2004, p. 81). This policy is most clearly articulated in OMB Circular A-130 which
states that federal agencies will:

1. Avoid establishing, or permitting others to establish on their behalf, exclusive,
restricted, or other distribution arrangements that interfere with the availability
of information dissemination products on a timely and equitable basis.

2. Avoid establishing restrictions or regulations, including the charging of fees or
royalties, on the reuse, resale, or redissemination of Federal information dis-
semination products by the public.

3. Set user charges for information dissemination products at a level sufficient to recover
the cost of dissemination but no higher. They must exclude from calculation of the
charges costs associated with original collection and processing of the information
(U.S. Office of Management and Budget 2004).

The US federal policy is in stark contrast to much of the rest of the world. For
example, in the UK the Ordnance Survey protects its mapping products (and data)
by the 1988 Crown Copyright, Designs and Patents Act: “The Ordnance Survey
operates under a carefully controlled Licensed Use Schedule and pricing policy
that prohibits any use of Ordnance Survey Data which is not expressly addressed
in this Licensed Use Schedule under the definition of ‘Standard Licensed use’ or
which is not otherwise expressly permitted by Ordnance Survey is prohibited” (Her
Majesty’s Stationary Office 1988). Within the USA, the issues regarding ownership
and restrictions on use of geographic data at the state and local government levels
are extremely fragmented. Faced with limited budgets they have developed a variety
of institutional frameworks to facilitate acquisition and sharing of data. These include:
(1) ad hoc collaboration; (2) organized collaboration; (3) umbrella organizations;
(4) contract work; and (5) agency assessments (NRC 2004, p. 84).

The divergent philosophies of local governments have resulted in a wide range
of policies governing the distribution of their data assets. For example, Richland
County, South Carolina operates under an ordinance (072-00HR) that states that
“geographic information systems (GIS) data elements are distributed to customers
in exchange for a data licensing and/or maintenance fee. Upon receipt of GIS
data, customers must enter into a nontransferable data license agreement with the
County” (Richland County, South Carolina 2004). At the other extreme, Delaware
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County, Ohio provides a simple web interface for free downloads without any form
of identification or registration.

Unfortunately, local government licensing programs often inhibit the develop-
ment of the type of federal and local government partnerships that are needed to
support programs such as the Census Bureau’s TIGER modernization program and
the USGS National Map. Consequently, federal taxpayers often have to foot the
bill to create a poorer quality version of street centerline files than the ones that
already exist in many local governments (Cowen and Craig 2004).

The role of government in the creation and distribution of geographic data is per-
vasive (Figure 1.2). The NRC (2004) panel provided a useful diagram of the logical
downstream and upstream flows of geographic data to and from government as it
moves from a data source to secondary and tertiary users. Whereas federal mapping
organizations once maintained major in-house mapping capabilities they now rely
heavily on contractual arrangements for the outsourcing of the acquisition of native
data from the private sector.
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Fig. 1.2 Data flow to and from government
http://print.nap.edu/pdf/0309092671/pdf_image/60.pdf
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In this context, a natural tension exists between the firms that produce the data
and the public agencies that are the customers. The commercial producer would like
to control the use and distribution of data, while under OMB A-130 guidelines the
federal government must attempt to obtain outright licenses on data. This arrange-
ment enables agencies to modify the data and place it into the public domain. From
the commercial supplier’s perspective this type of one-off arrangement limits the
number of potential customers and thereby increases the unit cost to the agency.
Even though it may purchase the data from a commercial provider the public agency
becomes the rightful custodian of the data. As such, it is beneficial to be the sole
source for the data. As its custodian the agency can ensure that it is properly main-
tained and provides proper quality control programs. For example, there needs to
be only one official set of Census Bureau TIGER line files for Census processing
and reapportionment.

The federal government also encourages reuse of the data and cannot be com-
pensated for more than the marginal cost of distribution. The Internet, inexpensive
mass storage, and high speed bandwidth has dramatically changed the data dis-
tribution process. Today, instead of responding to specific requests many agencies
place their data holdings on an FTP site and enable users to select and download
the data.

Standards

Whether we are talking about light bulbs or video tape, a user must be able to acquire
a product with the assurance that it is going to work properly. The history of the
last two decades of GIS is closely tied to the evolution of spatial data standards.
Some of the earliest efforts focused on the need to establish standards that would
enable data to be transferred between proprietary software systems. In fact, between
1980 and 1992 the federal government under the direction of USGS worked with
the user community to develop the Spatial Data Transfer Standard (SDTS). This com-
prehensive effort could be viewed as the first serious effort to make geospatial data
“more available.”

The SDTS provides a neutral vehicle for the exchange of spatial data between
different computing platforms. It provides a detailed description of the logical spe-
cifications, conceptual model, and spatial object types. The standard recognizes and
defines the variety of formats that are involved with spatial data transfer (Figure 1.3).
It also includes components of a data quality report and the layout of all needed
information for spatial data transfer (Figure 1.4). It contains a catalog of spatial
features and associated attributes for common spatial feature terms to ensure greater
compatibility in data transfer.

From a policy viewpoint the current version of the SDTS standard (ANSI NCIT
320-1998) is mandatory for federal agencies and an increasing number of organiza-
tions distribute their data in this format. The SDTS website maintained by the USGS
(http://mcmeweb.er.usgs.gov/sdts/) lists the current status of SDTS implementation
and private sector involvement. Furthermore, there is a library of C language func-
tions available for DOS or Unix operating systems which read and write the format
used by SDTS. It should be noted, however, that SDTS is an exchange format that
must be converted into an operational format supported by the GIS software.
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Open Geospatial Consortium

In some ways the SDTS effort evolved into the formal establishment of the more
encompassing Open Geospatial Consortium (OGC) that includes 312 member
organizations. The OGC has the mission: “to create open and extensible software
application programming interfaces for GI Systems and other mainstream tech-
nologies.” Through its efforts a high level of interoperability now exists between
data providers and users. These open system specification efforts are particularly
important within a web-based environment where users wish to develop applica-
tions that incorporate a variety of data that may be held in widely dispersed sites.
Such applications may be simple real-time, location-based services or complex
decision support systems used by mangers in times of emergency. The OGC has
pushed the commercial side of the GIS business to accept open standards that have
greatly improved interoperability.

The Federal Geographic Data Committee (FGDC) and
National Spatial Data Infrastructure (NSDI)

While the OGC has focused on technical issues required to make data interchangeable
between systems other efforts have addressed the institutional obstacles relating to
GIS data. Any user soon discovers that there is a wealth of data available and that
multiple representations of the same themes often exist. For example, almost every
community has at least four versions of street centerlines (Census TIGER, USGS
digital line graphs, and two commercial vendors.) These multiple representations
vary in accuracy, currency, attributes, price, and scale. Unfortunately, until recently
the uninformed user had little assistance in identifying the fitness for use of a par-
ticular geospatial data set. Since the problem of duplicative and overlapping data
creation efforts was particularly acute within the federal government there has been
a concerted effort to improve the way federal agencies operate. Most of these efforts
can be encapsulated under the concept of the National Spatial Data Infrastructure
(NSDI) which has been closely related to the creation of the National Research Council
Mapping Science Committee in 1989. The committee was established to provide:
“independent advice to society and to government at all levels on scientific, technical,
and policy matters relating to spatial data.” The NRC Mapping Sciences Committee
defined the NSDI very broadly in a 1993 report as “the materials, technology, and
people necessary to acquire, process, store, and distribute such information to meet
a wide variety of needs. The committee described the components of the NSDI to be
users, policies and procedures, institutional support, people, geographic information
and the materials and technology” (NRC 1993).

The NSDI became part of the official federal lexicon in 1994 when President
Clinton signed Executive Order 12906 “Coordinating Geographic Data Acquisition
and Access: The National Spatial Data Infrastructure.” That executive order further
defined the NSDI as follows: “NSDI means the technology, policies, standards,
and human resources necessary to acquire, process, store, distribute, and improve
utilization of geospatial data (Office of the Federal Register 1994).
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A critical component of the federal role has been a serious effort to minimize the
barriers that inhibit access to federal data and to reduce redundant data collection
efforts. One of the most significant steps in the process occurred in 1990 when the
Office of Management and Budget issued Circular A-16 that provided “direction
for federal agencies that produce, maintain or use spatial data either directly or
indirectly in the fulfillment of their mission.” OMB also used A-16 to establish the
Federal Geographic Data Committee (FGDC). In effect, the FGDC was established
to oversee the development of the NSDI.

One of the first tasks of the FGDC was to establish categories of geospatial data
and to develop communities of interest for different thematic types of geospatial data.
Its efforts resulted in the following subcommittees that represent the taxonomy of
geospatial data: (1) base cartographic; (2) cadastral; (3) cultural and demographic;
(4) geodetic; (5) geologic; (6) ground transportation; (7) international boundaries;
(8) soils; (9) vegetation; (10) spatial water; (11) wetlands; (12) marine and coastal
spatial data; and (13) spatial climate. These subcommittees have been overseeing
the development of standards that facilitate the exchange of data and provide the
community of GIS data users with a clear definition of terms and specifications.
Table 1.1 lists the current standards that have been finalized by the FGDC, and

Table 1.1 Final Stage — FGDC Endorsed Standards (January 24, 2004)
http://www.fgdc.gov/standards/status/textstatus.html

Content Standard for Digital Geospatial Metadata (version 2.0), FGDC-STD-001-1998

Content Standard for Digital Geospatial Metadata, Part 1: Biological Data Profile,
FGDC-STD-001.1-1999

Metadata Profile for Shoreline Data, FGDC-STD-001.2-2001

Spatial Data Transfer Standard (SDTS), FGDC-STD-002

Spatial Data Transfer Standard (SDTS), Part 5: Raster Profile and Extensions,
FGDC-STD-002.5

Spatial Data Transfer Standard (SDTS), Part 6: Point Profile, FGDC-STD-002.6

SDTS Part 7: Computer-Aided Design and Drafting (CADD) Profile, FGDC-STD-002.7-2000

Cadastral Data Content Standard, FGDC-STD-003

Classification of Wetlands and Deepwater Habitats of the United States, FGDC-STD-004

Vegetation Classification Standard, FGDC-STD-005

Soil Geographic Data Standard, FGDC-STD-006

Geospatial Positioning Accuracy Standard, Part 1, Reporting Methodology,
FGDC-STD-007.1-1998

Geospatial Positioning Accuracy Standard, Part 2, Geodetic Control Networks,
FGDC-STD-007.2-1998

Geospatial Positioning Accuracy Standard, Part 3, National Standard for Spatial Data
Accuracy, FGDC-STD-007.3-1998

Geospatial Positioning Accuracy Standard, Part 4: Architecture, Engineering Construction
and Facilities Management, FGDC-STD-007.4-2002

Content Standard for Digital Orthoimagery, FGDC-STD-008-1999

Content Standard for Remote Sensing Swath Data, FGDC-STD-009-1999

Utilities Data Content Standard, FGDC-STD-010-2000

US National Grid, FGDC-STD-011-2001

Content Standard for Digital Geospatial Metadata: Extensions for Remote Sensing
Metadata, FGDC-STD-012-2002
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the extent of these standards efforts points to the complexity of the issues surrounding
geospatial data.

Framework data

The FGDC also recognized the need for a common geographic base to create and
maintain additional thematic layers. The FGDC foundation or backbone consists of
the following layers: (1) geodetic control; (2) orthoimagery; (3) elevation; (4) trans-
portation; (5) hydrography; (6) governmental units; and (7) cadastral information.
Ideally, framework data provides a common base at a sufficiently high level of
resolution and accuracy that any thematic layer based on the framework should be
permanently maintained with a high degree of confidence. It should be noted that
there is considerable debate about how to establish and fund partnerships to develop
the framework layers. As noted previously, the issues surrounding federal and local
government cooperation can be very perplexing.

Metadata

Arguably, the most successful program of the FGDC has been the promulgation
of The Content Standard for Digital Geospatial Metadata. The need for a meta-
data standard was included in the 1994 executive order and became a cornerstone
of federal policy over the past decade. To the geospatial data community metadata
is analogous to a library’s card catalog. The benefits of metadata are listed by FGDC
(2005) as

1. Organize and maintain an organization’s internal investment in spatial data.

2. Provide information about an organization’s data holdings to data catalogues,
clearinghouses, and brokerages.

3. Provide information to process and interpret data received through a transfer from
an external source.

The detailed specification for creation of metadata is spelled out in great technical
detail in several FGDC standards (Figure 1.5). The major elements of metadata
are: (1) identification information; (2) data quality information; (3) spatial data
organization information; (4) spatial reference information; (5) entity and attri-
bute information; (6) distribution information; (7) multi-use sections; and (8)
extensibility.

Metadata provides a user with the necessary information to make an informed
decision about whether an available data set is appropriate for use in an applica-
tion. Producers and consumers of geographic data have greatly benefited from this
“truth in advertising” approach and software tools to create and maintain metadata
as XML files are now commonplace.

FGDC security concerns

Access to spatial data is also impacted by maters of national security. In fact, after
the events of September 11, 2001 many of the sources of spatial data that had been
freely distributed were quickly retracted:
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Fig. 1.5 Content standard for digital geospatial metadata
http://biology.usgs.gov/fgdc.metadata/version2/

After September 11, individual federal organizations withdrew some of their geospatial
information that had been previously available to the public via agency websites and
printed documents. These initial decisions were made under conditions of time pres-
sures and without much top-level guidance. However, even under the best circumstances,
several factors complicate the decisionmaker’s task of determining which information
sources have significant homeland security implications and, if so, whether some type
of restrictions on public access are necessary (Baker, Lachman, Frelinger, et al. 2004).

When the GIS data resources were analyzed, the Rand group found that only six
percent of the 629 federal data sets were judged to be potentially useful to attackers
and was both useful and unique. These and other actions prompted the FGDC to
establish The Homeland Security Working Group. Security, foreign policy, law
enforcement, and privacy issues represent major challenges to policy makers con-
sidering geographic data access issues. There are difficult decisions relating to the
proper balance between potentially harmful or intrusive uses and legitimate uses
(see Chapter 29 by Cho, this volume, for a more detailed discussion of GIS, personal
privacy, and legal issues). Therefore, the FGDC Homeland Security Working Group
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Fig. 1.6 FGDC decision tree for providing appropriate access to geospatial data in response to

security concerns
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(2004) developed a set of guidelines for providing appropriate access to geospatial data
in response to security concerns (Figure 1.6). This flowchart suggests that “blanket
restrictions and classification on national security or law enforcement grounds are

inadvisable except in unambiguous cases.”
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Under the Critical Infrastructure Information Act of 2002 the Department of
Homeland Security has developed its own program to assemble important data from
utility companies and local governments. This Protected Critical Infrastructure
Information (PCII) Program solicits potentially sensitive information from private
and other sources and if the information qualifies for protection it restricts the
distribution. The PCII Program, creates a new framework which enables members
of the private sector to, for the first time, voluntarily submit sensitive information
regarding the nation’s critical infrastructure.

FGDC clearinghouses

Organizations around the world have established their own methods for distribut-
ing geospatial data. In fact, a web search for “GIS clearinghouse” performed by
the author on June 3, 2006 generated a list of more that 1,500,000 links. Most
of these sites do not conform to a standard set of guidelines and are not linked
into a comprehensive network. In contrast to these ad hoc sites, the FGDC has
fostered the creation of official Geospatial Data Clearinghouses that follow a set
of rigorous standards. The success of these official clearinghouses is directly linked
to the widespread acceptance of the FGDC metadata standards and their adoption
by public agencies (Figure 1.7). The key to the success of these clearinghouses
is the ability to discover and acquire geospatial data by harvesting metadata.
Fortunately, the library community developed an ANSI/ISO protocol for network-
based search and retrieval of such metadata. At the current time this standard is

Z739.50
Software

Fig. 1.7 FGDC steps to create a clearinghouse
http://iwww.fgdc.gov/clearinghouse/tutorials/imagetour.html
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Table 1.2 NSDI Geospatial Data Clearinghouse Topics

Administrative and Political Boundaries
Agriculture and Farming

Atmospheric and Climatic Data

Base Maps, Scanned Maps, and Charts
Biologic and Ecologic Information

Business and Economic Information
Cadastral and Legal Land Descriptions

Earth Surface Characteristics and Land Cover
Elevation and Derived Products
Environmental Monitoring and Modeling
Facilities, Buildings, and Structures

Geodetic Networks and Control Points
Geologic and Geophysical Information
Human Health and Disease

Imagery and Aerial Photographs

Inland Water Resources and Characteristics
Ocean and Estuarine Resources and Characteristics
Society, Cultural, and Demographic Information
Tourism and Recreation

Transportation Networks and Models

Utility Distribution Networks

the Z39.50 protocol. By adopting this standard it was possible for the FGDC to
establish geospatial data clearinghouses that could be assembled under a loosely
structured federation (Figure 1.7). It should be noted that while organizations must
provide metadata that accurately describes the data this does not ensure that the
actual data is current or accurate.

Throughout the world there are more than 250 clearinghouse nodes which
advertise that they have geographic data that they are willing to share. These nodes
can be assessed through six FGDC clearinghouse gateways as follows: (1) Alaska
Geographic Data Committee; (2) EROS Data Center; (3) FGDC; (4) NOAA Coastal
Services Center; (5) Natural Resources Conservation Service (NRCS); and (6) ESRI.
Each of the gateways provides a link to determine the status of the network of
clearinghouses. They also utilize a standard NSDI search wizard to “smart select”
servers and data. The first step in this search process involves the selection of a
topic of interest from a list of themes (Table 2.2).

Geospatial One-Stop (http://www.geo-one-stop.gov/)

As noted above, in an ideal world there would be a one stop shop for geographic data.
This is exactly the goal of Geospatial One-Stop (GOS) which is one of the President’s
Electronic Government (E-GOV) Initiatives in the USA. In the broadest sense GOS
has been established as a web-based government gateway to the geographic data
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Fig. 1.8 Geospatial One-Stop
http://www.geo-one-stop.gov/

marketplace. GOS is a voluntary system that has been established to encourage
organizations to publish geographic content such as maps, data and geographic
activities, or events.

GOS provides direct links to a wide range of public sector clearinghouses
(Figure 1.8). There are links to every state level clearinghouse, and private com-
panies may also advertise their sites. An important function of GOS is to serve
as a site for information on future investments in geospatial information. Posting
details on this site about future data capture investments is designed to provide
opportunities for collaboration such as intergovernmental partnerships.

While GOS represents a major step forward in providing a uniform starting
point for locating geographic data it does not guarantee a consistent result and
may not be the best way to locate desired data. For example, someone looking for
wetlands data will be rewarded with a robust site for accessing the National Wetlands
Inventory maintained by the US Fish and Wildlife Service (Figure 1.9). Other searches
through the GOS portal will not result in such positive outcomes. For example, by
following a link to Cultural, Society and Demographic data and the subcategory
Law Enforcement one gets directed to the general FBI web site with no obvious
links to any GIS data or mapping sites.
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Fig. 1.9 US Fish and Wildlife Service Wetlands Mapper
http://www.fws.gov/data/IMADS/index.htm

The National Map (http://www.nationalmap.usgs.gov)

The USGS initiative to create a National Map is intended to complement the FGDC
and Geospatial One-Stop (Figure 1.10). In fact, these three entities are organized
within the National Geospatial Programs Office (NGPO) under the leadership of
an Associate Director for Geospatial Information (ADGI) and Chief Information
Officer.

The vision for the National Map is to create nationally consistent layers of high
resolution digital orthoimagery, elevation and bathymetry, hydrography, trans-
portation, structures, boundaries of government features, geographic names, and
land cover. More importantly, the USGS envisions that all of these data themes
will form seamless resources that are complete, consistent, integrated, and current.
Technically, The National Map is a distributed series of web servers that cooper-
ate “to coordinate and negotiate access to their data, develop protocols for data
integration, develop data maintenance processes, and define data requirements.”
For example, North Carolina has established a state-level program (NC One Map;
see http://www.nconemap.com/ for additional details) that serves as an umbrella
for state, county, and local government partnerships. Therefore, as one interactively
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Fig. 1.10 The National Map
http://nationalmap.usgs.gov/

pans and zooms across North Carolina, the user is informed about several state
and local governments that have agreed to share their data.

The National Map provides extensive web-based mapping and data discovery
tools. One can view the data (quilt patches) that have been contributed by local
partners. In some cases this includes high resolution orthophotography, building
footprints, and even parcel boundaries. An important aspect of The National Map
Viewer is that it supports download of some vector features and raster images.

The National Map also provides a link to the Seamless Data Distribution System
(SDDS; Figure 1.11) that is maintained by the EROS Data Center to provide an
online map interface to view the data sets listed in Table 1.3 that are available for
download or media delivery.
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ZUSGS

eamless Data Distribution Back to Main Page Tustorial

Fig. 1.11 The National Map Seamless Data Distribution System Viewer
http://seamless.usgs.gov/website/seamless/viewer.php

Table 1.3 USGS Seamless Data Distribution System

National Elevation Data set (NED) 1 Arc Second (~30 m resolution)

National Elevation Data set (NED) 1/3 Arc Second (~10 m resolution)

National Elevation Data set (NED) 1/9 Arc Second (~3 m resolution)

National Landcover Characterization Data set (NLCD)

Shuttle Radar Topography Mission (SRTM) 1 Arc Second (~30 m resolution) US
Elevation Data set

Shuttle Radar Topography Mission (SRTM) 3 Arc Second (~90 m resolution) Global
Elevation Data set

High Resolution Orthoimagery

1 meter Orthoimagery (limited areas)

Moderate Resolution Imaging Spectroradiometer (MODIS) Direct Broadcast US
Normalized Difference Vegetation Index (NDVI) 7-day Composites

Bureau of Transportation Statistics (BTS) Roads Vector Data
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Table 1.4 USGS Earth Explorer Data Sources

Satellite Imagery
Advanced Very High Resolution Radiometer
Declassified Satellite Imagery — 1 (1996)
Declassified Satellite Imagery — 2 (2002)
EO-1 Advanced Land Imager
EO-1 Hyperion
ETM+ (Landsat 7, June 1999-May 2003)
ETM+ SLC-off (Landsat 7, July 2003 —present)
Landsat Orthorectified TM Mosaics
MSS (Landsat 1-5, July 1972-October 1992)
SPOT (Search Only)
TM (Landsat 4-5, July 1982-present)

Aerial Photography
Digital Orthophoto Quadrangles
Digital Orthophoto Quadrangles — County
National Aerial Photography Program (1987-present)
National High Altitude Photography (1980-9)
Space Acquired Photography
Survey Photography
USGS High Resolution Photography

Digital Line Graphs
Digital Line Graph — 1:100,000 scale
Digital Line Graph — Large Scale

Elevation
Digital Elevation Model — 15 Minute
Digital Elevation Model — 30 Minute
Digital Elevation Model — 7.5 Minute
National Elevation Data set (Predefined Areas)

Maps (Related Links)
Digital Raster Graphics
National Atlas of the United States

There is a wide range of options for acquiring data from the SDDS. These options
range from free downloads of small amounts of data to the purchase of a 250 GB
hard drive loaded with data for US$950 (Table 1.4).

The National Atlas

In 1997 the USGS provided some of the first web-based mapping functions with the
National Atlas (Figure 1.12). For maps and data at a scale of about 1:2,000,000
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Fig. 1.12 The National Atlas
http://www.nationalatlas.gov/

the National Atlas provides an extremely useful way to discover, view, and even
download data. The National Atlas is a useful national and regional atlas that has
evolved into a source for acquiring spatial data.

ESRI

It would be remiss to discuss the current status of geographic data availability with-
out including Environmental Systems Research Institute, Inc. (ESRI), an important
worldwide commercial supplier of GIS software and services. ESRI serves as one of
the six NSDI Gateways to Official NSDI Data Clearinghouses. It also operates the
Geography Network (http://www.geographynetwork.com/) that is a NSDI clearing-
house node. In a dynamic web environment ESRI provides several ways to access
the Geography Network (Figure 1.13). They provide the following categories of
data access: (1) downloadable data; (2) dynamic data and maps; (3) offline data;
and (4) clearinghouses. ESRI and other companies are providing a new form of
web services to users. These services do not require the user to acquire specialized
application software.



32 DAVID J. COWEN

Free Resources | FAQs | Home

access a world of information
Q-: geography network

web services apps maps publishing ELTI

downloadable data | dynamic data and maps | offline data | clearinghouses

explorer

Where would you like to
o explore? Data

Search for place name (e.g., Cairo):| The Geography Network
offers several ways to
discover and access

- Ordraw a search area [: geographic data for use with

[ |_| ::l ’ ’ your GIS software. Some

data is available to
e download immediately or

preview online while other
data may be discovered from one of the many Web-
based sources referenced on this site.

v
© What would you like to | Available Data
discover?

Select one or more of the following Downloadable Data: Access map data
ka:narTow your searchi that can be downloaded to your computer.
Choose content type: Use downloads with your GIS software to

!Da:a b create a map or perform other functions.
Choose content theme:

| <Al Content Themes> v
]gpi:mal Keyword (e.g ;,_‘ﬁver):

Dynamic Data and Maps: Live map services that allow
direct interaction with content. Data is delivered in one
of two ways: as map images generated from data on the
,m map server or as compressed vector features streamed
into your GIS software.

Offline Data: Data on media such as CDs or DVDs that

Getting Started
- can be ordered from the publisher online or offline.

Helpful Tips For

» GIS Users Clearinghouses: Web sites that provide links to free
» Developers geographic data or allow direct downloads.
» Publishers

Fig. 1.13 The Geography Network
http://www.geographynetwork.com/

Other Initiatives

An additional aspect of geographic data availability involves a group of organizations
that advocates various positions regarding the creation and distribution of geographic
data. The data producer side is represented by the Management Association for
Private Photogrammetric Surveyors (MAPPS). MAPPS is an association of firms in
the surveying, spatial data, and geographic information systems fields. The objective
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of MAPPS is to “promote the business interests of the profession. Whether it is fight-
ing unfair competition by government, universities or non-profit entities, or promoting
qualifications-based selection, MAPPS enhances the ability of its member firms to
participate in our great free enterprise system: the business of MAPPS is the business
of maps” (see http://www.mapps.org/ for additional details).

An interesting organization on the consumer side of the business is the Open Data
Consortium (ODC) which advocates the following principles:

1 Public information is a necessary component of the democratic process and open
government;

2 The value of geospatial data is realized through its usage;

3 Widespread distribution and use of public geodata benefits the data steward’s
entire jurisdiction;

4 Public agencies increasingly store data electronically, and such digital data con-
stitutes the public record;

5 In their roles as data custodians, public agencies have a responsibility to make
data available both for citizen access, and to reduce duplication of effort among
public agencies;

6 Public agencies need funding to develop, maintain, and distribute their data.

The fact that organizations such as MAPPS and ODC exist suggests that the issues
surrounding the availability of geographic data are quite contentious and will con-
tinue to be in the future.

CONCLUSIONS

Over the past three decades an extremely robust industry has emerged that relies
on a steady supply of geographic data that serve a growing number of public and
private organizations that require accurate, current, and reliable information about the
conditions of features on the Earth’s surface. The expanding demand for geographic
data will be fueled by location-based services that are ported to an ever increasing set
of spatially aware devices (see Chapter 32 by Brimicombe, this volume, for additional
details). The utilization of these data resources has the potential to improve the level
of decision making and planning throughout society. They should enable companies
in the private sector to be more efficient and responsive. The proper use of the
data in the public sector will make government more accountable and more equitable
in the way it protects the health and safety of its citizens. While we have witnessed
exciting technical developments in the way we gather, use, and distribute geographic
data we face many obstacles that often inhibit and frustrate the user community.
There are several efforts such as Geospatial One-Stop and The National Map that
are addressing the problems with locating, acquiring, and using geographic data.
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Chapter 2

Social Data

David |. Martin

In this chapter we shall be concerned with data that relate to human populations
and their activities. We shall explore the sources and spatial characteristics of social
data with a view to their implications for Geographic Information Systems (GIS)
analysis, but will not examine analytical techniques in detail as these will be covered
in later chapters. There is continuing growth in the availability and sophistication
of social data sources globally, although change in the key phenomena of interest
is more subtle: issues such as social exclusion and accessibility remain as import-
ant in the early 2000s as they were to nineteenth-century commentators, although
their manifestation is continually evolving (Dorling, Mitchell, Shaw, Orford, and
Davey-Smith 2000, Thurstain-Goodwin 2003). Methods for geographic referenc-
ing and the value of linking data from different sources continue to have enormous
importance in social GIS applications at a time when there is evidence of a retreat
from conventional population censuses towards alternative mechanisms of social
data gathering. Data collection environments, ethical considerations, and data pro-
tection measures are growing in significance, with new challenges emerging over
detailed personal data and the principles governing their use.

The key sources for social data are administrative records, censuses, and surveys.
A further dimension to social data is added by remote sensing, although the latter
does not form a major emphasis in this chapter. Increasing resolution in geographic
referencing is leading to more detailed attention on the ontologies of relevance to
social data, specifically to more careful definition of households and residents and
to continued interest in concepts of “neighborhood” (Kearns and Parkinson 2001).
In part, this change of focus is due to the wealth of potential data. Household definition
issues are more important when we can realistically access geographically referenced
individual records than when the only available social data are aggregated across
many hundreds of dwelling units. GIS has also become important to the actual collec-
tion and management of social data in addition to the traditional role, whereby GIS
contributed to their visualization and analysis. The 2000/1 round of censuses has
been significantly influenced by the use of GIS technology in national statistical organ-
izations, and plans for future social data collection are being strongly influenced
by geographic referencing strategies and data management considerations.
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In the remainder of this chapter we shall visit each of these issues in more detail,
beginning with the fundamental objects of interest in social GIS. We shall then move
on to consider the principal social data sources, before dealing more specifically
with representational considerations for the use of social data in GIS. These repres-
entational issues are also addressed in Martin (1999). Our discussion is intended
to be international in application and examples have been drawn from a variety of
countries, although this is necessarily an illustrative rather than exhaustive review.

Social Data Entities

The smallest social unit in GIS applications has usually been conceived as the indi-
vidual person. Further, some definition of household or family unit is also elemental
for many purposes, as is a definition of the dwelling unit. Dwelling units are frequently
the smallest entity to which a geographic reference can be attached. Individuals and
households are generally indirectly georeferenced, for example by linkage to a dwelling
unit address or code. Events such as hospital admissions or unemployment episodes
fall below the level of the individual person, and may be georeferenced either by
linkage to a specific person or via some other known location: only recently has
sufficient precision been available for such events to be treated individually in some
GIS applications. Above the person and household scales a series of imposed geo-
graphic units may be of interest either for practical or analytical purposes and these
could all be interpreted to a greater or lesser degree as measures of something called
“neighborhood”. A neighborhood in these terms may represent a very small aggre-
gation of the elemental units — perhaps to a street block face or unit postcode — rang-
ing up to a distinct settlement or identifiable administrative or social subdivision
within a city.

The increasing resolution of available geographic referencing systems has brought
definitional issues much more to the fore, and this is particularly relevant with the
growing use of administrative sources for social GIS data. The 2001 UK censuses,
for example, have been significantly challenged by the changing nature of house-
holds and dwellings. Conventional census definitions are increasingly unable to accom-
modate complex arrangements in which professionals dwell at a city apartment during
the week and a family home outside the city at the weekend, or with children who
spend different parts of the week with different parents, each of whom may be
resident in households with other children from different partnerships. By contrast,
similar basic dilemmas are observable in the 2001 South African census in which
a single rural residential compound may contain several dwellings, each occupied
by different branches of the same family yet considered by the inhabitants to be a
single “household.” In the face of such complex social realities, simple conventional
classifications of households are inadequate.

For many years, social data have only been made available to most GIS users as
aggregate counts for areas — typically census areas — and there has been relatively
little concern with the detailed definition of elemental units such as persons and
households from a geographic referencing perspective. Of more concern have been
the ways in which the fixed reporting units could be related to the higher order
entities such as neighborhoods and suburbs. The lowest available levels of geographic
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referencing vary widely between countries, but the general trend is towards increasing
spatial resolution. Areally aggregated social data are particularly prone to ecological
fallacy and modifiable areal unit problems that are very relevant to the social GIS user
(Openshaw 1984, Fotheringham and Wong 1991). This long-recognized group of
issues presents obstacles to statistical inference from areally aggregated data, which
are sensitive both to the scale and specific aggregation designs applied, and in
which individual-level associations may be obscured or even reversed by aggregation.

These problems arise primarily from the fact that the areal units over which
social data are aggregated are usually defined in terms which are only weakly related
to socio-economic characteristics. Thus a street block face or political division
have meaningful interpretations for the purposes of organizing mail delivery or local
elections, but there is no necessary reason why their boundaries should be coin-
cident with the social transitions that might be recognized by residents. The extent
to which meaningful social neighborhoods are indeed recognizable is subject to
intense debate. Galster (2001) presents a review of neighborhood definitions not-
ing several separate traditions in the academic literature according to whether
the concern is with purely ecological perspectives or with more socially-oriented
definitions. All of these suffer from weaknesses which make them problematic from
GIS and policy perspectives, and almost all conceptualizations of neighborhood
acknowledge that the phenomenon is recognizable at several spatial scales (Kearns
and Parkinson 2001).

A further layer of complexity is added when the temporal dimension is to be
taken into account. This operates at two scales: the long-term over which change
occurs in the economic and social characteristics of neighborhoods, and real-time
in which people travel through the settlement structure. Neighborhood-level change
is often obscured by changes in reporting geographies, whereby administrative pro-
cesses dictate redrawing of boundaries, making impossible direct comparison of the
same small area between two consecutive censuses. Traditional data sources have
generally captured night-time populations via residential locations. Increasingly, we
are also interested in population flows and in daytime locations or even 24-hour
population dynamics. For the purposes of cellular telephony, location-based services,
emergency planning, and sophisticated retail modeling it is not sufficient to under-
stand only the distribution of the population when they are mostly asleep at home
at 2 a.m., but also necessary to be able to capture commuting and leisure flows
which reveal the locations of office workers at lunchtime and sports fans traveling to
a major weekend event. At present, our understanding of such 24-hour geographies
is still formative, but already detailed data are being captured which will help to
model such phenomena.

One of the greatest challenges to socio-economic GIS is finding appropriate data
and representational models to match such imprecise concepts as household and
neighborhood. It is important that this is not seen as a search only for an “optimal”
data structure or zoning solution, but that we develop GIS models which more
realistically capture the perceptual spatial knowledge on which most individual
decision-making is based. In the following section we shall consider the avail-
able sources of social data, recognizing that none of these capture the full range
of diversity and complexity encountered in social reality, and that value judgments
are required at every stage of GIS representation and modeling.



38 DAVID J. MARTIN

A
High
High Ease of
access
Attribute
detail
Admin
records
Low
Low

Low

High Level of aggregation

Fig. 2.1 Comparison of principal social data sources by attribute detail, level of aggregation and
ease of access

Social Data Sources

We may usefully begin our consideration of social data sources by considering the
three dimensions of spatial aggregation, attribute detail, and ease of access. Within
this three-dimensional space we will place our three major sources of social data,
namely administrative records, censuses, and surveys, as illustrated in Figure 2.1.
Ease of access is not just the result of arbitrary procedural arrangements, but a key
consideration in social data. This relates to local interpretation both of data pro-
tection measures and ethical issues associated with personal data — topics which
are addressed more fully in Chapter 29 of this volume by Cho.

Administrative data sources display the lowest geographic aggregation, but very
low accessibility and only moderate attribute detail. Census data are more readily
accessible, and offer more attribute detail in many respects, but cover a broader
range of aggregation scales, often to quite coarse geographies. Survey data also range
in aggregation scale, frequently available only for very large geographic units,
but provide high levels of attribute detail and greater ease of access than most
administrative sources. Survey and census data are usually subject to some mini-
mum population threshold requiring aggregation before publication. The three
principal sources of social GIS data thus occupy this space, differing in detail be-
tween specific data sources and national contexts, but generally adhering to the
characteristics outlined here. Webber and Longley (2003) note that while govern-
ment has tended to place reliance on censuses and information abstracted from admin-
istrative sources in its modeling of population need, commercial organizations
are often forced to rely on the findings of syndicated market research surveys
and to use geodemographic classifications as the bridge between survey results and
denominator populations, indicating the importance of the accessibility axis in
determining actual data use. It will become apparent that as national statistical
organizations respond to contemporary data collection challenges, the traditional
boundaries between censuses, surveys and administrative sources are becoming increas-
ingly blurred.
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Administrative records

Administrative records refer to data which are collected as a result of routine
organizational activities. In some countries, particularly in Scandinavia, there are
explicit population registers which aim to capture all members of the population.
In the Netherlands, the integration of administrative data sources has replaced
conventional census taking, with the census data now being derived from matched
administrative records (van der Laan 2001). In many other national settings where
explicit population registers do not exist there are nevertheless multiple population
listings associated with government functions such as electoral registration, health
care delivery, and personal taxation. These lists generally contain information not
only on the registered population, but provide limited attribute information includ-
ing basic personal or property characteristics and some information on service usage.
Frequently such registers do not actually contain any specific denominator and records
relate to service delivery events. For example, UK Hospital Episode Statistics (HES)
record instances of patients in hospital. Thus a single patient, or even a single illness,
may be represented by several distinct entries in the HES system. Vital events registra-
tion systems also fall into this category, recording instances of births and deaths
but not any record of the base population. In each of these cases it is usually some
level of the residential postal address which is used to georeference the event being
recorded. Administrative sources may thus provide us with either denominator or
event data. The quality of address or property listings again varies widely between
nations, with the nature of property taxation having a major impact on the existence
and quality of cadastral maps and records. Such lists may also be maintained by
utility companies or postal services, and by commercial organizations in the form
of customer records, frequently providing large sample sizes and very rich attribute
information. Some real-time administrative data with high geographic resolution
are being captured, for example by cellular telephone operators although to date
access to such information has been highly restricted.

Coverage issues are paramount when considering the potential of administrative
data sources for social GIS applications: very few listings short of a full popula-
tion register or comprehensive cadastre actually capture the entire population or
all dwelling units. Lists maintained for almost any non-statistical purpose are liable to
systematic omissions and biases: electoral registers capture only those entitled to vote,
thus omitting children, non-native residents and all those who choose not to regis-
ter; postal service address lists capture only those addresses which receive post, thus
omitting industrial and other premises which may still be locations of employ-
ment or other activities. The National Health Service Register, probably the UK’s
best approximation to a population register, is based on patient registration with
a primary care doctor and in most areas represents an over-count of the population as
there are no automatic mechanisms for removing patients who move away from
an area but fail to inform their doctor (Haynes, Lovett, Bentham, Brainard, and
Gale 1995). Understanding the utility of such administrative data sources requires
a very careful consideration of the basic social data entities noted above in order
to determine whether the definitions and assumptions implicit in the data source
match those required for the GIS application. These considerations are additional
to specific issues of geographic referencing, which are addressed below.



40 DAVID J. MARTIN

Administrative records that contain information about individual members of the
population are also subject to various levels of data protection that may prevent
their use outside the organization by which they were originally created. In general
terms, data protection legislation seeks to preserve the anonymity of individuals and
may further require that personal data are used only for purposes made known to
the individuals at the time of data collection. A particular example of the challenges
for GIS use arising from this situation relates to the use of medical information for
statistical analysis and health care planning. The handling of such data is gener-
ally governed by nationally-specific guidelines such as the UK’s Caldicott principles
(Table 2.1), which grew out of a review of the ways in which patient information
is used. These principles recognize that while there is a need to protect the con-
fidentiality of individual patients, such information also underpins analyses that
are essential to the effective organization of a health care system. Such guidelines
typically place restrictions on the data owner and may involve the appointment of

Table 2.1 Summary of UK Caldicott principles for use of patient-identifiable data
(adapted from http://www.learnonline.nhs.uk/info_gov/Caldicott.asp)

Principle Summary Explanation

1 Justify purpose for use Every proposed data use should be clearly
defined and scrutinized, and continuing use
reviewed, by an appropriate data guardian.

2 Individually identifiable data Individually identifiable information items
should be used only where should only be included where they are
absolutely necessary essential for the specific work purpose.

The need for such data should be considered
at each stage of the work.

3 Individually identifiable data Where use of individually identifiable
should be kept to a minimum  information is considered to be essential the
need for each individual data item should be
considered and justified so that the minimum
of identifiable information is made available.

4 Access to individually Only those individuals who need access to
identifiable information individually identifiable information should
should be on a strict have access to it, only have access to the
need-to-know basis items that they require.

5 Everyone with access to All those handling individually identifiable
patient-identifiable information should be made fully aware of
information should be aware their responsibilities and obligations to
of their responsibilities respect confidentiality.

6 Understand and comply with All use of individually identifiable
the law information must be lawful. Someone in

each organization should be responsible for
ensuring that the organization complies with
legal requirements.
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a review panel or data guardian to examine applications for data use. Administrative
information collected by commercial organizations is generally additionally protected
for reasons of competitive advantage and may thus be unobtainable outside the
collecting organization or may be traded at a market price. Increasingly, adminis-
trative records provide new sources for aggregate statistics, such as the UK’s new
Neighbourhood Statistics system which is based on the aggregation of records in
government administrative systems so as to provide small area data series that would
not be available from other sources. Integration with census data is provided by the
use of a common geographic framework (Office for National Statistics 2003).

Censuses

A frequently cited characteristic of censuses is that they provide the most spatially
detailed geographic social data with the highest coverage of the population. It is
therefore unsurprising that census data form a major component of most social GIS
implementations. Censuses attempt to collect a broad range of social data on the
entire population of a country, although this is becoming harder to achieve due
to increasing non-compliance with census-taking. Census data are typically avail-
able for a hierarchy of geographic units ranging from neighborhood to national
scales, and in many countries digital boundary data are available to support GIS
analysis of census results. A comprehensive review of the UK Census data system
leading up to the 2001 census is provided by Rees, Martin, and Williamson (2002).
Census data are usually subject to specific confidentiality legislation which requires
data protection measures be applied — such as data suppression for areas that fall
below some population threshold size, and randomization or rounding of counts for
small areas. Data for small areas are also subject to randomization and rounding
so as to protect the identity of individuals with distinctive characteristics. A com-
parison of the attribute coverage of four national censuses from the 2000/1 round is
given in Table 2.2. In each of these countries the internal structure of households
is captured through a grid of questions about relationships between household
members, although these differ in detail. More important differences reflect differ-
ing social needs, such as the interest in orphaning and childhood survival in South
Africa, and the political acceptability of questions, such as the UK’s lack of an income
question, the topic being believed to be too sensitive to broach and that to do so
will risk endangering responses to other questions. Most of these census questions
tell us little about consumption habits and lifestyle, for which we must rely on admin-
istrative and particularly survey data sources.

Censuses are also notable for the range of output data products that they can
provide. These include not only the most obvious areally aggregated data and
associated geographic boundary frameworks that are widely used for thematic map-
ping and GIS, but also microdata samples (Public Use Microdata Samples in
Canada and the USA; Household Sample Files in Australia; Samples of Anonymised
Records [SARs] in the UK) and longitudinal data sets such as the Office for National
Statistics Longitudinal Study in England and Wales. The latter two data types pro-
vide extremely rich attribute detail but at the cost of high levels of geographic
aggregation to the extent that these data sets rarely appear in GIS applications
concerned with small area analysis: in Figure 2.1 they represent that part of the
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Table 2.2 International comparison of 2000/1 census topic coverage

England and USA 2000 short (S)/  Australia ~ South Africa

Wales 2001 long (L) form 2001 2001
Accommodation type H1, H2 L34, L35 H-23
Accommodation size H3 L37, 138 46 H-24
Water/toilet/washing facilities H4 L39 H-26, H-27
Lowest floor level H5
Heating (availability, fuel) Heé L42 H-28
Kitchen facilities L40
Motor vehicles H7 L43 45
Telephone (availability) L41 H-29
Household goods (PC, radio, TV, H-29
refrigerator)
Computer/Internet use 20, 21
Mode of refuse disposal H-30
Accommodation tenure business HS8, H9 S2, L33, L44 47, 49 H-25
use, landlord
Household costs, rent L45-L50, L52, L53 48
Property value L51
Relationships within household Grid Grid Grid Grid
Sex 2 S5, L3 3 P-02
Agel/date of birth 3 S6, L4, L18 4 P-03
Marital status 4 L7 6 P-05
Visitors/absent residents Tables 1, 2 7, 44 P-11
Country/place of birth (of parents) 7 L12 11 (13,14)  P-09
Ethnic group/race 8 S7, S8, LS, L6 17, 18 P-06
Religion 10 optional 19 optional P-08
Language at home/ English ability L11 15, 16 P-07
Citizenship L13 10 P-10
When arrived in country L14 12
General state of health 11
Caring for others 12 L19
Long term illness/disability 13 L1e, L17 P-13
Address one year ago 14 8
Address five years ago L15 9 P-12
Whether parents alive P-14, P-15
When moved to present address L36 P-12
Live births/surviving children P-20
Whether in education 5 L8 22,23 P-16
Recent deaths in household H-31
Term-time address 6
Qualifications/completed education 16, 17 L9 25-30 P-17
Military service L20
Current economic activity/ 18-23 L21, L25, L26, L30 32, 42, 43 P-18
employment history/availability
for work
Employment status/job title/ 25,27-9 128, L.29 33-5 P-19
work done
Income L31, L32 31 P-22
Employer, business 26, 33 L22, 1L.27 36-9 P-19
Mode of travel to work 34 123, 1L.24 41 P-21
Hours worked 35 40 P-19

Values in cells are question numbers on census forms
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census domain that is closest to large-scale survey data. Census interaction data
describe flows of individuals between home and work addresses or between present
and past addresses, offering a snapshot of residential migration and are sometimes
published at sufficiently detailed geographic resolution to be a practical data set
for use in GIS. However the two-dimensional nature of these interaction data present
numerous additional data handling challenges (Stillwell and Duke-Williams 2003)
not well handled by conventional GIS.

In the face of growing enumeration and coverage challenges at the start of the
2000s, several countries are moving away from traditional censuses as the primary
source of official population data collection and looking towards increased use of
administrative records and large surveys, with an associated explicit move toward
modeled rather than fully enumerated social data, a theme reviewed more fully in
Martin (2006).

Surveys

Large-scale social surveys supplement the information collected by censuses and
administrative sources. Surveys give the opportunity to gather much more attribute
detail, perhaps relating to a specific area of socio-economic activity, such as the
UK’s Labour Force Survey (LFS), or to fill gaps in other official statistical systems,
for example in order to capture information on international travelers, such as
the UK’s International Passenger Survey (IPS). In the commercial world, market
research surveys aim to capture household consumption and lifestyle character-
istics and may often achieve large sample sizes, albeit with acknowledged biases in
terms of the types of respondents from which information can be obtained. From the
GIS perspective, these data sets share some of the main disadvantages of the census
micro data sets, in that their relatively small sample sizes and sparse geographic
coverage lead to data aggregation over large geographic regions. Consequently these
data sources are rarely able to directly provide geographically detailed inputs to
GIS applications.

The principal data-collection strategies of some major countries for the early years
of the 2000s may now be best described as surveys rather than censuses: France is
moving to a rolling census model, whereby each small area is surveyed once every
five years (Durr and Dumais 2000) and the USA has adopted a continuous popula-
tion survey known as the American Community Survey (Alexander 2000) to replace
the information previously gathered by the “long form” census data (Table 2.2)
on a rolling basis and to be used alongside a census short form in 2010.

Remotely sensed data

Mesev (2003a) makes it clear that sensing cities remotely is a difficult endeavor. Many
of the socio-economic variations in which the social GIS users are likely to be most
interested are not directly observable — whether from the ground or sky. Nevertheless,
there is a distinct role for remote sensing in providing additional information to that
captured by our three ground-based groups of data sources, particularly in rela-
tion to urban land use and the estimation of population data for regions in which
conventional measurement is impractical. The attribute information which can be
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captured by this means are generally limited to those aspects which are reflected by
settlement extent, land use, and energy usage (see Chapter 3 by Lees in this volume
for additional details on the role of remote sensing in delineating these features).
Nevertheless these may be valuable clues to updating ground information in areas
not covered by ground data collection, particularly where rapid development is
taking place. Interested readers will find a contemporary review of techniques in
Mesev (2003b), including methodologies for the complementary use of census and
remotely sensed data.

Social Data Representation in GIS

Representation here refers to technical, as opposed to ethical, considerations follow-
ing on from our discussion of social data sources. Methods relevant for the analysis
of social data in GIS will be found in many chapters of this book, but all are affected
by the initial data acquisition and representational model. The way in which we choose
to represent social data in GIS is of particular importance because we are so often
dealing with secondary data sets and our representational decisions are therefore
overlaid onto a series of decisions already made by the data collecting organizations.
An important first step is to recognize that social data in GIS share many general
characteristics with all secondary social data sets, particularly in terms of the uncer-
tainties associated with pre-publication collapsing of classifications, imputation of
missing values, random modification, and rounding. It is wise to treat all such data
as estimates rather than counts and to pay particular attention to uncertainties
that may display spatial bias. Census under-enumeration, for example, is generally
related to specific population sub-groups: both the original error and subsequent
correction methods will therefore contain distinct spatial patterning, invisible in
the headline published counts.

It is conventional to consider spatial objects as point, line, area, and surface types.
All four representational models are applicable to social data although in conven-
tional applications point and area types predominate. Data collected from individuals
and households are generally conceptualized as point phenomena, although con-
fidentiality considerations may necessitate areal aggregation prior to data publication.
Information on transportation flows such as roads or services within a public trans-
portation system are generally conceptualized as lines and captured as such. Little
information is generally available about the socio-economic characteristics of routes
and flows, although online public transportation timetables are beginning to provide
route attributes that are suitable for spatial analysis and accessibility modeling (see
Martin et al. (2002) and Okabe, Okunuki, and Shiode (2006) for additional details).
Surprisingly few social phenomena are genuinely areal in nature: most area-based
data are the result of aggregation. However, land ownership, political representation,
and policy zoning are all examples of genuinely areal social phenomena for which
exact boundaries may be identified.

Except in the very rare situations where the individual reveals his/her own spatial
coordinates directly, for example by use of location-based services or a cellular tele-
phone, we are forced to make decisions about how best to establish an appropriate
geographical object to which to relate data about them. If we have administrative
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or survey information about an individual person, we must determine whether it
relates most appropriately to their home or work address or to their presence at
some other location. We must then attempt to match the description of this loca-
tion to an object for which we have a known or measurable geographical location.
Administrative and survey data sources most frequently provide either a full or
partial postal address, perhaps making use of a national postal code system such
as the UK’s postcode (Raper, Rhind, and Shepherd 1992) or US zipcode: these codes
provide relatively rapid geographic referencing at the neighborhood level as they
are straightforward to match against national directories of codes and locations.
However, the apparently simple task of textual address matching is error-prone and
gives rise to many ambiguities. In many national contexts, there are no definitive
address lists against which to compare recorded addresses and approximate matches
may have to be made against street segments or even quite large neighborhoods: the
maintenance of up-to-date address listings is impossible without extensive inter-agency
collaboration. Both the UK and USA are engaged in projects to enhance existing
address listings. In the USA, this involves the modernization of the Master Address
File/TIGER lists used for the 2000 census (Vitrano, Pennington, and Treat 2004).
Meanwhile the UK is struggling to achieve a national solution, most recently through
the National Spatial Address Infrastructure (NSAI) initiative (Office of the Deputy
Prime Minister 2005). These major infrastructural data sets are difficult to complete
due to differences in the objects of interest of the various organizations and con-
tinual change in actual addresses. While social data may be directly associated with
point locations by any of these methods, the techniques of point pattern analysis
may be most applicable, although it is important always to consider the spatial dis-
tribution of the relevant denominator populations.

The 2001 census in England and Wales made use of GIS not just for enumeration
district design, but also for the creation of an entirely separate output geography,
designed for the specific needs of census data publication (Openshaw and Rao 19935,
Martin 1998 2000). This output geography took particular advantage of the small
size of the UK’s unit postcodes, allowing output areas to be assembled by direct
aggregation of postcodes. Many national statistical organizations could in theory
aggregate from address-referenced census and administrative data to produce out-
put data for any desired geographical units but the associated problems of disclosure
control and data access are complex. Duke-Williams and Rees (1998) describe the
differencing problem whereby a GIS user may intersect official counts for two very
slightly different areas thereby obtaining counts for an intersection polygon that falls
below acceptable confidentiality thresholds. In England and Wales the response has
been to plan all new data publication for exact aggregations of the 2001 census
output areas. Whatever the mechanisms for geography definition and aggregation,
areally aggregated data remain the primary form of social data for use in GIS, although
there are many circumstances in which complete area boundaries are unavailable and
such data can only be georeferenced via centroids or other summary point locations
associated with area identifiers.

In cases in which social data are required for areal units other than those for which
they have been published, some form of areal interpolation is required. This is another
enduring GIS challenge (Flowerdew and Green 1992). Crude area-based interpola-
tion in which population-related counts are transferred between zones in proportion
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to the areas of intersecting polygons is unsatisfactory except where population is
uniformly distributed within polygons and the use of lookup tables or ancillary dis-
tributional data is required. Goodchild, Anselin, and Deichmann (1993) note that
this task of areal interpolation is actually one of estimating the characteristics of
an underlying continuously varying surface and indeed many social phenomena which
are expressed as densities per unit area or rates relative to denominator populations
may helpfully be treated as surfaces (see Chapter 13 by Tate, Fisher and Martin in
this volume for additional information about surfaces). However, no such phenomena
are directly measurable in surface form, and surfaces are more usefully considered
as a representational or analytical device which overcomes many of the difficulties
associated with conventional area-based methods (Martin 1996, Lloyd, Haklay,
Thurstain-Goodwin, and Tobon 2003). Further representational options are intro-
duced when our interest is with areal units which may be modeled but not directly
measured, such as the effective catchment area of a retail outlet or health center:
such spatial objects may be constructed in many ways and are again a candidate for
surface rather than area-based modeling.

CONCLUSIONS: IMPLICATIONS FOR SPATIAL ANALYSIS

In this chapter we have briefly reviewed the principal contemporary sources of
social data for GIS. The central message of the chapter is that there are multiple
approaches to the acquisition and representation of almost all social phenomena,
but none of these are neutral in their impacts on subsequent GIS use. The data
available in any national setting are a complex product of social priorities, organiza-
tional culture, and historical precedent. Good practice with social GIS data involves
a clear ontology of the phenomena being modeled, a full understanding of data
acquisition and georeferencing, and careful attention to the choice of representational
models. Much analysis of social data in GIS tends to be focused on the manipulation
of attributes without reference to geography, but, as all social GIS representations
are to some extent spatial models, the spatial aspects cannot be ignored: they are
rarely random!

Conventional administrative, survey, and census-based data sources are becoming
increasingly integrated as national statistical organizations look to data collection
strategies which combine elements of each. Geographic referencing is continually
improving but high precision is often offset by data protection measures that result
in spatially inappropriate aggregation. Exciting new challenges will be posed by moves
towards higher spatial and temporal resolution and cross-scale data integration that
require entirely new geocomputational tools such as those advocated by Gahegan
in Chapter 16 of this volume.
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Chapter 3

Remote Sensing

Brian G. Lees

Remotely sensed data is an important source of information for many spatial
decision support systems. As the information age has progressed and, almost con-
currently, problems of over-population, food security, pollution, global warming,
and national security have become ever more urgent, decision makers at all levels
of government and industry are increasingly required to make decisions over shorter
time cycles. These time cycles are now so short as to preclude extensive surveys to
provide a solid information base on which to base considered planning. It would
be hard to envisage, in this century, project funding being allocated to the 25- to
50-year-long national soil surveys of the last century. Rather, it is becoming com-
mon practice to use available archived data updated, where possible, with recent
remotely sensed data or other reconnaissance tools. Remote sensing has become an
indispensable tool for keeping geographic databases current and ready for rapid
application.

Remote sensing, as a field, covers everything from digital scanning and optochemical
photography from satellites and aircraft, laser and radar profiling, to echo sounding
from ships. It can be classified as active or passive remote sensing depending on
whether the system is sensing the reflections of its own transmissions or not. Passive
systems sense reflections and re-radiations of the Sun’s energy, both in the visible
and middle infra-red wavelengths, and emitted radiation in the middle and thermal
infra-red wavelengths. Active systems sense reflected radiation in the microwave,
laser light, and sound bandwidths.

There is a considerable literature on how the Earth surface interacts with elec-
tromagnetic radiation in the microwave range. Some is reflected, some is absorbed,
and some is transmitted. Colwell’s (1983) huge two volume Manual of Remote
Sensing, now out of print but widely available in libraries, gives an excellent over-
view of the detailed characteristics of this interaction. Later volumes in the series
cover specialties such as radar remote sensing (Henderson and Lewis 1998), earth
science applications (Rencz and Ryerson 1999), and natural resource management
(Ustin 2004), keeping the series current and making it a first point of call for those
seeking detailed information.
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Fig. 3.1 There is a wide range of remote sensing instruments available. The diagram shows some
typical platforms and instrument packages with a range of spatial resolutions (the wider boxes)

and revisit schedules

This diagram is modified after Longley et al. (2001) which itself is a modification of a diagram in
Jensen and Cowen (1999). The figure is in no sense comprehensive; an up-to-date reference list of
remote sensing satellites and their instrument packages can be found at http://www.tbs-satellite.com/
tse/online/mis_teledetection_res.html
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There is a now a wide choice of systems with a range of spatial and spectral
resolutions (Figure 3.1). Within this chapter we will concentrate on only those remote
sensing sources and data which are commonly used as inputs to Geographic
Information Systems (GIS), or have the potential to be so.

Remotely Sensed Imagery and GIS

Until the end of the Cold War and the declassification of military standard satellite
remote sensing systems, most spatial information used in GIS was derived from
cartographic and survey products. Most of these, in turn, were derived from aerial
photography. It is only since 2001 that the satellite imagery available for civil pur-
poses has been of a fine enough resolution to be of more direct use in GIS.

Remote sensing typically produces two kinds of information. It has the poten-
tial to record high-quality, relatively accurate, spatial information and poorer
quality attribute information. This potential is limited by the spatial and spectral
resolution of the particular instrument. Newcomers to remote sensing are often con-
fused by the considerable “overselling” of the quality of attribute information being
produced.

Many remote sensing platforms carry instruments with different character-
istics matching an instrument with a high spatial and low spectral resolution with
an instrument that has a moderate spatial and high spectral resolution. Specialized
instruments that have both high spatial and high spectral resolutions tend to be
used over limited areas only and are often carried on aircraft or very low orbit
spacecraft.

Remotely sensed image data and cartographic data are two related, but differ-
ent, forms of diagram in which there is a spatial treatment of spatial data. Both
have a planar metric combined with planar topology. A photograph, however, is
“realistic” while a map is symbolic (Lemon and Pratt 1997). The relationship of
both the image and graphical diagrammatic representations to the original data is
a homomorphism. Homomorphism is a many-to-one mapping in effect represent-
ing a pattern in the domain of the mapping for a simpler pattern in its range.
Homomorphisms are important in establishing whether one system is a model of
another and which properties of the original system the model retains. For each
system one can construct a lattice of homomorphic simplifications. The inverse of
homomorphism is not a mapping (Krippendorff 1986).

The translation between the “realistic” homomorphism of imagery (land cover)
and the symbolic homomorphism of mapping (land use) is difficult to automate and
even the most advanced systems still currently require the supervision and inter-
vention of expert analysts. This is an area of active research. Brown and Duh (2004)
discuss a model for translating from land use to land cover. This seems to be a pos-
sible achievement in the future, but a fully automated model for the more necessary
translation from land cover to land use is hard to imagine. Partially automated
systems for this are discussed below.

The following sections discuss the methods for extracting symbolic spatial data
from imagery which are currently available.
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Extracting Spatial Information from Remotely Sensed Data

Removing distortion

A considerable amount of processing is needed to derive high-quality spatial in-
formation from remotely sensed data. Geometric distortion must be removed and
the data needs to be registered to some coordinate system. In addition, the relevant
spatial information needs to be separated from the irrelevant information. These
are not trivial tasks.

All remote sensing is subject to geometric distortion. Optochemical systems,
even under perfect conditions, produce data where the scale increases away from
the ground point closest to the camera. In addition, platform acceleration or
deceleration, pitch, roll, and yaw all cause geometric distortion. These effects are
not restricted to aircraft. Remote sensing satellites and ships both travel across
the surface of dynamic fluids. In the former case, it is the upper atmosphere, and
in the latter case, the sea. Like aircraft, they accelerate, decelerate, climb, descend,
pitch, roll, and yaw. To avoid these problems, aircraft involved in remote sensing
are given strict limits for each of these movements and imagery outside these limits
is usually not accepted. It is not possible to do this for satellite remote sensing or
ship-borne sonar scanning and, to harness the spatial information contained in
these data, the errors and distortions which result from these displacements must
be corrected. Geometric correction of images can be performed at several levels of
complexity and accuracy.

Normally, these corrections are dealt with by the data distribution agency. The
more corrections performed by the data provider, of course, the higher will be
the cost of the imagery. Data providers also carry out some radiometric corrections
as a matter of course. These corrections usually involve the removal of distortions due
to sensor—solar geometry interactions, such as cross track brightening, solar glint,
and hot spots. Increasingly, image data can be purchased “ready to go” with the
geometric corrections already done, the data registered to some coordinate system,
and the image digital numbers converted to physical units for modeling, inversion,
or multi-date work.

For those who wish process their own raw remote sensing data, there is a wide
range of processing systems available, a developed literature, and a whole remote
sensing discipline.

Updating spatial information in geographic databases

There are some important issues when using remotely sensed data to update geo-
graphic databases. One of the fundamental geographic databases is the cadastre.
This is a vector data set which records land title, prior interest in land, and other
legal requirements regarding land ownership. It is usually derived from a primary,
text-based, spatial database. If there is disagreement between the two then, in many
legislatures, the text-based spatial database is given precedence. Digital databases
derived from the cadastre tend to be comparatively inaccurate spatially, although
they tend to be complete. Updating the digital cadastral database using remotely
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sensed data can keep it complete, but the updates cannot easily be transmitted back
to the text-based spatial database because of their low spatial accuracy.

Geographic databases are usually based around the entity data model and com-
prise points, lines, and areas. Until the advent of high spatial resolution space imagery,
the process of updating geographic databases involved the laborious comparison
of the digital database with current orthophotos. With increased availability of high
spatial resolution digital data this process can be partly automated. The process of
updating the spatial information in a geographic database is comprised of three
steps (Walter and Fritsch 2000).

First, changes between the original database and the more up-to-date imagery
need to be identified. Second, attributes need to be corrected. In an urban area these
might be street names or ownership details, extracted from other databases. In non-
urban areas, attributes are usually related to land use or land cover. These can be
derived from remotely sensed data using techniques discussed later in this chapter.
Finally, the changes need to be stored in the geographic database and checked for
quality.

The first stage is the most labor intensive and is still one in which expert super-
vision is necessary. At this stage, these two data sets have different data models and
structures leading to a fundamental mismatch which must be overcome. This is because
they are different homomorphs of spatial reality. The crudest approach is to classify
the imagery and convert it from a field data model to an entity data model. However,
statistical clustering and classification tools do not produce the cultural entities
contained in geographic databases, rather they produce spectral entities. Some form
of linking of spectral entities to produce cultural entities is necessary. In the past,
this was one of the most time-consuming parts of processing remotely sensed data
as it needed to be accomplished manually assessing the color, shape, relative size,
texture, pattern, and context of the image. Multi-resolution segmentation allows a
hierarchical network of the image objects to be constructed which, under super-
vision, greatly increases the speed at which this can be accomplished. Coupled with
object relationship modeling, it becomes a powerful tool. It is worthwhile briefly
describing how this works.

Conventional clustering or classification algorithms tend to rely only on the topo-
logical relationships between pixels in spectral space. Multi-resolution segmentation
and object relationship modeling use both the topological relationship between
pixels in spectral space and their topological relationship in geographic space. Pixels
that are adjacent in geographic space and also proximate in spectral space are com-
bined into image objects. Image objects which are adjacent in geographic space and
proximate in spectral space can be further combined to give a hierarchical net of
image objects with the user deciding at which level the hierarchy best represents a
cultural landscape. Some software implementations allow image objects which are
adjacent in geographic space and remote in spectral space to be combined on the
basis of rules. For example, “sunlit roof” and “shadowed roof” are both elements
of the cultural object “roof” and can be adjacent in geographic space but remote
in spectral space.

Multi-scale or multi-resolution segmentation and object relationship modeling is
becoming a mature methodology (Baatz and Schape 2000, Blaschke, Lang, Lorup,
Strobl, and Zeil 2000, Hofmann and Reinhardt 2000, Manakos, Schneider, and
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Ammer 2000, Blaschke and Hay 2001, Burnett and Blaschke 2003). Software which
enables the user to formulate concepts and knowledge about how spectral entities
can be linked to give cultural entities and enable automated, rule-based linking is
now available (for example, eCognition, www.definiens-imaging.com).

Despite the significant improvements in processing methodology, it is important
to recognize that difference between an older geographic database and a more recent
image does not, in itself, imply change. An automated, computer-based process which
achieves a result as good as a human operator in interpreting and identifying cul-
tural entities is not yet a reality (Hofmann and Reinhardt 2000) and a difference
between their results is expected. Nevertheless, these tools greatly accelerate the trans-
formation of image data.

This approach produces areas and area boundaries. However, it is not an effective
method of extracting the other components of an entity data structure, points and lines.

Extracting points and lines

The extraction of points and lines from remotely sensed data requires a different pro-
cessing approach to the extraction of area features. There are a number of strategies
which are being used, with varying degrees of success, to extract line features from
remotely sensed data. The particular strategy used, and the results obtained, depend
very much upon the type of imagery being processed.

One strategy looks at the digital numbers of a particular type of pixellated line
feature. These would usually cluster about some mean value. While a spectral
signature is usually not enough to enable the identification of the particular line
feature completely, it can be used to refine exclusion criteria. Looking at the spectral
characteristics of a neighborhood of pixels is another strategy that is sometimes
used. Following these initial transformations, areas with similar length and width
dimensions can be excluded if one is looking for line features. The problem here
is that broken sections of continuous line may be filtered out. Filters that search
for patterns which are weakly linked can also be used to extract line features.

To do better than this, the complexity of the approach increases rapidly. Hinz
and Baumgartner (2003) describe an automatic extraction of urban road networks.
Their system compiles knowledge about radiometric, geometric, and topological
characteristics of roads in the form of a hierarchical semantic net. Pixels in the
initial image which form a bright blob, or compact bright region, are interpreted
as compact concrete or asphalt regions which, in the real world, may represent a
simple junction. Pixels in the image which form an elongated bright region are inter-
preted as elongated flat concrete or asphalt regions which, in the real world, may
represent a section of road pavement, and so on. This road model is extended using
knowledge about context.

The context model uses relationships which may exist locally to reinforce the
extraction of road features. For example, in denser urban areas, the road tends to
parallel the front face of buildings. In higher resolution imagery, the presence of
vehicles on roads or trees overshadowing roads, can occlude large parts of the road
making it difficult to extract focal features. By identifying vehicles and trees, and
tree shadows, as things which commonly occlude roads then the context model can
link the line feature through the occlusion.
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Once the road segments have been extracted, the network can be constructed geo-
metrically using connection hypotheses. Put simply, most roads join up. Although
Hinz and Baumgartner (2003) have demonstrated automatic extraction of urban
road networks from remotely sensed imagery, their results emphasize that low error
rates are only possible due to the expertise of the system developers in setting
the parameters correctly. This sort of system is still at the stage of fundamental
research and the reality is that extraction of point and line features from remotely
sensed imagery still requires considerable human intervention. Choi and Usery (2004)
describe a similar approach.

Extracting Attribute Information

The most common use of remotely sensed data in GIS, has been the generation of
attribute information on land cover. There are thousands of papers discussing the
processing of remotely sensed data to produce land cover information. We are now
at the stage where the promise of remote sensing, at least in this area, is becom-
ing a reality. Users can make the choice to process data themselves or download
pre-processed products.

For an example of available pre-processed products, the University of Maryland
Global Land Cover Facility lists a range of fine, moderate and course resolution
products as does the NASA MODIS Land Discipline website. The latter offers:

Radiation budget variables

e Surface reflectance products
e LST and emissivity

e Snow and ice cover

e BRDF and albedo
Ecosystem variables

® Vegetation indices

e LAI and FPAR

® Vegetation production, NPP
e Evapotranspiration and surface resistance
Land cover characteristics

e Fire and thermal anomalies
e Land cover

® Vegetative cover conversion
® Vegetation continuous fields

There is extensive documentation to support each of these standard products.
The land cover data set is supported by an algorithm theoretical basis document
(Strahler, Muchoney, Borak, et al. 1999). This outlines the background and his-
torical perspective to the algorithm development, the algorithm structure, and the
mathematical description of the algorithm. It also covers testing and validation of
the algorithm and discusses sources of error and uncertainty. For those wishing
to incorporate standard products into their geographic databases, these highly
processed products are invaluable. However, it is almost certain that one of the
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attribute data layers required is not available off-the-shelf and some processing will
be required!

For those whose experience with remotely sensed data is limited, it is worth review-
ing some important aspects of processing remotely sensed data to produce attribute
information.

Accuracy

In much of the older remote sensing literature there is an unfortunate overstating of
the accuracy of products. Without citing culprits, it was not unusual to find claims
of better than 90 percent accuracy for land cover classifications. This, of course,
is the result of a failure to track errors properly along with a misunderstanding of
the statistical basis for classification and the impact on accuracy of mismatched data
structures. Some early papers on this topic are still important.

Given the simplest case, in which we have two land cover types such as land and
sea, a significant proportion of our pixels will be boundary pixels. These pixels
cannot be accurately classified as either land or sea and are truly a mixture. The
proportion of pixels which are truly mixels depends upon the shape of the land
cover units and the size of the pixels (the spatial resolution of the sensor). This
proportion is often very much higher than one might expect. In a mapping exercise
for a coastal bay where the ratio of the average land cover unit area to the pixel
area was 1 to 16, Jupp, Adomeit, Austin, Furlonger, and Mayo (1982) found that
54.9 percent of the total cells were boundary pixels (mixels).

Allocating mixels to one or other of the land cover classes results in errors of
omission and commission; A or B type errors (Crapper 1980). Markham and
Townshend (1981) and Townshend and Justice (1981) have shown that, over a
limited range, classification accuracies can improve as the resolution becomes coarser.
They also observed that, for a given scene, there may be an optimum resolution
above and below which classification accuracies will decline. This optimum resolu-
tion will depend upon the within-theme spectral variation. Thinking about this error
generation in GIS terms, one can see that is the natural result of representing entities
using a grid data structure.

The problem is sometimes compounded when the land cover is better represented
as a field, rather than as entities. This usually occurs when the land cover is deter-
mined by environmental, or edaphic, processes rather than cultural activities, yet
the same sort of classification process is used. The classification of a constantly
varying (in space) land cover into land cover types generates quite serious errors
of omission and commission (Lees 1996b, Mather 1999). In this case, the error
results from the use of an inappropriate ecological model which maps directly onto
our cartographic model.

Improving the quality of attribute information

A strong theme of research in the field of remote sensing has been to improve
the quality of the attribute information available from remotely-sensed image data.
Since the mid-1990s techniques have been developed to enhance the attribute
information available by combining the remotely-sensed image data with “ancillary”
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environmental and terrain data. Because the data distribution information required
for the diverse data sets is not always available, and the time involved in set-up, para-
metric classifiers have become less favored than the non-parametric alternatives in
this sort of synthesis (Benediktsson, Swain, and Ersoy 1990). It is common to find
papers which suggest that parametric classifiers are unsuitable for classifying this
sort of mixed data but Benediktsson, Swain, and Ersoy (1990) demonstrate how it
can be accomplished. They also demonstrate that this approach is extremely time-
consuming compared to the non-parametric alternatives.

Numerous studies of classification using decision trees (Lees and Ritman 1991),
neural networks of various kinds (Benediktsson, Swain, and Ersoy 1990; Fitzgerald
and Lees 1995, 1996), genetic algorithms and even cellular automata have been
published to examine these alternatives (Lees 1996a). However, the most common
form of delivery, and use, of vegetation information to spatial decision support sys-
tems remains the mapped thematic, choropleth, form. Lees (1996b) argued that the
pre-processing of data to suit this data structure perpetuates the use of an inappro-
priate data model. Even following digital image analysis, results are conventionally
presented using one of the least useful data types, categorical, in a form which
mimics the entity data structure, although the data structure is usually still pixels.
In many natural environments, a continuum of change is being represented as a
series of overlapping gaussians. This leads inevitably to the generation of errors of
omission and commission.

Lees (1996b) proposed a new method of representing vegetation data which
avoided the errors of omission and commission that are generated using conven-
tional techniques. This required the distribution of each species to be recorded as
a field and stored separately in some form of a database. Unfortunately, a field-
worker wishing for information about a point would have to scroll through, in
the case of the Kioloa data set, the distributions of 41 tree species, 94 shrubs, and
108 understorey species. The increase in accuracy gained is seriously offset by the
indigestible nature of the output. Lees and Allison (1999) discussed the practicalities
of these approaches without offering a solution. It remains clear that there is a require-
ment for a single representation of vegetation distribution using the field data model
which gives a synthetic view of the forest while avoiding the errors generated by
classification.

With only few exceptions, most classifications of remotely sensed data are non-
spatial analyses of spatial data. The data is analyzed and clustered using its topo-
logical relationships in spectral space. The spatial content of the image data usually
remains un-investigated. Those studies that have examined the explicitly spatial
analysis of this sort of spatial data have looked at strategies such as spatial signal
detection, local spatial autocorrelation, and local regression.

Where local spatial statistical measures have been used in environmental remote
sensing studies, most have used the Moran or Geary statistics (for example, Pearson
2002). Relatively few have used the Getis—Ord statistic, although Wulder and Boots
(1998) have reviewed its use with remotely sensed data. More recently, Holden,
Derksen, and LeDrew (2000) used this method to evaluate coral ecosystem health
by identifying spatial autocorrelation patterns in multi-temporal SPOT images.

The Getis—Ord statistic (Getis and Ord 1992, Ord and Getis 1995), with its added
information about brightness values, has shown itself to be particularly useful in
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dealing with remotely sensed data. This simple local spatial statistic has achieved results
comparable to some of the more complex classifications of remotely sensed data
published in the past which have attempted to include spatial context (Fitzgerald
and Lees 1995) with far less effort.

CONCLUSIONS

The use of expert systems to automate much of the supervised processing of remotely
sensed data into GIS data has increased greatly in the literature. In part this has
been driven by the increased availability of high spatial resolution remotely sensed
imagery and in part by increasing demand for such algorithms. Increasingly, insights
into the behavior of spatial data from GIS activities are feeding back into remote
sensing and driving innovation. Some of these innovations are an increased aware-
ness of error, both spatial and attribute, within remote sensing and an increased
interest in spatial statistics.
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Chapter 4
Spatialization

André Skupin and Sara 1. Fabrikant

Researchers engaged in geographic information science are generally concerned with
conceptualizing, analyzing, modeling, and depicting geographic phenomena and pro-
cesses in relation to geographic space. GI scientists consider spatial concepts, such
as a phenomenon’s absolute location on the Earth’s surface, its distance to other
phenomena, the scale at which it operates and therefore should be represented and
studied, and the structure and shape of emerging spatial patterns. Geographic loca-
tion is indeed a core concept and research focus of GI Science, and this is well reflected
throughout the many chapters of this volume. In recent years, however, it has become
apparent that the methods and approaches geographers have been using for hundreds
of years to model and visualize geographic phenomena could be applied to the
representation of any object, phenomenon, or process exhibiting spatial charac-
teristics and spatial behavior in intangible or abstract worlds (Couclelis 1998). This
applies, for example, to the Internet, in which text, images, and even voice messages
exist in a framework called cyberspace. Other examples include medical records that
have body space as a frame of reference, or molecular data structures that build up
the human genome. These abstract information worlds are contained in massive
databases, where billions of records need to be stored, managed, and analyzed. Core
geographic concepts such as location, distance, pattern, or scale have gained import-
ance as vehicles to understand and analyze the hard-to-grasp and volatile content
of rapidly accumulating databases, from real-time stock market transactions to global
telecommunication flows. This chapter is devoted to the use of spatial metaphors to
represent data that may not be inherently spatial for knowledge discovery in massive,
complex, and multi-dimensional databases. It discusses concepts and methods that
are collectively referred to as spatialization.

What Is Spatialization?

In very general terms, spatialization can refer to the use of spatial metaphors to
make sense of an abstract concept. Such spatialization is frequently used in everyday
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language (Lakoff and Johnson 1980). For example, the phrase “Life is a Journey”
facilitates the understanding of an abstract concept (“human existence”) by mapping
from a non-spatial linguistic source domain (“life”) to a tangible target domain
(“journey”) that one may have actually experienced in the real world. The desk-
top metaphor used in human—computer interfaces is another example for a spatial
metaphor.

The role of spatial metaphors, including geographic metaphors, is also central to
the more narrow definition of spatialization developed in the GI Science literature
since the 19990s (Kuhn and Blumenthal 1996, Skupin and Buttenfield 1997, Skupin,
Fabrikant, and Couclelis 2002), which is the basis for this chapter. Spatialization
is here defined as the systematic transformation of high-dimensional data sets into
lower-dimensional, spatial representations for facilitating data exploration and know-
ledge construction (after Skupin, Fabrikant, and Couclelis 2002).

The rising interest in spatialization is related to the increasing difficulty of organ-
izing and using large, complex data repositories generated in all parts of society.
Spatialization corresponds to a new, visual paradigm for constructing knowledge
from such data. In the geographic domain, interest in spatialization stems largely from
the growing availability of multi-dimensional attribute data originating from such
sources as multi-temporal population counts, hyperspectral imagery, and sensor net-
works. New forms of data, still largely untapped by geographic analysis include
vast collections of text, multimedia, and hypermedia documents, including billions
of Web pages. A number of examples are discussed in this chapter highlighting the
role of spatialization in this context.

The focus on spatial metaphors hints at a fundamental relationship between
spatialization efforts and GI Science, with relevance beyond the geographic domain.
Many spatio-temporal techniques developed and applied in GI Science are applicable
in spatialization, and the ontological, especially cognitive, foundations underlying
the conceptualization and representation of space can inform spatialization research.
That is particularly true for a group of spatializations collectively referred to as
“map-like” (Skupin 2002b), which are discussed and illustrated in some detail later
in this chapter.

Spatializations are typically part of systems involving people exploring highly
interactive data displays with sophisticated information technology. Most current
spatialization research is directed at defining and refining various parameters of
such interactive systems. However, the result of a spatialization procedure could
also be a static hardcopy map that engages the viewer(s) in a discussion of depicted
relationships, and triggers new insights (Skupin 2004). For example, one could
visualize all the scientific papers written by GI scientists in 2006 in the form of a
map printed on a large poster and use this to inspect the structure of the discipline
at that moment in time. This can then encourage and inform the discourse on the
state and future of the discipline much as a neighborhood map facilitates discussion
on zoning ordinance changes during a city-planning forum.

Who Is Working On Spatialization?

The main challenge faced by anyone embarking on the creation of spatializations
is that insights and techniques from numerous, and often disparate, disciplines need
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to be considered. Visualization research is very interdisciplinary and conducted
by a heterogeneous group of loosely connected academic fields. Scientific visualiza-
tion (McCormick, Defanti, and Brown 1987) and information visualization (Card,
Mackinlay, and Shneiderman 1999) are two strands of particular interest for this
discussion, both drawing heavily on computer science. The former is concerned with
the representation of phenomena with physically extended dimensions (for example,
width, length, height), usually in three dimensions. Typical application examples
are found in such domains as geology (rock formations), climatology (hurricanes),
and chemistry (molecular structures). Scientific visualization has obvious linkages
with geographic visualization (see Chapters 11 and 16 of this volume, by Cartwright
and Gahegan respectively, for two treatments of this topic) whenever the focus is
on depicting phenomena and processes that are referenced to the Earth’s surface. In
contrast, information visualization is concerned with data that do not have inherent
spatial dimensions. Examples include bibliometric data, video collections, monetary
transaction flows, or the content and link structure of Web pages. Most information
visualizations are in essence spatialization displays. Spatialization is thus best inter-
preted in the context of information visualization, which is quickly maturing into
a distinct discipline, including dedicated conferences, scientific journals, textbooks,
and academic degree programs.

Within GI Science, interest in spatialization tends to grow out of the geographic
visualization community, which in turn mostly consists of classically trained carto-
graphers. It is not surprising then that GIScientists involved in spatialization research
draw inspiration from traditional cartographic principles and methods (Skupin 2000).
On the other hand, ongoing developments in geographic visualization have also led to
interactive, dynamic approaches that go beyond the static, 2D map (see Chapter 17
by Batty, in this volume, for some additional discussion and examples of this type)
and within which spatialization tools can be integrated.

Data mining and knowledge discovery share many of the computational techniques
employed in spatialization (see Chapter 19 by Miller, this volume, for some addi-
tional discussion of geographic data mining and knowledge discovery), for example
artificial neural networks. Many preprocessing steps are similar, such as the trans-
formation of source data into a multidimensional, quantitative form (Fabrikant 2001),
even if these data sources are non-numeric.

Ultimately, spatialization is driven by the need to overcome the limited capacity
of the human cognitive system to make sense of a highly complex, multidimensional
world. That is why psychology and especially cognitive science have become influ-
ential disciplines in this research area. In this context it should be pointed out that
while this chapter focuses on visual depictions, spatializations could include multi-
modal representations involving other senses such as sound, touch, smell, etc. In fact,
the term spatialization first became known in the context of methods for producing
3D sound and detecting 3D spatial relationships from sound.

Computer science is still the dominant academic home to most spatialization
efforts and has led the development of fundamental principles and novel tech-
niques, especially in the human—computer interaction (HCI) field (Card, Mackinlay,
and Shneiderman 1999). Few areas of scientific work have devoted as much effort
to spatialization as information and library science, particularly when it comes to
the analysis of text and hypermedia documents (Borner, Chen, and Boyack 2002,
Chen 2003).
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What Kinds Of Data Can Be Used For Spatialization?

Spatialization methodologies can be applied to many different types of data. One
possible division of these would focus on the degree to which they are structured,
leading to a distinction between structured, semi-structured, and unstructured data
(Skupin and Fabrikant 2003). This is useful in terms of highlighting basic data trans-
formation difficulties often encountered in spatialization. For example, unstructured
text data may lack a clear indication of where one data item ends and another begins
and can have dimensions numbering in the hundreds or thousands, as contrasted
with multidimensional data typically used in geospatial analysis, where one rarely
encounters more than a few dozen dimensions. However, given the focus of this
volume on GI Science, this chapter considers two broad data categories. First, we
discuss geographically referenced data, which are of obvious relevance to GI sci-
entists. Then, much attention is given to data that are not referenced to geographic
space or even related to geographic phenomena.

Geospatially referenced data

Why would one want to apply spatialization to geographically referenced data if
cartographic depictions have proven useful for over 5,000 years and continue to
be at the heart of current geovisualization research? Consider one very common
example, the geographic visualization of demographic change. One almost always
finds either juxtaposed maps of individual time slices or change condensed into com-
posite variables (for example, relative percentage of growth). This may be sufficient
for the visual detection of change as such, but does not easily support detection of
temporal patterns of change. While location is what vision experts and cognitive
psychologists call “pre-attentive” (MacEachren 1995, Ware 2000), this is basically
taken out of play when geographically fixed objects, such as counties, are visualized
in geographic space in this manner. Spatialization can eliminate that constraint by
creating a new, low-dimensional representation from high-dimensional attributes. For
example, one could take multi-temporal, multi-dimensional, demographic data
for counties, map each county as a point and, with defined temporal intervals, link
those points to form trajectories through attribute space (Skupin and Hagelman
2005). Thus, change becomes visualized more explicitly (Figure 4.1). One can then
proceed to look for visual manifestations of common verbal descriptions of demo-
graphic change, such as “parallel” or “diverging” development (Figure 4.2). Tradi-
tional cartographic visualization in geographic space may also fail to reveal patterns
and relationships that do not conform to basic assumptions about geographic space,
such as those expressed by Tobler’s First Law of Geography (Tobler 1970). With
spatialization one can take geographic location out (or control for it) while focusing
on patterns formed in #-dimensional attribute space.

In practice, spatializations derived from geographically referenced data will tend to
be used not in isolation but in conjunction with more traditional geographic depic-
tions. Due to their predominantly two-dimensional form, geometric data structures
and formats used in GI Systems (GIS) are applicable to spatializations. They can
be displayed and interacted with in commercial off-the-shelf GIS. Most examples
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Fig. 4.1 Census-based visualization of trajectories of Texas counties based on data from 1980,
1990, and 2000 US population census
From Skupin and Hagelman 2005

o 1980
° ° 1990
© 2000

Fig. 4.2 Cases of convergence and divergence in a spatialization of Texas county trajectories
From Skupin and Hagelman 2005

shown in this chapter were in fact created in ArcGIS (Environmental Systems Research
Institute, Redlands, California). Spatializations can also be juxtaposed to geographic
maps, linked via common feature identifiers, and explored in tandem.

Many types of geographic data are suitable for spatialization. Population census
data, for example, have traditionally been subjected to a number of multivariate
statistics and visualization techniques, sometimes combined to support exploratory
data analysis. Scatter plots and parallel coordinate plots (PCP) are established visual
tools in the analytical arsenal. The spatialization methods discussed here do not
replace these, but add an alternative view of multivariate data. In this context, it
helps to consider how coordinate axes in visualizations are derived. In the case of
the popular scatter plot method, each axis is unequivocally associated with an input
variable. This is only feasible for a very limited number of variables, even when
scatter plots are arranged into matrix form (Figure 4.3). Principal coordinate plots
likewise exhibit clear association between axes and variables.

Contrast this with map-like spatializations, in which the relationship between input
variables and display coordinates is far less obvious. Some even refer to the result-
ing axes as “meaningless” (Shneiderman, Feldman D, Rose A, and Grau 2000) and
questions like “What do the axes mean?” are frequently encountered. They are difficult
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Fig. 4.3 Scatter plots derived from demographic data for US states

to answer, since in such techniques as multidimensional scaling or self-organizing
maps all input variables become associated with all output axes. This allows a
holistic view of relationships between observations (Figure 4.4). Figure 4.4 was derived
by training an artificial neural network, specifically a self-organizing or Kohonen
map (Kohonen 1995), with 32 input variables. Overall similarity of states becomes
expressed visually through 2D point visualization. In addition, some of the input
variables are shown as component planes in the trained Kohonen map to allow an
investigation of relationships between variables.
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Fig. 4.4 Spatializations derived from 32 demographic variables using the self-organizing map
method. Higher values in six (out of 32) component planes expressed as lighter shading
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Data without geographic coordinate reference

Some of the most exciting and evocative developments in the visualization field
in recent years have been efforts to apply spatial metaphors to non-geographic
data or, more specifically, data that are not explicitly linked to physical space. Due
to significant differences in how such data are stored, processed, and ultimately
visualized, this section discusses a number of data types separately.

There are two broad categories of source data. One involves sources that already
contain explicit links between data items, which in their entirety can be con-
ceptualized as a graph structure. The goal of spatialization for this category is to
convey such structures in an efficient manner in the display space. Hierarchical tree
structures are especially common. A prime example is the directory structure of com-
puter operating systems, like Windows or UNIX. Tree structures are also encountered
in less expected places. For example, the Yahoo search engine organizes Web pages in
a hierarchical tree of topics. The stock market can also be conceptualized as a tree,
with market sectors and sub-sectors forming branch nodes and individual stocks
as leaf nodes. Apart from such tree structures, data items could also be linked more
freely to form a general network structure. The hypermedia structure of the World
Wide Web is a good example, with Web pages as nodes and hot links between them.
Scientific publications can also be conceptualized as forming a network structure,
with individual publications as nodes and citations as explicit links between, gener-
ally pointing to the past. The exception might be preprints as they do not exist yet
in their defining form. To illustrate this, we collected a few citation links from the
International Journal of Geographical Information Science (IJGIS), starting with a
2003 paper by Stephan Winter and Silvia Nittel entitled “Formal information model-
ling for standardisation in the spatial domain.” The result is an origin—destination
table of “who is citing whom” (Table 4.1). Later in this chapter, a visualization
computed from this citation link structure is shown.

The second major group of non-georeferenced source data treats items as auto-
nomous units that have no explicit connections among each other. Spatialization of
such data relies on uncovering implicit relationships based on quantifiable notions
of distance or similarity. This requires first a chunking or segmentation of individual
data items into smaller units, followed by a computation of high-dimensional rela-
tionships. For example, the spatialization of text documents may involve breaking
up each document into individual words. The following computations are then based
on finding implicit connections between documents based on shared terms (Skupin
and Buttenfield 1996). Similarly, images could be spatialized on the basis of image
segmentation (Zhu, Ramsey, and Chen 2000). Other examples for spatializations
involving disjoint items have included human subject test data derived from user
tracking and elicitation experiments (Mark, Skupin, and Smith 2001).

How Does Spatialization Work?

The types of data to which spatialization can be applied are so heterogeneous that
there really is no single method. As was stressed earlier, spatialization tends to draw
on many different disciplines and integrating these influences can be challenging. For
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Fig. 4.5 Portion of a spatialization of conference abstracts. Five levels of a hierarchical clustering
solution are shown simultaneously
From Skupin 2004

an example, consider the task of creating a map-like visualization of the thousands
of abstracts that are presented at the annual meeting of the Association of American
Geographers (AAG). This is an example of a knowledge domain visualization and
would be useful in the exploration of major disciplinary structures and relationships
in the geographic knowledge domain (Figure 4.5). Figure 4.6 shows the broad out-
line of a possible methodology for creating such a visualization. In the process, it
also serves to illustrate the range of involved disciplines and influences, which include

¢ Information science and library science for creation of a term-document matrix,
similar to most text retrieval systems and Web search engines (Widdows 2004);

e Computer science for the artificial neural network method used here (Kohonen
1995);

e GIS for storage and transformation of spatialized geometry and associated
attributes;

e Cartography for scale dependence, symbolization and other design decisions.

Preprocessing

At the core of most spatialization procedures are techniques for dimensionality reduc-
tion and spatial layout. These tend to be highly computational, with very specific
requirements for how data need to be structured and stored. Preprocessing of source
data aims to provide this. In the case of well-structured, numerical data stored in
standard database formats, preprocessing is fairly straightforward. For example,
for single-year census data it will often involve only a few processing steps that can
easily be accomplished using spreadsheet software, such as computation of z-scores,
log transformations, or scaling of observations to fit into a 0-1 range.

The data to which spatialization is to be applied are, however, often not in a
form that is amenable to immediate computation. In that case, much effort may
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Fig. 4.6 Procedure for deriving a spatialization from AAG conference abstracts
From Skupin 2004

have to be devoted to reorganizing source data into a more suitable form. This can
already be surprisingly difficult when dealing with multi-temporal, georeferenced
data. Both geographic features and their attributes may be subject to change. For
example, census block boundaries may be redrawn, ethnic categories redefined, and
so forth. However, the resulting difficulties pale in comparison to source data in
which there are no set definitions of what constitutes a feature, how features are
separated from each other, or what the attributes should be that become associated
with a feature.

What one is faced with here is a distinction between structured and unstructured
data. The former is what one almost always encounters in GIS. Unstructured data
present wholly different challenges. Consider the case of thousands of conference
papers that one might have available in text form in a single file (Figure 4.7). There
is no unequivocal separation between different documents nor clear distinction
between content-bearing elements (title, abstract, keywords) and context elements
(authors, affiliations, email addresses). One could look for certain elements (like
end-of-line characters) useful for parsing, but such a procedure will be uniquely
tailored to this particular data set, may suffer from inconsistencies in the data, and
will require extensive modification to be used for differently organized data.

Semi-structured data are an attempt to address many of these problems by organ-
izing data in accordance with a predefined schema. The extensible markup language
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Fig. 4.7 Conference abstract as unstructured text

(XML) is the most prominent solution to this. Figure 4.8 shows an example, in
which a schema specifically designed for conference abstracts is applied to previously
unstructured data. Such data offer many advantages. This XML file is suitable for
human reading and computer parsing alike. From a software engineering point of
view, this type of hierarchical, unequivocal structure is also very supportive of object-
oriented programming and databases.

Spatialization depends on having data in a form that supports computation of
item-to-item relationships in 7#-dimensional space. For structure-based methods, such
as those based on citation links (see Table 4.1) or hypertext links, relationships are
already explicitly contained and only have to be extracted to construct network graphs.
For content-based analysis, the initial segmentation — for example the segmentation

<?xml version="1.0" encoding="is0-8859-1"?>
<CONFERENCE>
<INDIVCONF>
<CONFNAME>AAG 2001</CONFNAME>
<YEAR>2001</YEAR>
<CONFID>0012001</CONFID>
<PLACE>New York</PLACE>
<ABSTRACT>
<ID>001200100001</ID>
<TITLE>Still Dividing, Still Conquering: Conflict Over the Ralco Dam in Southern Chile</TITLE>
<AUTHORINFO>
<AUTHOR>
<AUTHORID>00001</AUTHORID>
<NAME>David Aagesen</NAME>
<ADDRESS>Department of Geography, State University of New York, Geneseo, NY 14454</ADDRESS>
<EMAIL>aagesen@geneseo.edu</EMAIL>
</AUTHOR>
</AUTHORINFO>
<KEYWORDS>
<KEYWORD>chile</KEYWORD>
<KEYWORD>dams</KEYWORD>
<KEYWORD>indigenous geography</KEYWORD>
</KEYWORDS>
<ABSTEXT> The Bio-Bio River was the longest free-flowing river in southern Chile until the Pangue Dam was completed in
Construction of a second dam, the Ralco Dam, is currently underway some ten kilometers upstream from the Pangue
Material presented in this paper is based on fieldwork conducted in 1993 and a follow-up visit in July 2000. The paper
</ABSTEXT>
</ABSTRACT>

Fig. 4.8 Conference abstract in semi-structured form as part of an XML file
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of a photograph or the identification of individual words within a text document —
is followed by significant transformations (see top row in Figure 4.6). For example,
text data may undergo stop word removal and stemming (Porter 1980, Salton 1989),
as illustrated here:

INPUT: The paper includes a brief discussion of alternatives to the Ralco Dam that could
satisfy energy demand in southern Chile without violating indigenous rights to land and
resources

ONPUT: paper includ brief discuss altern ralco dam satisfi energi demand southern chile
violat indigen right land resourc

From this, a high-dimensional vector can then be created for each document, with
dimensions corresponding to specific word stems and values expressing the weight
of a term within a document (Skupin and Buttenfield 1996, Salton 1989, Skupin
2002a).

Dimensionality reduction and spatial layout

The core of any spatialization methodology is the transformation of input data into a
low-dimensional, representational space. In the case of data given as distinct features
with a certain number of attributes one can rightfully refer to the corresponding
techniques as dimensionality reduction. Spatial layout techniques are typically used
when dealing with explicitly linked features, as in the case of citation networks.

Two popular dimensionality reduction techniques are multidimensional scaling
(MDS) and the self-organizing map (SOM) method. MDS first requires the com-
putation of a dissimilarity matrix from input features, based on a carefully chosen
dissimilarity measure. Then, the method attempts to preserve high-dimensional dis-
similarities as distances in a low-dimensional geometric configuration of features
(Kruskal and Wish 1978). The popular Themescapes application (Wise, Thomas,
Pennock, et al. 19935) is based on a variant of MDS (Wise 1999). Within GI Science,
spatialization efforts have utilized MDS to create 2D point geometries for sub-
disciplines of geography (Goodchild and Janelle 1988), newspaper articles (Skupin
and Buttenfield 1996, 1997), and online catalog entries (Fabrikant and Buttenfield
2001).

The SOM method is an artificial neural network technique (Kohonen 1995).
It starts out with a low-dimensional (typically 2D) grid of #-dimensional neuron
vectors. N-dimensional input data are repeatedly presented to these neurons. The
best matching neuron to each observation is found and small adjustments are made
to the vector of that neuron as well as to the vectors of neighboring neurons. Over
time, this leads to a compressed/expanded representation in response to a sparse/
dense distribution of input features. Consequently, major topological relationships
in n-dimensional feature space become preserved in the two-dimensional neuron
grid. One can then map n-dimensional observations onto it (left half of Figure 4.4),
visualize individual neuron vector components (right half of Figure 4.4), or compute
neuron clusters (Figure 4.5). SOMs have, for example, been used to spatialize Usenet
discussion groups, Web pages (Chen, Schuffels, and Orwig 1996), image content
(Zhu, Ramsey, and Chen 2000), conference abstracts (Skupin 2002a, 2004), and even
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Fig. 4.9 Spring model layout and pathfinder network scaling applied to a small citation network
formed by papers in the International Journal of Geographical Information Science

a collection of several million patent abstracts (Kohonen, Kaski, Lagus, et al. 1999).
Spring models are another popular category of dimensionality reduction techniques
(Kamada and Kawai 1989, Skupin and Fabrikant 2003).

Pathfinder network scaling (PFN) is a technique used for network visualization,
with a preservation of the most salient links between input features. It is frequently
applied to citation networks (Chen and Paul 2001). To illustrate this, we computed
a PFN solution from the IJGIS citation data shown earlier. The result is a network
structure consisting of links and nodes. When combined with a geometric layout
of nodes derived from a spring model, the citation network can be visualized in
GIS (Figure 4.9). Circle sizes represent the degree of centrality a paper has in this
network, a measure commonly used in social network analysis (Wasserman and
Faust 1999). Note how the centrality of the Takeyama/Couclelis paper derives from
it being frequently cited (see Table 4.1), while the Wu/Webster paper establishes a
central role because it cites a large number of IJGIS papers.

Among spatial layout techniques, the treemap method has become especially pop-
ular in recent years. It takes a hierarchical tree structure as input and lays portions of
it out in a given two-dimensional display space (Johnson and Shneiderman 1991). In
the process, node attributes can also be visually encoded (Figure 4.10). For example,
when visualizing the directory structure of a hard drive, file size could be encoded as
the area size of rectangles. Another important category are graph layout algorithms,
which attempt to untangle networks of nodes and links in such a manner that cross-
ing lines are avoided as much as possible and network topology is preserved.
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Fig. 410 The tree map method
From Skupin and Fabrikant 2003

Once dimensionality reduction or spatial layout methods have been applied,
further transformations are necessary to execute the visual design of a spatializa-
tion. Depending on the character of the base geometry, these transformations may
include the derivation of feature labels, clustering of features, landscape interpola-
tion, and others (Skupin 2002b, Skupin and Fabrikant 2003). When dealing with 2D
geometry, much of this can be accomplished in commercial off-the-shelf (COTS) GIS.
Many aspects of these transformations remain to be investigated in future research,
for instance how scale changes can be implemented as semantic zoom operations
(Figure 4.11).
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Fig. 4.11 Use of GIS in implementing scale-dependent spatialization of several thousand AAG
conference abstracts. Labeling is based on two different k-means cluster solutions
From Skupin 2004
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Spatialization geometry can also be linked to attributes that were not part of the
input data set. For example, demographic change trajectories (Figures 4.1 and 4.2)
could be linked — via symbolization or selection — to voting behavior or public policy
decisions (Skupin and Hagelman 200S5).

Usability and Cognitive Perspectives

An extensive set of display techniques has been developed for spatialization, and the
impressive array of visual forms documents the productivity of this young academic
field (Chen 1999). However, few researchers have succeeded in providing empir-
ical evidence to support claims that interactive visual representation tools indeed
amplify people’s cognition (Ware 2000). Generally, non-expert viewers do not know
how spatializations are created and are not told, through legends or traditional
map marginalia, how to interpret such aspects of spatialized displays as distance,
regionalization, and scale. Of the few existing experimental evaluations in informa-
tion visualization, most evaluate specific depiction methods or types of software (Chen
and Czerwinski 2000, Chen, Czerwinski, and Macredie 2000). While usability
engineering approaches are good at testing users’ successes in extracting information
from a particular visualization, they do not directly assess the underlying theoretic
assumptions encoded in the displays, the users’ understanding of the semantic map-
ping between data and metaphor, and between metaphor and graphic variables, or
the interaction of graphic variables with perceptual cues.

A fundamental principle in spatialization is the assumption that more similar
entities represented in a display should be placed closer together because users
will interpret closer entities as being more similar (Wise, Thomas, Pennock, et al.
1995, Card, Mackinlay, and Shneiderman 1999). Montello, Fabrikant, Ruocco,
and Middleton (2003) have coined this principle the distance-similarity metaphor.
For example, according to the distance-similarity metaphor, US states depicted in
Figures 4.3 and 4.4 or conference abstracts shown in Figure 4.5 that are more
similar to each other in content are placed closer to one another in the display,
while spatialized items that are less similar in content are placed farther apart. In
essence, this distance-similarity metaphor is the inverse of Tobler’s (1970, p. 236)
first law of geography, because similarity typically determines distance in spatializa-
tions. Thus we have referred to the “first law of cognitive geography” (Montello,
Fabrikant, Ruocco, and Middleton 2003) — people believe that closer features are
more similar than distant features. To the extent that this principle is true, it pro-
vides theoretical justification for the distance-similarity metaphor as a principle of
spatialization design.

In a series of studies relating to point (Fabrikant 2001, Montello, Fabrikant, Ruocco,
and Middleton 2003), network (Fabrikant, Montello, Ruocco, and Middleton 2004),
region (Fabrikant, Montello, and Mark 2006), and surface display spatializations
(Fabrikant 2003) Fabrikant and colleagues have investigated whether the fundamental
assumption that spatialization can be intuitively understood as if they represent
real-world spaces (Wise, Thomas, Pennock, et al. 1995, Card, Mackinlay, and
Shneiderman 1999) is generally true. These studies provide the first empirical evid-
ence of the cognitive adequacy of the distance-similarity metaphor in spatialization.
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In these studies, participants have rated the similarity between documents depicted as
points in spatialized displays. Four types of spatialization displays have been examined:
(1) point displays (e.g., Figures 4.3 and 4.4), (2) network displays linking the points
(e.g. Figures 4.1, 4.2 and 4.9), (3) black-and-white regions containing the points (e.g.
Figure 4.5), and (4) colored regions containing the points (Figure 4.10). In the point
displays, participants based judgments of the relative similarity of two pairs of docu-
ment points primarily on direct (straight-line or “as the crow flies”) metric distances
between points, but concentrations of points in the display led to the emergence of
visual features in the display, such as lines or clusters, that considerably moderated
the operation of the first law of cognitive geography. In the network displays, par-
ticipants based similarity judgments on metric distances along network links, even
though they also had available direct distances across network links and topological
separations (numbers of nodes or links connecting points). In the region displays,
participants based similarity judgments primarily on region membership so that com-
parison documents within a region were judged as more similar than documents
in different regions, even if the latter were closer in direct distance. Coloring the
regions produced thematically-based judgments of similarity that could strengthen or
weaken regional membership effects, depending on whether region hues matched
or not. In addition, Fabrikant and Montello (2004) also gained explicit information
on how similarity judgments directly compare to default distance and direct distance
judgments. There are no differences between people’s estimates of distance under
default (nonspecified) and direct (straight-line) distance instructions for point, net-
work, and region spatializations. Default distance instructions are interpreted
as requests for estimates of direct distance in spatializations. They have also found
that well-known optical effects such as the vertical (Gregory 1987) and space-filling
interval illusion (Thorndyke 1981) affect distance judgments in spatializations and
therefore may affect the operation of the first law of cognitive geography.

Without empirical evidence from fundamental cognitive evaluations the identifica-
tion and establishment of solid theoretical foundations in spatialization will remain
one of the major research challenges (Catarci 2000). A solid theoretical scaffold
is not only necessary for grounding the information visualization field on sound
science, but is also fundamental to deriving valid formalisms for cognitively ade-
quate visualization designs, effective graphical user interface implementations, and
their appropriate usability evaluation (Fabrikant and Skupin 2005).

Where Is Spatialization Going?

Spatialization addresses a need to make sense of the information contained in
ever-growing digital data collections. There is considerable societal demand for the
types of methods discussed in this paper. This includes such obvious applications
as counter-terrorism work or the development of improved Web search engine
interfaces. Telecommunications companies attempt to find patterns in millions of
phone calls through spatialization. Private industry also hopes to use spatialization
to detect emerging technological trends from research literature in order to gain
a competitive advantage. Funding agencies would like to determine which research
grant applications show the most promise. In recent years there have been a growing
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number of events dedicated to the type of research within which spatialization is
prominently featured, organized by the National Academy of Sciences (Shiffrin and
Borner 2004), the National Institutes of Health, the National Security Agency,
and other public and private entities.

This chapter demonstrates that spatialization may be applicable to both geo-
referenced and non-georeferenced phenomena, whenever #-dimensional data need
to be investigated in a holistic, visually engaging form. The involvement of GI
scientists in spatialization activities does not have to be a one-way street in terms
of using spatialization within particular applications. GI Science is also beginning
to help answer fundamental questions with regards to how spatializations are con-
structed and used (Skupin, Fabrikant, and Couclelis 2002). Our understanding of
cognitive underpinnings, usability, and usefulness is still quite incomplete. The com-
putational techniques used for spatialization also need further investigation, especially
when it comes to developing methods for integrated treatment of the tri-space formed
by geographic, temporal, and attribute space. In summary, spatialization is an excit-
ing area in which GI Science is challenged to address important issues of theory
and practice for many different data and applications.
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Chapter 5

Uncertainty in Spatial Databases

Ashley Morris

Uncertainty permeates the fabric of spatial data at every level: in the assimilation and
storage of geospatial features (which may have uncertain or indeterminate boundaries),
in the operations on these features, and in the representation of the results of the
operations.

As a spatial database represents features modeled in the real, infinitely complex
world, it is not able to be completely faithful to the real features being represented.
Uncertainty is often used to describe the differences between what the database
captures of the real world, and that which actually exists (Goodchild 1998).

Terms

There is a special vocabulary attached to spatial databases. Some definitions are
provided below to ensure that the ambiguity in the verbiage is minimized.

An error is simply something that is incorrect. We must know a value to be
incorrect for there to be error in our model. Occasionally, we may note that there
are missing values for attributes of our objects. We can treat these values as either
being in error, or being uncertain. An observed error relates to a single value, whereas
accuracy relates to a set of values.

Accuracy may be broken down into bias and precision. Bias is dependent upon
the underlying data model, and is most often predicted by the mean error between
a set of known (or actual) values and predicted (or stored) values. Precision is also
model-based, but it is often based upon the standard deviation of the error of a set
of values. Accuracy can thus be defined as the sum of the precision and the unbias
(Foody and Atkinson 2002). Positional inaccuracy is typically caused by limited
ability to measure locations on the surface of the earth (Goodchild 1998).

Uncertainty simply means that of which we are not certain; that which is not
known. Uncertainty can be divided into ambiguity and vagueness (Klir and Folger
1988). Ambiguity is the type of uncertainty most often modeled internally by prob-
ability. In probability, we are predicting the chances of an object being a member
of a boolean set. So if we were representing the country of Switzerland as a single
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object in our spatial database, and we had to choose among German, French, Italian,
or Romansh as the value for the attribute language, we would most likely choose
German, as about 64 percent of the population speak German. However, if we went
to a higher level of detail and considered Switzerland as being made up of 23 indi-
vidually modeled cantons, we could represent the predominant language of each
canton, and thus end up with less ambiguity (http://www.switzerlandtourism.ch/).
Most often, probability is used to express ambiguity when dealing with uncertain
data. Vagueness refers to data that does not strictly belong to a crisp set.

Unfortunately, we also have ambiguity in the terms being used to denote some-
thing of interest in a spatial database. The term feature is often used to describe
a single entity, although it may refer to a collection of entities. Entity, on the other
hand, is often ambiguously used, because of the confusion with the term entity in
the entity/relationship method of conceptual database modeling. The same problem
follows the term object, as it is often confused with an object in an object-oriented
spatial database. One particularly confusing point is that an object, in object-
oriented database terminology, may actually be a collection of several objects that
is treated as a single object.

We will use the term feature to describe the representation of a single physical
thing within the spatial database, and entity to denote the physical thing existing
in the real physical world.

Crisp sets, also known as boolean sets or classical sets, consist of unordered collec-
tions of unique objects. All members of the set have full (1.0) membership in the set.
Objects that are not members of the set have no (0.0) membership in the set.

In classical set theory, there are two fundamental laws: the law of the excluded
middle and the law of contradiction. The law of the excluded middle states that every
proposition is either true or false, and the law of contradiction states that an element
x must either be a member of a set or not be a member of a set (Robinson 2003).

Fuzzy sets introduce the concept of partial membership. In a fuzzy set, objects may
have partial membership. For example, a certain soil sample may have 0.49 member-
ship in the set of Loamy Soil, it may have 0.33 membership in Sandy Soil, and it may
have 0.18 membership in Rocky Soil. Note that this violates both the law of the
excluded middle, and the law of contradiction. This will have consequences on
the operations that can be performed upon these sets, but it will allow operations to
be performed on elements that normally would not be considered as set members.

Within a fuzzy set, we may have objects comprising the core (full membership of
1.0 in the set in question) and we may have a boundary (the area beyond which they
have no or negligible membership in the set). A classic example of the core and
boundary problem is determining where a forest begins. Is it determined based on
a hard threshold of trees per hectare? This may be the boundary set by manage-
ment policy but it is likely not to be the natural definition. There are several ways
to manage these uncertain boundaries (Fisher 1996, Cheng, Molenaar, and Lin 2001).
If our spatial database can represent the outlying trees as being partial members of
the forest, then the decision-maker will see these features as being partial members
on the display.

In general, the idea of implementing fuzzy set theory as a way to model uncertainty
in spatial databases has a long history. In the 1970s, fuzzy set theory was proposed
as a technique for geographic analysis (Gale 1972, Leung 1979). However, it is
only recently that this idea has taken hold in the modern Geographic Information
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System (GIS) (see Chapter 14 by Robinson in this volume for a more detailed dis-
cussion of this approach).

What is Stored in Spatial Databases

First, we need to understand what is being stored in a spatial database. It does not
store maps; rather it stores features, objects with an associated geometry. While
a spatial database may store any object with a geometry, it typically stores geo-
referenced or geospatial objects. These objects can have attributes answering the
questions: who, what, where, when, why, and how.

The who refers to the generator of the source material. It may have come from
remotely sensed data, bathymetric sidescan sonar, field GPS surveying, or a down-
loaded shapefile. The who often is important when measuring the quality of the data.
If a source is not reliable, then we may want to consider the data has an additional
degree of vagueness or imprecision.

The what is answered by the attributes of the object, the thematic data. Features
in a spatial database may have many attributes for thematic data, they may have
multiple values for a single attribute of thematic data (like calling the largest mountain
in Alaska both McKinley and Denali), and they might possibly have no thematic
attributes at all, other than their system generated primary key or object identifier.
Obviously, we may have ambiguity associated with the feature as a result of uncer-
tainty in the thematic attributes.

The where is what differentiates spatial data from other kinds of data that may
be stored in a database. The spatial attributes not only tell the size and dimensions
of an object, but also where that object is positioned in space. This is the area
where we will spend most of our effort: looking at the uncertainty that may occur
when trying to determine, store, and represent where an object may be. The spatial
information stored in a spatial database describes the location and shape of the
geographic features in terms of points, lines, and areas.

The when comes from attempting to manage temporal data. Most databases do
not, by default, attempt to manage temporal data. The relational database model
is designed to only store a snapshot of the world being modeled at a single point
in time. It can be extended to represent the evolution of the modeled world over
time better, as can the object-oriented database model. It is slightly easier to model
temporality in an object-oriented model, as we will describe in more detail later.

Modeling why is beyond the scope of most spatial databases, but may come into
play if we are dealing with an advanced GIS that supports modeling and pattern
type queries.

How, as it relates to features, describes the scale of the data. When performing
queries using features of different scale, we may return imprecise results.

Modeling and Storing Features

GIS users are demanding the ability to represent geographic objects with uncertain
boundaries (e.g., Ehlschlaeger and Goodchild 1994, Campari 1996, Goodchild 1998,
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Hunter 1998), thus, in modern GIS, there is a need to more precisely model and
represent the underlying uncertain spatial data (Zhang and Goodchild 2002). Models
have been proposed since 1990 that allow for enriching database models to manage
uncertain spatial data (e.g. George, Buckles, and Petry 1992). A major motivation
for this is that there exist geographic objects with uncertain boundaries, and fuzzy
sets are a natural way to represent this uncertainty (Goodchild and Gopal 1990,
Burrough 1996, Burrough and Couclelis 1996, Couclelis 1996, Petry, Cobb and
Morris 1999). There are two primary ways to model this data: as individual objects,
or as continuous fields. Ideally, we should aim towards a framework that can
support both of these.

Feature-based (atomic) models propose that the world can be modeled by
representing the smallest single atomic feature, and then layers can be composed
of collections of these features. On the other hand, field-based (plenum) models do
not have an intrinsic notion of atom, or boundaries. The crisp concept of feature
is not applicable; rather each pixel may have a value for one or more attributes.
Historically, raster-based GIS have been modeled on the field concept, and vector-
based GIS have used feature-based models.

Rather than modeling geospatial features as continuous fields, with perhaps
partial membership in every class being modeled, or modeling geospatial features
as simple concrete objects, and avoiding the uncertainty altogether, the ideal spatial
database should be able to manage both. Nowhere does the problem of real-world
complexity cause greater problems than when trying to model the many possible
observable abstractions of real-world data.

Relational and object-oriented database management systems
(DBMSs)

A problem comes when we have to apply this real-world data model for storage
in a DBMS. As we want to store features with uncertain boundaries it follows
that a DBMS that supports fuzziness would be a more ideal solution. Buckles and
Petry (1982), for example, show that we can easily extend the relational model
to support fuzziness. So the problem lies not when we wish to store fuzzy items
in a relational DBMS but when we wish to store spatial features in a relational
DBMS.

Historically, most spatial databases have stored features in a relational format. In
the relational database model, all data must be abstracted into two-dimensional tables.
These tables consist of columns of attributes and rows (or tuples) of instances.

There are several problems with the relational database model for storage of
spatial entities. One chief problem is that these tables are defined to be “sets of tuples”
(Codd 1970). A mathematical set is defined to be an unordered collection of objects.
This is not a problem when dealing with zero-dimensional points in space. When
working with two-dimensional polygons or hulls, and even with one-dimensional
lines, this does pose difficulties, as the ordering of the points comprising the boundary
of the object makes a definite difference in how the object may be represented
(cf. Figures 5.1 and 5.2). So, to store spatial features in a relational DBMS we are
violating the basic definition of the relational model by insisting that the spatial
attributes be stored in a particular order.
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4 4

Fig. 5.1 Case in which the points are stored in Fig. 5.2 Case in which the segments between
the database and connected in order from the the points are connected in no particular order
last point back to the first point

There are ways to do this, as most GIS have relational databases as their storage
mechanism. However, this is one of the reasons why several authors have suggested
that the object-oriented data model might be the best available technique to model
spatial data (Goodchild and Gopal 1990, Mackay, Band and Robinson 1991, George,
Buckles, Petry, et al. 1992, Cross and Firat 2000).

Fuzzy spatial OODBMS

Morris (2003) describes a framework that combines a geographic data model with
an object-oriented data model that supports imprecision and uncertainty. In this
framework, we are able to incorporate all of the benefits of the object-oriented para-
digm into our geographic data framework. This framework is more appropriate
for spatial data (Robinson and Sani 1993) as it incorporates fuzziness into both
the storage and representation of the spatial features themselves (Burrough 1996,
Couclelis 1996, Usery 1996, Morris and Petry 1998).

One of the key elements of this framework is that coverages and/or layers can
be stored and represented as a set of spatial objects, or features (Morris, Foster,
and Petry 1999). This set may be either crisp or fuzzy. By being able to represent
a coverage or geographic layer in the object-oriented model as a set we gain the
use of all of the normal set operations. Thus, we can use the notion of a set when
performing spatial queries or operations. Spatial queries on spatial coverages, as per-
formed by a GIS, are typically akin to set operations on those coverages, and behave
as queries on layers or collections (from an OO perspective). Fuzzy queries can also
be supported with this framework.

Another advantage of the object-oriented framework is that, internally to the
database, the points that comprise a feature may be stored in order. As mentioned
before, the relational model does not allow for ordering, as points would be stored
as a set, which by definition is unordered. In the OO world, we can store these
points using any of the collection types supported by the OODBMS (Cattell and
Barry 2000). Since we have these collection types, it is trivial to store the points in
a polygon in a particular order, and it is trivial for the rendering engine to connect
these points. So there is much less overhead (and conflict with the model) in the
OODB model for spatial objects than in the relational database model.
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The Open GIS Consortium (OGC; http://www.opengis.org), while not explicitly
specifying an OODB format for spatial data, provides a connectivity layer within an
object-oriented framework. This will allow users to share existing data sets, regard-
less of format. The framework of the OGC model is very abstract in its modeling.
That is, it makes many demands upon the implementer to manage things such as
multiple and partial inheritance.

Multiple inheritance may also introduce uncertainty into object behavior. There
may be a conflict in methods when an object inherits from two or more classes.
In the fuzzy world, there are a few different ways to manage this. Since an object
has a degree of membership in a class, it is possible to simply let the class with
the higher membership “win,” and the inheritance will be dependent upon the
membership value of the direct parent class. In practice, GIS modelers usually take
a very hands on approach to the implementation of a particular application, and
they will intervene and decide which parent class would be more dominant (Morris
2003).

The OGC framework allows for multiple representations of the same spatial object.
First, a feature may be stored in the database as a single object, with several rep-
resentations of its spatial characteristics. This would allow, for example, the query
mechanism to pick the single most appropriate spatial representation of the ones
stored for an object. For example, we may have three representations of a feature:
one a raster representation at 1:10,000, one a vector representation at 1:24,000,
and the third a raster representation at 1:5,000. If we were performing an overlay
query with a layer that consisted of vector objects at 1:15,000, our query mechan-
ism would probably choose the 1:24,000 vector representation to use in the query.
The GIS modeler could, of course, a priori determine which representation would
be the preferred one. The desired representation could also be derived based upon
previous user selection (Robinson 2000).

When performing queries on an object-oriented spatial database, we can gener-
alize all collections to the set (Morris, Foster, and Petry 1999). This gives us many
advantages. First, since a spatial coverage is by definition a (fuzzy) set (Morris and
Petry 1998), when a spatial operation is performed on a collection the order of pro-
cessing of the elements in the collection is irrelevant, as spatial queries and spatial
operations are associative. While the order of processing individual elements of a
set may have a drastic effect on performance, it will not affect the final result. Another
advantage is that this generalization means we can use any set operation on any
spatial data collection, including coverages and layers.

Classes, layers, and membership

The framework described in Morris and Jankowski (2000) and Morris (2003)
examines how object collections can be combined in a spatial database so that typ-
ical GIS notions and queries are supported and maintained. In practice, the layers
used by the GIS often, but not always, correspond to the classes in the underlying
object database. This is because the layers are usually organized to represent a theme.
Although layers often roughly correspond to classes in an OO model, they are by
no means constrained to do so.
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To formulate the membership of an object o;in a class, we must consider the
relevance and ranges of the attribute values of the object. With this in mind,
the membership of object o; in class C with attributes Azzr (C) is defined as:

1C(o) = g[f(RLV(a,,C), INC(rng.(a)/oa;)))]

where RLV(a,C) indicates the relevance of the attribute a; to the concept C,
INC (rng.a;)/o(a;)) denotes the degree of inclusion of the attribute values of o;
in the formal range of g, in class C, f represents the function of aggregation over
the # attributes in the class, and g reflects the nature of the semantic link existing
between an object and a class (or between a subclass and its superclass). The value
of (RLV(a;,C) may be supplied by the user, or may be calculated by the system,
for example, using the weighting method described in (Robinson 2000).

Degree of membership

Using our mountain example, here are some class definitions from our schema:

CLASS: Mountain
PROPERTIES: elevation
avg_snowfall
avg_alpine_temp
name
location (feature_attribute)
scale (feature_attribute)
END;
CLASS: Skiable_mountain
INHERIT: Mountain
PROPERTIES: trails -> (count(Trails)

where mtn = mountain.name)
lifts -> (count (Lifts)
where mtn = mountain.name

and operational_flag=TRUE)
snowmaking capacity
longest_run -> (max(Trails.length)
where mtn = mountain.name)

vertical

END;

CLASS: Trail

PROPERTIES: name
location (feature_attribute)
difficulty
length

END;

For the Skiable_mountain class (abbreviated SM), let us assume the following
typical attribute ranges:



UNCERTAINTY IN SPATIAL DATABASES 87

Skiable_mountain attributes:

rng,,(elevation) = {medium_short, average, medium_tall}
rng,,(avg_snowfall)= {>4 meters}
rng,,(avg_alpine_temp)= {slightly above_freezing,

freezing, slightly below_freezing,
below_freezing}

rng,, (name) = {X}

rng,,(location) = {Y}

rngg, (trails) = {a_few, many, a_lot}

rng,, (lifts) = {a_few, many, a_lot}

rng,, (snowmaking_capacity)= {none, limited, moderate, extensive}

rng,, (longest_run) = {fairly short, average, fairly_ long,
long, very_long}

rngg,(vertical) = {>500m}

Note that name, location, and scale are not used in determining class membership.

Calculating membership

Now we can compute the membership of an object in the Skiable_mountain class.
First, assume the following relevance rules for membership:

RLV (elevation, SM) = 0.25
RLV (avg_snowfall, SM) = 0.75
RLV (avg_alpine_temp, SM) = 0.75
RLV(lifts, SM) = 0.9
RLV (trails, SM) = 0.85
RLV (snowmaking_ capacity, SM) = 0.95
RLV (longest_run, SM) = 0.8
RLV (vertical, SM) = 0.5

Note that the relevance of lifts and snowmaking capacity are extremely high. If a
mountain has snow and has at least one ski lift, the chances are it meets the criteria
for a skiable mountain.

Here is an example with Blackcomb mountain in Whistler, Canada:

o(elevation)
o(avg_snowfall)
o(name) Blackcomb}
o(avg_alpine_temp) -10C (below_freezing)

( = {2284m (average)}
( = {
( ={
( ={
o(location) = (L}
( = {
( = {
( = {
( ={
( ={

9.14m)}

o(trails) >100 (a_lot)}

o(lifts) 17 (a_lot)}
o(snowmaking_capacity) = {215 hectares (extensive)}
o(longest_run) 11km (very_long)}
o(vertical) 1609m}

Given these values, and using the max function for g, we compute the following
membership value for Blackcomb in the class Skiable_mountain:
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uClo) = gl{(RLV(a;,C), INC(rng(a;)loa,))] =

Usy (Blackcomb) = g[f(RLV(a,, Skiable_mountains),
INC (rng.a;)/Blackcomb(a;)))] =

Usy (Blackcomb) = max(0.25 * elevation, 0.75 * avg_snowfall, 0.75 *
avg_alpine_temp, 0.9 * lifts, 0.85 * trails, 0.95 *
snowmaking_capacity, 0.8 * longest_run, 0.5 * vertical) =

Usy (Blackcomb) = max(0.25%1.0, 0.75*1.0, 0.75%1.0, 0.9*1.0, 0.85%1.0, 0.95%1.0,
0.8%1.0, 0.5%1.0)

= Ugy (Blackcomb) = max(0.25, 0.75, 0.75, 0.9, 0.85, 0.95, 0.8, 0.5) = 0.95

Thus one can see that Blackcomb has an extremely high degree of membership (0.95)
in the class of skiable mountains, which one would expect.

Modeling within Couclelis’s Taxonomy of Object
Boundary Uncertainty

As a basic approach for managing uncertainty in spatial databases, we will look
at Helen Couclelis’s taxonomy of features with ill-defined boundaries (Couclelis
1996), and for each dimensional attribute, we will provide ways for which it may
be modeled and stored in a spatial database.

Dimension 1: the empirical nature of the entity

This attempts to distinguish what the nature of the entity is, and whether it lends
itself to being well or poorly bounded.

Atomic or plenum Here, we are simply determining if we will store spatial entities
as distinct atomic features, or as a plenum field. If the objects are atomic, their spatial
content can be stored as a spatial attribute of the object. If we are managing fields,
then we have to parse the region into some form of grid, and each pixel must have
a membership value [0.0, 1.0] in all types of features (classes in the OO sense) being
stored.

Homogeneous or inhomogeneous This is managed by providing fuzzy member-
ship values for the class. If we are dealing solely with homogeneous features, then
we simply have membership values of 1.0 or 0.0; inhomogeneous features have a
membership value somewhere between these points.

Discontinuous or continuous The management here is somewhat dependent upon
whether the features are atomic or plenum. If plenum, then membership values
are assigned at the pixel level, and the resulting presentation to the user should
be evidence of continuity. If atomic, by providing for multiple alpha cuts in the
spatial representation of an object, continuity can be stored and represented in a
intuitive way.

Connected or distributed This can be managed via the object membership value
in the connected class or collection.
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Solid or fluid Modeling fluid objects is extremely difficult. The best approaches to
date are ones that define core and boundary for the limits of the fluid geometry,
or an approach that defines multiple boundaries through temporal modeling.

Two or three-dimensional Three-dimensional objects may be modeled as easily as
two-dimensional objects using the fuzzy spatial object framework. When managing
difficult cases (the canopy levels of trees), fuzzy boundaries may be used.

Actual or non-actual Most object-oriented spatial databases support the concept
of versioning, where an object may have different numbers of attributes, relation-
ships, and methods, as well as different values for the attributes, at different points
in time. Versioning is a nice way to model non-actual objects.

Permanent or variable; fixed or moving All of these object types may be modeled
using versioning.

Conventional or self-defining The notion of membership can be used to model
this as well.

Dimension 2: The mode of observation

Objects may appear to be well or ill bounded, despite their actual nature. Typically,
our mode of observation is more important in determining whether the objects should
be modeled as well or poorly bounded.

Scale, Resolution, and Perspective Ideally, we want to store features at the finest
level of granularity possible. It will then be the responsibility of the representation
tools to either display the finest detail, or the smallest features, so that collections
appear to be atomic. In addition, it will be up to the representation tools to manage
the viewshed and perspective.

Time If modeled at all, this may be done by versioning, or another accepted way
to model temporality.

Error As mentioned previously, this must be generalized to uncertainty and modeled
via fuzziness.

Theory Although fuzzy spatial object databases may model atomic or plenum objects,
they must still have some concept of boundary, even though the objects may have
no core, holes, or an endless boundary. Storing objects using a geostatistical approach
will require the representation tools to display the concept of implied or unimplied
boundary.

Dimension 3: The user purpose

Often, even though we may know whether or not a feature has a crisp or uncertain
boundary, and even though our mode of observation may lend itself to well-defined
or ill-defined boundaries, it is immaterial to how we use the system.

It is our opinion that the user purpose should be more clearly defined by the GIS
modeler, and thus it is up to the representation software to display features as well,
bounded or not.
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Queries on Spatial Databases

Regardless of the mechanism used to store features in a spatial database, the queries
posed against that data may involve uncertainty to varying degrees (see Chapter 6
of this volume by Brown and Heuvelink for a more detailed treatment of this topic).

Let us consider the query “Display all skiable mountains within 10 km of an
airport.” There are three terms or phrases in this query that may lead to uncertainty
or imprecision: skiable mountains, airport, and within 10 kilometers. First, the
thematic layer, which contains skiable mountains, may consist solely of crisp data.
However, if one is an Olympic athlete, then the definition of skiable will differ from
the norm. Second, the concept of “airport” may be uncertain as well. One may be
looking for a dirt strip, where a tiny two-passenger plane could land, as opposed to
a multi-runway tarmac designed for commercial jetliners. A third way uncertainty
may exist within this query would be the fuzziness in the semantics. In a crisply
modeled world, if one is 10.001 kilometers from an airport, then that airport would
not satisfy the query. Even though one may ask for skiable mountains within 10 km
of an airport, one may wish to know all skiable mountains within walking distance,
driving distance, or some other distance depending upon the circumstances. It would
be simple for the GIS to display circles around the airports with 10 km radii, but the
person posing the query may want to know the mountains within 10 km by road,
which is a very different query indeed. What people say is not necessarily what they
mean. Ideally, a query system should be robust enough to give the decision-makers
more information to help them in their process.

A more classic example of a fuzzy query would be to actually include one or more
fuzzy terms. An example of this would be: “Display all skiable mountains near an
airport.” This query contains the term “near,” which could return a solution set
with a degree of membership of 1 for every mountain less than nine kilometers from
an airport, and a degree of membership of 0 for every mountain more than 20 km
from an airport. Every mountain between nine and 20 km from an airport would
have a variable degree of membership.

There are GIS products, namely IDRISI (Jiang and Eastman 2000) that support
fuzzy operations on data. Unfortunately, IDRISI does not consider how to store
objects with ill-defined boundaries. If we simply allow for fuzziness in the algorithms
but not the underlying spatial database (Morris, Petry, and Cobb 1998, Morris,
Foster, and Petry 1999), the representation may provide for alterations in visualiza-
tion quanta, but it will still be represented as discrete data sets.

Representing Query Results

Now that we have stored the uncertain features in our database, how can we rep-
resent this uncertainty to the user? Many ways have been proposed. Ehlschlaeger
and Goodchild (1997) propose that we can represent positional uncertainty by either
blurring features, or making them shake in an animation. Morris (2003) proposed
progressive shading, either using a continuous gradient or by using crisp boundaries
of fuzzy alpha-cuts. There have been experiments with active interfaces (Morris and
Jankowski 2000) and even with sound (Goodchild 1998).
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The problem with any method of representing uncertainty is that it is typically
counter-intuitive to the user. The user expects the actual physical road to follow
the map he or she is holding of the road. The user may even expect there to be
crisp red lines denoting state boundaries and the desert to be beige, because that
is the color the map shows it to be.

Whenever we want to introduce this uncertainty to the user, to let that user know
that this boundary is not necessarily completely precise, then we need to do this in
such a way that the user understands that this is not necessarily a crisp measure-
ment. The trials of Morris and Jankowski (2000) allowed the user to choose, or
even toggle modes from crisp, to uncertain with crisp alpha-cuts, to uncertain with
continuous alpha-cuts. These results were much better received than the static pre-
sentation, although this did require some education of the users.

Obviously, while this will give added flexibility to the user and modeler, it will
also allow the manipulation and distortion of data. For a few details on this, refer
to Mark Monmonier’s (1996) book entitled How to Lie with Maps.

CONCLUSIONS

It is evident to the reader that we feel that the only proper way that uncertainty can
be modeled in spatial databases is through the use of fuzzy object-oriented databases.
They can provide membership functions to aid in the storage and representation
of objects with uncertain boundaries, and they inherit all of the advantages of the
object-oriented paradigm. By abstracting to the feature, we are able to store and
represent both vector- and raster-based objects. By using multiple alpha-cuts, we
are providing an extensible system that may support objects with either crisp or
ill-defined boundaries at any level of desired detail.

As users are becoming more sophisticated, the storage, manipulation, and rep-
resentation of objects with uncertain boundaries is going to become increasingly
important, and the fuzzy spatial object framework is available to support it.
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Chapter 6

On the Identification of Uncertainties
in Spatial Data and Their
Quantification with Probability
Distribution Functions

James D. Brown and Gerald B. M. Heuvelink

Central to understanding and managing social and environmental systems is the
need to consider spatial patterns and processes. Spatial data are routinely used to
describe, predict, and explain a diverse range of geographical features, including
soils, population density, water availability, the spread of disease, and ecological
diversity (Fotheringham, Charlton, and Brusden 2000). They are also used routinely
in Geographical Information Systems (GIS) to manage social and environmental
features (Burrough and McDonnell 1998).

Spatial data are rarely certain or “error free.” Rather, in abstracting and sim-
plifying “real” patterns and processes, spatial data contain inherent errors that
are insignificant at some spatial scales and for some applications but significant for
others (see Chapter 5 by Morris in this volume). Often, decisions are based upon
multiple types and sources of data where approximation errors will combine and
propagate through spatial models, such as GIS operations (Heuvelink 1998). This
may lead to poor decisions about the exploitation and management of social and
environmental systems (Harremoés, Gee, MacGarvin, et al. 2002). Understanding
the limits and limitations of spatial data is, therefore, essential both for managing
social and environmental systems effectively and for encouraging the responsible
use of spatial data where knowledge is limited and priorities are varied (Hunter
and Lowell 2002, Mowrer and Congalton 2002, Couclelis 2003, Foody and
Atkinson 2003).

While it is generally accepted that spatial data are rarely (if ever) “error free,”
these errors may be difficult to quantify in practice. Indeed, the quantification of
error (defined here as a “departure from reality”) implies that the “true” nature
of the environment or society is known. Yet absolute accuracy is neither achievable
nor desirable in scientific research because resources are always limited and must
be used efficiently. Rather, in the absence of such confidence, we are uncertain about
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the “true” character of the environment and about the errors in our representa-
tions of it. However, it may be possible to constrain these errors with a stochastic
model of reality (Ripley 1981), and to explore the impacts of uncertainty on decision-
making through an uncertainty propagation analysis (Heuvelink 1998). The former
corresponds to an assessment of data quality where uncertainties are described (for
example, numerically), while the latter corresponds to an analysis of “fitness for use”
(Veregin 1999, De Bruin and Bregt 2001) where the impacts of uncertainty are
explored in the context of a specific application.

This chapter focuses on the identification of uncertainties in spatial data (that
is, the assessment of spatial data quality), including the uncertainties associated
with attribute and positional information. Particular emphasis is placed upon the
quantification of uncertainties in spatial attributes with probability distribution
functions (pdfs). It does not describe the techniques for propagating uncertainties
through GIS operations, for which reviews can be found elsewhere (for instance,
Heuvelink 1999). The discussion is separated into four sections, namely: (1) an over-
view of data quality and measures of data quality; (2) the sources of uncertainty in
spatial data; (3) the development of uncertainty models for attribute and positional
information; and (4) a discussion of some major research challenges for improving
the reliability and accessibility of data quality models. In terms of the latter, it is
argued that forward planning of data quality targets, including uncertainty analyses
as well as conventional quality control (error reduction) procedures, will become
increasingly important in the future.

Developing Measures of Spatial Data Quality

Uncertainties about spatial data may refer to a lack of confidence about the quality
of a data set, or about its utility for a particular application (its “fitness for use”).
Uncertainty is an expression of confidence about what we know, both as individuals
and communities of scientists, and is, therefore, subjective (Brown 2004). Probability
models are a common approach to describing uncertainties in spatial data. Different
people can reach different conclusions about how probable something is based on
their own personal experiences and world-view, as well as the amount and quality
of information available to them (Cooke 1991, Heuvelink and Bierkens 1992,
Fisher, Comber, and Wadsworth 2002). Indeed, it is widely accepted that stable or
“objective” probabilities cannot be achieved when studying complex, variable, and
poorly sampled environmental systems, as evidenced by the widespread application
of Bayes’ theorem to problems of scientific uncertainty in recent years (Beven and
Freer 2001, Greenland 2001).

While data quality is subjective, the standards used to assess and report uncer-
tainty may be precisely defined (USBB 1947, FGDC 1998, Burkholder 2002). These
standards may refer to the statistical accuracy and precision of data, their numerical
precision, lineage, logical consistency, currency, and “completeness,” among others
(Chrisman 1991, Guptill and Morrison 19935). In contrast, the utility or fitness for
use of data cannot be reported with fixed standards, because fitness for use is case-
dependent. For example, an average error of 21 m in a Digital Elevation Model
(DEM) will be more important for predicting coastal flooding in flat terrain than



96 JAMES D. BROWN AND GERALD B. M. HEUVELINK

for planning an optimal route through mountainous terrain. In principle, there-
fore, the fitness for use of a data set is conceptually different from its empirical
quality. In practice, however, the distinction between data quality and utility may
be blurred, both conceptually and operationally. First, if estimates of uncertainty
are sensitive to the experiences and judgments of people, the empirical quality of
a data set will be partly embedded in the specific applications that led to those
experiences. Second, estimates of fitness for use may be relevant for particular
classes of application, such as “coastal flood modeling,” if not individual applica-
tions, such as flooding on the east coast of England. Consequently, they might be
stored in spatial databases alongside estimates of empirical quality. In this con-
text, databases might be adapted to allow sampling of larger data sets in order to
provide some insight into the fitness for use of data before they are applied in detail
(De Bruin and Bregt 2001).

If our definitions of geographic entities, such as “buildings,” “electoral wards,”
and “rivers” are widely accepted (that is, “objective”), uncertainties in data may be
reduced to expressions of empirical quality or some proxy for empirical quality, such
as trust in the source of information or the methods used to obtain it. In contrast,
when our definitions of geographic entities are unclear, or our understandings of
reality are varied, assessments on the value of spatial data cannot refer to measures
of empirical quality alone. Rather, the failure to distinguish between empirical qual-
ity and quality of concepts (for example, clarity of entities) will lead to conflicting
observations about what is “real,” where geographic variability is wrongly inter-
preted as observational error (Richards, Brooks, Clifford, Harris, and Lane 1997).
These conceptual uncertainties cannot be integrated fully with measures of empir-
ical quality because our constructs of reality may be valued by their adequacy for
a particular application rather than any inherent “truth” value. For example, polit-
ical boundaries may be derived from concepts of “nation states” that only apply
during peacetime, and the distinction between a “mountain” and its surroundings
may be useful in some situations but not in others.

Finally, states of information on data quality should be reflected in the modes of
analyzing and communicating uncertainty, as well as the magnitude of uncertainty
itself. For example, pdfs imply that all outcomes of an uncertain event are known
and that each of their associated probabilities is quantifiable. If probabilities cannot
be defined numerically, an arbitrary pdf will imply a spurious notion of precision
about data quality. When the parameters of a pdf cannot be estimated reliably,
a spectrum of less precise measures is available for describing uncertainty (Ayyub
2001). These include bounds (for example, binary classifications as certain/unknown)
through rough sets or ternary classification (possible/doubtful/unknown), multiple
outcomes ranked in order of likelihood, continuous classifications (that is, proportional
membership of a “knowledge vector”), “histograms” where outcomes are coarsely
graded in numerical frequency, or detailed qualitative information (for example,
the pedigree matrices of Funtowicz and Ravetz 1990). Alternatively, scenarios may
be preferred if some or all possible outcomes of an uncertain event are known but
their individual probabilities cannot be estimated reliably, either in numbers or in
narrative (von Reibnitz 1988). The remainder of this chapter focuses on quantitative
estimates of probability, as pdfs are the most common measure of uncertainty in
spatial data.

» <
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What are the Key Sources of Uncertainty in Spatial Data?

Sources of uncertainty in spatial data

Social and environmental data are collected within discrete space-time boundaries
and are sampled at discrete intervals of space and time within these boundaries. The
objects of interest might include people, rivers, houses, mountains, lakes or forests,
and their attributes might include “economic wealth,” “terrain,” “pH,” “voting
intentions,” “ecological diversity,” or any other geographic entity derived from a
classification of reality. The boundaries may be defined by transitions in physical
properties, such as mass, energy, and momentum, or in metaphysical properties
(so-called fiat objects), such as political borders, or by a combination of the two.
Within these boundaries, individual samples record the aggregate properties of one
or many social or physical variables. The samples are collected with instruments
that display finite sensitivities to the properties of interest and may not sample
these properties directly, but rather infer them from known relationships with other,
more easily measurable, properties. Following measurement, the patterns and pro-
cesses inferred from a sample are implicitly historical. These inferences will often
involve predictions about values at unmeasured points (for example, that a measure-
ment is valid beyond the instant it is captured), for which uncertainties are no longer
bounded by an observation of the system but rely upon interpolation or extrapola-
tion in space or time. Finally, multiple sources of error and uncertainty are introduced
during the registration and transformation of spatial data into digital products that
can be used in GIS, including feature extraction and digitization, filtering, vector-
to-raster conversion and line simplification.

In practice, these sources of uncertainty are too numerous, and their interactions
too complex, to consider in a formal uncertainty analysis (a source of ignorance),
and many do not contribute to the quantifiable probability that a value is “correct.”
Thus, expert judgments are always required to make an assessment of data quality
in general, as well as their suitability for making specific decisions (fitness for use).
Notwithstanding conceptual uncertainties, a discussion of the major sources of uncer-
tainty in spatial data can usefully be separated into: (1) measurement, sampling, and
interpolation; (2) classification (aggregation or dissaggregation of attribute values);
and (3) scale and changes between scale (aggregation or dissaggregation in space
or time).

>

Measurement, sampling, and interpolation

Spatial data are often derived from measurements in the field, which introduces
measurement uncertainty. Measurement uncertainty originates from a lack of con-
fidence about a local realization of the measured variable. It may originate from
imperfect knowledge about the accuracy of an instrument, its ability to reconstruct
the variable of interest (for example, river discharge from stage measurements),
or the control volume for which it is representative (for instance, quantization of
light by a remote sensing instrument). While social and environmental parameters
vary more or less continuously through space and time, measurements almost
always occupy a limited number of space-time points. When exhaustive inputs are
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required but only partial observations are available they must be interpolated, which
leads to interpolation uncertainty (Goovaerts 1997). Uncertainties in sampling and
interpolation originate from a lack of confidence about a distributed realization of
the measured variable. Interpolation uncertainty depends on the sample density, the
magnitude and nature of spatial (and temporal) variation in the sampled attribute,
and the interpolation algorithm employed. Measurement uncertainties can be estim-
ated through comparisons with more accurate data, laboratory testing of measurement
instruments, or repeat measurement with the same instrument. While the former
provides an indication of accuracy or “bias,” the latter two approaches only indicate
precision.

In order to interpolate spatial data and to assess the uncertainties associated
with spatial interpolation some assumptions must be made about the behavior of
the measured variables at unmeasured locations. A common approach to sampling
spatial “fields,” such as soil type or land use, involves separating the field site into
homogeneous units, sampling these units and calculating a within-unit sample mean
and variance (uncertainty). In practice, however, it may not be possible to separate
a spatial domain into homogeneous units, but to assume instead that environmental
conditions vary continuously in space and time. Geostatistics can be used to inter-
polate continuous data from partial measurements and to estimate the uncertainties
associated with spatial interpolation (Goovaerts 1997).

Classification

Classification leads to uncertainty when our observations of reality cannot be assigned
to discrete classes, either because the classes are poorly defined, there are too few
classes to capture all of the information available, or there is insufficient information
to classify some values (Foody 2002, Stehman and Czaplewski 2003). If the un-
certainties associated with classifying entities are to be explored effectively, the
entities revealed through classification must be clearly defined and hence “real” rather
than “effective” quantities (see below). However, they do not need to be distinct in
character, or precisely defined, because many aspects of reality are indistinct, depend-
ing upon the space-time scales at which they are observed (Foody 1999). If reality is
arbitrarily diffuse, precise definitions may be unhelpful, but definitions of geographic
entities can also be insufficiently precise. Hence, the quality of a classification is
not implicit in its precision but in its clarity of meaning, as well as its information
content (class “everything” has perfect accuracy) and empirical accuracy (all values
assigned to the correct classes). In this context, too normative an emphasis on the
statistical agreement between remote sensing data and field observations, or on
the variance resulting from a geostatistical interpolation, may direct attention away
from the epistemic value of the classes themselves. Regardless of the precision with
which entities are defined, the scope for confusion about the meaning of geographic
entities should be made clear otherwise estimates of uncertainty will be misleading.

Scale and changes between scale

An important consequence of the need for “closure” in geographic research (Lane
2001) is that data and models provide inherently discrete representations of
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continuous patterns and processes. In particular, they rely upon the specification of
dominant patterns and process controls and their discretization over limited areas and
with finite control volumes. The need to represent social or environmental systems
at one or a combination of scales may lead to uncertainty, because the dominant
patterns and processes are not known at all scales or cannot be incorporated practic-
ally in models, and the control volumes used to represent them may be fixed at other
scales (Hennings 2002).

When spatial data are defined with a different “support” from that required for
a given application, these data must be aggregated or disaggregated to an appro-
priate support (Heuvelink and Pebesma 1999, Bierkens, et al. 2000). Aggregation or
disaggregation of data is commonly referred to as the “change of support problem”
(Journel and Huijbregts 1978), the “modifiable areal unit problem” (Cressie 1993)
or the “scale problem” (Burt and Barber 1996). In aggregating spatial data it is
assumed that the geometry of the control volume can be rescaled without deforming
the original data (that is, perfect tessellation) otherwise a “positional” or geometric
uncertainty is introduced (Veregin 2000). If the input data are uncertain, these un-
certainties will propagate through the rescaling model to the model output, that
is, the rescaled quantity.

In practice, space-time aggregation should lead to a reduction in uncertainty and
to an increase in spatial autocorrelation, because much of the variability at finer
scales is lost and, thus, disappears as a source of uncertainty and spatial divergence
(Cressie 1993). Disaggregation of spatial data necessarily leads to uncertainty
about the precise value of a given variable at a specific location, because its value
is only partially constrained by available information. Specifically, it is constrained
by the attribute value at an aggregated level (for example, the block support).
Assessments of uncertainty in disaggregated data may be highly subjective, because
the spatial variation of the attribute is rarely known at the disaggregated level. In
contrast to aggregation, space-time dissaggregation will lead to an increase in uncer-
tainty and a reduction in spatial autocorrelation because the attribute variability is
increased at finer scales.

Quantifying Attribute and Positional Uncertainties

Uncertainties about spatial data quality may refer to the space-time domain of
a geographic entity, including its absolute and relative position and geometry
(positional uncertainty), or to an attribute of that entity (attribute uncertainty).
While assessments of uncertainty in spatial data have traditionally focused on
attribute uncertainties (Journel and Huijbregts 1978, Goovaerts 1997; see the
following section “Attributes and uncertainties”), studies of positional uncertainty
have become increasingly common in recent years (and, following it, the section
entitled “Positional uncertainties of geographic objects”). These include studies of
positional uncertainties in vector data (Stanislawski, Dewitt, and Shrestha 1996,
Kiiveri 1997, Leung and Yan 1998, Shi 1998) and combinations of positional and
attribute uncertainties in raster data (Arbia, Griffith, and Haining 1998). For geo-
graphic “objects,” such as trees, uncertainties in attribute information (for example,
tree species) may be separated from uncertainties in positional information (for



100 JAMES D. BROWN AND GERALD B. M. HEUVELINK

instance, tree location). In contrast, for geographic fields, such as terrain elevation
or land cover, attribute uncertainties interact with positional uncertainties where
positional uncertainties may increase attribute uncertainties (Gabrosek and Cressie
2002).

Attribute uncertainties

Uncertainties about the precise value of an attribute at a particular point in space
and time may be quantified with a marginal pdf (mpdf) for that attribute. For a
continuous numerical attribute Z, such as “tree height,” “rainfall,” or “annual
income,” the mpdf is described with the continuous function:

F(z) = Prob(Z < 2) —o0 < 7 < 00 (6.1)

For a discrete numerical attribute, such as population size, or a categorical attri-
bute, such as land cover, the mpdf is described with a discrete function for that
attribute (C):

P(c) = Prob(C = ¢) ceS (6.2)

where S represents the set of all possible outcomes for C (e.g. S={urban, arable,
forest, water, ...} for land cover). For pragmatic or theoretical reasons, F and
P might be described with an idealized shape function and a parameter set whose
values modify that shape for a particular data set. For continuous functions,
the mpdf may follow a “Gaussian,” “uniform,” “exponential,” “lognormal,” or
“gamma” distribution, and for discrete functions it may follow a “uniform,”
“binomial,” or “Poisson” distribution (among others). The shape function and para-
meter set may be derived from expert judgment, or fitted to a sample of differences
between more and less accurate data, or modeled from sample data (for example,
Kriging). In other cases, Z or C cannot be modeled with an idealized shape func-
tion (for example, if the fitting criteria are not met). Here the mpdf may be described
with an arbitrary “non-parametric” shape providing it satisfies the basic axioms of
probability theory.

Uncertainties about the precise value of two or more attributes occupying the
same space-time point may be quantified with a joint pdf (jpdf). For example,
the number of road traffic accidents at a motorway junction may depend on the
volume of traffic passing through that junction. In this case, they must be described
with a jpdf because one variable is “statistically dependent” on the other variable.
While numerous shape functions are available for the mpdfs in Equations (6.1) and
(6.2), few simple models are available for the statistically-dependent jpdf. For con-
tinuous numerical variables, a common assumption is that the variables follow a
joint Gaussian distribution, which may be justified by the Central Limit Theorem.
Furthermore, the multi-Gaussian distribution is mathematically simple and requires
only a vector of means and a covariance matrix for complete specification.

Statistical dependence may also occur in space and time, both within and between
variables, for which a jpdf must also be defined. Spatial dependence is common in

» <«
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“field” attributes, such as elevation, rainfall, and land cover, but may also occur
in the attributes of spatial “objects,” such as tree heights. In modeling the spatial
dependence of geographic fields, a common assumption is that the attribute values
follow a joint Gaussian distribution and that the correlations or covariances between
pairs of locations depend only on their separation distance (Journel and Huijbregts
1978, Goovaerts 1997). Given these assumptions, Webster and Oliver (1992)
found that the jpdf for geographic fields can be estimated with approximately 80—
200 observations. These assumptions may be relaxed if additional observations or
auxiliary data are available to improve the model.

For a discrete numerical or categorical variable it is less straightforward to model
the statistical dependencies between attribute values at different locations. For exam-
ple, m" probabilities must be specified for a categorical variable with m possible
outcomes at n locations (for m = 8 and n = 6 this yields more than 250,000 prob-
abilities). In practice, there are few idealized shape functions to model these
probabilities and few generally applicable methods for reducing the complexity of
the discrete jpdf.

In assessing the accuracy of a discrete numerical or categorical variable, an error
or “confusion” matrix may be constructed from a sample of more accurate data
and assumed valid for a wider population. This approach originates from the
classification of land cover with remote sensing imagery (Stehman and Czaplewski
2003, Steele, Patterson, and Redmond 2003). The confusion matrix stores the errors
of omission and commission in a contingency table format (Story and Congalton
1986), which allows specific accuracy statistics to be derived for a particular applica-
tion. Since the confusion matrix is ideally derived from a probabilistic survey design,
where each space point has an equal chance of being sampled, it can be used
to determine the classification uncertainty of individual points. However, spatial
dependence between uncertainties is not included in the confusion matrix, yet
spatial dependence may profoundly affect the propagation of uncertainties through
GIS operations (Heuvelink 1998).

One approach to modeling statistical dependence in discrete numerical and
categorical variables is indicator geostatistics (Goovaerts 1997, Finke, Wladis,
Kros, Pebesma, and Reinds 1999, Kyriakidis and Dungan 2001). For example, Finke,
Wiladis, Kros, Pebesma, and Reinds. (1999) used indicator variograms and cross-
variograms to quantify uncertainty in categorical soil maps and land cover maps,
and used indicator simulation to generate spatially correlated realizations of these
maps for use in an uncertainty propagation analysis. However, indicator geostatistics
is inexact (Cressie 1993), and requires a large number of indicator (cross-)variograms
to be sampled and modeled, which may be impossible in practice. Other tech-
niques for estimating the jpdf of geographic fields, such as land cover or bird counts,
include conditional probability networks (Kiiveri and Cacetta 1998), Bayesian
Maximum Entropy (Christakos 2000) and Markov Random Fields (Norberg,
Rosén, Baran, and Baran 2002). The attributes of spatial objects, such as tree
heights, may be treated as “marked point processes” (Diggle 2003, Diggle, Ribeiro,
and Christensen 2003, Schlather, Ribeiro, and Diggle 2004) where the spatial
positions (points) as well as the attribute values (marks) are modeled as random
processes.
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Positional uncertainties of geographic objects

Attempts to define positional uncertainties in geographic objects have included
partial and full applications of probability theory to vector data where lines or
polygons are distorted with an autocorrelated “shock” (Kiiveri 1997), or positional
uncertainties are expressed in a confidence region for the end nodes of a line segment
(Dutton 1992, Shi 1998). The latter includes an “epsilon (&) band” approach (Perkal
1966) where the marginal pdfs for each node are connected ex post, which results
in a fixed buffer of radius € around each line segment, and a non-uniform “error
band” model where the end nodes are connected probabilistically through a jpdf
(Dutton 1992, Shi 1998, Shi and Lui 2000). Models for positional uncertainty also
include non-probabilistic approaches where rectangular buffers are used to create
a “confidence space” for lines and polygons (Goodchild and Hunter 1997).

Uncertainties about the absolute position or geometry of spatial vectors, such as points
and polygons, may lead to uncertainties about the topological relationships between
vectors, such as the position of points within polygons (Winter 2000, Shortridge and
Goodchild 2002). These uncertainties may be described analytically (Shortridge
and Goodchild 2002), or quantified through an uncertainty propagation analysis.

The joint Gaussian distribution is typically assumed in probability models of posi-
tional uncertainty (Kiiveri 1997, Leung and Yan 1998, Shi 1994, 1998; Shi and Lui
2000). Here, the uncertainties between locations may be statistically dependent in
space for which Shi (1998) and Shi and Lui (2000) introduce the “error-band” and
“G-band” models respectively. These models were derived for straight-line segments,
but may be extended to other vector shapes and to curved lines (Tong, Shi, and
Lui 2003). However, a more fundamental problem arises in the estimation of prob-
ability models for curved lines where clear points for computing differences between
more and less accurate data do not exist (van Niel and McVicar 2002).

More generally, quantitative probability models (Shi and Lui 2000) may be difficult
to estimate if information on positional uncertainty is limited to simple measures
of accuracy for whole line segments, rather than two or more points. Furthermore,
the joint Gaussian assumption cannot easily be extended to complex features
where pre-processing and scale transformations affect some line segments more than
others (Goodchild and Hunter 1997). In these cases, simple measures of positional
uncertainty, such as non-probabilistic buffers, might be preferred. These measures
may be derived from comparisons between more and less accurate data (Goodchild
and Hunter 1997, Tveite and Langaas 1999) or internal data geometry (Veregin
2000). They may be extended to probabilistic measures once sufficient data are
available and the joint Gaussian assumption can be justified. However, they will
ultimately differ from point-based descriptions of positional uncertainty, such as
the “G-band” model of Shi and Lui (2000), because points and buffers are con-
ceptually different (van Niel and McVicar 2002).

Some Challenges for Estimating Spatial Data Quality

Understanding the limitations of spatial data is essential both for managing social
and environmental systems effectively and for encouraging the responsible use of
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scientific research where knowledge is limited and priorities are varied. In this context,
critical self-reflection about the uncertainties in spatial data must be encouraged along-
side attempts to improve data by reducing error. In practice, however, there are many
ongoing challenges for the successful application of uncertainty methodologies to
spatial data (Brown 2004). This is evidenced by the rapid rate of progress in storing
and retrieving “deterministic data” in GIS versus storing and retrieving information
about data quality, and the uncertainties associated with spatial data.

While not entirely, or even primarily, a technical challenge, some important
technical challenges remain in assessing spatial data quality (Heuvelink 2002). For
example, the identification of statistical dependence between uncertain attributes,
both in space and between multiple data sets, remains an important technical
challenge for applying probability models to spatial data. First, the propagation
of uncertainties through GIS operations, such as “spatial overlay,” “buffering” and
“map algebra,” may be highly sensitive to spatial dependencies in the input data
(Arbia, Griffith, and Haining 1998, Heuvelink 1998). In addition, environmental
models typically rely upon multiple spatial inputs, including both “primary” data
(for example, terrain elevation) and data derived from other inputs to the same
model (for example, terrain slope), for which spatial dependencies become import-
ant. Second, statistical dependencies are more difficult to estimate than an average
magnitude of uncertainty (such as a Root Mean Squared Error), and sensitivity test-
ing with a range of possible dependence structures might be preferred in some cases.
Third, measurement uncertainties may contain their own space-time dependencies,
which are separate from, but complicated by, the real patterns of variation in the
measured variable. For example, errors in flow measurements may increase with
stream discharge, while current meters may be consistently misused or misinterpreted.
However, measurement uncertainties can be obtained from some instruments, such
as GPS receivers (temporal correlation of the GPS precision), and remote sensing
satellites (Arbia, Griffith, and Haining 1998) and can sometimes be estimated from
the data themselves (for instance, through signal processing).

In developing new techniques for assessing uncertainties in spatial data, future
research might focus on the identification of quality metrics for groups of objects
rather than individual objects, and the interactions between uncertainties in multiple
objects and their attributes. It might also focus on the joint modeling of attribute
and positional uncertainties, and on the provision of quality metrics that allow fitness
for use to be established without an uncertainty propagation analysis (Mowrer and
Congalton 2000, Hunter and Lowell 2002). However, the development of new tech-
niques for assessing and representing uncertainties in spatial data must coincide
with the development of new concepts for applying groups of techniques to specific
problems where multiple data sets, degrees, and sources of uncertainty converge.
Here, there is a need for “stochastic information systems” that allow different metrics
of uncertainty to be stored in spatial databases and propagated through GIS while
educating users about the nature and impacts of uncertainty in spatial data (Brown
and Heuvelink 2006). Thus, standardization and automation should be carefully
managed in developing uncertainty models. Indeed, in estimating pdfs, the balance
between model complexity, identifiability, and reliability should be a guided decision
by those responsible for assessing uncertainty, and not a predetermined “error button”
devoid of specificity or educational value.
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Thus, there is a need to provide a flexible, rather than a uniformly simple, infra-
structure for retrieving information about spatial data quality from GIS users, and
for organizing this information within a database design. In this context, the com-
plexity of an uncertainty model could be linked to the risks and resources associated
with decision-making, as well as the state of information on uncertainty. Alongside
a flexible framework for assessing and representing uncertainties about spatial data,
there is a need for guidelines (and examples) to manage this flexibility in specific cases
so that users with limited statistical expertise can develop an appropriate uncertainty
model for many applications (obviously, there are limits here). For quantitative
descriptions of uncertainty, this might be achieved by grouping and demonstrating
the impacts of specific statistical decisions to users.

There are, however, some more fundamental challenges for the development and
successful application of uncertainty models to spatial data. These include the social
desire for simplicity in applying GIS (from which the “error button” philosophy
originates), the time and money required to implement uncertainty methodologies,
and the problems of ignorance and indeterminacy in geographic research where,
respectively, we do not and cannot know about some aspects of spatial variability
(Handmer, Norton, and Dovers 2001, Couclelis 2003). Indeed, too normative an
emphasis on quantifying and reducing uncertainty neglects the wider conceptual
problems of “representing reality”with spatial data (for example, reality is space and
time varying), and discourages contingency planning and “openness” more generally.
Thus, uncertainty analyses should assist in targeting the causes of uncertainty in
GIS, but their success will ultimately rest on the desire for openness and commun-
ication about potential errors in spatial data for which some social, institutional, and
legal changes, as well as clear evidence on the utility of uncertainty analyses, should
further support the widespread application of uncertainty tools in GIS.
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Part I Database Trends
and Challenges

The second section of the book explores some of the important and enduring database
issues and trends. In Chapter 7, The first chapter in this set, Shashi Shekhar and Ranga
Raju Vatsavai describe the relational, object-oriented, and object-relational database
management systems (DBMSs) from both the Geographic Information Systems (GIS)
and spatial data management systems points of view. The principal characteristics
of GIS and spatial database management systems are briefly described and the link-
ages between these systems and the aforementioned DBMSs are explored. The key
concepts of each of these DBMSs are illustrated using simple examples drawn from
the standard World database.

The second chapter in this group, Chapter 8 by Michael F. Hutchinson, exam-
ines the generation of regular grid digital elevation models from a variety of data
sources to support the elevation and landscape shape requirements of environmental
modeling over a range of spatial scales. Such models have played an integral role in
GI Science since its inception and have directly stimulated new methods for obtaining
digital environmental data, new spatial interpolation methods, and new methods
for analyzing landscape dependent hydrological and ecological processes. The latter,
which are usually performed by various forms of thin plate smoothing splines and
geostatistics, demonstrate some of the subtleties and growing importance of multi-
variate statistical analysis in GI Science.

In Chapter 9, the third chapter in this bundle on database trends and challenges,
May Yuan describes the importance of time in geographic inquiry and understanding
and some of the conceptual advances that are needed to add time to GIS databases.
Separate sections focus on key developments in spatio-temporal ontologies, repres-
entation, and data modeling, and support for spatio-temporal queries. The chapter
concludes by summarizing the current state of temporal GIS and the prospects for
developing temporal GIS that can support spatio-temporal information management,
query, analysis, and modeling in the immediate future.

The final chapter of Part II, Chapter 10 by Craig A. Knoblock and Cyrus Shahabi,
describes some of their recent work on the extraction and integration of geospatial
and related data that go beyond conversion between different products and standard
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formats for the interoperability of these products. New techniques are introduced to
turn online web sources into semi-structured data that can, among other things, be
integrated with other geospatial data; automatically and accurately integrate vector
data with high-resolution color imagery; integrate online property tax sources and
conflated road vector data to identify and annotate buildings on imagery; automatic-
ally integrate maps with unknown coordinates and satellite imagery; and efficiently
combine online schedules and vector data to predict the locations of moving objects.
These examples, while not exhaustive, are used by the authors to illustrate new
opportunities for integrating various geospatial and online data sources.



Chapter 7

Object-Oriented Database
Management Systems

Shashi Shekhar and Ranga Raju Vatsavai

We are in the midst of an information revolution. The raw material (data) powering
this controlled upheaval is not found below the Earth’s surface where it has taken
million of years to form but is being gathered constantly via sensors and other data-
gathering devices. For example, NASA’s Earth Observing System (EOS) generates
one terabyte of data every day.

Satellite images are one prominent example of spatial data. Extracting information
from a satellite image requires that the data be processed with respect to a spatial
frame of reference, possibly the Earth’s surface. But satellites are not the only source
of spatial data, and the Earth’s surface is not the only frame of reference. A silicon
chip can be, and often is, a frame of reference. In medical imaging the human body
acts as a spatial frame of reference. In fact even a supermarket transaction is an
example of spatial data if, for example, a zip code is included. Queries, or commands,
posed on spatial data are called spatial queries. So, while the query “What are
the names of all bookstores with more than ten thousand titles?” is an example
of a non-spatial query, “What are the names of all bookstores within ten miles of
the Minneapolis downtown?” is an example of a spatial query.

A database is a permanent repository of data which is stored in one or more
files and managed by a database management system (DBMS). Databases and the
software which manages them are the silent success story of the information age.
They have slowly permeated all aspects of daily living, and modern society would
come to a halt without them. A DBMS can be characterized by its underlying data
model and the query language used for describing and accessing the data. From a
database point of view, a data model is a collection of mathematically well-defined
concepts for data abstraction. It provides tools for high-level description of data-
base schemas at the conceptual level and hides low-level details of how the data is
stored. Traditional DBMSs are generally based on one of the classical data models
— hierarchical, network, or relational. However, the focus of attention since the late
1980s has been on relational database management systems (RDBMS), which have
gained widespread popularity. More recent data models include object-oriented and
object-relational models. The historical evolution of database technology is shown
in Figure 7.1.
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Fig. 7.1 Evolution of databases
After Khoshafian and Baker 1998

Associated with each data model is a database language, which provides two
types constructs: one for defining database schemas, and the second for querying
and modifying the data in the database. The Structured Query Language (SQL) is
the lingua franca of the database world, and it is tightly coupled with the relational
database model. SQL is a descriptive query language, that is, a user describes what
data he or she wants from the database without specifying how to retrieve it. On
the other hand, the Object Query Language (OQL) is tightly coupled with the object-
oriented model.

Despite their spectacular success, the prevalent view is that a majority of the
RDBMSs in existence today are either incapable of managing spatial data or are
not user-friendly when doing so. Now, why is that? The traditional role of a RDBMS
has been that of a simple but effective warehouse of business and accounting data.
Information about employees, suppliers, customers, and products can be safely stored
and efficiently retrieved through a RDBMS. The set of likely queries is limited, and
the database is organized to answer these queries efficiently. From the business
world, the RDBMS made a painless migration into government agencies and academic
administrations.

Data residing in these mammoth databases is simple, consisting of numbers, names,
addresses, product descriptions, etc. These DBMSs are very efficient for the tasks for
which they were designed. For example, a query like “List the top ten customers, in
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terms of sales, in the year 1998” will be very efficiently answered by a DBMS even
if the database has to scan through a very large customer database. Such commands
are conventionally called “queries” although they are not questions. The DBMS
will not scan through all the customer records; it will use an index, to narrow down
the search. By contrast, a relatively simple query such as “List all the customers who
reside within 50 miles of the company headquarters” will confound the database. To
process this query, the DBMS will have to transform the company headquarters and
customer addresses into a suitable reference system, possibly latitude and longitude,
in which distances can be computed and compared. Then the DBMS will have to
scan through the entire customer list, compute the distance between the company
and the customer, and, if this distance is less than 50 miles, save the customer’s name.
It will not be able to use an index to narrow down the search, because traditional
indices are incapable of ordering multi-dimensional coordinate data. A simple and
legitimate business query can thus send a DBMS into a hopeless tailspin. The RDBMS,
which are designed for business data processing, are capable of managing only simple
data types such as numeric, character, and date. They are not suitable to manage
complex data types that arise in various emerging application domains such as
Geographic Information Systems (GIS), Multimedia, Computer Aided Design (CAD)
and Computer Aided Manufacturing (CAM). Therefore, there is an immediate need
for databases tailored to handle spatial data and spatial queries, and other complex
applications.

The object-oriented paradigm appears to be a natural choice for highly com-
plex application domains such as spatial databases, because it provides a direct
correspondence between real-world entities and programming (system) objects. The
object-oriented database management systems (OODBMS), which combine object-
oriented programming concepts and database management principles, have matured
considerably since their appearance in the early 1980s. However, the adoptability
of OODBMS has been limited to certain niche markets like e-commerce, engineering,
medicine and some complex applications. Recently, hybrid systems, known as object-
relational database management systems (ORDBMS), have become popular. The
ORDBMS combines the good features of RDBMS (simple data types and SQL) with
the good features of OODBMS (complex data types and methods).

This chapter provides an overview of current OODBMS and ORDBMS technologies
from a spatial database management point of view. The next section describes the
relationship between GIS and Spatial Database Management Systems, and shows
the limitations of RDBMS in handling spatial data.

GIS and Spatial Data Management Systems (SDBMS)

GIS are the principal technology motivating interest in SDBMS; they provide a con-
venient mechanism for the analysis and visualization of geographic data. Geographic
data are spatial data whose underlying frame of reference is the Earth’s surface. The
GIS provide a rich set of analysis functions which allows a user to affect powerful
transformations on geographic data. The rich array of techniques which geographers
have added to GIS is the reason behind their phenomenal growth and multidisciplin-
ary applications. Table 7.1 lists a small sample of common GIS operations.
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Table 7.1 List of common GIS analysis operations (after Albrecht 1998)

Search Thematic search, search by region, (re-)classification

Location analysis Buffer, corridor, drainage network

Terrain analysis Slope/aspect, catchments, drainage network

Flow analysis Connectivity, shortest path

Distribution Change detection, proximity, nearest neighbor

Spatial analysis/Statistics Pattern, centrality, autocorrelation, indices of similarity,
topology: hole description

Measurements Distance, perimeter, shape, adjacency, direction

A GIS provides a rich set of operations over a few objects and layers, whereas
an SDBMS provides simpler operations on sets of objects and sets of layers. For
example, a GIS can list neighboring countries of a given country (for example, France)
given the political boundaries of all countries. However it will be fairly tedious to
answer set queries like list the countries with the highest number of neighboring
countries or list countries which are completely surrounded by another country.
Set-based queries can be answered efficiently in an SDBMS.

SDBMSs are also designed to handle very large amounts of spatial data stored
on secondary devices (for example, magnetic disks, CD-ROM:s, jukeboxes, etc.) using
specialized indices and query-processing techniques. Finally, SDBMSs inherit the
traditional DBMS functionality of providing a concurrency-control mechanism to
allow multiple users to simultaneously access shared spatial data, while preserving
the consistency of that data. A GIS can be built as the front-end of an SDBMS.
Before a GIS can carry out any analysis of spatial data, it accesses that data from
a SDBMS. Thus an efficient SDBMS can greatly increase the efficiency and pro-
ductivity of a GIS.

A typical spatial database consists of several images and vector layers like land
parcels, transportation, ecological regions, soils, etc. Let us now consider how
census block data can be stored in a DBMS. One natural way of storing information
about the census blocks (for example, their name, geographic area, population and
boundaries) is to create the following table in the database:

create table census

blocks ( name string,
area float,
population number,

boundary polyline);

In a (relational) database, all objects, entities, and concepts which have a distinct
identity are represented as relations or tables. A relation is defined by a name and
a list of distinguishing attributes which characterize the relation. All instances of the
relation are stored as tuples in the table. In the preceding code fragment we have
created a table(relation) named census_block, which has four attributes: name, area,
population, and boundary. At table creation time, the types of attributes have to
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Fig. 7.2 Census blocks with boundary ID:1050

be specified, and here they are: string, float, number, and polyline. A polyline is a
data type to represent a sequence of straight lines.

Figure 7.2 shows a hypothetical census block and how information about it can
be stored in a table. Unfortunately, such a table is not natural for a traditional rela-
tional database because polyline is not a built-in data type. One way to circumvent
this problem is to create a collection of tables with overlapping attributes, as shown
in Figure 7.3. Another way is to use a stored procedure. For a novice user these
implementations are quite complex. The key point is that the census block data
cannot be naturally mapped onto a relational database. We need more constructs
to handle spatial information in order to reduce the semantic gap between the user’s

Census_blocks Polygon
Name | Area | Population | Boundary-I1D Boundary-ID | Edge-name
340 [1.58 |1839 1050 1050 A
1050 B
1050 C
1050 D
Edge Point
edge-name | Endpoint endpoint | x-coor y-coor
A 1 0 1
A 2 2 0 0
B 2 3 1 0
B 3 4 1 1
C 3
C 3
D 4
D 1

Fig. 7.3 Four tables required in a relational database with overlapping attributes to accommodate
the polyline data type
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view of spatial data and the database implementation. Such facilities are offered
by the object-oriented software paradigm.

The object-oriented software paradigm is based on the principles of user-defined
data types, along with inheritance and polymorphism. The popularity of languages
like C++, Java, and Visual Basic is an indicator that object-oriented concepts are
firmly established in the software industry. It would seem that our land parcel prob-
lem is a natural application of object-oriented design: Declare a class polyline and
another class land parcel with attribute address, which is a string type, and another
attribute boundary which is of the type polyline. We do not even need an attribute
area because we can define a method area in the polyline class which will compute
the area of any land parcel on demand. So will that solve the problem? Are object-
oriented databases (OODBMS) the answer? Well, not quite.

The debate between relational versus object-oriented within the database com-
munity parallels the debate between vector versus raster in GIS. The introduction
of abstract data types (ADTs) clearly adds flexibility to a DBMS, but there are two
constraints peculiar to databases that need to be resolved before ADTs can be fully
integrated into DBMSs.

® Market adoption of OODBMS products has been limited, despite the availabil-
ity of such products for several years. This reduces the financial resources and
engineering efforts to performance-tune OODBMS products. As a result, many
GIS users will use systems other than OODBMS to manage their spatial data
in the near future.

® SQL is the lingua franca of the database world, and it is tightly coupled with the
relational database model. SQL is a declarative language, that is, the user only
specifies the desired result rather than the means of production. For example, in
SQL the query “Find all land parcels adjacent to MY_HOUSE.” should be able
to be specified as follows:

SELECT M.address
FROM land parcel L, M
WHERE Adjacent (L,M) AND L.address = ‘MYHOUSE’

It is the responsibility of the DBMS to implement the operations specified in
the query. In particular, the function Adjacent(L,M) should be callable from within
SQL. The current standard, SQL-92, supports user-defined functions, and SQL-3,
the next revision, will support ADTs and a host of data structures such as lists,
sets, arrays, and bags. Relational databases which incorporate ADTs and other prin-
ciples of object-oriented design are called object-relational database management
systems (ORDBMS).

The current generation of ORDBMSs offers a modular approach to ADTs. An
ADT can be built into or deleted from the system without affecting the remainder
of the system. While this “plug-in” approach opens up the DBMS for enhanced
functionality, there is very little built-in support for the optimization of operations.
Our focus will be to specialize an ORDBMS to meet the requirements of spatial data.
By doing so, we can extrapolate spatial domain knowledge to improve the overall
efficiency of the system. We are now ready to give a definition of SDBMS for setting
the scope of this chapter:



OBJECT-ORIENTED DATABASE MANAGEMENT SYSTEMS 117

1 A spatial database management system is a software module that can work with
an underlying database management system, for example, ORDBMS, OODBMS;

2 SDBMSs support multiple spatial data models, commensurate spatial abstract
data types (ADTs), and a query language from which these ADTs are callable;

3 SDBMSs support spatial indexing, efficient algorithms for spatial operations,
and domain-specific rules for query optimization.

Figure 7.4 shows a representation of an architecture to build an SDBMS on
top of an ORDBMS. This is a three-layer architecture. The top layer (from left
to right) is the spatial application, such as GIS, MMIS (multimedia information
system), or CAD (computer-aided design). This application layer does not interact
directly with the ORDBMS but goes through a middle layer which we have labeled
“spatial database.” The middle layer is where most of the available spatial domain
knowledge is encapsulated, and this layer is “plugged” into the ORDBMS. This
layered approach explains why commercial ORDBMS products have names like
Spatial Data Blade (Illustra), Spatial Data Cartridge (Oracle), and Spatial Data Engine
(ESRI).

Let us now summarize the core features that are essential for any DBMS:

1 DPersistence: The ability to handle both transient and persistent data. While
transient data is lost after a program terminates, persistent data not only
transcends program invocations but also survives system and media crashes.
Further, the DBMS ensures that a smooth recovery takes place after a crash.
In database management systems, the state of the persistent object undergoes
frequent changes, and it is sometimes desirable to have access to the previous
data states.

2 Transactions: Transactions map a database from one consistent state to another.
This mapping is atomic (that is, it is executed completely or aborted). Typically,
many transactions are executed concurrently, and the DBMS imposes an order
of execution that can be performed as a series. Consistency in a database is
accomplished through the use of integrity constraints. All database states must
satisfy these constraints to be deemed consistent. Furthermore, to maintain the
security of the database, the scope of the transactions is dependent on the user’s
access privileges.

Spatial databases can be characterized by a set of spatial data types and the
operations permitted on those data types.

Spatial data types

A key issue in the encoding of spatial information is the choice of a basic set of
spatial data types required to model common shapes on maps. Many proposals
have been made over the years. A consensus is slowly emerging in terms of the
OGIS standard (OGIS 1999). Figure 7.5 shows the fundamental building blocks of
two-dimensional spatial geometry and their interrelationships in Unified Modeling
Language (UML) notation. We will give a brief description of the UML notation
in later sections. Let us now look more closely at these building blocks of spatial
geometry.
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Spatial Reference System
AN
| |
| Point | | Curve | |GeometryCoIIection|
AN
| |
|—“ Polygon | | Multi-Surface | | Multi-Curve | | Multi-Point |
Line Linear Ring Multi Polygon Multi LineString

Fig. 7.5 An OGIS proposal for building blocks of spatial geometry in UML notation
After OGIS 1999

The most general shape is represented by “Geometry” described via a “Spatial
Representation System” which is a coordinate system like latitude/longitude or some
other consensus framework. The “Geometry” is subdivided into four categories,
namely Point, Curve, Surface, and GeometryCollection. Point describes zero-dimensional
objects, for example, the city centers in a map of the world. Curve describes the
shapes of one-dimensional objects, for example, rivers in the map of a world.
The Curve objects are often approximated by a LineString, which is represented
by two or more points. The simplest LineString is a straight line joining two or
more Points. The category Surface describes the shape of two-dimensional objects,
for example, countries on a map of the world. A Surface is often modeled by a
Polygon. GeometryCollection represents complex shapes such as a collection of
oil wells, a group of islands, etc. GeometryCollection in turn is of three types, namely
Multi-Point, Multi-Curve, and Multi-Surface. The GeometryCollection spatial data
types provide a “closure” property to OGIS spatial data types under geometric
operations such as “geometric-union,” “geometric-difference,” or “geometric-
intersection.” For example, if one takes a geometric-difference of the boundaries
of Canada and Quebec, the result is a Multi-Surface even if Canada and Quebec
were of Surface spatial data type. This property is useful to support multi-step
querying and data processing.

Operations on spatial objects

Let us now briefly look at the typology of embedding space and associated relation-
ships, and some of the common operations defined on spatial objects.
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Set-oriented

The simplest and most general of all embedding spaces is called set-oriented space.
Common relationships allowable in this setting are the usual set-based relationships
of union, intersection, containment, and membership. Hierarchical relationships like a
county contained in a state, or a state contained in a country are adequately modeled
by set theory.

Topological

For an intuitive feeling of what a topological space is, imagine two polygons which
touch (meet) each other and are drawn on a rubber sheet. Now if we deform the
rubber sheet by stretching or bending it, but not cutting or folding it, the adjacency
of the polygons remains intact. Meet is an example of a topological property and
the study of transformations (deformations) which preserve topological properties
is called topology. Consider a political map of the world that shows boundaries of
countries. The neighboring countries meet each other, whether the map is drawn
on a sphere or on a flat space. The area of a polygon is clearly not a topological
property. In fact, the relative areas of different countries are often not preserved
in many maps. Areas of countries near the equator are reduced relative to the areas
of countries near the poles in many planar maps. From a spatial/geographic data-
base point of view, topological relationships like meet, within, and overlap are most
likely to be queried by a user of a spatial database management system. Is a given
land parcel adjacent to a hazardous waste site? Does the river floodplain overlap
a proposed highway network? All of these are examples of topological relation-
ships. More detailed information on topological spaces can be found in Egenhofer
(1991).

Directional

Directional relationships can be of three types — namely, absolute, object-relative, or
viewer based. Absolute directional relationships are defined in the context of a global
reference system, for example, North, South, East, West, North-East, etc. Object-
relative directions are defined using the orientation of a given object. Example
relationships include left, right, front, behind, above, below, etc. Viewer relative
directions are defined with respect to a specially designated reference object, called
the viewer.

Metric space

Mathematically speaking, a set X is called a metric space if for any pair of points x
and y of X, there is an associated real number d(x,y), called the distance (also called
a metric) from x to y, with the following properties:

1 d(x,y) 20 and d(x,x) =0
2 d(x,y) = d(yx)
3 d(xy) <dxg) +d(z,y)

for all x,y,z in X. Any function that satisfies these properties is called a metric on X.
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In metric spaces the notion of distance is well defined. A distance function can
be used to induce a topology on the space, and therefore every metric space is also
a topological space. Metric spaces play a crucial role in network or graph settings.
Optimal-distance and shortest travel-time queries are ideally handled in a metric
space setting.

Euclidean

Let R be the field of real numbers. A vector space V over R is a nonempty set V
of objects v called vectors, together with two operations:

1 Addition: u +ve VioralluwveV
2 Product: au € ViforallaeR,veV.

In addition to the existence of a special vector 0, there are other axioms that the
two operations addition and product need to satisfy. For a complete discussion of
vector space, see Blythe and Robertson (1999).

If there exists a (minimal) finite set of vectors {e;, e, . . ., e,} such that any v € V
can be expressed as a linear combination of the ¢;s, that is, there exists o, .. .,
o, € R such that:

v=o4e +...+ oe, (7.1)

then the vector space is finite-dimensional. In a three-dimensional space the ¢;s
correspond to the familiar x, y, z coordinate axis. If we add the notion of inner-
product (angle) to vector space, we get a Euclidean space. In a Euclidean space
setting, all spatial relationships including set, topological, metric, and directional
(north/south) can be defined.

Dynamic spatial operations

Most of the operations that we have discussed so far have been static, in the sense
that the operands are not affected by the application of the operation. For example,
calculating the length of a curve has no effect on the curve itself. Dynamic opera-
tions alter the objects upon which the operations act. The three fundamental dynamic
operations are create, destroy, and update. All dynamic operations are variations
upon one of these themes (Worboys 1995). The merge function, commonly known
as “map-reclassification” in many GIS, is an example of the create operation. Several
examples of other dynamic spatial operations can be found in cartographic pro-
jections and map editing features in a GIS.

RDBMS and SQL

The relational model to represent data, introduced by Codd in 1970, has become
one of the most popular logical data models. The power of this model is a con-
sequence of the simplicity of its structure. We explain the terminology of the relational
model in the context of a World database example.
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World database

Suppose we wanted to organize the data of each country in the world. Then we could
organize the information about the countries in the form of a table, which we label
Country, and list the array of available information in columns. For the Country table,
the associated data consists of six things: the name of the country, the continent
to which it belongs, its population and gross domestic product, its life expectancy,
and the spatial geometry that holds each country’s international boundaries.

The table is called a relation, and the columns, attributes. Each different instance
of the Country will be identified with a row in the table. A row is called a tuple, and
the order in which the rows and columns appear in the table is unimportant. Thus
a relation is an unordered collection of tuples. Together the table and column
names constitute the relation schema, and a collection of rows or tuples is called
a relational instance. The number of columns is called the degree of the relation.
The Country is a relation of degree six. Similarly, data about, for example, the
different cities and major rivers flowing through each country, can be organized
as separate tables. Thus, the World database consists of three relations or entities:
Country, City, and River. The example tables are shown in Table 7.2 and the schema
of the database is shown below. Note that an underlined attribute is a primary key.
For example, Name is the primary key in Country table.

Country (Name: varchar (35), Cont: varchar (35), Pop: integer,
GDP: integer, Life-Exp: integer, Shape: char (13))

City (Name: varchar (35), Country: varchar (35), Pop: integer,
Captial: char (1), Shape: char (9))

River (Name: varchar (35), Origin: varchar (35), Length: integer,
Shape: char (13))

The Country entity has six attributes. The Name of the country and the continent
(Cont) it belongs to are character strings of maximum length 35. The population
(Pop) and gross domestic product (GDP) are integer types. The GDP is the total value
of goods and services produced in a country in one fiscal year. The Life-Exp attri-
bute represents the life expectancy in years (rounded to the nearest integer) for
residents of a country. The Shape attribute needs some explanation. The geometry
of a country is represented in the Shape column of Table 7.2. In relational data-
bases, where the data types are limited, the Shape attribute is a foreign key to a
shape table. In an object-relational or object-oriented database, the Shape attri-
bute will be a polygon ADT. Since, for the moment, our aim is to introduce the
basics of the SQL, we will not query the Shape attribute until the section below
“Extending SQL for Spatial Data.”

The City relation has five attributes: Name, Country, Pop, Capital, and Shape.
The Country attribute is a foreign key into the Country table. Capital is a fixed
character type of length one; a city is a capital of a country or it is not. The Shape
attribute is a foreign key into a point shape table. As for the Country relation,
we will not query the Shape column.

The four attributes of the River relation are Name, Origin, Length, and Shape.
The Origin attribute is a foreign key into the Country relation and specifies the
country where the river originates. The Shape attribute is a foreign key into a line
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Table 7.2 The tables of the Wor1ld database

(a) Country

COUNTRY Name Cont Pop GDP Life-Exp Shape
(millions) (billions)
Canada NAM 30.1 658.0 77.08 Polygonid-1
Mexico NAM 107.5 694.3 69.36 Polygonid-2
Brazil SAM 183.3 1004.0 65.60 Polygonid-3
Cuba NAM 11.7 16.9 75.95 Polygonid-4
USA NAM 270.0 8003.0 75.75 Polygonid-5
Argentina  SAM 36.3 348.2 70.75 Polygonid-6
(b) City
CITY Name Country Pop (millions) Capital Shape
Havana Cuba 2.1 Y Pointid-1
Washington, DC USA 3.2 Y Pointid-2
Monterrey Mexico 2.0 N Pointid-3
Toronto Canada 3.4 N Pointid-4
Brasilia Brazil 1.5 Y Pointid-5
Rosario Argentina 1.1 N Pointid-6
Ottawa Canada 0.8 Y Pointid-7
Mexico City Mexico 14.1 Y Pointid-8
Buenos Aires Argentina 10.75 Y Pointid-9
(c) River
RIVER Name Origin Length (kilometers) Shape
Rio Parana Brazil 2600 LineStringid-1
St Lawrence USA 1200 LineStringid-2
Rio Grande USA 3000 LineStringid-3
Mississippi USA 6000 LineStringid-4

string shape table. The geometric information specified in the Shape attribute is not
sufficient, however, to determine the country of origin of a river. The overloading
of Name across tables can be resolved by qualifying the attribute with tables using
a dot notation table.attribute: Country.Name, City.Name, and River.Name uniquely
identifies the Name attribute inside different tables. We also need information about
the direction of the river flow.

Basic SQL primer

SQL is a commercial query language first developed at IBM. Since then, it has become
the standard query language for RDBMS. SQL is a declarative language; that is,
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the user of the language has to specify the answer desired, but not the procedure
to retrieve the answer.

The SQL language has two separate components: the data definition language
(DDL) and the data modification language (DML). The DDL is used to create, delete,
and modify the definition of the tables in the database. In the DML, queries are
posed and rows inserted and deleted from tables specified in the DDL. We now pro-
vide a brief introduction to SQL. Our aim is to provide enough understanding
of the language so that readers can appreciate the spatial extensions that we will
discuss in under the heading “Extending SQL for Spatial Data.” A more detailed and
complete exposition of SQL can be found in any standard text on databases (Ullman
and Widom 1999, Elmasri and Navathe 2000).

Data definition language

Creation of the relational schema and addition and deletion of tables are specified
in the data definition language (DDL) component of SQL. For example, the City
schema introduced earlier is defined below in SQL. The Country and River tables
are defined in Table 7.3.

CREATE TABLE CITY {
Name VARCHAR(35),
Country VARCHAR(35),
Pop INT,
Capital CHAR(1)
Shape CHAR(13)
PRIMARY KEY Name }

In the above example, the CREATE TABLE clause is used to define the relational
schema. The name of the table is CITY. The table has four columns, and the name
of each column and its corresponding data type must be specified. The Name
and Country attributes must be ASCII character strings of less than 35 characters.
Population is of the type integer and Capital is an attribute which is a single
character Y or N. In SQL-92 the possible data types are fixed and cannot be user-
defined. We do not give the complete set of data types, which can be found in any
text on standard databases. Finally, the Name attribute is the primary key of the
relation. Thus each row in the table must have a unique value for the Name attribute.

Table 7.3 The Country and River schema in SQL

(a) Country schema (b) River schema
CREATE TABLE Country { CREATE TABLE River {

Name VARCHAR(35), Name VARCHAR(35),

Cont VARCHAR(35), Origin VARCHAR(35),

Pop INT, Length INT,

GDP INT Shape CHAR(15)

Shape CHAR(15) PRIMARY KEY Name }

PRIMARY KEY Name }
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Tables no longer in use can be removed from the database using the DROP TABLE
command. Another important command in DDL is ALTER TABLE for modifying
the schema of the relation.

Data manipulation language

After the table has been created as specified in DDL, it is ready to accept data. This
task, which is often called “populating the table,” is done in the DML component
of SQL. For example, the following statement adds one row to the table River:

INSERT INTO (Name, Origin, Length)
River
VALUES (‘Mississippi’, ‘USA’, 6000)

If all the attributes of the relation are not specified, then default values are auto-
matically substituted. The most often used default value is NULL. An attempt to
add another row in the River table with Name = ‘Mississippi’ will be rejected
by the DBMS because of the primary key constraint specified in the DDL.

The basic form to remove rows from the table is as follows:

DELETE FROM TABLE WHERE < CONDITIONS >

For example, the following statement removes the row from the table River that
we inserted above:

DELETE FROM River
WHERE Name = ‘Mississippi’

Basic form of an SQL query

Once the database schema has been defined in the DDL component and the tables
populated, queries can be expressed in SQL to extract relevant data from the database.
The basic syntax of an SQL query is extremely simple:

SELECT Tuples
FROM Relations
WHERE Tuple-constraint

SQL has more clauses related to aggregation (for example, GROUP BY, HAVING),
ordering results (for example, ORDER BY), etc. In addition, SQL allows the for-
mulation of nested queries. We will illustrate these with a set of examples.

Example queries in SQL

We now give examples of how to pose different types of queries in SQL. Our purpose
is to give a flavor of the versatility and power of SQL. All the tables queried are
from the WORLD example introduced earlier under the heading “World database.”
The results of these different queries can be found in Table 7.4.
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Table 7.4 Results of example queries

(a) Query 1
Name Country Pop (millions) Capital Shape
Havana Cuba 2.1 Y Point
Washington DC USA 3.2 Y Point
Brasilia Brazil 1.5 Y Point
Ottawa Canada 0.8 Y Point
Mexico City Mexico 14.1 Y Point
Buenos Aires Argentina 10.75 Y Point
(b) Query 2: Project (c) Query 3: Life-exp
Name Country Name Life-exp
Havana Cuba Mexico 69.36
Washington DC USA Brazil 65.60
Monterrey Mexico
Toronto Canada
Brasilia Brazil (d) Query 4
Rosario Argentina
Ottawa Canada Ci.Name Co.Pop
Mexico City Mexico
Buenos Aires Argentina Brassilia 183.3
Washington, DC 270.0
(e) Query S
(f) Query 6
Ci.Name Ci.Pop —
Average-Pop
Washington, DC 3.2 —
2.2
(g) Query 7
(h) Query 8
Cont Continent-Pop
Origin Min-length
NAM 2343.5
SAM 676.1 USA 1200
(1) Query 9
Co.Name
Mexico
Brazil

USA
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Query: List all the cities and the country they belong to in the CITY table.

SELECT Ci.Name,
Ci.Country
FROM City Ci

Query: List the names of the capital cities in the CITY table.

SELECT *
FROM City
WHERE CAPITAL="Y'

Query: List the names of countries in the Country relation where the life-
expectancy is less than 70 years.

SELECT Co.Name,
Co.Life-Exp

FROM Country Co

WHERE Co.Life-Exp < 70

Query: List the capital cities and populations of countries whose GDP exceeds
one trillion dollars.

SELECT Ci.Name, Co.Pop

FROM City Ci, Country Co

WHERE Ci.Country = Co.Name AND
Co.GDP > 1000.0 AND
Ci.Capital= ‘'Y’

Comments: This is the standard way of expressing the join operation. In this
case the two tables City and Country are matched on their common attri-
butes Ci.Country and Co.Name. Furthermore, two selection conditions are
specified separately in the City and Country table. Notice how the cascading
dot notation alleviated the potential confusion that might have arisen as a result
of the attribute names in the two relations.

Query: What is the name and population of the capital city in the country where
the St Lawrence River originates?

SELECT Ci.Name, Ci.Pop

FROM City Ci, Country Co, River R
WHERE R.Origin = Co.Name AND
R.Name = ‘'St. Lawrence’ AND

Ci.Capital= ‘Y’

Comments: This query involves a join between three tables. The River and
Country tables are joined on the attributes Origin and Name. The Country
and City tables are joined on the attributes Name and Country. There are
two selection conditions on the River and City tables respectively.
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6 Query: What is the average population of the non-capital cities listed in the
City table?

SELECT AVG (Ci.Pop)
FROM City ci
WHERE Ci.Capital= ‘N’

Comments: The AVG (Average) is an example of an aggregate operation. Other
aggregate operations are COUNT, MAX, MIN, and SUM. The aggregate operations
expand the functionality of SQL because they allow computations to be performed
on the retrieved data.

7 Query: For each continent, find the average GDP.

SELECT Co.Cont AVG(Co.GDP) AS Continent-GDP
FROM Country Co
GROUP BY Co.Cont

Comments: This query expression represents a major departure from the basic
SQL query format. The reason is the presence of the GROUP BY clause. The
GROUP BY clause partitions the table on the basis of the attribute listed in
the clause. In this example there are two possible values of Co.cont: NAM and
SAM. Therefore, the Country table is partitioned into two groups. For each
group, the average GDP is calculated. The average value is then stored under
the attribute Continent-GDP as specified in the SELECT clause.

8 Query: For each country in which at least two rivers originate, find the length
of the smallest river.

SELECT R.Origin, MIN(R.length) AS Min-length
FROM River R

GROUP BY R.Origin

HAVING COUNT(*) > 1

Comments: This is similar to the previous query. The difference is that the
HAVING clause allows selection conditions to be enforced on the different groups
formed in the GROUP BY clause. Thus only groups with more than one member
are considered.

9 Query: List the countries whose GDP is greater than Canada’s.

SELECT Co.Name

FROM Country Co
WHERE Co.GDP > ANY ( SELECT Col.GDP
FROM Country Col
WHERE Col.Name = ‘Canada’)

Comments: This is an example of a nested query. These are queries which have
other queries embedded in them. A nested query becomes mandatory when
an intermediate table, which does not exist, is required before a query can be
evaluated. The embedded query typically appears in the WHERE clause, though
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it can appear, albeit rarely, in the FROM and the SELECT clauses. The ANY is
a set comparison operator. Consult a standard database text for a complete
overview of nested queries.

SQL summary

Structured query language (SQL) is the most widely implemented database language.
SQL has two components: the data definition language (DDL) and data manipula-
tion language (DML). The schema of the database tables are specified and populated
in the DDL. The actual queries are posed in DML. We have given a brief overview
of SQL. More information can be found in any standard text on databases.

Object-Oriented Database Management Systems

Object-oriented database technology results from the combination of object-oriented
programming concepts with database management principles for supporting various
non-traditional applications involving complex data types and operations. Let us
now briefly review key features offered by most of the OODBMSs available on the
market today. These include types, classes, objects, methods, object identity, abstract
data types, complex objects, class hierarchies, overloading, and late binding.

1 Type System: A rich type system provides mechanisms to construct new types
using the base types such as Booleans, integers, reals, and character strings. Many
object-oriented programming languages allow constructing record structures and
collection types using a feature know as type constructor. A record structure is
made of # components, where each component is a duplet consisting of a base
type and a field name. A record structure is exactly the same as the “struct” type
in the C and C++ programming languages. A collection type is constructed using
collection operators, such as arrays, lists, and sets. Thus although a collection
type consists of more than one element, all elements are of the same type. Again,
these two new types can be applied in the same fashion to construct even more
complex types.

2 Classes: A class is a description of an object or group of objects with similar
properties and behavior. A class is made-up of a type, and one or more functions
or procedures known as methods.

3 Objects: An object is an instance of a class. The simplest objects are just base
types, such as Booleans, integers, floats and strings, etc. An object can simply
be the value of that class or it can be a variable that holds values of that class,
known as immutable and mutable objects respectively. Formally, an object can
be thought of as a triple (I,C,V), where I is the object identity (OID), C is a
type constructor, and V is the object state (that is, current value). An example is:
0, = (iy, atom, “U.S.A.”).

4 Methods: A method implements a certain behavior or operation for a class.
A method takes at least one argument that is an object of that class. Associated
with each class is a special method, known as a constructor. Complex objects
are built from the simpler objects by applying constructors to them.
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5 Object Identity: In the object-oriented (OO) paradigm, it is assumed that each
object has a unique identity (OID), that is, the identity is independent of the
state of the object. It is also assumed that no two objects can have the same
OID, and that no object has two different OIDs. As a consequence, OODBMS
support two important notions of object equivalence, known as object sharing
and object updates.

6 Abstract Data Types: ADTs are user defined arbitrary data types that are com-
binations of atomic data types and the associated methods. ADTs provide data
encapsulation, that is, they restrict access to objects of a class through a well
defined set of functions (methods).

7  Class Hierarchies: Generalization and specialization are two important object-
oriented concepts that allow sharing or reuse of software. Through generalization
we can organize the classes by their similarities and differences. Generalization
defines the relationship between a superclass and its subclasses. A subclass inherits
all the properties (attributes) and the behavior (methods) of its superclass. In
addition, the subclass may have its own properties (attributes and methods).
While generalization takes a bottom-up approach, specialization takes a top-down
approach — that is, starting with the superclass and then splitting (specializing)
into subclasses.

Object-oriented query languages

In the previous section, we have seen that SQL is the standard query language in
the RDBMS world. In this section, we present OQL, the object query language that
combines the declarative programming feature of SQL with the object-oriented
programming. Unlike SQL, OQL is intended to be used as an extension with some
object-oriented host language, such as C++ or Java. Though it looks analogous to
the way SQL is embedded into a host language, the OQL and object-oriented host
language combination provides seamless integration. Objects can be modified by the
host language and the OQL without explicitly transferring the values between
the two languages, thereby providing an advantage over the embedded SQL. Now
let us look at some of the query capabilities of OQL.

OQL supports the basic SELECT-FROM-WHERE expressions of SQL. In addi-
tion, OQL supports complex type constructors, such as Set(...), Bag(...), List(...),
Array(...), and Struct(...), and path expressions. For simple queries, there would not
be any change between SQL and OQL query statements; however, the difference
between them becomes obvious if we consider both class hierarchies and methods.
In the next section we introduce some examples written in SQL-3 that incorporate
some object-oriented features into SQL.

Object Relational Database Management Systems

Despite the advantages offered by object-oriented database management systems,
the classical relational model (with various extensions) still dominates the market
today. Nevertheless, the motivation that led to the development of OODBMS has
also influenced the relational database community. Several database vendors, such
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as Oracle and IBM (DB2), now offer hybrid systems known as object-relational
database management systems (ORDBMS). Though relation is still a core concept
in ORDBMS, these newer systems now allow users to store collections of complex
objects that encapsulate both data and the behavior. The same is true in the SQL
domain, as seen in the recently standardized SQL-3, which brings object-oriented
features into the relational world. In this section we briefly review the ORDBMS
technology through the OGC and SQL-3 extensions.

Extending SQL for spatial data

Although it is a powerful query-processing language, SQL has its shortcomings. The
main one is that this language can handle only simple data types such as integers,
dates, and strings. Spatial database applications must handle complex data types like
points, lines, and polygons. Database vendors have responded in two ways: They
have either used blobs to store spatial information, or they have created hybrid sys-
tems in which spatial attributes are stored in operating-system files via a GIS. SQL
cannot process data stored as blobs, and it is the responsibility of the application
techniques to handle data in blob form (Stonebraker and Moore 1997). This solution
is neither efficient nor aesthetic because the data depends upon the host-language
application code. In a hybrid system, spatial attributes are stored in a separate
operating-system file and thus are unable to take advantage of traditional database
services like query language, concurrency control, and indexing support.

Object-oriented systems have had a major influence on expanding the capabilities
of DBMS to support spatial (complex) objects. The program to extend a relational
database with object-oriented features falls under the general framework of object-
relational database management systems (ORDBMS). The key feature of ORDBMS
is that they support a version of SQL, SQL-3/SQL-99, which supports the notion
of user-defined types (as in Java or C++). Our goal is to study SQL-3/SQL-99 enough
so that we can use it as a tool to manipulate and retrieve spatial data.

The principal demand of spatial SQL is to provide a higher abstraction of spatial
data by incorporating concepts closer to our perception of space (Egenhofer 1994).
This is accomplished by incorporating the object-oriented concept of user-defined
abstract data types (ADT). An ADT is a user-defined type and its associated func-
tions. For example, if we have land parcels stored as polygons in a database, then
a useful ADT may be a combination of the type polygon and some associated func-
tion (method), say, adjacent. The adjacent function may be applied to 1and
parcels to determine if they share a common boundary. The term abstract is used
because the end-user need not know the implementation details of the associated
functions. All end-users need to know is the interface, that is, the available functions
and the data types for the input parameters and output results.

The OGIS standard for extending SQL

The Open GIS Consortium (OGIS) was formed by major software vendors to for-
mulate an industry-wide standard related to GIS interoperability. The OGIS spatial
data model can be embedded in a variety of programming languages, for example,
C, Java, SQL, etc. We will focus on SQL embedding in this section.
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The OGIS is based on a geometry data model shown in Figure 7.5. Recall
that the data model consists of a base-class, GEOMETRY, which is non-instantiable
(that is, objects cannot be defined as instances of GEOMETRY), but specifies a
spatial reference system applicable to all its subclasses. The four major subclasses
derived from the GEOMETRY superclass are Point, Curve, Surface, and
GeometryCollection. Associated with each class is a set of operations which
acts on instances of the classes. A subset of important operations and their defini-
tions are listed in Table 7.5.

Table 7.5 A sample of operations listed in the OGIS standard for SQL (after OGIS 1999)

Basic Functions SpatialReference() Returns the underlying coordinate system of
the geometry

Envelope() Returns the minimum orthogonal bounding

rectangle of the geometry

Export() Returns the geometry in a different representation

IsEmpty() Returns true if the geometry is a null set

IsSimple() Returns true if the geometry is simple

(no self-intersection)

Boundary() Returns the boundary of the geometry
Topological/Set  Equal Returns true if the interior and boundary of the
Operators two geometries are spatially equal

Disjoint Returns true if the boundaries and interior do not

intersect

Intersect Returns true if the geometries are not disjoint

Touch Returns true if the boundaries of two surfaces

intersect but the interiors do not

Cross Returns true if the interior of the surface intersects

with a curve

Within Returns true if the interior of the given geometry

does not intersect with the exterior of another
geometry

Contains Tests if the given geometry contains another given

geometry

Overlap Returns true if the interiors of two geometries have

non-empty intersection

Spatial Analysis Distance Returns the shortest distance between two geometries
Buffer Returns a geometry that consists of all points whose
distance from the given geometry is less than or
equal to the specified distance

ConvexHull Returns the smallest convex geometric set enclosing
the geometry

Intersection Returns the geometric intersection of two geometries

Union Returns the geometric union of two geometries

Difference Returns the portion of a geometry which does not
intersect with another given geometry

SymmDiff Returns the portions of two geometries which do

not intersect with each other
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The operations specified in the OGIS standard fall into three categories:

1 Basic operations applicable to all geometry data types. For example,
SpatialReference returns the underlying coordinate system where the
geometry of the object was defined. Examples of common reference systems include
the well-known latitude and longitude system and the often-used Universal
Traversal Mercator (UTM) system.

2 Operations which test for topological relationships between spatial objects. For
example, intersect tests whether the interior of two objects has a non-empty
set intersection.

3 General operations for spatial analysis. For example, distance returns the
shortest distance between two spatial objects.

Limitations of the standard

The OGIS specification is limited to the object model of space. However, spatial
information is sometimes most naturally mapped onto a field-based model and the
OGIS is currently developing consensus models for field data types and operations
that will probably be incorporated into a future OGIS standard.

Even within the object model, the OGIS operations are limited for simple
SELECT-PROJECT-JOIN queries. Support for spatial aggregate queries with the
GROUP BY and HAVING clauses does pose problems. Finally, the focus in the OGIS
standard is exclusively on basic topological and metric spatial relationships. Support
for a whole class of metric operations, namely, those based on the direction pre-
dicate (for example, North, South, left, front) is missing.

Example queries which emphasize spatial aspects

Using the OGIS data types and operations, we formulate SQL queries in the World
database which highlight the spatial relationships between the three entities:
Country, City, and River. We first redefine the relational schema, assuming that
the OGIS data types and operations are available in SQL.

1 Query: Find the names of all countries which are neighbors of USA in the Country
table.

SELECT Cl.Name AS “Neighbors of USA”

FROM Country Cl, Country C2
WHERE Touch (Cl.Shape, C2.Shape) = 1 AND
C2.Name = ‘USA’

Comments: The Touch predicate checks if any two geometric objects are adjacent
to each other without overlapping. It is a useful operation to determine neigh-
boring geometric objects. The Touch operation is one of the eight topological
and set predicates specified in the OGIS Standard. One of the nice properties
of topological operations is that they are invariant under many geometric trans-
formations. In particular, the choice of the coordinate system for the World
database will not affect the results of topological operations.
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Table 7.6 Basic data types

(a) (b)
CREATE TABLE Country ( CREATE TABLE River (
Name varchar (30), Name varchar (30),
Cont varchar (30) , Origin varchar (30),
Pop Integer, Length Number,
GDP Number, Shape LineString) ;
Shape Polygon) ;
(c)
CREATE TABLE City (
Name varchar (30),
Country varchar (30),
Pop integer,
Shape Point );

Topological operations apply to many different combinations of geometric types.
Therefore, in an ideal situation these operations should be defined in an “overloaded”
fashion. Unfortunately, many object-relational DBMS do not support object-oriented
notions of class inheritance and operation overloading. Thus, for all practical purposes,
these operations must be defined individually for each combination of applicable
geometric types (Table 7.6).

1 Query: For all the rivers listed in the River table, find the countries through
which they pass.

SELECT R.Name C.Name
FROM River R, Country C
WHERE Cross (R.Shape, C.Shape) = 1

Comments: The Cross is also a topological predicate. It is most often used to
check for the intersection between LineString and Polygon objects, as in
this example, or a pair of LineString objects.

2 Query: Which city listed in the City table is closest to each river listed in the
River table?

SELECT Cl.Name, R1l.Name
FROM City Cl1, River RI1
WHERE Distance (Cl.Shape, R1l.Shape) <
( SELECT Distance(C2.Shape, R2.Shape)
FROM City C2, River R2
WHERE Cl.Name <> C2.Name
AND R1.Name <> R2.Name)
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Comments: The Distance is a real-valued binary operation. It is being used
once in the WHERE clause and again in the SELECT clause of the subquery. The
Distance function is defined for any combination of geometric objects.

3 Query: The St Lawrence River can supply water to cities which are within 300 km.
List the cities which can use water from the St Lawrence.

SELECT Ci.Name

FROM City Ci, River R
WHERE Overlap (Ci.Shape, Buffer (R.Shape,300)) =1 AND
R.Name = ‘'St. Lawrence’

Comments: The Buf fer of a geometric object is a geometric region centered at
the object whose size is determined by a parameter in the Buffer operation.
In the example the query dictates the size of the buffer region. The buffer
operation is used in many GIS applications including floodplain management
and urban and rural zoning laws. A graphical depiction of the buffer operation
is shown in Figure 7.6. In the figure, Cities A and B are likely to be affected if
there is a flood on the river, while City C will remain unaffected.

4 Query: List the name, population, and area of each country listed in the
Country table.

SELECT C.Name, C.Pop, Area(C.Shape) AS “Area”
FROM Country C

Comments: This query illustrates the use of the Area function. This function is
only applicable for Polygon and MultiPolygon geometry types. Calculating
the Area clearly depends upon the underlying coordinate system of the World
database. For example, if the shape of the Country tuples is given in terms of
latitude and longitude, then an intermediate coordinate transformation must be
performed before the Area can be calculated. The same care must be taken for
Distance and the Length function.

eC

Fig. 7.6 The buffer of a river and points within and outside the resultant buffer
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5 Query: List the length of the rivers in each of the countries they pass through.

SELECT R.Name, C.Name, Length(Intersection(R.Shape,
C.Shape)) AS “Length”

FROM River R, Country C

WHERE Cross (R.Shape, C.Shape) =1

Comments: The return value of the Intersection binary operation is a geo-
metry type. The Intersection operation is different from the Intersects
function, which is a topological predicate to determine if two geometries inter-
sect. The Intersection of a LineString and Polygon can either be a Point
or LineString type. If a river does pass through a country, then the result
will be a LineString. In that case, the Length function will return the length
of the river in each country it passes through.

6 Query: List the GDP and the distance of a country’s capital city to the equator
for all countries.

SELECT Co.GDP, Distance(Point(0,Ci.y),Ci.Shape) AS

“Distance”
FROM Country Co, City Ci
WHERE Co.Name = Ci.Country AND Ci.Capital = ‘Y’

Comments: Searching for implicit relationships between data sets stored in a
database is outside the scope of standard database functionality. Current DBMS
are geared toward online transaction processing (OLTP), while this query, as
posed, is in the realm of online analytical processing (OLAP). At the moment the
best we can do is list each capital and its distance to the equator (Table 7.7).
Point (0,Ci.y) is a point on the equator which has the same longitude as
that of the current capital instantiated in Ci .Name.
7 Query: List all countries, ordered by number of neighboring countries.

SELECT Co.Name, Count (Col.Name)
FROM Country Co, Country Col
WHERE Touch (Co.Shape, Col.Shape)

GROUP BY Co.Name
ORDER BY Count (Col.Name)

Table 7.7 Results of query 7

Co.Name Co.GDP Dist-toEq (km)
Havana 16.9 2562
Washington DC 8003 4324
Brazilia 1004 1756
Ottawa 658 5005
Mexico City 694.3 2161

Buenos Aires 348.2 3854
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Comment: In this query all the countries with at least one neighbor are sorted
on the basis of number of neighbors.

8 Query: List the countries with only one neighboring country. A country is a
neighbor of another country if their land masses share a boundary.

SELECT Co .Name

FROM Country Co, Country Col
WHERE Touch (Co.Shape, Col.Shape)
GROUP BY Co.Name

HAVING Count (Col.Name) = 1
SELECT Co.Name

FROM Country Co

WHERE Co.Name IN

(SELECT Co.Name

FROM Country Co

WHERE Touch (Co.Shape, Col.Shape))
GROUP BY Co.Name
HAVING Count (*) = 1

Comments: Here we have a nested query in the FROM clause. The result of the
query within the FROM clause is a table consisting of pairs of countries which
are neighbors. The GROUP BY clause partitions the new table on the basis of
the names of the countries. Finally, the HAVING clause forces the selection to
be paired to those countries which have only one neighbor. The HAVING clause
plays a role similar to the WHERE clause with the exception that it must include
aggregate functions like count, sum, max, and min.
9 Query: Which country has the maximum number of neighbors?

CREATE VIEW Neighbor AS

SELECT Co.Name, Count(Col.Name) AS num neighbors
FROM Country Co, Country Col

WHERE Touch (Co.Shape, Col.Shape)

GROUP BY Co.Name

SELECT Co.Name, num neighbors

FROM Neighbor

WHERE num neighbor = (SELECT Max (num neighbors)
FROM Neighbor

Object-relational SQL

The OGIS standard specifies the data types and their associated operations which
are considered essential for spatial applications like GIS. For example, for the Point
data type an important operation is Distance, which computes the distance between
two points. The 1ength operation is not a semantically correct operation on a Point
data type. This is similar to the argument that the concatenation operation makes
more sense for Character data type than for say, the Integer type.
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In relational databases, the set of data types is fixed. In object-relational and object-
oriented databases this limitation has been relaxed and there is a built in support
for user-defined data types. While this feature is clearly an advantage, especially
when dealing with non-traditional database applications like GIS, the burden of con-
structing syntactically and semantically correct data types is now on the database
application developer. To share some of the burden, commercial database vendors
have introduced application-specific “packages” which provide a seamless interface
to the database user. For example, Oracle markets a GIS specific package called
the Spatial Data Cartridge.

The recently standardized SQL-3 allows user-defined data types within the
overall framework of a relational database. Two features of the SQL-3 standard
which may be beneficial for defining user-defined spatial data types are described
below.

A glance at SQL-3

The SQL-3/SQL-99 proposes two major extensions to SQL-2/SQL-92, the current
accepted SQL draft.

1 Abstract Data Type: An ADT can be defined using a CREATE TYPE statement.
Like classes in object-oriented technology, an ADT consists of attributes and
member functions to access the values of the attributes. Member functions
can potentially modify the value of the attributes in the data type and thus
can also change the database state. An ADT can appear as a column type
in a relational schema. To access the value that the ADT encapsulates, a
member function specified in the CREATE TYPE must be used. For example,
the following script creates a type Point with the definition of one member
function Distance:

CREATE TYPE Point (

X NUMBER,
Yy NUMBER,
FUNCTION Distance(:u Point, :v Point)

RETURNS NUMBER ) ;

The colons before u and v signify that these are local variables.
2 Row Type: A row type is a type for a relation. A row type specifies the schema
of a relation. For example, the following statement creates a row type Point.

CREATE ROW TYPE  Point (
x NUMBER,
v NUMBER ) ;

We can now create a table which instantiates the row type. For example:

CREATE TABLE Pointtable of TYPE Point;
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In our own work we emphasize the use of ADT instead of row type. This is because
the ADT as a column type naturally harmonizes with the definition of an ORDBMS
as an extended relational database.

Object-relational schema

Oracle 8 is an object-relational DBMS introduced by Oracle Corporation. Sim-
ilar products are available from other database companies such as IBM. Oracle 8
implements a part of the SQL-3 Standard. In this system, the ADT is called the
“object type.”

Below we describe how the three basic spatial data types — Point, LineString,
and Polygon — are constructed in Oracle 8.

CREATE TYPE Point AS OBJECT (

x NUMBER,

y NUMBER,
MEMBER FUNCTION Distance(:u Point,:v Point) RETURN NUMBER,
PRAGMA  RESTRICT_REFERENCES (Distance, WNDS);

The Point type has two attributes, x and y, and one member function, Distance.
PRAGMA alludes to the fact that the Distance function will not modify the state
of the database: WNDS (Write No Database State). Of course in the OGIS
standard many other operations related to the Point type are specified, but for
simplicity we have shown only one. After its creation the Point type can be used
in a relation as an attribute type. For example, the schema of the relation City
can be defined as follows:

CREATE TABLE City (

Name varchar (30),
Pop int,

Capital char (1),
Shape Point) ;

Once the relation schema has been defined, the table can be populated in the usual
way. For example, the following statement adds information related to Brasilia,
the capital of Brazil, into the database:

INSERT INTO CITY(‘'Brasilia’, ‘Brazil’, 1.5, ‘'Y’,
Point (
-55.4,-23.2));

The construction of the LineString data type is slightly more involved than
that of the Point type. We begin by creating an intermediate type, LineType:

CREATE TYPE LineType AS VARRAY(500) OF Point;
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Thus LineType is a variable array of Point data type with a maximum length
of 500. Type-specific member functions cannot be defined if the type is defined as
a Varray. Therefore, we create another type LineString:

CREATE TYPE LineString AS OBJECT (
Num_of_Points INT,
Geometry LineType,
MEMBER FUNCTION Length(SELF IN) RETURN NUMBER,
PRAGMA RESTRICT REFERENCES (Length, WNDS) ;

The attribute Num_of_Points stores the size (in terms of points) of each instance
of the LineString type. We are now ready to define the schema of the River table:

CREATE TABLE River (
Name varchar (30) ,
Origin varchar (30),
Length number,
Shape LineString );

While inserting data into the River table, we have to keep track of the different
data types involved.

INSERT INTO RIVER (‘Mississippi’, ‘USA’, 6000, LineString(3,
LineType (Point(1,1),Point(1,2),Point(2,3)))

The Polygon type is similar to LineString. The sequence of type and table
creation and data insertion is given in Table 7.8.

Example queries

1 Query: List all the pairs of cities in the City table and the distances between them.

SELECT Cl.Name, Cl.Distance(C2.Shape) AS “Distance”
FROM city C1, City C2
WHERE Cl.Name <> C2.Name

Comments: Notice the object-oriented notation for the Distance function in
the SELECT clause. Contrast it with the predicate notation used in section above,
“Example queries which emphasize spatial aspects”: Distance (C1.Shape,
C2.Shape). The predicate in the WHERE clause ensures that the Distance
function is not applied between two copies of the same city.

2 Query: Validate the length of the rivers given in the River table, using the
geometric information encoded in the Shape attribute.

SELECT R.Name, R.Length, R.Length() AS “Derived Length”
FROM River R

Comments: This query is used for data validation. The length of the rivers
is already available in the Length attribute of the River table. Using the
Length () function we can check the integrity of the data in the table.
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Table 7.8 The sequence of creation of the Country table

(a)

CREATE TYPE PolyType AS VARRAY (500) OF Point

(b)

CREATE TYPE Polygon AS OBJECT (
Num_of_Points INT,
Geometry PolyType,
MEMBER FUNCTION Area (SELF IN) RETURN NUMBER,
PRAGMA RESTRICT_REFERENCES (Length, WNDS) ;

(c)

CREATE TABLE Country (
Name varchar (30),
Cont varchar (30),
Pop int,
GDP number,
Life-Exp number,
Shape Polygon ) ;
(d)
INSERT INTO Country(‘Mexico’, ‘NAM’, 107.5, 694.3, 1004.0,
Polygon (23, Polytype(Point(1,1), ...,Point(1,1)))

3 Query: List the names, populations, and areas of all countries adjacent to the
USA.

SELECT C2.Name, C2.Pop, C2.Area() AS “Area”

FROM Country Cl, Country C2
WHERE * Cl.Name = ‘USA’ AND
Cl.Touch(C2.Shape) = 1

Comments: The Area () function is a natural function for the Polygon ADT
to support. Along with Area (), the query also invokes the Touch topological
predicate.

CONCLUSIONS

In this chapter we have presented an overview of relational, object-oriented, and
object-relational database management systems from a GIS and spatial data man-
agement point of view. The relational data model, which has proven to be very
successful at solving most business data processing problems, has serious drawbacks
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when it comes to handling complex information systems. On the other hand, object-
oriented database management systems, which are the result of combining good
features of object-oriented programming concepts and database management prin-
ciples, have been limited to certain niche markets. Recent object extensions of RDBMS
have resulted in a more flexible hybrid DBMS, known as ORDBMS, and seem to
offer the best of both worlds. We have provided key concepts of each of these DBMS
through simple examples drawn from the standard World database.

The treatment of this chapter was limited to the basic principles of the concepts
needed to understand these DBMS. For additional information the interested reader
is directed to the following references. Standard textbooks on DBMS (Ullman and
Widom 1999, Elmasri and Navathe 2000) cover a broad spectrum of topics in this
field. Readers interested in spatial databases may refer to Rigaux, Scholl, and Voisard
(2002) and Shekhar and Chawla (2003), which provide a detailed treatment of DBMS
from a spatial data management point of view. Readers wanting additional insights
on the intersection of computer science and GIS should consult Worboys (1995); those
interested in conceptual data models and their extensions with respect to spatial
database applications should consult Tryfona and Hadzilacos (1995), Hadzilacos and
Tryfona (1997), Shekhar, Vatsavai, Chawla, and Burk (1999), Brodeur, Bédard,
and Proulx (2000), and Bédard, Larrivée, Proulx, and Nadeau (2004). For more on
spatial query languages and spatial query processing, there is Orenstein (1986, 1990)
and Egenhofer (1994); readers interested in multi-dimensional indexing should refer
to Gaede and Gunther (1998). Finally, those interested in learning more about
standards should consult OGIS (1999).
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Chapter 8

Adding the Z Dimension

Michael FE Hutchinson

The land surface is the natural context for life on Earth. Above sea-level the land
surface plays a fundamental role in modulating land surface and atmospheric pro-
cesses. Below sea-level it forms an important role in modulating ocean tides and
currents. Life depends on these Earth surface processes over a wide range of space
and time scales. Conversely, the land surface itself is molded by these processes,
also over a wide range of time and space scales. It is thus not surprising that models
of the land surface of the Earth have played an integral role in GI Science since its
inception. Analyses and representations of the land surface have directly stimulated
new methods for obtaining digital environmental data, new spatial interpolation
methods and new methods for analysing landscape dependent hydrological and
ecological processes (Hutchinson and Gallant 1999). The Z dimension, the eleva-
tion above or below sea-level of the land surface, is the primary descriptor of this
fundamental layer.

Digital elevation models (DEMs) are used to represent the land surface in differ-
ent ways, depending on the nature of the application. Visualization of landscapes,
and of spatially distributed quantities and entities within landscapes, plays an import-
ant role in conceptualization and in providing subjective understanding of surface
processes. It can also play an important role in assessing data quality. These applica-
tions are discussed extensively in “Optimization of DEM Resolution” below. Of
central importance for environmental modeling is the accuracy and spatial cover-
age that can be achieved by incorporating appropriate dependencies on the land
surface. Mesoscale representations of surface climate, particularly temperature and
precipitation, have a strong direct dependence on elevation, the Z dimension itself,
making such representations truly three-dimensional. Modeling applications at finer
scales often depend on representations of the shape of the land surface rather than
elevation per se. These shape-based applications are largely the subject of terrain
analysis as discussed by Wilson and Gallant (2000; see also Chapter 23 by Deng,
Wilson, and Gallant in this volume).

This chapter is primarily concerned with the generation of regular grid digital
elevation models, from a variety of data sources, to support the elevation and
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landscape shape requirements of environmental modeling over a range of spatial
scales. Issues of data quality and spatial scale naturally arise in this context. An
essential shape-based attribute of DEMs for hydrological applications is drainage
connectivity. Coupling the process of automatic drainage enforcement to the inter-
polation and filtering of DEMs, as introduced by Hutchinson (1989), has improved
elevation accuracy and directly facilitated hydrological applications. DEM accuracy
can also be improved by applying statistical filtering methods that accurately reflect
the errors in elevation source data. The issues of drainage connectivity and elevation
accuracy are particularly relevant with the advent of fine scale digital elevation data
sources.

The chapter also discusses the incorporation of dependencies of environmental
variables on elevation and landscape shape. This is largely the domain of multivariate
statistical analysis, usually performed by various forms of thin plate smoothing splines
and geostatistics. These models normally apply data smoothing, in the same way as
can be applied to elevation data, to allow for fine scale variability in the data and
produce spatial models with minimal error. The incorporation of dependencies on
elevation and landscape shape has played a major role in developing accurate spatial
representations of environmental variables such as surface climate and in assessing
spatially detailed impacts of projected climate change (Houser, Hutchinson, Viterbo,
et al. 2004).

Regular Grid Digital Elevation Models and Spatial Scale

Digital elevation models are commonly based on one of three data structures:
triangulated irregular networks, contours, and regular grids. Triangulated irregular
networks (TINs) have found most application in visualization where economy of
representation is important. This can be achieved if the triangulations are based on
well-chosen surface specific points including peaks and points on ridges, streamlines
and breaks in slope (Weibel and Heller 1991, Lee 1991). Contour methods tend to
be computationally intensive and difficult to apply to larger areas. They are less often
used directly as elevation models, but have been used in hydrological applications
(Moore, O’Loughlin, and Burch 1988) and in recent derivations of slope (Mizukoshi
and Aniya 2002).

On the other hand, regular grid DEMs offer simplicity of representation and of
topological relations between points, at the expense of somewhat larger storage
requirements than TINs. Regular grid DEMs are readily integrated with remotely
sensed environmental data that are normally obtained in regular grid form. The grid
spacing can also provide a useful index of scale. If stored with sufficient vertical
precision, regular grid DEMs can represent terrain shape in areas of both high and
low relief. Thus regular grid DEMs have become the dominant vehicle for environ-
mental applications that depend on elevation and shape of the land surface.

The grid spacing, or spatial resolution, of a regular grid DEM, as well as pro-
viding a practical index of scale also provides a measure of information content
(Hutchinson 1996). The issue of spatial scale arises at various points in elevation-
based environmental analysis and modeling. The scale of source topographic data
should guide the choice of grid spacing when generating DEMs from such data. The
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scales of DEMs should also match the natural scales of terrain dependent applications.
The determination of appropriate DEM scales for hydrological modeling is an active
research issue (for example, Zhang and Montgomery 1994, Bloschl and Sivaplan
1995, Feddes 19985, Sivaplan, Grayson, and Woods 2004). This is particularly rele-
vant in recent years with the advent of high resolution data sources. Incorporation
of terrain structure into considerations of spatial scale is also an emerging issue in
terrain analysis (Gallant and Dowling 2003).

The range of spatial scales of hydro-ecological applications of DEMs, and the
corresponding common primary topographic data sources are indicated in Table 8.1,
as adapted from Hutchinson and Gallant (2000). The general trend since the 1980s
has been to move from broader continental and regional scales, closely allied to the
representation of major drainage divisions (Jenson 1991, Hutchinson and Dowling
1991), to mesoscale representations of surface climate (Hutchinson 1995b, Running
and Thornton 1996, Daly, Neilson, and Phillips 1994) and associated flora and
fauna (Nix 1986), to finer toposcales suited to the modeling of surface hydrology,
vegetation, and soil properties (Moore, Grayson, and Ladson 1991, Quinn, Beven,
Chevallier, and Planchon 1991, Zhang and Montgomery 1994, Gessler, Moore,
McKenzie, and Ryan 1995, Mackey 1996). This has been accompanied by improve-
ments in methods for representing the fine scale shape and structure of DEMs,
supported by the steady increase in resolution of DEM data sources and the capacity
of computing platforms. Fine scale processes are often the focus of hydrological
applications. However, it should be noted that coarser scale processes, particu-
larly mesoscale climate, can have a significant impact on the spatial distribution of
elevation dependent environmental processes.

Of the applications listed in Table 8.1, only representations of surface temperature
and rainfall have a direct dependence on elevation. All others depend on measures of
surface shape and roughness, as exemplified by the primary and secondary terrain
attributes listed in Moore, Grayson, and Ladson (1991). This underlines the import-
ance of DEMs providing accurate representations of surface shape and drainage
structure. This is particularly so in low relief areas where elevations must be recorded
with sub-meter precision to accurately reflect small elevation gradients.

Though actual terrain can vary across a wide range of spatial scales, in practice,
source topographic data are commonly acquired at a particular scale. This places
practical limits on the range of DEM resolutions that can be truly supported by a
particular source data set. The following section describes the data sources commonly
supporting generation of DEMs at each of the scales listed in Table 8.1.

Sources of Topographic Data

Three main classes of source topographic data may be recognized, for which differ-
ent DEM generation techniques are applicable, as discussed below.

Surface specific point elevation data

Surface specific point elevations, including high and low points, saddle points, and
points on streams and ridges make up the skeleton of terrain (Clarke 1990). They
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are an ideal data source for most interpolation techniques, including triangulation
methods and specially adapted gridding methods. These data may be obtained by
ground survey and by manually assisted photogrammetric stereo models (Makarovic
1984). They can also be obtained from grid DEMs to construct TIN models (Heller
1990, Lee 1991). The advent of the global positioning system (GPS) has enhanced
the availability of accurate ground surveyed data (Dixon 1991, Lange and Gilbert
1998). Such data are mainly obtained for detailed survey of relatively small experi-
mental catchments. They are less often used for larger areas.

Contour and streamline data

Contour and streamline data are still a common terrain data source for larger areas.
They have found common application at the toposcale (see Table 8.1). Many of
these data have been digitized from existing topographic maps that, until the advent
of spaceborne survey methods, were the only source of elevation data for some
parts of the world. The conversion of contour maps to digital form has been a major
activity of mapping organizations world wide (Hobbs 1995). Contours can also be
generated automatically from photogrammetric stereo models (Lemmens 1988),
although these methods are subject to error due to variations in surface cover.
A sample contour and streamline data set, together with some additional point data,
is shown in Figure 8.1. Contours implicitly encode a number of terrain features,
including points on streamlines and ridges. The main disadvantage of contour data
is that they significantly under sample the areas between contour lines, especially
in areas of low relief, such as the lower right hand portion of Figure 8.1. This has
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Fig. 8.1 Contour, point elevation, and streamline data
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led most investigators to prefer contour specific algorithms over general purpose
algorithms when interpolating contour data (Clarke, Griin, and Loon 1982, Mark
1986, Hutchinson 1988, Weibel and Briandl 1995).

Contour data differ from other elevation data sources in that they imply a degree
of smoothness of the underlying terrain. When contours are obtained by manu-
ally assisted photogrammetric techniques, the operator can remove the effects of
obstructions such as vegetation cover and buildings. When coupled with a suitable
interpolation technique, contour data can be a superior data source in low relief
areas, where moderate elevation errors in remotely sensed data can effectively pre-
clude accurate determination of surface shape and drainage structure (Garbrecht
and Starks 1995).

Streamlines are also widely available from topographic maps and provide important
structural information about the landscape. However, few interpolation techniques
are able to make use of streamline data without associated elevation values. The
method developed by Hutchinson (1989) can use such streamline data, provided
that the streamlines are digitized in the downslope direction. This imposes a signific-
ant editing task, which can be achieved by using a GI System (GIS) with network
capabilities.

Remotely sensed elevation data

Gridded DEMs may be calculated directly by stereoscopic interpretation of data
collected by airborne and satellite sensors. The traditional source of these data is
aerial photography (Kelly, McConnell, and Mildenberger 1977). In the absence of
vegetation cover these data can deliver elevations to sub-meter accuracy (Ackermann
1978, Lemmens 1988). Stereoscopic methods have been applied to SPOT imagery
(Konecny, Lohmann, Engel, and Kruck 1987, Day and Muller 1988), and more recently
to airborne and spaceborne synthetic aperture radar (SAR). Airborne and space-
borne lasers can also provide elevation data in narrow swathes. A major impetus
for these developments has been the goal of generating high resolution DEMs
with global coverage, recently achieved with the completion of the three-second
(90 m) DEM for the globe obtained from the Shuttle Radar Topography Mission
(USGS 2005).

Remote sensing methods can provide broad spatial coverage, but have a num-
ber of generic limitations. None of the sensors can reliably measure the ground
elevations underneath dense vegetation cover. Even in the absence of ground cover,
all methods measure elevations with significant random errors that depend on the
inherent limitations of the observing instruments, as well as surface slope and rough-
ness (Harding, Bufton, and Frawley 1994, Dixon 1995). The methods also require
accurately located ground control points to minimize systematic error. These points
are not always easy to locate, especially in remote regions. Best possible standard
elevation errors with spaceborne systems currently range between 1 and 10 m, but
elevation errors can be much larger, up to 100 m, under unfavorable conditions
(Sasowsky, Peterson, and Evans 1992, Harding, Bufton, and Frawley 1994,
Zebker, Werner, Rosen, and Hensley 1994, Lanari, Fornaro, Riccio 1997). Averaging
of data obtained from multiple passes of the sensor can reduce these errors, but
at greater cost.
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Airborne laser scanning (ALS) data are an emerging source of fine-scale, irregularly
spaced, elevation data with position and elevation errors around 10-20 ¢m and
typical data spacing around 1-2 m (Flood 2001, Maas 2002). Airborne laser can
reliably detect the height of the ground surface below significant tree cover. These
data offer the potential for a new generation of accurate fine scale DEMs for a wide
range of applications (Lane and Chandler 2003). But, as for coarser scale remotely
sensed data, careful filtering and interpolation of such data is required to maximize
the quality of the resulting DEMs and dependent representations of surface shape
and drainage structure.

DEM interpolation methods

Interpolation is required to generate regular grid DEMs from irregularly spaced
elevation data. These include surface specific points, contour data and high resolu-
tion data obtained by detailed ground survey and by airborne and spaceborne laser.
Streamline data can be incorporated into the interpolation process to improve the
drainage properties of the interpolated DEM. Since source topographic data sets
are usually very large, high quality global interpolation methods, such as thin plate
splines, in which every interpolated point depends explicitly on every data point,
are computationally impractical. Such methods cannot be easily adapted to the strong
anisotropy evidenced by real terrain surfaces. On the other hand, local interpola-
tion methods — such as inverse distance weighting, local kriging, and unconstrained
triangulation methods — achieve computational efficiency at the expense of somewhat
arbitrary restrictions on the form of the fitted surface. Three classes of interpolation
methods are in use. All achieve a degree of local adaptivity to anisotropic terrain
structure.

Triangulation

Interpolation based on triangulation is achieved by constructing a triangulation of
the data points, which form the vertices of the triangles, and then fitting local poly-
nomial functions across each triangle. Linear interpolation is the simplest case, but
a variety of higher order polynomial interpolants have been devised to ensure that
the interpolated surface has continuous first derivatives (Akima 1978, Sibson 1981,
Watson and Philip 1984, Auerbach and Schaeben 1990, Sambridge, Braun, and
McQueen 1995). Considerable attention has been directed towards methods for con-
structing the triangulation. The Delauney triangulation is the most popular method
and several efficient algorithms have been devised (for example, Aurenhammer 1991,
Tsai 1993).

Triangulation methods have been seen as attractive because they can be adapted to
various terrain structures, such as ridge lines and streams, using a minimal number
of data points (McCullagh 1988). However, these points are difficult to obtain as
primary data. Triangulation methods are sensitive to the positions of the data points
and the triangulation needs to be constrained to produce optimal results (Heller
1990, Weibel and Heller 1991). Triangulation methods are known to have diffi-
culties in interpolating contour data. These data tend to generate many flat triangles
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unless additional structural data points along streams and ridges can be provided
(Clarke 1990, Zhu, Eastman, and Toledano 2001).

Local surface patches

Interpolation by local surface patches is achieved by applying a global interpolation
method to overlapping regions, usually rectangular in shape, and then smoothly
blending the overlapping surfaces. Franke (1982) and Mitasova and Mitas (1993)
have used bivariate spline functions in this way. These methods overcome the com-
putational problems posed by large data sets and permit a degree of local anisotropy.
They can also perform data smoothing when the data have elevation errors. There
are some difficulties in defining patches when data are very irregularly spaced and
anisotropy is limited to one direction across each surface patch. Nevertheless, Mitasova
and Mitas (1993) have obtained good performance on contour data. An advantage
for applications of this method is that topographic parameters such as slope and
curvature, as well as flow lines and catchment areas, can be calculated directly
from the fitted surface patches, which have continuous first and second derivatives
(Mitasova, Hofierka, Zlocha, and Iverson 1996). Local surface patches can also be
readily converted into regular grids.

Locally adaptive gridding

Direct gridding methods can provide a computationally efficient means of applying
high quality interpolation methods to large elevation data sets. Iterative methods
which fit discretized splines in tension, as represented by a finite difference grid, have
been described by Hutchinson (1989) and Smith and Wessel (1990). Both methods
have their origin in the minimum curvature method developed by Briggs (1974).
Computational efficiency can be achieved by using a simple multi-grid strategy which
can make computational time optimal, in the sense that it is proportional to the
number of interpolated DEM points (Hutchinson 1989). The use of splines in tension
is indicated by the statistical nature of actual terrain surfaces (Frederiksen, Jacobi,
and Kubik 1985, Goodchild and Mark 1987). It overcomes the tendency of minimum
curvature splines to generate spurious surface oscillations in complex areas.

The ANUDEM direct gridding method of Hutchinson (1988, 1989, 2006) is used
widely. It has been shown to be superior in terms of elevation accuracy to a variety
of local kriging methods (Bishop and McBratney 2002). It has several locally
adaptive features. It is best described by first defining an appropriate statistical model
for the observed elevation data. Each elevation data value z; at location x,,y; is assumed
to be given by:

zi = flx,y) + & (i=1,...,n) (8.1)

where f is an unknown suitably smooth bivariate function of horizontal location
represented as a finite difference grid, # is the number of data points and ¢ is a
zero mean error term with standard deviation w,. For accurately surveyed elevation
data the standard deviation is dominated by the natural discretization error of
the finite difference representation of f. Assuming that each data point is located
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randomly within its corresponding grid cell, the standard deviation of the discretization
error is given by:

w; = hsi/vﬁ (8.2)

where b is the grid spacing and s; is the slope of the grid cell associated with the
i th data point (Hutchinson 1996). The function f is then estimated by solving for
the regular grid finite difference approximation to the bivariate function f that
minimizes:

N [z = flxy, ) w, ] + AJ(f) (8.3)

i=n

where J(f) is a measure of the roughness of the function f in terms of first and
second derivatives (Hutchinson 1989) and 4 is a positive number called the smooth-
ing parameter. The smoothing parameter A is normally chosen so that the weighted
residual sum of squares in equation (8.3) is equal to #. This can be achieved with
an approximate Newton-Rhapson method coupled with the iterative solution of f
(Hutchinson 2000). The spatially varying weights in the residual sum of squares
in equation (8.3) is a locally adaptive feature that can only be achieved with an
iterative interpolation method for which the slopes of the grid cells are available
as the iterative solution proceeds.

Former limitations in the ability of general gridding methods to adapt to strong
anisotropic structure in actual terrain surfaces, as noted by Ebner, Reinhardt, and
Hossler (1988), have been largely overcome by applying a series of locally adaptive
constraints to the basic gridding procedure. Constraints which have direct relevance
for hydrological applications are those imposed by the drainage enforcement algorithm
devised by Hutchinson (1989). This algorithm removes spurious depressions in the
fitted DEM, in recognition of the fact that sinks are usually quite rare in nature
(Band 1986, Goodchild and Mark 1987). This can significantly improve the drain-
age quality and overall structure of the fitted DEM. It can largely remove the need
to modify the interpolated DEM to obtain drainage connectivity. Alternatively, this
can be achieved by artificially filling remaining depressions (Jenson and Domingue
1988). A grid carving procedure for removing depressions from DEMs has been
recently developed by Soille, Vogt, and Colombo. (2003). Its action is similar to the
drainage enforcement algorithm of Hutchinson (1989).

The action of the drainage algorithm can be quite strong in data sparse areas, as
illustrated in Figures 8.2 and 8.3 reproduced from Hutchinson (1989). The remain-
ing sinks labeled S1, S2, S3, S4 in Figure 8.2, are removed by systematically iden-
tifying the lowest saddle point in the drainage divide surrounding each remaining
depression. Thus the point D is the lowest saddle associated with the sink S1. Flow
lines on each side of this saddle point are used to enforce approximate linear con-
straints from S1 down to S2. Other sinks are cleared similarly. Sinks are cleared
in order of increasing elevation. This yields a derived drainage network aligned
with the actual streamline formation process. Thus, the sink S3 in Figure 8.2 was
not initially cleared to the next lowest sink S4, but cleared to join the streamline
first inferred between S4 and S1. The drainage enforcement procedure can be made
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Fig. 8.2 Minimum curvature gridding of point elevation data with spurious sinks or depressions

computationally efficient because both sink points and saddle points can be detected
locally on the grid DEM as the DEM is being interpolated.

A related locally adaptive feature is an algorithm which automatically calculates
curvilinear ridge and streamlines from points of locally maximum curvature on
contour lines (Hutchinson 1988). This permits interpolation of the fine structure
in contours across the area between the contour lines in a more reliable fashion than
methods which use linear or cubic interpolation along straight lines in a limited num-
ber of directions (Clarke, Griin, and Loon 1982, Oswald and Raetzsch 1984, Legates
and Willmott 1986, Cole, Maclnnes, and Miller 1990). A partly similar approach,
combining triangulation and grid structures, has been described by Aumann, Ebner,
and Tang (1992).

The result of applying the ANUDEM program to the contour, streamline and
point data in Figure 8.1 is shown Figure 8.4. The inferred stream and ridge lines
are particularly curvilinear in the data sparse, low relief portion of the figure, and
there are no spurious depressions. The derived contours also closely match the data
contours. This locally adaptive method has largely overcome problems formerly
encountered by gridding methods in accurately representing drainage structure in
low relief areas (Douglas 1986, Carter 1988).

This procedure also yields a generic classification of the landscape into simple,
connected, approximately planar, terrain elements, bounded by contour segments and
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Fig. 8.3 Spurious sinks removed from the surface in Figure 8.2 by the drainage enforcement
algorithm

flow line segments. These are similar to the elements calculated by Moore, O’Loughlin,
and Burch (1988), but their bounding ridge lines and streamlines are determined
in a more stable manner that incorporates uphill searches on ridges and downhill
searches in valleys (Hutchinson 1988). A recent development in this elevation grid-
ding method is to include a locally adaptive surface roughness penalty defined by
profile curvature. This penalty attempts to match fluvial landform processes in a
more generic manner and initial results are encouraging (Hutchinson 2000).

Filtering of remotely sensed elevation data

Remotely sensed data can be obtained as regular grid DEMs and as irregularly spaced
laser scanned data. Filtering of both forms of data is required to remove errors that
can have both random and systematic components. Filtering of DEM data is usu-
ally associated with a coarsening of the DEM resolution. Methods include simple
nearest neighbor sub-sampling and standard filtering techniques, including median
and moving average filtering in the spatial domain, and lowpass filtering in the
frequency domain. Several authors have recognized the desirability of filtering remotely
sensed DEMs to improve the representation of surface shape.
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Fig. 8.4 Contours and inferred stream lines and ridge lines derived by the ANUDEM procedure
from the topographic data shown in Figure 8.1.

Sasowsky, Peterson, and Evans (1992) and Bolstad and Stowe (1994) used the
nearest neighbor method to sub-sample SPOT DEMs, with a spatial resolution of
10 m, to DEMs with spatial resolutions ranging from 20 to 70 m. This generally
enhanced the representation of surface shape, although significant errors remained.
Giles and Franklin (1996) applied median and moving average filtering methods
to a 20 m resolution SPOT DEM. This similarly improved representation of slope
and solar incidence angles, although elevation errors were as large as 80 m and no
effective representation of profile curvature could be obtained.

Lanari, Fornaro, Riccio (1997) have applied a Kalman filter to spaceborne SAR
data obtained on three different wavelengths. Standard elevation errors ranged between
about 5 and 80 m, depending on land surface conditions. There is clear potential
for the application of smoothing methods that simultaneously maintain sensible mor-
phological constraints, such as connected drainage structure, on the filtered DEM.
The locally adaptive finite difference gridding procedure described above is one such
method. It can be adapted to DEM data, and to irregularly spaced airborne laser data,
by augmenting the error standard deviation described in equation (8.2) to include
the standard vertical measurement error in the remotely sensed data.

Optimization of DEM Resolution

Determination of the appropriate resolution of an interpolated or filtered DEM is
usually a compromise between achieving fidelity to the true surface and respecting
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Fig. 8.5 Plot of root mean square slope of a DEM versus DEM resolution

practical limits on the density and accuracy of the source data. Determination of the
DEM resolution that matches the information content of the source data is desirable
for several reasons. It directly facilitates efficient data inventory, since DEM storage
requirements are quite sensitive to resolution. It also permits interpretation of the
horizontal resolution of the DEM as an index of information content. This is an
important consideration when linking DEMs to other grid data sets and when filter-
ing remotely sensed DEMs. Moreover, it can facilitate assessment of the scale depend-
ence of terrain dependent applications, such as the determination of the spatial
distributions of soil properties (Gessler, Moore, McKenzie, and Ryan 1995).

A simple method for matching DEM resolution to source data information con-
tent has been developed by Hutchinson (1996). The method is based on the locally
adaptive weighting of the residual sum of squares described in equations (8.1) and
(8.2) above. The method monitors the root mean square slope of all DEM points
associated with elevation data as a function of DEM resolution (Figure 8.5). The
optimum resolution is determined by refining the DEM resolution until further
refinements produce no significant increase in the root mean square DEM slope.
The method is particularly appropriate when source data have been obtained in a
spatially uniform manner, such as elevation contours from topographic maps at
a fixed scale, or from remotely sensed gridded elevation data.

The root mean square slope criterion appears to be a reliable shape-based way
of matching DEM resolution, to within a factor two, to the information content of
the source contour and streamline data. This criterion can be refined, especially when
source data have positional errors, by examining plots of derived contours and profile
curvature, as discussed by Hutchinson and Gallant (2000).

Quality Assessment of DEMs

The quality of a derived DEM can vary greatly depending on the source data
and the interpolation technique. The desired quality depends on the application for



ADDING THE Z DIMENSION 157

which the DEM is to be used, but a DEM created for one application is often used
for other purposes. Any DEM should therefore be created with care, using the best
available data sources and processing techniques. Efficient detection of spurious
features in DEMs can lead to improvements in DEM generation techniques as well
as detection of errors in source data. Early detection and correction of data errors
can avoid expensive reprocessing of DEM dependent applications.

A first measure of DEM accuracy is summary elevation difference, typically the
root mean square difference, of reference elevation data from the DEM. This can
provide a useful indication of DEM accuracy. However, since many applications
of DEMs depend on representations of surface shape and drainage structure,
measures of elevation error do not provide a complete assessment of DEM quality
(Hutchinson 1989, Wise 2000). A number of graphical techniques for assessing data
quality have been developed. These are non-classical measures that offer means of
confirmatory data analysis without the use of accurate reference data. Assessments
of DEMs in terms of their representation of surface aspect have also been examined
by Wise (1998).

Spurious sinks and drainage analysis

Spurious sinks or local depressions in DEMs are frequently encountered and are a
significant source of problems in hydrological applications (Mackay and Band 1998).
Sinks may be caused by incorrect or insufficient data, or by an interpolation tech-
nique that does not enforce surface drainage. They are easily detected by comparing
elevations with surrounding neighbors. Hutchinson and Dowling (1991) noted the
sensitivity of this method in detecting elevation errors as small as 20 m in source
data used to interpolate a continent-wide DEM with a horizontal resolution of
2.5 km. More subtle drainage artifacts in a DEM can be detected by performing
a full drainage analysis to derive catchment boundaries and streamline networks,
using the technique of Jenson and Domingue (1988).

Views of shaded relief and other terrain attributes

Computing shaded relief allows a rapid visual inspection of the DEM for local
anomalies that show up as bright or dark spots. It can indicate both random and
systematic errors. It can identify problems with insufficient vertical resolution, since
low relief areas will show as highly visible steps between flat areas. It can also detect
edge-matching problems (Hunter and Goodchild 1995). Shaded relief is a graphical
way of checking the representation of slope and aspect in the DEM. Views of other
primary terrain attributes, particularly profile curvature, can provide a sensitive assess-
ment of the accuracy of the DEM in representing terrain shape. Examination of
profile curvature can prevent selection of a DEM resolution which is too fine. Overfine
resolution can lead to systematic errors in derived primary terrain attributes, as illus-
trated by Hutchinson and Gallant (2000).

Derived elevation contours

Contours derived from a DEM provide a sensitive check on terrain structure since
their position, aspect, and curvature depend directly on the elevation, aspect, and
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plan curvature respectively of the DEM. Derived contours are a particularly useful
diagnostic tool because of their sensitivity to elevation errors in source data. Subtle
errors in labeling source data contours digitized from topographic maps are com-
mon, particularly for small contour isolations that may have no label on the printed
map. Examination of derived contours can prevent selection of a DEM resolution
which is too coarse to adequately represent terrain structure, as illustrated by
Hutchinson and Gallant (2000).

Frequency histograms of primary terrain attributes

Other deficiencies in the quality of a DEM can be detected by examining frequency
histograms of elevation and aspect. DEMs derived from contour data usually show
an increased frequency at the data contour elevations in an elevation histogram. The
severity of this bias depends on the interpolation algorithm. Its impact is minimal for
applications that depend primarily on drainage analyses that are defined primarily
by topographic aspect. Frequency histograms of aspect can be biased towards mul-
tiples of 45 and 90 degrees by simpler interpolation algorithms that restrict searching
to a few specific directions between pairs of data points.

Topographic Dependent Modeling of Environmental Variables

Environmental quantities are naturally distributed over space so accounting for the
spatial distribution of environmental variables plays a key role in environmental
modeling. Biophysical variables such as climate, soil and terrain are the primary
spatially distributed determinants of plant growth. Dependent quantities such as
natural vegetation, agricultural productivity, soil erosion and human and animal
populations all have spatial dimensions that can be addressed by making explicit
links to these contributing spatial biophysical processes. The type of spatial analysis
that is discussed here is usually termed geostatistical. It is applied to data that have
been sampled at points across the landscape. The broad aim of geostatistical analysis
is to identify the nature of the spatial coherence of these data and use it to estimate
(or interpolate) the complete spatial distribution from the sampled points.

Geostatistics arose out of efforts by Krige in the 1950s to estimate the spatial
distributions of ore bodies. The theory was largely established by Matheron in the
1960s (Chilés and Delfiner 1999). A significant body of related work on multivariate
smoothing spline methods also arose in the late 1970s, largely championed by Wahba
(1990). The methods are formally equivalent, and have similar accuracy, but tend
to differ in practice (Hutchinson and Gessler 1994). Schimek (2000) provides an
extensive survey of spline-based approaches to multivariate modeling. A basic two
dimensional spatial model underlying both geostatistics and smoothing splines is that
there are n measured data values z; at spatial locations x,y, given by

L=fley)+e  (i=1,...,n) (8.4)

where f is a function to be estimated from the observations and ¢ is a zero mean
error term. In the case of smoothing splines f is assumed to be a smooth unknown
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function and in the case of geostatistics f is assumed to be a spatially autocorre-
lated random field.

This spatial model has the same form as equation (8.1) given above for the locally
adaptive gridding model for elevation. However, in the case of surface climate data
the function can be solved analytically, since climate data sets normally have at most
a few thousand points and there is no need to apply locally adaptive constraints to
the interpolated function. The degree of data smoothing controls the complexity
of the function f and has to be estimated from statistical analysis of the data. This
is usually accomplished for smoothing splines by minimizing an estimate of the
predictive error of the fitted spline given by the generalized cross validation (GCV)
(Wahba 1990). It is often done in geostatistics by variogram analysis (Cressie 1991).
Alternatively, maximum likelihood methods can be applied to both splines and
geostatistics. Extensions to the basic bivariate model described in equation (8.4) to
incorporate dependences on topography are described below in terms of thin plate
smoothing splines with their kriging equivalents.

Partial spline model

The simplest way to extend the spline model specified by equation (8.4) to incor-
porate dependence on topography is to add a parametric linear dependence on
elevation. Such a partial spline model can be appropriate for representing surface
temperature since the environmental lapse rate of temperature is approximately
linear. The model can be described as

T, =flxyy) + Bhi+ & (i=1,...,n) (8.5)

where T; is the temperature at location x,,y; with elevation b; above sea-level, # is
the number of data points, f is a an unknown but fixed elevation lapse rate and f
is an unknown function of horizontal location (Hutchinson 2003). The error term
g represents not only measurement error, but also deficiencies in the partial spline
model due to fine scale variation in surface temperature below the resolution of
the data network. The function f represents sea-level temperature and the scalar
represents the environmental lapse rate, usually around 6.5° C per km. The partial
spline model permits simultaneous estimation of f and B with the complexity of
the function f determined by minimising the GCV. This corresponds to detrended
kriging in geostatistics, also called regression kriging. In that case the trend f is
usually set by initial linear regression on elevation and the residuals are then spatially
interpolated using ordinary kriging.

Jarvis and Stuart (2001a, b) have found partial splines and detrended kriging to
perform with similar accuracy in interpolating daily temperature data. A range of
topographic predictors have also been used in this manner to predict soil moisture
(Famiglietti, Rudnicki, and Rodell 1998, Western, Grayson, Bloschl, Willgoose, and
McMahon 1999) and other soil properties (Odeh, McBratney, and Chittleborough
1994, Bourennane, King, Cherry, and Bruand 1996). Additional linear predictors,
based on topography and other factors, are easily added to partial spline and detrended
kriging models, as illustrated in a spatial analysis of precipitation by Kyriakidis,
Kim, and Miller (2001). If there is no significant spatial variation in the dependence
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on topographic predictors the function f in equation (8.5) may be omitted and the
analysis reverts to simple linear regression on the topographic predictors. The spatial
variation in the fitted model is then due only to the spatial variation in the topo-
graphic predictors.

Trivariate spline model

For variables such as precipitation and soil moisture, with more complex topographic
dependences, simple linear regression and partial spline models are not always
adequate spatial models. Thus Agnew and Palutik (2000) and Kieffer Weisse and
Bois (2001) found elevation detrended kriging analyses of precipitation to perform
no better than simple linear regression on elevation. This is because topographic
dependencies of precipitation are known to vary over larger areas. Similarly, Qiu,
Fu, Wang, and Chen (2001) have noted that relationships between soil moisture
and environmental variables can be very variable.

There have been several attempts to introduce spatially varying topographic depend-
ences into precipitation analyses. A relatively straightforward way is to divide the
region into subregions and perform separate linear regression analyses on elevation
for each subregion. Subregions may be defined by partitioning the region into
latitude and longitude rectangles (Michaud, Auvine, and Penalba 1995), or more
commonly by using a succession of local overlapping neighborhoods, each containing
a minimum number of data points (Nalder and Wein 1998). The PRISM method
makes a further subdivision based on broad classes of topographic aspect (Daly,
Neilson, and Phillips 1994). These methods can be effective. Their main limitations
are non-robustness of the local regressions, due to the lack of sufficient numbers of
stations at high altitude locations in some subregions, and minimal coherence between
analyses for adjoining subregions.

These problems can be addressed by applying a multivariate analysis method
that uses all the data to simultaneously incorporate a continuous spatially varying
dependence on both horizontal position and elevation. This can be implemented
with a trivariate smoothing spline model that can be written

R, = fix,y,h) + & (i=1,...,n) (8.6)

where R; is the measured precipitation at location x;,y; with elevation b,. A similar
trivariate extension can be made to kriging analyses. Trivariate thin plate smoothing
spline precipitation analyses have been shown by Hutchinson (1995a) to perform
significantly better than both bivariate analyses and elevation detrended bivariate
analyses.

The accuracy of these analyses depended critically on exaggerating the scale of
elevation in relation to horizontal position by a factor of about 100. If horizontal
and elevation coordinates were scaled equally then the trivariate smoothing spline
analysis performed no better than a bivariate analysis. This underlines the importance
of optimizing the vertical scaling in trivariate spline and kriging analyses. Trivariate
spline smoothing has been shown to be superior to a local regression method for
the interpolation of both precipitation and temperature data, particularly in data
sparse areas (Price, McKenney, Nalder, and Hutchinson 2000). Such analyses can
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Fig. 8.6 Spline model of annual mean precipitation over topography

also be improved by using elevation data from DEMs at an appropriate horizontal
resolution. Several studies have found optimal horizontal resolutions of elevation
dependence of precipitation between 4 and 10 km (Schermerhorn 1967, Chuan and
Lockwood 1974, Daly, Neilson, and Phillips 1994).

Figure 8.6 shows a plot of annual mean precipitation overlaid on a digital eleva-
tion model of northeastern Queensland in Australia. This model has been calculated
from a three-dimensional spline model fitted to measured point precipitation data as
a function of horizontal location and elevation. The resulting spatial precipitation
pattern is quite complex, due in large measure to the complexity of the underlying
topography. However, close inspection of the figure also reveals an underlying relat-
ively simple, but spatially varying, dependence on elevation. The relative simplicity
of this dependence enables its calibration from data sets of modest size.

Limits to complexity of multivariate spatial models

There is a fundamental limit to the complexity of multivariate spatial models
fitted to data. The process indicated above of adding additional predictors, such as
elevation and other topographic predictors, to a full multivariate spatial model
cannot be continued without limit. Additional predictors rapidly enlarge the space
in which the model is fitted. This is called the curse of dimensionality. In practice
it means that general multivariate functions with no constraints on structure other
than surface smoothness cannot be fitted to data sets of typical size if the dimension
of the function is more than about four or five.
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This has led to a variety of multivariate analysis methods that do impose con-
straints on the nature of their dependences on additional predictors. These include
additive tensor product spline models described by Wahba (1990) and additive
regression splines (Sharples and Hutchinson 2004). The latter closely resemble local
kriging with external drift. A large variety of cokriging methods have also been
developed (Chilés and Delfiner 1999). These methods can be effective provided the
constraints on model structure are consistent with the processes being modeled.
Thus Phillips, Dolph, and Marks (1992) found that cokriging of precipitation
data with elevation peformed no better than ordinary kriging applied to elevation
detrended precipitation data. Similarly Odeh, McBratney, and Chittleborough
(1994) found cokriging methods to perform less well than regression kriging in
predicting soil properties in terms of landform attributes derived from a digital
elevation model.

CONCLUSIONS

Digital elevation models play a central role in environmental modeling across a
range of spatial scales (see Chapter 23 by Deng, Wilson, Gallant in this volume
for additional discussion of numerous environmental modeling applications). The
regular grid mode of representation has become the dominant form for digital
elevation models used in these applications. This form is directly compatible with
remotely sensed geographic data sources and can simplify terrain-based analyses,
including assessments of spatial scale. A distinguishing feature for many applica-
tions, particularly those that operate at finer scale, is a primary requirement for
information about terrain shape and drainage structure, rather than elevation. For
this reason, elevation contours and streamlines have remained popular sources of
primary topographic data. They can be used to construct fine scale digital eleva-
tion models by gridding methods that are locally adaptive to surface shape and
drainage structure. Remotely sensed digital topographic data, particularly from
airborne sensors, are an emerging source of fine scale digital elevation data. The
random errors associated with these data require appropriate filtering, without
degrading shape and drainage structure, to maximize the utility of these data in
environmental applications, particularly in areas with low relief or with significant
surface cover.

Locally adaptive gridding procedures can be used to construct digital elevation
models from digital elevation contours, point elevations and streamlines so that
the elevation models preserve terrain shape and drainage structure. Grid resolution
can be optimized to match the true information content of the source data and to
maximize the quality of primary terrain parameters derived from the interpolated
DEM. The process of producing a DEM from source data requires careful atten-
tion to the accuracy of the source data and the quality of the interpolated DEM.
Several shape-based measures of DEM quality, that are readily plotted, can greatly
assist in assessing DEM quality and in detecting data errors. These measures do
not require the existence of separate reference elevation data. In particular, remain-
ing sinks or depressions in a DEM are an excellent indicator of deficiencies in its
representation of terrain shape and drainage structure.
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Multivariate smoothing spline and kriging analysis methods of varying complexity
have been used to incorporate dependences on topographic predictors to enhance the
spatial analysis and mapping of environmental variables. Climate variables dependent
on elevation and soil moisture dependent on various shape-based terrain parameters
are common applications. The methods include simple regression and partial spline
and detrended kriging methods. These often perform as well or better than more
complex methods such as various forms of cokriging. Full multivariate spline and
kriging models offer the most flexibility and have been successfully applied to the
spatial interpolation of precipitation for which there is a spatially varying depend-
ence on elevation. Both the relative vertical scale of elevation and its horizontal
resolution need to be chosen carefully in such analyses to produce optimal results.
Incorporating additional predictors may require imposition of restrictions on model
structure to avoid the instabilities that can arise with higher dimensional analy-
ses. Such methods are still the subject of active investigation. They should be success-
ful if the restrictions on model structure are consistent with the spatial processes
being modeled.
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Chapter 9

Adding Time into Geographic
Information System Databases

May Yuan

Despite substantial advances, Geographic Information Systems (GIS) technology
still lacks the ability to handle geospatial information of all kinds. One of the most
significant and long-standing issues is integration of spatial and temporal data and
support for spatio-temporal analysis. Nevertheless, time is central to geographic inquiry
and understanding, and the significance of adding time to GIS databases cannot be
over-stated. John Jakle argues that “it is doubtful . . . that geography can continue
its search for spatial understanding by ignoring the integral dictates of time and space
as a natural unity; thus have geographers come to focus on the processes of spatial
organization through time” (Jakle 1972). While the need to incorporate temporal
data is common to many information systems, the challenge is arguably much greater
in GIS because space and time in geography are interrelated. Consequently, spatio-
temporal information about geography cannot be fully captured by simply adding
an attribute field “time” in a GIS database. Much research progress has been made
in temporal GIS since the 1980s. However, a temporal GIS that is considered suf-
ficiently robust to support spatio-temporal information management, query, analysis,
and modeling has still to be developed.

Challenges to the development of a full-fledged temporal GIS arise deep within
the conceptual, computational, and presentational foundations of GIS. Conceptually,
we need an ontology to categorize and communicate spatio-temporal concepts; we
need GIS representations that can capture and frame these concepts; and, further-
more, we need spatio-temporal data models to organize geographic data so that
spatio-temporal concepts can be computed and extracted from temporal GIS data-
bases. Computationally, we need query languages to manipulate spatio-temporal
data and retrieve information about space, time, and geographic dynamics; we
need spatio-temporal logic to reason about geographic dynamics and their relation-
ships; and we need analytical and modeling frameworks to examine spatio-temporal
data and make predictions or retrospections in space and time. At the presentation
level, we need means to visually communicate the multi-dimensional and dynamic
nature of spatial change through time. The challenges demand a fundamental and
comprehensive examination of the underlying design of GIS and innovative ways
to integrate spatial and temporal information.
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The focus of this chapter is on the conceptual foundations of adding time into GIS
databases. A sound conceptual foundation serves as the bedrock for computational
and presentational advances because modes of computation and presentation rely
heavily upon what data are available in what form and structure. Ontology, repres-
entation, and data models constitute the conceptual foundations for any information
system. The three conceptual components correspond to three stages of conceptual-
ization, identifying: (1) the elements that need to be considered (ontology); (2) the
frameworks in which the identified elements will be best abstracted (representation);
and (3) the structures with which the abstracted elements can be best organized
(data models). In addition, spatio-temporal query is the means to retrieve data of
interest for visualization and analysis. What we can do with an information system
depends upon what we can access from the system. Hence, spatio-temporal query
is critical to the value of a temporal GIS. The following sections, therefore, focus
on key developments in spatio-temporal ontologies, representation, data modeling,
and spatio-temporal queries. The concluding section then summarizes the current
state of temporal GIS and directions for future research.

Ontologies of Space, Time, and Space-time

Ontology, with its early ties to philosophy and linguistics, is “the metaphysical study
of the nature of Being and Existence” (Fellbaum 1998). From the perspective of
information science, it is the study of fundamental elements, concrete or abstract, in
our world. Since a database is built upon identified views of the world, which can
be generic or application-specific, the ontology chosen dictates the kinds of informa-
tion that will be stored in and made available from the database. A closely related
term to ontology is “semantics.” Generally speaking, semantic modeling stays close
to an identified database application while ontology goes beyond the immediate
concern of an application. Ontology describes elements of knowing and the basic
modes of description that distinguishes one element from the other (Peuquet 2002).
Philosophically, there should be only one ontology since there is only one world.
Nevertheless, studies show that ontology is tied to human cognition (Mark, Smith,
and Tversky 1999), and people may hold distinct conceptualizations of the world, and
formal ontologies that deal with interconnections of things (Smith 1998) play a key
role in determining methodological and architectural design of information systems
(Guarino 1998).

In GIS, field- and object-based conceptualizations of space assign reality into two
divergent sets of concrete and abstract kinds in geography (Couclelis 1992). Onto-
logy of objects appears more intuitive to human cognition (Smith and Mark 1998,
Mark, Smith, and Tversky 1999), while ontology of fields seems more compatible to
scientific computation and mathematical modeling (Peuquet, Smith, and Brogaard
1998). In addition, testing of human subjects suggests that natural features (for
example, mountain, river, lake, ocean, hill, etc.) receive higher ontological recogni-
tion than artificial features (for instance, town, city, etc.); furthermore, adjectives that
qualify something as geographic or mappable can influence responses to questions
of Being and Existence in geography (Mark, Skupina, and Smith 2001, Smith and
Mark 2001). The dichotomy the of field- and object-views of the world is challenged
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by Yuan, Cova, and Goodchild who argue that many geographic phenomena exhibit
both field- and object-like properties (Yuan 2001), and locations in a field can be
associated with various objects (Cova and Goodchild 2002). Additional beings:
f-objects and o-fields, are thus introduced.

Likewise, elements of Being and Existence in time depend upon how time is con-
ceptualized. Most GIS consider time as instantaneous and discrete beings since GIS
data are valid at different instants (Frank 1997): this is the so-called SNAP view
of the world (Grenon and Smith 2004). Various time onotologies are possible because
time can be bounded or unbounded, absolute or relative, discrete or continuous, of
different types (for instance, linear, cyclic), of different dimensions (for example,
points, intervals), and of different meanings (such as valid time and transition time)
(Worboys 1990, 1994, Frank 1998, Raper 2000).

Moreover, some temporal ontologies have been developed, not based on con-
ceptualization of time per se, but based on how time is perceived and manifests
itself in reality. Time has long been related to cause and effect (Ullman 1974) and
can be considered as the abstraction of all relations of sequence (Feather 1959).
Accordingly, Terenziani (1995) develops a causal ontology that accounts for tem-
poral constraints between causes and effects. Another important mode of time is
repeatability, which is common to many natural phenomena (Frank 1998). Based
on return periods, repeatability can be intermittent or periodic. Terenziani (2002),
furthermore, develops another ontology based on first-order logic to deal with user-
defined periodicity and temporal constraints about repeated events.

The degree of complexity increases exponentially with the development of an
ontology of space and time. Compared to ontologies of non-temporal domains,
Frank (2003) argues that an ontology of space and time should be more involved
in and has a stronger connection to the intended area of application. There are
two alternative ways to handle space and time: SNAP considers successions of
instantaneous snapshots of the world and SPAN, which is based on a unified view
of the spatio-temporal (Grenon and Smith 2004). SNAP entities are indexed at a
certain point in time, which implies that these entities may have existed and will
continue to exist for some time. Nevertheless, the SNAP ontology only recognizes
existence at a defined instant, and consequently, SNAP entities have no temporal
parts. Comparison of two instants results in change of entity sets. Currently, a
common approach to the treatment of spatio-temporal data in GIS is to follow
the SNAP ontology. This is because GIS only recognizes a data object on the data
layer on which the object is indexed and considers objects on different data layers
as different even if they represent the same geographic feature at different times.
A SPAN entity, on the other hand, consists of temporal parts which constitute its
history or lifeline. Because the SPAN ontology considers the continuum of an entity
over space and time, additional concepts about spatio-temporal dynamics emerge,
such as movement, vibration, sprawl, contraction, and deformation.

While SNAP and SPAN offer a succinct ontological view of spatio-temporal Beings,
they do not cope with the ontological complexity that arises from the relations among
reality, observation, application (purpose), societal constraint, and cognition. To
account for the ontological complexity, Frank (2003) proposes a five-tier ontology
to describe spatio-temporal things with uniform spatial properties, such as land parcels.
The five tiers correspond to a transition from physical reality that exists externally
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and objectively towards cognitive agents who extract knowledge from the perceived
as listed below (adopted from Table 2.1 in Frank 2003):

1 Omntological Tier 0: Physical Reality
e The existence of a single physical reality
® Determined properties for every point in time and space
® Space and time as fundamental dimensions of this reality
2 Ontological Tier 1: Observable Reality
® Properties are observable now at a point in space
® Real observations are incomplete, imprecise, and approximate
3 Omntological Tier 2: Object World
® Objects are defined by uniform properties for regions in space and time
® Objects continue in time
4 Ontological Tier 3: Social Reality
e Social processes construct external names
e Social rules create facts and relationships between them
e Social facts are valid within the social context only
5 Omntological Tier 4: Cognitive Agents
e Agents use their knowledge to derive other facts and make decisions
* Knowledge is acquired gradually and lags behind reality
® Reconstruction of previous states of the knowledgebase is required in legal
and administrative processes

The five-tier ontology recognizes the existence of the physical reality independent of
observers and human constructs derived from observations, generalization, social
manipulation, and cognition. Such recognition allows philosophical integration of
positivist views (Tier 0) to post-modern positions (Tier 3), discerning differences and
promoting understanding. Within each tier, modes of Being can be defined by con-
sidering existence in space and time, measurements of existence, traces of existence,
and social settings of existence.

Since each formal ontology of space and time circumscribes the conceptual bound
of reality that will be considered in an information system, subscription to an onto-
logy determines what should be represented and coded in a temporal GIS.

Spatio-temporal Representation and Data Modeling

GIS representation has followed the map metaphor that depicts geographic features as
a set of static objects residing in a two-dimensional planar space. Hence, all geographic
features are represented as static, 2D, and geometrically fixed objects. Comparable to
SNAP entities, every object in 2D, static GIS is valid at a certain point in time, and
objects indexed at different times are independent from each other even if they repres-
ent the same geographic entity in the world. While field-based representation concerns
only properties at locations, rather than objects, the fact that properties are valid only
at the time of measurement denotes the map-based and SNAP-nature of fields.
Map-based representation also limits the ways that we can analyze data in a GIS.
While map-based representation greatly facilitates spatial overlay to reveal spatial
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relationships among geographic variables, problems occur when we try to perform
3D analysis or dynamic modeling. Three-dimensional visualization techniques can-
not fully solve the problem because a true 3D application requires information that
can only be derived from analyzing 3D topological relationships beyond simple
visualizing 3D volumes of data. For example, a GIS must have capabilities to com-
pute information about adjacency in vertical space to answer a 3D query for areas
where sandstone lies on top of shalestone layers. Topological integrity forms the basic
operations to manipulate and analyze data in 2D, 3D, or 4D GIS (Hazelton 1998)
and cannot be overlooked in spatio-temporal representation. In addition, geographic
features must be represented in ways that conform to proper analytic methods (Yuan,
Mark, Peuquet, and Egenhofer 2004). For example, routing analysis requires a topo-
logically sound transportation network with nodes representing cities or stops, while
distributed modeling requires surface conditions to be represented in a grid to repres-
ent properties at regular and pre-defined locations (cells). These two representations
have become known as feature and location-based representations, respectively,
corresponding to object- and field-based ontologies. In addition, numerous regular
and irregular tessellation models are used to represent the geographic space of fields
(Frank and Mark 1991). Peuquet (1984) gives a penetrating analysis of conceptual
frameworks used in GIS to represent geographic phenomena in a two-dimensional
space. Abraham and Roddick (1996) offer a comprehensive review of spatio-temporal
databases developed by computer scientists and GI scientists.

However, geographic worlds are neither static nor planar. Incorporation of tem-
poral components into a representation is not a trivial task because space and time
have distinctive differences in philosophical, computational, and cognitive concerns,
from which grows the complexity of spatio-temporal representation (Peuquet 2002).
Since the mid- to late-1980s, researchers in both GIS and database management have
been examining ways to incorporate time into information systems (Figures 9.1
and 9.2). In relational databases, the time-stamping method appears to be the most
popular treatment of time by attaching time to a table or relation (Gadia and Vaishnav
1985), to a data object or tuple (Snodgrass and Ahn 1986), or to an attribute value
or a cell (Gadia and Yeung 1988). In these time-stamp approaches, time is con-
sidered an intrinsic part of data and is attached by the information system auto-
matically during data entry (Erwig, Guting, and Schneider 1999). An information
system may stamp its data with valid time (historical databases), transaction time
(rollback databases), or both (bitemporal databases). Historical databases denote
when the data is valid in the real world. On the other hand, transaction databases
allow retrospection of when data values were validated in the database so that data
can be rolled back for editing or revisions. While the time stamp approach seems to
serve non-spatial database systems well, it quickly reaches its limits when situations
involve changes in space and time. Nevertheless, the time-stamping approach is
simple to conceptualize and implement and, therefore, remains popular for adding
time to GIS databases.

In GIS, time-stamping techniques have been applied to layers in the snapshot model,
to attributes in the space-time composite model (Langran and Chrisman 1988), or to
spatial objects in the spatio-temporal objects model (Worboys 1994). Different from
the temporal databases discussed earlier, time stamps are given by the user, not the
system, to cope with the fact that new data objects may be created from the old
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1993

County Population Avg. Income
1994  Nixon 17,000 20,000
County Population Avg. Income

Nixon 20,000 19,800
1995| Cleveland 35,000 32,000
County Population Avg. Income

Nixon 20,900 21,000
Cleveland 35,000 32,000
Oklahoma 86,000 28,000

a. Time-stamped tables (Gadia and Vaishnav 1985).

Stock | Price From To

IBM 16 10-7-91 10:07am | 10-15-91 4:35pm

IBM 19 10-15-91 4:35pm | 10-30-91 4:57pm

IBM 16 10-30-91 4:57pm | 11-2-91 12:53pm

IBM 25 11-2-91  12:53pm | 11-5-91 2:02pm

b. Time-stamped tuples (rows): an ungrouped relation
(Snodgrass and Ahn 1985).

Name Salary Department
[11,60] John [11,49] 15K | [11,44] Toys
[50, 54] 20K | [45, 60] Shoes
[55, 60] 25K
[0,20] U [41,51] [0, 20] 20K [0, 20] Hardware
Tom [41,51] 30K | [41, 51] Clothing
[0,44] U [50, Now] | [0,44] U [50, | [0,44] U [50, Now]
Mary Now] 25K Credit

c. Time-stamp values (cells): a group relation
(Gadia and Yeung 1988). [11, 60] represents
a period starting at Ty and ending at Tg.

Fig. 9.1 Examples of representations of temporal information in a relational data model
Adopted from Yuan 1999

objects over time (Erwig, Guting, and Schneider 1999). While the snapshot model
presents the simplest way to incorporate time with space, it encounters problems
of data redundancy and possible data inconsistency, especially in dealing with large
data sets. The space-time composite model can eliminate these problems to a degree,
but it has problems keeping spatial object identifiers persistent because updating
space-time composites can cause fragmentation of existing spatial objects (Langran
and Chrisman 1988). On the other hand, the spatio-temporal object model is able
to maintain spatial object identifiers, but it, as in all time-stamping approaches, has
difficulty representing dynamic information, such as transition, motion, and processes.
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a. Time-stamped layers (Armstrong 1988).

Poly id T, T, T, T,
1 Rural | Rural Rural Rural g 5
2 Rural | Urban | Urban | Urban 5
3 Rural | Rural | Urban | Urban
4 Rural | Rural | Urban | Urban 1 4
5 Rural | Rural Rural | Urban

b. Time-stamped attributes (columns): Space-Time Composites
(Langran and Chrisman 1988).

ta

U
/V 12
T ts
—
t1 12 tg
S
\A t2 O
it t,
ST-objects modeling Decomposition of
regional change ST-objects (U, T, and S)

into 6 ST-atoms (U, T4,
T,, T3, Sq, and S,).

[ Agriculture [*.{Urban Industry

c. Time-stamped space-time objects: the spatiotemporal object model
(Worboys 1994).

Fig. 9.2 Examples of representations of spatio-temporal information in a GIS environment
Adopted from Yuan 1999

Geographic information cannot be extracted from a system where the information
cannot be represented. Hence, data models developed using the time-stamping
approaches are incapable of supporting spatio-temporal queries about informa-
tion on the dynamic characteristics of geographic processes, including movement,
rate of movement, frequency, and interactions among processes. Geographic repres-
entation “must deal with actual processes, not just the geometry of space-time”
(Chrisman 1998).

The most recent work on GIS representation has emphasized representation of dyn-
amic processes. These models include Peuquet and Duan’s (1995) event-based spatio-
temporal data model (ESTDM), Raper and Livingstone’s (1995) geomorphologic
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spatial model (OOgeomorph), and Yuan’s (1994, 1999) three-domain model. ESTDM
is conceptually simple and easily adaptable to other raster-based systems to represent
information about locational changes at pre-defined cells along the passage of an
event. Central to ESTDM is a chain of vectors that changes at locations (cells) on
a raster of a single theme (such as temperature). While the model has shown its
efficiency and capability to support spatial and temporal queries in raster systems,
it will require a substantial redesign for use with vector-based data layers. On the
other hand, OOgeomorph is a vector-based system designed to handle point data
of time-stamped locations. The model starts with an object-oriented scheme of
geomorphic features of interest. These geomorphic features emerge in the database
when an appropriate selection of attributes is made from time-stamped points. For
example, data objects of coastlines will be created as all points with an elevation
equal to zero are selected. The key idea of OOgeomorph is that instances of spatio-
temporal data objects are dynamically derived through selection of attributes, and
therefore, object identity results from the interaction of space, time, and attribute.
Questions remain as to OOgeomorph’s ability to handle spatial objects of higher
dimensions and its applicability to systems other than geomorphology.

The three-domain model attempts to capture a broad range of spatio-temporality
independent of raster or vector data types and support for spatio-temporal queries
(Yuan 1996). While developed as a separate venture, the three-domain model offers
a general framework that accounts for histories at locations as in the space-time
model, changes at locations along a passage of an event as in the ESTDM, and
dynamic creation of object identities through attribute selections as in OOgeomorph.
Fundamental to the three-domain model is the idea that geographic semantics (the
geographic meaning that a representation attempts to portray), temporal properties,
and spatial characteristics are three elements of geographic things to be modeled
in a spatio-temporal representation (Figure 9.3). The semantic domain can include
specific sets of ontological notations, semantic networks, or conceptual object-
oriented models of geographic things, and their temporal and spatial properties are
represented in the temporal and spatial domains respectively. Different ways of link-
ing the three elements result in distinct spatio-temporal concepts being represented.
For example, linking from spatial objects, through temporal objects, to semantic
objects, represents histories at locations; that is how locations change attributes
over time, which is the basis of the space-time composite model. When linking from
semantic objects through temporal objects to spatial objects, the representation
describes how geographic things change locations or geometric properties over time;
comparable to what is represented in the ESTDM. As compared to OOgeomorph,
the semantic domain corresponds to the object-oriented scheme that defines geo-
graphic entities of interest and their relationships. Selection of proper geographic
attributes to form instances of geographic entities will be based on the definitions
of these geographic entities in the semantic domain. Once attributes are identified,
linkages will be made to temporal and spatial data in the other two domains to
create spatio-temporal instances.

The three-domain model has shown its abilities to support a wide range of spatio-
temporal queries; of particular interest are queries about spatio-temporal behaviors
and relationships (Yuan 1999). The model is also implemented in building a database
to trace backward information about failure and repairs of electrical transformers
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Semantic domain
objects representing categories, concepts,
entities, events, and processes.

I A
Temporal domain

objects representing time instants, intervals,
temporal geometry, and temporal topology.

I 4
Spatial domain

objects representing locations, spatial extent,
spatial geometry, and spatial topology.

— Links from semantic and temporal objects to spatial objects
constrain that an entity exists at determinable locations at
a given time.

------- » Links from spatial and temporal objects to semantic objects
constrain that a location has determinable geographic
semantics at a given time.

There are no direct links from semantic to spatial objects because
the model assumes that a geographic entity or attribute is contingent
on time. A null temporal object can be set to handle data records
without temporal measures.

Fig. 9.3 A conceptual framework for a three-domain model
Adopted from Yuan 1999

in a large electric network (Wakim and Chedid 2000) and has shown its ability
to model dynamic changes and scenarios. Ideas from the three-domain model are
also adopted in the Multidimensional Location Referencing System (MDLRS) data
model (Koncz and Adams 2002). By dealing with objects that represent semantics,
temporal properties, and spatial properties separately and with links among them
to represent dynamic geographic entities in space and time, the MDLRS data model
offers the ability and flexibility to integrate data from multiple sources and various
transportation needs in multi-dimensional location referencing. Furthermore, the
three-domain model is applied to represent dynamics of convective storms based on
precipitation data and to develop a prototype system with capabilities to support
queries about the development, movement, merger, split, and lifelines of storms in
the database (Yuan 2001, Yuan and Mclntosh 2003). In the storm application, objects
of events, processes, sequences, and states constitute the semantic domain and, as in
OOgeomorph, instances of these semantic objects are created by defined threshold
values of precipitation.

By using events and processes to integrate space and time, geographic representa-
tion can embrace much richer semantics that reflect dynamic characteristics of reality.
However, representing events and processes is not a trivial task even at the con-
ceptual level because the interwoven relationships among space, time, and phenomena
cannot be fully integrated without a thorough consideration of the fundamentals
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of geographic systems. Conceptually, it may appear simple to sort out geographic
entities and their relationships. Complexity arises, however, from the influences of
scale in space and time on entity identification. Consequently, the specification of
and sustainability of entity relationships is sometimes challenging to track across
spatial and temporal scales. Only since early 2000 has it been recognized that space
and time should not always be seen as two orthogonal dimensions. Many researchers
advocate using an integrated approach to model geographic reality via events or pro-
cesses (for example, Peuquet and Duan 19935, Raper and Livingstone 19935, Egenhofer
and Golledge 1998, Yuan 2001). Ultimately, events and processes are central to
the understanding of geographic worlds. They constitute information of interest
to many, and perhaps, the majority of applications and scientific inquiries.

Spatio-temporal Queries

The ability to retrieve data of interest from a massive data set is one of the most
fundamental functions in any information system. In fact, it can be argued that query
support is the primary driver for developing a database. What data can be retrieved
from a database and how efficiently the data can be retrieved depends very much
on the chosen ontologies, representation, and data models. For example, if a SNAP
ontology is adopted, the GIS will not have the knowledge of lifelines and therefore
will not be able to support access to data about lifelines. Likewise, if a space-time
composite model is chosen, the GIS will not be able to support information query
about movements. At the computational level, evaluation of a query is influenced
by its query type and the algorithm designed to process this query type based on
storage structure and indexes (Teraoka, Maruyama, Nakamura, and Nishida 1996,
Tsotras, Jensen, and Snodgrass 1998).

Accordingly, many spatial or temporal query types identified by computer scientists
or geographers are based on indexing or processing needs. In spatial queries, we have
query types that center on certain geometry, spatial range, or selection methods.
Specifically, spatial queries can be characterized as point query, range query, Boolean
query (Knuth 1973, Samet 1989), geometric query (Sourina and Boey 1998), select-
by-location, select-by-attribute, spatial joins (Rigaux, Scholl, and Voisard 2002), and
query-by-sketch (Egenhofer 1997). Three additional spatial query types are recognized
based on GIS computational needs: topological queries, set-theoretical queries, and
metric queries (Floriani, Marzano, and Puppo 1993). With historical and rollback
databases, temporal query types are categorized as snapshot, timeslice (Verma and
Varman 1994), attribute-history, key-history (Verma and Vaishnav 1997), interval
intersection (Kanellakis, Ramaswamy, Vengroff, and Vitter 1993), time-range, and
bitemporal queries (Kumar, Tsotras, and Faloutsos 1998). As mentioned previously,
new ontological beings emerge, such as movement, split, and divergence, when both
space and time are under consideration, and the complexity of their organization and
relationships grows exponentially (Yuan 2000). Consequently, a systematic way to
identify query types for spatio-temporal information is critical to the development
of a temporal GIS with adequate support for spatio-temporal queries.

Research on spatio-temporal queries is still in its infancy. An obvious reason
is that there is no universal standard spatio-temporal data model, and therefore,
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full-scale spatio-temporal information systems (that is, temporal GIS) have not yet
been developed. Nevertheless, there are several studies that attempt to design search
algorithms to support a few specific spatio-temporal query types (Tsotras, Jensen,
and Snodgrass 1998). Based on the supply of query predicates, Tsotras, Jensen, and
Snodgrass (1998) note that spatio-temporal queries can be categorized as selection-
based on a single data set or other operations that require more than one data set:
joins, unions, projections, aggregates, constraints, and differences.

From around early in 2000, video search and data mining of mobile objects and
sensor data have become key drivers in promoting research on spatio-temporal queries.
To support searches for objects of interest in video databases, Kuo and Chen (1996)
developed a content-based video query language utilizing the spatial and temporal
relations of content objects as predicates. Later, algorithms were designed to match
trajectory patterns to answer queries about moving objects (trajectory queries) in
video databases (Li, Ozsu, and Szafron 1997). In addition to the trajectories of mov-
ing objects, there is great interest in video queries that return semantic associations
among objects under spatial and temporal constraints. A Video Data Base Manage-
ment System (VSBMS) is developed with a Logical Hypervideo Data Model and
query language to support retrieval of video data with specifics to a wide range of
spatial and temporal constraints (relations) and semantic descriptions (Jiang and
Elmagarmid 1998). Most applications in tracking moving objects consider point-
based objects. Querying moving objects that may involve geometric changes over time
is very challenging. Attempts have been made to develop extensions to the spatial
data model and query language to handle time-dependent geometries (Giiting, Erwig,
Jensen, et al. 2000).

In addition to trajectories of moving objects, some spatio-temporal queries seek
patterns of change in databases, that is to say, spatio-temporal evolution. Djafri,
Fernandes, Paton, and Griffiths (2002) referred to these as evolution queries because
they aim to identify patterns of change throughout histories of the entities. They
further classify evolution queries into sequence queries for a-spatial data, and devel-
opments queries for spatial data. With data from the longitudinal study by the UK
Office for National Statistics, Djafri, Fernandes, Paton, and Griffiths (2002) develop
algorithms to handle evolution queries of individuals over consecutive snapshots.
Of significance to the work of Djafri, Fernandes, Paton, and Griffiths (2002) is the
consideration of interactions between point-based individuals (persons) and region-
based individuals (enumeration units) to seek aligned histories of these objects.
Recently, a functional approach is taken to support evolution queries on thematic
maps (d’Onofrio and Pourabbas 2003). While these studies collectively address a
wide range of spatio-temporal queries, most, if not all, spatio-temporal queries in the
literature deal with objects with uniform spatial properties. The assumption can
be easily violated in geographic worlds because the properties of some entities may be
spatially heterogeneous (Yuan 2001). Examples include storms, heat waves, oil spills,
and pollution plumes, to name just a few. These objects have field-like properties
(for example, temperature, chemical concentration, etc.), and changes in their field-
like properties are central to the evolution of these objects.

With an emphasis on exploring and understanding geographic dynamics as
represented by spatio-temporal data, Yuan and McIntosh (2002) have proposed a
typology of geographic queries based on the information sought and relevance of
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spatio-temporal data mining. The typology includes one type of attribute query,
three types of spatial query, three types of temporal query, and four types of spatio-
temporal query as listed below:

1 Attribute Queries seek properties information about specific geographic objects
or locations in a field

2 Spatial Query types seek geographic objects or locations based on criteria of
specific points, ranges, or relations in space
e Simple spatial queries
e Spatial range queries
e Spatial relationship queries

3 Temporal Query types seek geographic objects or locations based on criteria
of specific points in time, periods, or temporal relations
e Simple temporal queries
e Temporal range queries
e Temporal relationship queries

4 Spatio-temporal Query types seek geographic objects or locations based on
criteria of specific properties, domains of space and time, spatio-temporal char-
acteristics and spatio-temporal relations
e Simple spatio-temporal queries
e Spatio-temporal range queries
e Spatio-temporal behavior queries
e Spatio-temporal relationship queries

The most challenging of all queries are those about spatio-temporal behaviors
and relationships for spatially heterogeneous (non-uniform) objects as discussed pre-
viously. In most cases, geographic objects considered in these queries are complex
geographic phenomena, events, and processes (such as wildfires; see Yuan 1997
for further details about the information complexity of wildfire) that exhibit high
degrees of geographic dynamics with indeterminate boundaries. Nevertheless, the
most challenging query types have the greatest potential to offer new insights into
what is embedded in a spatio-temporal database, and furthermore may help us probe
for new scientific insight about these geographic worlds. For example, a spatio-
temporal query may seek to retrieve events operating at a continental scale with
behaviors correlating to droughts in the Midwest of the United States. The results
may include some events that are not previously known to be correlates of droughts
in the Midwest. Consequently, data mining and knowledge discovery methods can
be applied to further validate the correlation in a large database, which may drive
new scientific inquiry about the physical causes of the correlation.

CONCLUSIONS

Time is a critical element to geographic study, and GIS technology cannot be fully
developed without abilities to handle both spatial and temporal data and to trans-
form these data into spatio-temporal information. While the challenge is grand and
multitudinal, a sound conceptual foundation serves as the bedrock upon which a
fully fledged temporal GIS can be built.
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This chapter has discussed the developments and research needs for ontologies,
representation and data modeling, and information queries that constitute the con-
ceptual foundation of a temporal GIS. In summary, research on geographic ontology
has resulted in many important advances in our understanding of what constitutes
geographies from empirical and cognitive perspectives, and in applications using
ontology to improve interoperability of GIS data and feature identification on images.
As to representation and data modeling, the general trend directs us to approaches
that account for events and processes as integrals of space and time, in contrast to
time-stamping approaches. As to spatio-temporal queries, most studies still con-
sider only point-based objects in a 4D space in searching for trajectories of moving
objects. Few studies consider two-dimensional spatial objects, like regions, and
changes in their geometries over time. New query languages and algorithms have
been developed and have shown capabilities to retrieve information about histories
of individual spatio-temporal objects and intersections of their histories in space
and time.

Common to research on ontology, representation and data modeling, and query
is diversity. There are no universally accepted geographic ontologies, representa-
tion and data models, or query languages in temporal GIS. The diversity, on the
one hand, indicates that this research field is thriving, but on the other hand, we
need concerted efforts to ensure sustained progress in temporal GIS. This chapter
identified several common threads (i.e. transitions) among the approaches, which
may serve as the basis for future integration of the different schools of thoughts.
In addition, suggestions have been made for future research in the consideration
of complex geographic objects: their ontological implications, representation and
data modeling, and information query support.
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Chapter 10

Geospatial Data Integration

Craig A. Knoblock and Cyrus Shahabi

The problem of integrating geospatial data is ubiquitous since there is so much
geospatial data available and such a variety of geospatial formats. The commercial
world has numerous products that allow one to combine data that is represented in
the myriad of geospatial formats and perform the conversion between products
in these various formats. In an effort to improve the sharing and interoperability
of geospatial information, the Open GIS Consortium (see http://www.opengis.org for
additional details) has created the Geographic Markup Language (GML) to support
the sharing of geographic information. GML provides an agreed-upon representa-
tion for publishing and using the various types of spatial data (for example, maps,
vectors, etc.). As the interest in and use of geospatial data continues to grow, these
efforts will be critical in exploiting the geospatial data that is available.

However, even in a world where geospatial products can be readily converted
between different formats and geospatial information is published using agreed
standards for interoperability, the problem is not fully solved. First, there may be
sources that are not represented in any geospatial data format. For example, there
are libraries of maps on the web that contain maps with only a textual description
of the map and no metadata about the location or scale of the map. Second, there
are many sources of online information that can be placed in a geospatial context,
but the information is only available on a website as HTML pages, not in any
standard geospatial format. Finally, even sources that may be available in one of
the many standard formats may be difficult to integrate in a meaningful way due
to differences in the resolution of the products, differences in the algorithms used to
orthorectify the products, or just the lack of metadata on the products.

In this chapter we describe recent work on the extraction and integration of geo-
spatial and geospatial-related data that go beyond conversion between different
products and standard formats for the interoperability of these products. First, we
describe techniques for turning online web sources into more structured sources where
the information in these sources can then be integrated with other geo-spatial data.
Then we present techniques for accurately and automatically integrating vector
data with high-resolution color imagery. Today this type of alignment is performed
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manually by identifying a set of control point pairs across different products and
then using rubber-sheeting techniques (Saalfeld 1993) to align the products, but this
approach is very slow and labor intensive. Next, we describe techniques for exploit-
ing online property tax sources and conflated road vector data to identify and
annotate the buildings in an image. This goes beyond image processing, which may
be able to identify an object as a building, but cannot provide any of the identifying
information about the building. Then we present an approach that automatically
integrates maps with unknown coordinates with satellite imagery. This makes it
possible to exploit the data on a map to help label an image or vice versa. Finally,
we present an approach to efficiently combine online schedules with vector data to
predict the location of moving objects in the world, such as trains or buses.

Extracting Data from Online Sources

Beyond the traditional types of geospatial data sources, including satellite imagery,
maps, vector data, elevation data, and gazetteers, there are many other sources of
information available on the web that can be placed in a geospatial context. This
includes sources such as property tax sites, telephone books, train, and bus schedules.
The amount of such information is large and continues to grow at a rapid rate. The
challenge is how to make effective use of all of this information and how to place
it in a geospatial context. The first step is to turn the online sources that were intended
for browsing by people into sources that can be effectively integrated with the more
traditional types of geospatial sources.

To address this challenge, researchers have developed machine learning techniques
for rapidly converting online web sources into sources that can be queried as if they
were databases (Kushmerick 1997, Hsu and Dung 1998, Knoblock, Lerman, Minton,
and Muslea 2003). These techniques greatly simplify the problem of turning web
pages into structured data. The user provides examples of the information to be
extracted and the system learns a wrapper that can dynamically extract data from
an online source or convert an online source into a database. A wrapper is defined
by a set of extraction rules that are specific to extracting the data from a particular
website. The extraction rules specify how to locate specific types of information
from a page and these rules must work over the potentially large number of pages
available on a given website. The machine learning techniques developed for this
problem are designed to produce highly accurate extraction rules with a minimum
number of training examples. The extraction rules for many websites can be learned
with just a few examples.

Figure 10.1 shows the property tax site for New York State. This site contains
detailed property information such as name, address, lot size, and date of purchase for
all of the properties in the state. In order to exploit this information for geospatial
data integration we would first need to build a wrapper that provides programmatic
access to the data. This is accomplished by providing examples of the data to be
extracted from several example pages on this site. The system then learns the set
of extraction rules for the site and uses these rules to construct a wrapper tailored
to this website. This wrapper can take a request, such as to return the properties
of everyone named “Smith” in “Syracuse,” and will return the information in a
structured format, such as the XML document shown at the bottom of Figure 10.1.
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- <Document>

- <Property>
<Owner>SMITH CHARLES & WRIGHT</Owner>
<Num>321</Num>
<Address>BAKER AVE</Address>
<City>SYRACUSE NY</City>
<State>NY</State>
<Zip>13205</Zip>

</Property>

- <Property>
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</Property>

- <Property>
<Owner>SMITH,CHARLES H & AGNES M</Owner>
<Num>700</Num>
<Address>DARLINGTON & ORWOOD PL</Address>
<City>SYRACUSE NY</City>

<State>NY</State>
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Fig. 10.1 A wrapper converts the New York State Property Database into structured data that can
then be integrated with other sources
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Integrating Vector Data and Imagery

When combining different geospatial data sources, such as vector data and satellite
imagery, a critical problem is that the products do not correctly align. This problem
is caused by the fact that geospatial data obtained from various sources may use
different projections, may have different accuracy levels, and may have been cor-
rected in different ways. The applications that integrate information from various
geospatial data sources must be able to overcome these inconsistencies accurately
and for large regions.

Traditionally, this problem has been solved in the domain of image processing and
Geographic Information Systems (GIS). The focus of image processing techniques
has been on automatic identification of objects in the image (Auclair-Fortier, Ziou,
Armenakis, and Wang 2000; see also http://iris.usc.edu/Vision-Notes/bibliography/
contents.html, topic 21, for a comprehensive bibliography of work on automatic
extraction of road networks) in order to resolve vector-image inconsistencies. How-
ever, these techniques require significant CPU time to process an image in its entirety
and still may result in inaccurate results. The primary approach used in most GIS
is to require a user to manually identify a set of control point pairs and then to use
a technique called conflation (Saalfeld 1993) to align two geospatial data sets. The
need to manually identify control point pairs means that this approach does not
scale up to large regions.

To address this problem, we developed a technique to efficiently and automatically
integrate vector data with satellite or aerial imagery (Chen, Thakkar, Knoblock, and
Shahabi 2003, Chen, Shahabi, and Knoblock 2004b). Our approach is based on
two important observations. First, there is a great deal of information that is known
about a given location beyond the data that is to be integrated. For example, most
road-network vector data sets also contain the road direction, road width and even
location of the road intersections. Second, rather than processing each source of
information in isolation, it is much more effective to apply what is known about these
sources to help in the integration of two sources. For example, the information about
road directions and road width can be used to help locate the corresponding inter-
sections in the satellite imagery. In the remainder of this section we discuss some
of the details of our technique to show how we utilized these two observations to
effectively incorporate the image processing techniques into the conflation process
so that the resulting approach is both more effective and fully automatic (and hence
scalable to large regions).

To explain our approach, we first need to explain the conflation process. The
conflation process divides into the following tasks: (1) find a set of conjugate point
pairs, termed “control point pairs,” in both the vector and image data sets, (2) filter
the control point pairs, and (3) utilize algorithms, such as triangulation and rubber-
sheeting, to align the remaining points and lines in the two data sets using the
control point pairs. Traditionally, human input has been essential to find control
point pairs and/or filter control points. Instead, we developed completely automatic
techniques to find control point pairs in both data sets and designed novel filter-
ing techniques to remove inaccurate control points. We developed two different tech-
niques to find accurate control point pairs. Our first technique generates control
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points using localized image processing. The second technique finds control points by
querying information from online web sources about known locations in the imagery.
Because of lack of space, we only briefly describe the first technique, which relies
only on the imagery and vector data for accurate integration.

We first find feature points, such as the road intersection points from the vector
data set. For each intersection point, we perform image processing in a small area
around the intersection point to find the corresponding point in a satellite image.
This is an example of the first observation by exploiting what is known about the
location, size, and orientation of the intersections and of the second observation
by applying this information during the image processing task to focus the pro-
cessing on the small area around the location of the intersection on the image (rather
than processing the entire image). In addition to the approximate location of inter-
sections, to locate intersections on the images, we also utilize the information inferred
from vector data such as road directions, widths and shapes. In particular, we gen-
erate a template inferred from all the vector information and then match it against
the small area in the image to find the corresponding intersection point on the imagery.
This process is then repeated for every candidate intersection. Finally, during an
automatic filtering step, we eliminate those intersection point pairs that do not agree
with the majority of pairs (that is, outliers). In contrast to techniques for simply
extracting road networks from imagery our technique does not need to locate all
of the intersection points in order to accurately align the vector data with the imagery.
The remaining steps are the same as those of the traditional conflation process.

An example of the results of this technique is shown in Figure 10.2. The running
time for this approach is dramatically lower than traditional image processing tech-
niques due to the more focused image processing. Furthermore, the road direction
and width information makes detecting edges in the image a much easier problem,
thus reducing the running time further.

a) Before Conflation b) Using road intersections c) After Conflation
for image processing

Fig. 10.2 Automatic conflation of vector data with imagery
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Identifying Structures in Imagery

We can exploit the various online sources of data to identify the structures (that
is, buildings) in a satellite image. The online property tax records are an especially
rich source of data and, as described above, these can be turned into structured
sources that can be integrated with other data sources. In the previous section we
described how we can automatically identify the roads in a satellite image. In this
section we describe how we can combine this information with the property tax
records to identify the buildings in an image.

The traditional approach to locate a house is to use a geocoder, which maps street
addresses into latitude and longitude coordinates. Current geocoders perform this
mapping by using street vector data that is annotated with the address ranges and
then interpolating the address within the range. This approach provides inaccurate
results (for example, Ratcliffe 2001) since it assumes that the address ranges are
fully populated (that is, there are 50 houses on each side of the street) and that all
lots are of equal size, but this is rarely the case. Since the commercial geocoders
are not accurate enough to precisely identify the houses in an image, instead we
combine the information that is known about the houses on a block to determine
the precise identity of each house.

Figure 10.3 illustrates how the various sources of information can be fused to
precisely identify the houses in an image (Bakshi, Knoblock, and Thakkar 2004).
We can combine the satellite imagery from a source such as terraserver.com, the

Palm Ave
o 2}
@ [)
3 3 Street Vector Data
@ @ Corrected Tiger Line Files
Mariposa
Ave (-118.40883, 33.92375)

Constraint Satisfaction

EPALMAV EPALMAY
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Y 645,Sierra T ' Address Latitude | Longitude
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636.penn or | 639-Sierra 636,638,640 Rk 640 Penn St | 33.923412 [ -118.409809
30Pem 639, Sierra or remn 636 Penn St_| 33.923412 | -118.409809

. 633, Si
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Geocoded Houses
Initial Hypothesis Result After Constraint
Satisfaction

Address # units | Area(sq ft) | Lot size
642 Penn St 3 1793 | 135.72 * 53.33
604 Palm Ave 1 88469 * 42
610 Palm Ave 1 756 | 66 * 42
645 Sierra St 1 1337 120 * 62
. 639 Sierra St 1 1408 | 121*53.5
Los Angeles County Assessor’s Data Extracted from Online Site

Site Property Tax Records

Fig. 10.3 Integrating and reasoning about the property tax data, satellite imagery, and road vector
data to identify the structures in an image
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street vector data, which has been aligned with the imagery using the techniques
described in the previous section, and the property tax records for the given region.
The satellite imagery will show where the houses are located on a block. The street
vector data will provide the geographic coordinates of the block as well as the over-
all dimensions of a block. Finally, the property tax site will provide the details on
each property including the street address and lot size.

The critical piece of information that is missing from the property tax site is
the exact location of the lots. We can tell how many houses are on a street, but the
corner lots create a problem since we do not know which street each of the corner
houses is listed under. To solve this problem we treat this as a constraint satisfaction
problem (Russell and Norvig 1995), which will consider the possible orientations
of the corner lots and find the layout that is closest to the actual dimension of the
entire block. This is illustrated in the center of Figure 10.3, which shows the initial
hypothesis where there is uncertainty about which houses are on the corners and
the result after running the constraint satisfaction. Once the exact layout of the
block has been determined, the lots can be accurately geocoded and the buildings
in the original image can be accurately identified.

Integrating Maps and Imagery

There are a wide variety of maps available from various sources, such as the
US Geological Survey, University of Texas Map Library, and various government
agencies. These maps include street maps, property survey maps, maps of oil and
natural gas fields, and so on. However, for many of these maps, the geographic
coordinates and scale of the maps are unknown. Even if this information is known,
accurately integrating maps and imagery from different data sources remains a
challenging task. This is because spatial data obtained from various data sources
may have different projections and different accuracy levels. If the geographic
projections of these data sets are known, then they can be converted to the same
geographic projections. However, the geographic projection for a wide variety of
geospatial data available on the Internet is not known. To address this problem, we
built on our previous work on automatic vector to image conflation and developed
efficient techniques to the problem of automatically conflating maps with satellite
imagery (Chen, Knoblock, Shahabi, Thakkar, and Chiang 2004a).

To tackle this integration task, we continue to rely on the two observations dis-
cussed in the previous section: (1) utilizing all of the information known about a
given location; and (2) exploiting this information to integrate the products. Using
the first observation, we also consider the vector data of the roads in addition to the
map and imagery that we want to integrate. With the second observation, we apply
the vector data to help locate the intersection points on both the imagery and maps.
The common vector data serves as the “glue” to integrate these two sources.

The steps of our approach are illustrated in Figure 10.4. First, we utilize the tech-
niques described above to align the road vector data with the imagery to identify
the intersection points on the imagery. Then we apply techniques for identifying the
intersections on maps (Sebok, Roemer, and Malindzak 1981, Musavi, Shirvaikar,
Ramanathan, and Nekovei 1988), which we have extended to support maps with
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Fig. 10.4 Automatic conflation of maps with imagery

double-lined roads and maps with lots of extraneous data such as on topographic
maps. Next, we apply a specialized point matching algorithm (Irani and Raghavan
1999) to compute the alignment between the two sets of intersection points. This
matching problem is challenging because of the potential of both missing and
extraneous intersection points from the map intersection detection algorithms.
Finally, we use the resulting set of control point pairs to automatically conflate the
map and image.

Experimental results on the city of El Segundo, California demonstrate that our
approach leads to remarkably accurate alignments of maps and satellite imagery.
The aligned map and satellite imagery supports inferences that could not have been
made from the map or imagery alone. Figure 10.5 shows an example of our results
for the city of El Segundo.

‘ary park

D
o
|=r
3
O

Fig. 10.5 Results of conflating MapQuest map with imagery
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Integrating Online Schedules (Moving Objects) with Vectors

This final example of geospatial data integration is rather different than the pre-
vious cases in that it integrates spatial sources with temporal ones. In particular,
we study the integration of vector data sets, for example, train tracks or road
networks, with routing schedules such as train or bus schedules. In the database
literature, the querying of these specific types of spatio-temporal sources is some-
times referred to as “moving object queries” or “spatio-temporal range queries”.
In previous work (Shahabi, Kolahdouzan, and Sharifzadeh 2003), we investigated
these queries. However, one of our previous studies (Shahabi, Kolahdouzan, Thakka,
Ambite, and Knoblock 2001) stands out in that it is the only one we are aware of
that focuses on the “integration” challenges in efficient support of queries on spatio-
temporal sources.

In Shahabi Kolahdouzan, Thakkar, Ambite, and Knoblock (2001), we assumed
a mediator-based web architecture, where some of the information sources con-
tain spatial and temporal data. For example, a temporal source may be a wrapped
website providing train schedule information, while a spatial source is a database
containing railroad vector data. A spatio-temporal range query would then impose
bounds on spatial and temporal attributes and ask for all tuples satisfying the con-
straints. For example, given a point on the vector data and a time interval, we would
like to find all the trains that would pass that point in the given time interval. The
user interface of this application is shown in Figure 10.6, where the railroad vector
data is drawn on a map and the point on the vector data is shown with an “x.”
The bottom part of Figure 10.6 lists all of the trains that will pass the point and
the estimated time they will reach that point.

There are two main integration challenges with this application. First, as in the
previous cases, we need an accurate alignment of railroad tracks with maps and/
or imagery. Here we can utilize the techniques described in previous sections by
using the train stations as control point pairs. The other challenge is the efficient
integration of spatial and temporal data to answer spatio-temporal queries.

Evaluation of spatio-temporal range queries on distributed sources is time con-
suming because of the complex computational geometry functions (for example,
the shortest path function) that need to be executed on the large volume of vector
data as well as the temporal intersections that need to be applied among large sets of
time intervals. One solution to reduce the query processing time of spatio-temporal
range queries is to pre-compute the required information and materialize it using
a moving object data model such as the 3D Trajectory model (Vazirgiannis and
Wolfson 2001). This is a feasible approach if we assume that different schedule,
railroad, and station information is all local and something over which we have
full control. However, with our assumed distributed environment, the sources of
information that we would like to access are autonomous and dynamic.

Therefore, we investigated alternative distributed query plans to realize the integra-
tion of spatial and temporal information (for example, for the railroad network and
train schedules) from distributed, heterogeneous web sources. One approach to
this problem is to first look into the spatial source (containing railroads) and filter
out only the railroad segments that overlap with the window query (spatial filter).
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Fig. 10.6 Integration of train schedules with vector data and maps

Next, for those qualifying segments, we check the temporal source (containing train
schedules) and find the trains passing through the segments during the query
time interval (temporal filter). Another approach is to do the same in the opposite
order. We investigated both of these traditional filter+semi-join plans by applying
the temporal filter first and then performing the spatial semi-join or vice versa.
However, we showed that there are two significant drawbacks with both these plans.
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Instead, we introduced a novel spatio-temporal filter (termed deviation filter), which
can exploit the spatial and temporal characteristics of the data simultaneously to
improve the selectivity.

CONCLUSIONS

In this chapter we described a set of techniques for integrating geospatial data.
These techniques are by no means comprehensive, but provide a set of examples
of how the wide range of geospatial data can be combined in novel ways. The
techniques for extracting data from online sources make available a wide range of
data from online sources that can now be integrated with geospatial data sources.
The approach to automatically aligning road vector data with imagery makes it
possible to accurately identify roads in imagery and shows how we can combine
different sources of information (that is, what is known about the vector and what
can be extracted from the imagery) to automate difficult tasks. The integration
of the constraint satisfaction techniques with the property tax data, imagery, and
vector data provides an approach to identify the structures in imagery and shows
how the combination of diverse types of data can provide new information. The
automatic alignment of street maps with imagery provides an approach to exploit-
ing maps that lack geospatial coordinates and is an example of how seemingly
incompatible sources can be fused to provide new insights into the individual data
products. Finally, the combination of online schedules with railroad vectors pro-
vides an approach to efficiently predicting the location of moving objects and
provides another example of inferring new information from diverse sources of geo-
spatial data. In sum, the techniques presented in this chapter are illustrative of
the many possible ways of integrating the wide range of geospatial data that are
available today.
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Part lll Visualization

This third section of the book consists of seven chapters that explore some of the
recent accomplishments and outstanding challenges concerned with the visualiza-
tion of spatial data. The first chapter, Chapter 11 by William E. Cartwright, starts
out by describing the digital pre-web endeavors of designers and cartographers
and the various applications of new media (for example, hypermedia, videodisks,
CD-ROMs) that led to the establishment of theories and practical methods for inter-
active multimedia map production. The role of traditional cartographic theory
and practice and contributions of computer-assisted cartography and Geographic
Information Systems are highlighted along with the challenges that new media pose
for those involved in the design and provision of contemporary mapping products.
The conclusion describes some of the products available on the Web for both expert
and novice map users.

Chapter 12 by William A. Mackaness, the second chapter in this group, examines
the role of generalization and scale in this digital age where the database is the
knowledge store and the map is the metaphorical window by which geographical
information is dynamically explored. The key generalization concepts, methods, and
algorithms that have been proposed for creating and evaluating candidate solutions
for graphical visualization and multiple representations are described. Mackaness
(like Cartwright in the previous chapter) concludes by noting the importance of
the art and science of cartography as well as the need for it to keep abreast of the
changing environments of map use and analysis and broader developments in visual-
ization methodologies if it is to remain relevant.

In the next chapter, Chapter 13, Nicholas J. Tate, Peter F. Fisher, and David J.
Martin looks at some of the opportunities and challenges that are encountered when
displaying and analyzing a variety of geographical phenomena as surfaces. The
chapter starts with a discussion of the advantages of surface representation and
moves quickly to explore the various types of surface model used in GIS given that
surface modeling is a necessary precursor to surface analysis and visualization. The
authors then move on to examine some of the more popular and powerful visual-
ization tools afforded by surfaces, and they conclude their chapter by summarizing
the unique place of surface representation and visualization in GIS.
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Vincent B. Robinson describes the basic concepts underlying fuzzy set theory
and their relationship to fuzzy classification and mapping in GIS in Chapter 14.
The first part of the chapter summarizes the basic approaches to assigning a fuzzy
membership value to a location and then visualizing that classification. The two basic
approaches — fuzzy classification with a priori knowledge and data-driven fuzzy
classification — are described in considerable detail along with visualization strategies
and challenges. The latter sections of the chapter discuss the benefits and costs of
fuzzy classification-based mapping systems and software availability to support fuzzy
classification — topics that provide a nice conduit to the next chapter by A-Xing
Zhu on predictive rule-based mapping.

Zhu focuses in Chapter 15 on predictive or rule-based mapping from a knowledge-
based perspective that relies on the qualitative knowledge of human experts (that
is, performing fuzzy classification with a priori knowledge). The implementation
of rules in rule-based mapping under Boolean and fuzzy logic are compared and
the chapter concludes by noting some of the enduring challenges and research issues
that will need to be solved to propel rule-based mapping to a new era in the years
ahead.

In the next chapter in this group (Chapter 16), Mark Gahegan looks at the
opportunities for multivariate visualization. The chapter starts with a brief dis-
cussion of the need for multivariate analysis and the different approaches that have
been utilized to analyze multivariate data. From there, Gahegan notes how the
development of multivariate visualization can, and is, approached from a variety
of perspectives and he lists a selection of these approaches as a set of motivating
questions. The major methods of visualization and a series of visualization examples
are then described in considerable detail. The chapter concludes with descriptions
of some of the ways in which multivariate visualization might support analysis, the
process of multivariate visualization, the technological tools that contribute to one
or more geovisualization systems, and the problems that remain to be solved before
geovisualization can fulfill its potential.

In Chapter 17, the final chapter in this group, Michael Batty examines the ways
in which digital representations of two-dimemsional space can be enriched and
augmented through interactivity with users in the third dimension and beyond. This
chapter starts out by identifying the salient features of virtual reality (VR) and the
ways in which GIS is being extended to embrace the third dimension, the question
of time, and the media used to communicate this science to users with very differ-
ent professional backgrounds and skills. The focus of VR in GI Science is then
elaborated by examining different visualizations of 3-dimensional space in terms
of geographic surfaces and geometric structures, illustrating the different media in
which VR environments are constructed and showing how VR is beginning to
form as emergent interface to GIS and potentially to GI Science. Batty concludes
by speculating that as the digital solution deepens and matures virtual environments
will become recursive, with many different renditions of the same underlying digital
representation being used in a variety of ways with the same user interface.



Chapter 11
Mapping in a Digital Age

William E. Cartwright

Cartographers have always striven to make their products more accessible, current,
and usable. Access to products was greatly enhanced when printing was embraced
as a means for making faithful reproductions of geographic information artifacts.
Printing changed how information was “packaged” and delivered, including geo-
graphic information. Early digital media trials led to the formulation of theories
about how best interactive multimedia mapping products might “work” and how
conventional practices might be modified or, in some cases, not used at all. Now the
Web has also revolutionized how we address geographic information design and
realization and, with users in mind, how these products are procured and utilized.
What we do has changed and what we produce has also changed.

When compared to other areas of cartography Web mapping is new, but, relat-
ively quickly, a new genre of mapping product has evolved. This has caused
cartographers to assess how they need to design, produce, and deliver these new,
innovative products, resulting in a new “mindset” about what they do and how
they approach and conduct their activities. A new modus operandi (for mapping)
has been established, one that facilitates the provision of new and exciting Web-
delivered products.

This chapter addresses mapping in a digital age from the perspective of using
New Media for the provision of cartographic artifacts. In doing so it acknowledges
the important contributions of computer-assisted cartography and Geographic
Information Systems (GIS), and how, in many instances, they have been “harnessed”
to interactive multimedia to provide powerful analysis, production, and visualiza-
tion tools. In order to appreciate the design and delivery task at hand when using
the Web, it is appropriate to reflect upon what pre-empted Web mapping and some
of the New Media foundations that were laid in the heady experimental days of
hypermedia, videodisc, and CD-ROM. Interactive multimedia mapping was new and
exciting, and many innovative products were designed and trialed. This chapter begins
by describing the digital pre-Web endeavors of designer-cartographers and the
various applications of New Media that led to the establishment of theories and
practical methods for interactive multimedia map production. It then provides
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and overview of the range of products available on the Web for both expert and novice
map users. Finally, the chapter addresses the challenges that New Media poses those
involved in the design and provision of contemporary mapping products.

The Web

With the arrival of the Web, and the use of Berners-Lee’s browser-driven information
displays, a different, graphical access method to information was made available. The
Web is an information discovery system for browsing and searching the Internet’s
worldwide “web” of digital information. There now exists almost instant access
to geographic information, including maps. The extent and the use of the Internet
have now matured to such a point that users see it as an everyday commodity or
communications device. Education has embraced it for content delivery, face-to-face
lecture support, and as a tool for students to keep in touch with academics and
peers, as well as to conduct day-to-day administrative and general queries. Industry
uses it as a tool for facilitating more effective logistical approaches. Commerce uses
it as a means for linking their services, and business views it as a conduit for
marketing, selling, and delivering (digital) products.

In The UCLA Internet Report: Surveying the Digital Future (Lebo 2003), the
extent to which the Internet has been adopted can be seen. This report provides
an annual survey of the impact of the Internet on the social, political and economic
behavior of users and non-users of the Internet. In general, the report noted that

¢ Internet access remained generally stable from 2001 to 2002 and online hours
increased, as did the use of the Internet at home;

e Use of the Internet spans all age groups;

e The Internet was seen as an important source of information (in 2002 over
60 percent of all users surveyed considered the Internet to be a very important
or extremely important source of information);

¢ The Internet had increased the number of people that respondents communicated
with;

e Use of the Internet for making purchases online had declined, but the average
number of purchases made this way had increased; and

e There were growing numbers of people using the Internet for business purposes,
from e-mails to business-to-business and business-to-customer transactions.

The Web can be “traveled” by following hypertext links from document to
document that may reside in any of the many servers in different global locations.
In 1993 the first Internet workshop on Hypermedia and Hypertext standards was
held. At the end of 1994 there were almost 13 million users of the Internet. By
late 1995 this number had risen to 23 million (plus an additional 12 million using
electronic mail of various kinds) (Parker 1995). The Web grew one home page every
four seconds and doubled every 40 days. It had 40 million plus users worldwide
by early 1996. In terms of Web servers it grew from 130 in 1993 to an estimated
660,000 in 1997 (Peterson 1997), by late 1998 servers numbered over 3.5 million
and in June 1999 there were just fewer than 6.2 million servers (Netcraft Web Server



MAPPING IN A DIGITAL AGE 201

Surveys 1998, 1999; see http://news.netcraft.com/ for additional details). In 2001
this grew to over 110 million Internet hosts (see http://navigators.com/statall.gif for
additional details). In 2004 there were an estimated 945 million Internet users (Clickz
Stats 2004), 1.08 billion in 2005, and with a projected “population” of 1.8 billion
in 2010 (Clickz Stats 2006).

Pre-Web

A number of trials for using different media were tried pre-Web. Cartographers
strived to “harness” New Media methods that could be employed to facilitate the
storage and presentation of geographic information in more effective and efficient
ways. This included

Teletext/Videotext;

Two-way interactive television;
Hyperlinked television;
Hypermedia;

Videodisc;

CD-ROM; and

File transfer using the Internet.

Teletext/videotext

Television provides information via news services, documentaries, reports, live links,
and film archives. For the general public it has become one of the most usable informa-
tion resources that supply on-demand information right in the home. Television was
seen as a way in which information could be readily disseminated through the use
of teletext in its many forms, like Oracle and CEEFAX using the Prestel (Viewdata)
system in the United Kingdom (a one-way system), Antiope in France in the mid-
1970s, Telidon in Canada (1975) (a two-way version of the British Prestel system),
Captain (1979-81) in Japan and Viatel in Australia. In the USA CBS experimented
with a system called Extravision, but the system was never implemented.

In Australia, where distance has always been an important information provision
issue, the use of teletext/videotext was trialed in the early days of Viatel as an adjunct
to other education resources (Hosie 1985). British television ran very basic maps for
the provision of information like weather maps. A typical screen page from CEEFAX
is shown in Figure 11.1.

By far the most popular service of this type of information resource was Minitel,
which replaced Antiope in France. France Telecom launched the system in February
1984 and it consisted of a low-cost dedicated terminal in the home or office or as
an anonymous kiosk charging system. It provided a range of services through the
use of coarse text and graphics (compared to today’s standards) on color television
screens, and among its information pages it included the French telephone directory.
Minitel proved to be most popular and it saw a rapid growth in consumer interest.
At its peak it had 15 million clients in France. A typical information screen is shown
in Figure 11.2. The popularity of the Web supplanted Minitel somewhat, and its traffic
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Fig. 11.1 CEEFAX weather map
From Pemberton 2004

Fig. 11.2 Minitel “kiosk”
From http://www.ust.hk/~webiway/content/France/history.html

plateaued around 1994 (see http:/www.ust.hk/~webiway/content/France/history.html
for additional details). However, i-Minitel, France Telecom’s Web information
service provides similar information.

The potential of using videotext to provide geographic information and maps
was recognized by Taylor (1984), who saw that the Canadian Telidon system could
be a useful conduit of map images. Maps have been provided using Minitel by
multimedia provider SGCI Planfax. This company has offered maps via the Minitel
system since 1992. Now it provides multimedia maps via the Web, for the French
Yellow Pages.
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Two-way interactive television

Two-way interaction via television/PC/communications equipment is something that
is always being talked about for homes of the future, allowing users/viewers to truly
interact with broadcast television packages, including mapping packages. Microsoft
developed their Tiger interactive television prototype server software in 1994, and
later live television through the Internet using technology like Intel’s Intercast, which
combined the PC, television, and the Internet, and “streaming” techniques (a method
whereby video is compressed as it is sent out over the Internet and then “played”
by complementary software on the recipient’s computer). Intercast simultaneously
delivered text, graphics, video, or data to a PC (equipped with Intercast technology)
along with a television signal. Content was created with HyperText Mark-up Language
(HTML) and the television signal appeared to the user as a web page. Transmission
of computer data would take place during the vertical blanking intervals of the tele-
vision transmission image. The television needed to have a peripheral input device to
receive television signals (cable, broadcast, or satellite), a digitizer to convert analog
signals and a telephone-line modem to send data back through the Internet service
provider (Intercast: From Web TV to PC; Advanced Imaging 1996). Now this is
more readily realized with digital television.

Hyperlinked television

Consumers would probably argue that the only geographic information they get
from television is weather maps and the occasional simple maps that accompany
lifestyle programs and travel documentaries. However, pre-Web dominance of in-
formation delivery thinking, the use of broadcast television that provided hyperlinks
to other types of information was one possible scenario explored theoretically.
Negroponte (1996) considered that one possible future scenario for allowing con-
sumers to interact with information resources was hyperlinked television, whereby
“touching” an athlete’s image on a television screen would produce relevant statistics,
or touching an actor reveal that his tie is on sale this week. This would involve em-
bedding extra information from a central database into broadcast television signals.
Television could react according to the information delivery designer’s intention when
viewed under different circumstances. Negroponte (1996) saw Java contributing to
the idea of hyperlinked television.

Hypermedia

Much interest was centered on the production of electronic atlases during the
late 1980s and early 1990s, mainly due to the availability of Apple’s HyperCard
software developed for the Macintosh computer and released in 1987 (Raveneau,
Miller, Brousseau, and Dufour 1991). Typical of what was developed was Parson’s
Covent Garden area prototype (Parsons 1994a, 1994b, 1995). This particular pro-
ject presented users with a “through the window” view of the market via a 3D
view in perspective. Users could then navigate around the package using conven-
tional cursor controls and mouse clicks on directional arrows indicating movement
directions.
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Another hypermap product was HYPERSNIGE (Camara and Gomes 1991). This
was somewhat different, as it was developed to run on both the Apple Macintosh
using Hypercard and the PC with Matrix Layout. HYPERSNIGE was a hyper-
media system, which included Portugal’s national, regional, and sub-regional maps
and information. Nodes in the system maps, text, and spreadsheets and links are used
for navigation. Other control structures are numerical, linguistic (logical deductions),
and pictorial (overlay). Maps were seen as links to spreadsheets filled with statistical
data. They (the maps) could be drawn, imported, and exported. The package was
further developed to expand the themes and to incorporate multimedia using Digital
Video-Interactive (DV-I).

Videodisc

The first real application was the Aspen Movie Map Project, devised and under-
taken by the MIT Architecture Machine Group in 1978 (Negroponte 1995). This
two-videodisc system was developed to demonstrate the possibilities of providing
information using multimedia resources and providing surrogate travel through the
city of Aspen, Colorado. This was the first time that the term “multimedia” was used
and it is interesting to note that the first multimedia product was in fact a mapping
project. A map and screen image from the system is illustrated in Figure 11.3.

A later videodisc product was the Domesday project, produced in 1986 by the
BBC (British Broadcasting Commission), Acorn Computers, and Philips to com-
memorate the 900th anniversary of William the Conqueror’s tally book (Openshaw
and Mounsey 1986, 1987, Openshaw, Wymer, and Charlton 1986). Two videodiscs
were produced for the project, one concentrating on national data and the other
on community information. The community videodisc included surrogate walks like
the Aspen Movie map. A typical screen is shown in Figure 11.4.

Fig. 11.3  Aspen Movie Map Project
From Allen 2003
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Fig. 11.4 Surrogate walk from the Domesday Community disc
From http://www.binarydinosaurs.co.uk/Museum/Acorn/domesday.htm

CD-ROM

The compact disc, more commonly referred to as the CD, was jointly developed by
Sony of Japan and Philips of The Netherlands in 1982. Initially, the potential of the
large storage capacity of CD-ROMs for the distribution of geographic information
fostered interest in publishing digital maps using a new medium (Rystedt 1987,
Siekierska and Palko 1986). A wide range of products, initially databases and photo-
graphic collections, and later encyclopedia and atlases were made available on this
product. As they were made to conform to the ISO 9660 standard they were assured
“play” success on all available machines, which ensured that they were widely accepted
and used.

An interesting CD-ROM mapping package was The Territorial Evolution of Canada
interactive multimedia map-pack (developed from a prototype atlas as part of the
National Atlas of Canada from the Geographical Sciences Division, Survey and
Mapping Branch, Department of Energy and Resources (Siekierska and Palko 1986,
Siekierska and Armenakis 1999). The product provided an innovative overview
of Canada and it exploited the use of interactive multimedia in its truest sense.
A “screen grab” from the product is shown in Figure 11.5. The use of discrete media
like CD-ROM or DVD is still a popular means of distributing cartographic products.

Internet

The Internet was used before the Web to deliver mapping products and data sets. Using
the File Transfer Protocol (FTP) files, usually compressed, were distributed in this
manner. File transfers were quick but the process was burdened with the overheads
of file compression and subsequent decompression and the need to have appropriate
display software on the “receiving” computer (Peterson 2001a). Collections of scanned
paper maps were constructed and delivered to consumers usually as graphic inter-
change format (GIF) files. While an efficient means of providing information, almost
immediately users still needed to undertake some file manipulations prior to the
actual image being displayed. The Web enabled this problem to be eradicated.
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Fig. 11.5 Territorial evolution of Canada
From Siekierska and Armenakis 1999

World Wide Web

The first browser was not all that dissimilar to today’s Internet Explorer or Netscape
counterpart, and a current-day user of the Web could easily adapt to this original
manifestation. Some of the early Web mapping packages used text-heavy interfaces
to list the available mapping inventory. The Virtual Atlas, by Ashdowne, Cartwright,
and Nevile (1995, 1997) (Figure 11.6) is typical of this genre of geospatial product
developed in the “early” days of Web cartography. Once the HTML file was “clicked”
the usual means of viewing geographic information was via a collection of scanned
maps. The CIA World Fact Book and the PCL (Perry Castaneda Library) Map Collec-
tion (University of Texas at Austin) provided excellent collections of scanned maps along
with other pertinent information. A most valuable global resource was made available.

Progression of Web Mapping

Along with Web development in the early 1990s map provision via this commun-
ications media kept pace. Early implementations were scanned collections of images
and maps, and the Corbis collection of images illustrated the wealth of information
that could be delivered via the Web. The CIA World Fact Book, for example, made
available maps of almost any part of the world. And, while the shortcomings of
scanned maps must be acknowledged, this site made available, as it still continues
to, a plethora of geospatial artifacts and general geographic information. The map
downloaded from this site in 1998, Figure 11.7, is typical of the type of early pro-
duct availability, in this case from the Perry-Castafieda Library. Figure 11.8 shows
a similar product from the CIA World Fact Book site. Many simple map access sites
were developed and, while powerful media access tools were provided, the reliance
of just scanned maps somewhat limited their effectiveness.

Also, quite early, in Web mapping terms, another new genre of “published” map
was made available, like products from MapQuest. Map Quest has probably produced
the most impressive product for finding streets and business locations, especially in the
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Fig. 11.6 Ashdowne’s Virtual Atlas — initial text interface
From Ashdowne, Cartwright, and Nevile 1997
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Fig. 11.7 Perry-Castafieda Library, The University of Texas at Austin map of Australia

USA. Using these resource users can pick a country, zoom into part of it, and then
down to street level. If two addresses in the USA are known, then both maps and
route instructions can be generated and viewed. Whilst a complete coverage of the
USA is available, a sparser street database is available for other countries. Never-
theless, the MapQuest product is a perfect example of Web-delivered information.
Figure 11.9 shows early (1997) MapQuest products.

Problems with scanned maps may include image quality degradation, warping
from improper scanning, coarse scanning resolutions, and over-reduction that render
many maps unreadable. However, users have accepted these products because of
two factors: lower cost (or free) and time (almost immediate delivery of products)
(Peterson 2001b).
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Fig. 11.8 CIA World Fact Book map of Australia

The Web changed map publishing forever. More maps were made available for free
or at modest costs. In addition, collections of valuable maps, once only accessible
by a visit to a library or map collection, were now made available to researchers
and general map users. Web publishing has become prolific, and Peterson (2001a)
noted that by the mid-1990s a single computer operated by Xerox PARC research
facility processed over 90,000 Internet requests for maps every day.

Range of Products and Usage

In general terms, mapping services available on the Web include: (1) map and image
collections; (2) downloadable data stores; (3) information services with maps;
(4) online map-generation services; (5) Web atlases; and (6) hybrid products (Cart-
wright 2002). These products are briefly described below.
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Fig. 11.9 MapQuest — Victoria, Australia
http://www.mapquest.com/cgi-bin/ia_find?screen=ia_find&link=ia_find&uid=a09a4uc0e09edc
accessed July 26, 1997

Map and image collections

The extent of map libraries on the Web can be illustrated by the sheer number
listed in the University of Minnesota’s Web page (University of Minnesota 2000). It
includes details of sites (numerous) in the USA as well as global libraries that provide
Web access. A large site to access geospatial information is the Alexandria Digital
Library (Andresen, Carver, Dolin, et al. 1997, see http://www.alexandria.ucsb.edu
for additional details). It focuses on the provision of spatially indexed informa-
tion via the World Wide Web (WWW). It contains a collection of geographically
referenced materials and services for accessing those collections. The project is being
further developed via the Alexandria Digital Earth Prototype (ADEPT), funded
for 1999-2004 by the US National Science (Alexandria Digital Library Project
2000).

This type of Web resource is extremely helpful where access to rare or unique
maps would otherwise be difficult or impossible. Oxford University’s Bodleian Library,
a repository of numerous historical artifacts including many related to Oxford
and Oxfordshire, makes available via the Web a number of rare map facsimiles.
These high-resolution scanned images may be used by scholars in papers without
the need to formally request copyright clearance. A typical image is illustrated in
Figure 11.10.
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Fig. 11.10 Bodleian Library: Plan for rebuilding . . . London — J Evelyn 1666
From http://www.rsl.ox.ac.uk/nnj/mapcase2.htm

Downloadable data stores

Digital geospatial information files can be accessed and downloaded online. Web
repositories have been established by both governmental and private mapping
organizations to streamline how these products are marketed, sold and delivered.
Typical sites include

e US Geological Survey (http://mapping.usgs.gov/www/products/status.html);

¢ National Mapping, Australia (formerly AUSLIG) (http://www.auslig.gov.au/
index.html);

e Land Victoria — through its LandChannel site; and

e Map Machine (National Geographic Society).

In mid-1998 the Victorian Government, Australia went online with its land-related
information and is part of the Electronic Service Delivery program of the State
Government of Victoria. Information provided, focusing around the themes of work
and home, is related to: (1) buying a property; (2) selling a property; (3) renting and
leasing; (4) planning and building; and (5) the land around us. Figure 11.11 illustrates
the information provided on this site.

These sites have been developed with the express purpose of making maps more
readily available to the general public and professional map users. Most important,
they also allow the information to be made available with little cost to the provid-
ing organization due to the “hands-free” nature of Web delivery.
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Fig. 11.11 LandChannel, Government of Victoria

Information services with maps

Publishing houses that have traditionally published their information as paper maps
and books now use the Web to provide extra information to support their paper
publications. The sites are numerous, and they are provided by travel information
publishers. In Australia, Melbourne-based Pacific Access Pty Ltd., a Telstra Company,
publish their Whereis street atlas (http://www.whereis.com.au/). Users gain access
to a set of Universal Business Directory’s (UBD) scanned street maps by typing-in
a street address for Melbourne, Sydney, Brisbane, Gold Coast, Sunshine Coast,
Canberra, Perth, and Adelaide. A map is returned along with a UBD map reference.
The user is able to navigate to adjoining maps by clicking hot spots on the edges
of the displayed maps. Parent company, Pacific Access Pty Ltd of Melbourne also
publish paper and Web versions of the Australian White Pages™ directory and Yellow
Pages® directory web sites, and the Whereis geographical search functionality is built
into these sites. Fully interactive Whereis street atlas maps can be embedded within
Australian corporate web sites. See Figure 11.12 for an illustration of their site.

On-line map generation services

In Australia the first publicly available online environmental information was the
Environmental Resources Information Network (ERIN) online service (EOS)
(a national facility to provide geographically related environmental information required
for planning and decision-making). EOS provides public access to tables, maps, images,
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Fig. 11.12 Wherels map information
From http://www.whereis.com.au

and large databases. Users can undertake their own spatial modeling by passing SQL
commands direct to the database. Another product is the Australian Coastal Atlas
(ACA) that was initially a component of the Commonwealth Coastal Policy and is
now a major component of the Coasts and Clean Seas Initiative. It is an electronic
atlas or gateway drawing together the combined data holdings of the Commonwealth
in the coastal zone. An Australian Coastal Atlas prototype provides an interactive
WWW-GIS interface that uses pre-prepared GIFs of the 250,000-scale Australian
National Mapping map sheet with GIS information and allows the user to overlay
these GIFs (Blake 1998). Users access AUSLIG maps that form part of the “tiled”
mapping resource and also make their own maps (see Figure 11.13).

Web atlases and street directories

Atlas producers, now having to face the realities of the expense of paper publishing
and associated distribution costs, increasingly use the Web as a means of providing
atlases of countries and regions. Many different configurations have been assembled,
from the very simple to the more complex. One of the early products to be placed
online was the Atlas du Quebec et ses Regions, produced at the University of Quebec
at Montreal (see http://www.unites.uqam.ca/atlasquebec/frameSet/fs05.01.html for
additional details).
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Fig. 11.13 Australian Coastal Atlas
From http://www.environment.gov.au/marine/coastal_atlas/atlaspage.htmle/quickmap.html

Another Canadian product that illustrates the effectiveness of providing atlas
products via the Web is the National Atlas of Canada Quick Maps. This product pro-
vides a number of ready-made maps, as well as the provision for users to “construct”
their own maps. The atlas was produced by Natural Resources Canada and it is
an excellent example of how atlases can be delivered online. The introductory page
is illustrated in Figure 11.14.

Hybrid products

Combined discrete/distributed products that publish on the Web, on CD-ROM and
on paper are also being developed. These products include the US Geological Survey’s
(USGS) national atlas of the United States, published on both CD-ROM and the
Web (Guptill 1997). Perhaps one of the most impressive publications of this type
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Fig. 11.14 National Atlas of Canada Quick Maps

is the 2001 Atlas of Switzerland (http://www.swisstopo.ch/en/digital/adsi.htm),
published on CD-ROM, online via the Web, and as an elegantly bound paper atlas.
The atlas has been developed at the Department of Cartography at the ETH in
Zurich, which has always developed and produced the atlas on behalf of the Swiss
government. Figure 11.15 illustrates a “page” from the atlas.

Travel information

A major Australian-based travel information resource online is Lonely Planet
Destinations. Lonely Planet is an Australian company. Currently there are over
200 Lonely Planet titles in print that provide information via walking guides,
atlases, phrasebooks, and the “Journeys” series of travel literature. Their Web site
(http://www.lonelyplanet.com.au/) provides Destinations — an online guide to travel
destinations, Optic Nerve — an online photographic collection, On the Road (extracts
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Fig. 11.15 Atlas of Switzerland

from the Journeys book series), The Thorn Tree (an electronic travelers’ bulletin
board), Postcards (access to individual travelers’ thoughts on unique destinations),
and Health information.

Going Wireless

The first cellular mobile telephone network was introduced in Japan in 1979. Since
then the coverage and the use of mobile devices has grown tremendously. Currently
mobile telephones have reached almost saturation point in terms of everyday use.
However, using these devices to access geospatial information has not yet been
properly exploited. As the information delivery infrastructure is already in place, and
because of the fact that the graphics displays on telephone devices are always being
improved, they offer the potential for delivering usable geoinformation graphics and
support information like sound, or a series of Short Messaging Service (SMS) textual
“prompts” to assist navigation. A number of developments that are of interest to
geoinformation provision have taken place, including Nokia’s Smart Messaging System
(SMS; see http://www.forum.nokia.com/ for additional details) and the Wireless
Application Protocol (WAP). WAP is simply a protocol — a standardized way that
a mobile phone talks to a server installed in the mobile phone network. WAP tele-
phones can deliver images as well as alphanumerics, making it a useful advertising
tool (see http://www.mobileaccess.be/pages/products/wap.thm for additional details).
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Fig. 11.16 WAP-enabled cellular telephone delivering map information from Webraska

Mapping applications have been developed to deliver mainly traffic information
services by the French company, Webraska (see a screen output from an early Euro-
pean application in Figure 11.16).

Wireless is now seen as part of the Internet, and not distinct. It is increasingly
being used as a “gateway” to resources provided via the Internet. The provision
of geospatial information via these devices has spawned a whole new Location
Based Services (LBS) industry that provides information on-site (see Chapter 32
by Brimicombe, this volume, for additional information on this topic). The loca-
tion services, sometimes referred to as L-commerce, have seen European operators
struggling to create LBS revenue models. Short Message Services (SMS) was seen
as providing the most dependable revenues from location services over the next
several years (Gisler 2001). “Assisted GPS location solutions have been looked-
upon favorably by the ‘location services’ company Snaptrack and telco Sprint, who
have conducted a joint case study. The industry sees that the biggest potential
money earner is mobile location entertainment, especially amongst teenagers”
(Gisler 2001).

A fairly recent example of enterprise using LBS is the Zingo cab service in London
(www.zingotaxi.co.uk), which provides a direct connection between available taxis
and subscribers. Users call Zingo from a pre-registered mobile telephone, then
Zingo’s location technology — Cellular and Global Positioning System (GPS) for
the user, and GPS for the taxi — links the customer with the nearest available taxi
(Zingo 2003). The system pinpoints the potential passenger’s location by locking
on to the location of the mobile phone. The system operates using the UK’s Vodafone,
0O,, Orange, Virgin, and Three cellular telephone systems. It works automatically
with O, and Vodafone. In April 2003 there were 400 cabs using this system, with
“several thousand” planned (Rubens 2003).

Obviously the accuracy of the delivery of these services based on location varies
between urban areas and rural areas and from country to country, where the
saturation of mobile telephone transmission towers might be different. European
and Japanese companies were the first to market solutions based on these impre-
cise location technologies, using the cell ID (see http://www.jlocationservices.com/
for additional details). Accuracy requirements are context and application-specific
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— emergency services and navigation requiring the highest degree of accuracy and
weather and general information the least (Gisler 2001). The accuracy can be enhanced
using GPS, hence the interest in GPS-enabled mobile phones. It is predicted that
95 percent of all handsets sold in the USA by 2005 will be location-enabled.
Ubiquitous computing is also of much interest to computer technologists and also
cartographers. Ubiquitous computing has been named as the “third wave” in com-
puting, or “the age of calm technology, when technology recedes into the background
of our lives” as described by the father of ubiquitous computing, the late Mark Weiser
(Weiser 1996). We now see this type of computing in the form of handheld PCs,
mobile phones, wireless sensors, radio tags, and Wi-Fi (Baard 2003). Designers of
ubiquitous systems envision seeding private and public places with sensors and trans-
mitters that are embedded into objects and hidden from view, providing for the
deployment of things like “Audio Tags,” which play an infrared sensor-triggered
message once a person is within a pre-determined proximity (Wired News 2003). The
International Cartographic Association recently formed a Commission on Ubiquitous
Cartography to promote the study of this form of information provision.

Advancing Mapping in a Digital Age

It can be argued that maps were in fact the first multimedia products — as they con-
tain text, diagrams, graphics (as ordered symbols), and geographic facts. Paper maps
could be considered to be analog Virtual Reality (VR) tools. They have provided
the means by which armchair travelers could “go” to places from the comfort of
their lounge or study. The rules that govern their design, production, and consumption
have evolved over centuries, and the methods of producing maps via the printing
press have been established by 500 years of experiment and development. However,
multimedia cartography on the Web is relatively new and its use as a geographic
visualization tool is still virtually unproven. There is little real information about
“best use” with interactive multimedia cartographic tools. Applying old ways to
new tools may be the “line of least resistance,” but it perhaps does not allow us
to properly exploit New Media and new communications systems. In addition, as
there are no comprehensive skills packages for teaching how to use interactive
multimedia effectively, there exists no “starting point” to decipher if the use of
these products is any better than using a conventional paper map.

Cartographers once knew their users: they knew what they wanted and how
they intended to use the cartographic artifact produced. It could be argued of con-
ventional paper maps that these products were not considered to be “mainstream”
information documents but specialist artifacts to be used by expert users, or users
who were willing to “learn the rules” of map use. There now exists a new genre
of users. Many may never have used maps before and they consider geographic
information in the same way as any other commodity that they can obtain via the
Web. Now, with almost instant access to geographic data and graphic products
via the Web, it is argued that the general public now considers Web-delivered maps
to be just part of what New Media delivers. Geographic information delivered through
the use of New Media is seen as part of popular media, rather than scientific docu-
ments. As the Web can be considered as an accepted part of popular media, users
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could consider its employing it in similar ways to those in which they use television,
video, movies, books, newspapers, journals, radio, and CD-ROM. The delivery of
cartographic artifacts via the Web to naive or inexpert users involves different stra-
tegies to traditional map delivery and use. Use strategies need to be developed, tested,
and implemented.

CONCLUSIONS

The revolution in information provision prompted by the advent of the Internet, and
more particularly the World Wide Web, has changed forever how information prod-
ucts are viewed. They are now wanted, no demanded, almost immediately by users.
In newspaper terms this would be described as wanting information “before the ink
has dried,” but for digital information this is probably best described as wanting
information “before the data collection sensor has cooled”! Advances in data
collection and telecommunications ensure that collected data is quickly and faith-
fully transmitted. Processing procedures and equipment, map “construction” and
“rendering” software and geographical information delivery systems now provide
the ability to deliver on-demand geo-information products in almost real time.

Everything has changed, but the underlying theory and procedural knowledge
remain the same. We have powerful tools for the provision of information that has
currency, accuracy, and immediacy, but how we apply them depends upon adequate
knowledge of cartographic theory and practices. This “new” method of access to and
representation of geospatial information is different to formerly used methods
and therefore, while New Media applications can be considered to be at a fairly
immature stage of development (compared to paper maps), there is a need to identify
the positive elements of the media used and to isolate the negative ones, so as to
develop strategies to overcome any deficiencies. Web designers and graphic artists
can produce elegant information displays for the Web, but the integrity of their map-
related products could be questioned. Without adequate grounding in the geospatial
sciences, graphical presentations with impact and panache can be produced, but
they may be documents of misinformation. We need to ensure that what is delivered
via the Web that relates to the provision of geographic information is produced
to high standards, of both design and information content, and that users com-
prehend the underlying structure of the data and the manipulations, or “cartographic
gymnastics” that have been employed to ensure that the data is presented in the
best possible manner and are thoroughly understood by users.
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Chapter 12

Generalization of Spatial Databases

William A. Mackaness

“All geographical processes are imbued with scale” (Taylor 2004, p. 214), thus issues
of scale are an essential consideration in geographic problem solving. The scale of
observation governs what phenomena can be viewed, what patterns are discernible,
and what processes can be inferred. We are interested in viewing the precise detail
of those phenomena, as well as the broad linkages across regional and global space.
Choosing scales of analysis, comparing output at different scales, describing con-
structions of scale (Leitner 2004) are all common practices in the geosciences. We
do this because we wish to know the operational scales of geographic phenomena,
how relationships between variables change as the scale of measurement increases
or decreases, and we want to know the degree to which information on spatial
relationships at one scale can be used to make inferences about relationships at
other scales (Sheppard and McMaster 2004; see also Chapter 18 by Brunsdon in
this volume). What is always apparent when viewing geographic phenomena is the
interdependent nature of geographic processes. Any observation embodies a set of
physical and social processes “whose drivers operate at a variety of interlocked and
nested geographic scales” (Swyngedouw 2004, p. 129).

Both the scale of observation and of representation reflect a process of abstraction,
an instantaneous momentary “slice” through a complex set of spatio-temporal, inter-
dependent processes. Traditionally it has been the cartographer’s responsibility to
select a scale, to symbolize the phenomena, and to give meaning through the addition
of appropriate contextual information. In paper-based mapping, various considera-
tions acted to constrain the choice of solution (the map literacy of the intended
audience, map styles, the medium, and choice of cartographic tools). Historically,
the paper map reflected the state of geographic knowledge and was the basis of
geographic inquiry. Indeed it was argued that if the problem “cannot be studied
fundamentally by maps — usually by a comparison of several maps — then it is
questionable whether or not it is within the field of geography” (Hartshorne 1939,
p. 249). Information technology has not devalued the power of the map, but it has
driven a series of paradigm shifts in how we store, represent and interact with geo-
graphic information. Early work in automated mapping focused on supporting the
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activities of the human cartographer who remained central to the map design pro-
cess. Current research is focused more on ideas of autonomous design — systems
capable of selecting optimum solutions among a variety of candidate solutions
delivered over the web, in a variety of thematic forms, in anticipation of users who
have little or no cartographic skill (see Chapter 11 by Cartwright, this volume).
Historically the paper map reflected a state of knowledge. Now it is the database
that is the knowledge store, with the map as the metaphorical window by which
geographic information is dynamically explored. In these interactive environments,
the art and science of cartography (Krygier 1995) must be extended to support the
integration of distributed data collected at varying levels of detail, while conforming
to issues of data quality and interoperability.

Generalization

At the fine scale, when viewing phenomena at high levels of detail (LoD), we can
determine many of the attributes that define individual features (such as their shape,
size, and orientation), while at the broad scale, we see a more characteristic view
— more particularly the regional context in which these phenomena are situated (for
example, their gestaltic and topolgical qualities, and various associations among
other phenomena). For example, journey planning requires a broad-scale view in
order to gauge timeframes and alternative travel strategies, while a fine-scale, detailed
map is required to reach the final point of destination. It is not the case that one map
contains less or more information, but that they contain different, albeit inter-related
information. Thus maps are required at a range of scales, in a variety of thematic
forms, for delivery across a range of media. The term “map generalization” is often
used to describe the process by which more general forms of a map can be derived
from a detailed form. In the context of twenty-first century technology, there is a
vision of a single, detailed database, constantly updated in order to reflect the most
current version of a region of the world. For any given National Mapping Agency
(such as the Ordnance Survey [OS] of Great Britain or the Institut Géographique
National [IGN] of France) that region is defined by its respective national boundaries.
In such a context, the process of map generalization entails selecting objects from
that detailed database, and representing them in various simplified forms appropriate
to the level of detail required, and according to some purpose (or theme). By way
of example, Figure 12.1 shows a series of maps at different scales, of Lanvollon in
France. The goal remains the creation of automated map generalization techniques
that would enable the derivation of such maps from a single, detailed database. This
vision is driven by a variety of motivations: data redundancy (maintaining a single,
detailed database rather than a set of separate, scale-specific databases; Oosterom
1995); storage efficiency (recording the fine detail of a feature in as few points as
possible); exploratory data analysis (MacEachren and Kraak 1997) (being able to
dynamically zoom in and explore the data, and to support hypermapping); integra-
tion (combining data from disparate databases of varying levels of detail); and paper
map production (for traditional series mapping).

Given the strong association of map generalization with traditional cartography
it is worth stressing its broader relevance to spatial analysis and ideas inherent in
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Fig. 12.1 1:25,000, 1:100,000, and 1:250,000
Copyright of the IGN

visualization methodologies. Though discussion will focus on the cartographic, we
are in essence dealing with the generalization of spatial databases (Muller 1991, van
Smaalen 2003). In this context we can view the fine-scale, detailed database as the
first abstraction of space — often called the Primary Model or Digital Landscape
Model (DLM) (Griinreich 1985). As a prerequisite the DLM requires the definition
of a schema that will support the explicit storage, analysis, and characterization of
all the geographic phenomena we wish to record. A series of secondary models
can be derived from this primary model via the process of “model generalization.”
These abstractions are free from cartographic representational information and
could be used to support spatial analysis at various levels of detail. Both primary
and secondary models can be used as a basis for creating cartographic products
(Digital Cartographic Models) via the process of “cartographic generalization”.
Figure 12.2 summarizes the relationships between these models and the general-
ization processes.

Model generalization may involve reduction of data volume, for example via
the selection, classification, or grouping of phenomena, or the simplification of
phenomena such as network structures. This may be required as a prerequisite to
spatial analysis, the integration of different data sets, or for computational effici-
ency. It is certainly an integral step in the derivation of multi-scaled cartographic
products. Though it has important ramifications for cartographic generalization,
model generalization does not itself seek to resolve issues of graphic depiction, such
as clarity or emphasis in depiction.

Often seen as the complement to model generalization, cartographic general-
ization describes the process by which phenomena are rendered, dealing with
the challenges of creating appropriate symbols and the placement of text within the
limited space of the medium (whether on paper or the small screen of a mobile device).
The symbology used to represent a geographic feature must be of a size discernible
to the naked eye. At reduced scale, less space is available on the map to place the
symbols. At coarser scales, the symbols become increasingly larger than the feature
they represent. It therefore becomes necessary to omit symbology associated with
certain features, to group features, to characterize them in a simpler way, or to
choose alternate forms of symbology in response to this competition for space (Mark
1990). Figure 12.3 nicely illustrates this idea, showing The Tower of London and
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its surroundings at scales of 1:10,000, 1:25,000, and 1:50,000. At the finest level
of detail we can discern individual walls, courtyards, pavements, and trees, and the
buildings are individually named. We can make many inferences drawing on our
understanding and experiences of geographic space, such as the function of buildings
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and the components of the various fortifications. At a coarser scale we see less detail,
in exchange for more of the context. For example, we discern its strategic importance
along the bank of the river Thames, and text is used in a different way to label
various features. At the coarse scale of 1:50,000 we see how competition for space
has presented further challenges for the cartographer. The thick red symbology used
to represent the roads has encroached upon surrounding features, which have had to
be slightly “displaced” or made smaller in order to avoid overlapping and causing
confusion among the represented features. We can also discern more of a thematic
edge to this representation, with the Tower highlighted as a tourist attraction. Overall
then, we can discern the processes of model and cartographic generalization at work
in the creation of such map designs.

Conceptual Models of Generalization

Initial research in automated cartography began in the 1960s (Coppock and Rhind
1991) and sought to replace the manual scribing tools and techniques used by
the human cartographer, with their automated equivalent. Paper-based maps were
digitized to create inherently cartographic, vector based databases — in essence the
map became a set of points, lines, areas, and text to which feature codes were attached
in order to control the symbolization process. But research soon highlighted the limits
of this approach, and revealed the art and science of cartographer as a design task
involving complex decision making. There was a clear need for conceptual models
(such as those presented by Brassel and Weibel 1988 and McMaster and Shea 1992)
as a basis for understanding the process of generalization, and developing auto-
mated solutions. McMaster and Shea (1992) presented a comprehensive model that
decomposed the generalization process into three stages: definition of philosophical
objectives (why generalize), cartometric evaluation (when to generalize), and a set
of spatial and attribute transformations (how to generalize). A complementary view
that reflects the potential of more complete solutions to automated generalization
is one in which a variety of candidate solutions are considered (synthesis), based on
cartometric and topological analysis (analysis). This is followed by an evaluation
phase that selects the most appropriate candidate based on both fine-scale and
holistic evaluation techniques (Figure 12.4).

Multi-scale databases

Aligned closely to the topic of map generalization is the idea of “multiple repres-
entation,” in which various cartographic representations of a single object are stored
for viewing or analysis at various levels of abstraction (Goodchild and Yang 1992,
Kidner and Jones 1994, Kilpelainen and Sajakoski 1995, Devogele, Trevisan, and
Ranal 1996). A specific advantage being that their forms can be pre-cast and imme-
diately presented to the user (thus avoiding the time cost associated with creating
solutions “on the fly”). Though the DLM (Figure 12.2) remains unchanged, a series
of multiple representations can be derived at any time, only needing to be recast
when the central database is updated to reflect changes in the real world. There
are complicating issues in the management of the database, in particular ensuring
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Fig. 12.4 Generalization in the context of automated solutions

the seamless joining together of multiple representation after an update cycle. Ideas
of multiple representation mirror the idea of a single, detailed database, from which
other databases are derived using map generalization techniques.

Generalization Methods and Algorithms

For any given conceptual framework, it is necessary to precisely define the methods
by which we can analyze, synthesize, and evaluate solutions. Early research focused
on reverse engineering the design process, observing the human cartographer at work,
and, via a process of stepwise refinement, identifying the discrete methods used by
the cartographer. In some instances the cartographer would omit selected features,
or whole classes of features. Some features were merged and enlarged and (if space
allowed, and where symbology overlapped) features were marginally displaced in
order to distinguish more easily between features. These and other methods can be
divided into two types of transformation: spatial and attribute transformation. The
ten spatial transformation methods are: amalgamate, aggregate, collapse, displace,
eliminate, enhance, merge, refine, simplify, and smooth. The two attribute trans-
formation methods are classify and symbolize (Weibel and Dutton 1999).

Van Smaalen (2003) argues that in essence map features fall into one of three
metaclasses (Molenaar 1998). Classes that contain “network like” objects, such as
railways, rivers, and roads; classes of relatively small, often rigid, “island” objects
— typically buildings; and a third class of mostly “natural” area objects — often form-
ing exhaustive tessellations of space, for example land parcels, lakes, forested regions,
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and farms. Each class has different behaviors, and can be characterized in differ-
ent ways. One can therefore envisage a matrix of these metaclasses against the twelve
generalization methods. Each cell in the matrix containing a number of algorithms
for modeling transformations of that particular metaclass for varying levels of detail,
and for a range of themes. A huge amount of research has been devoted to populat-
ing such a matrix — developing methods that can be applied to various classes of
objects. By way of illustration, Dutton (1999) and others have worked on methods
for generalizing linear features (Buttenfield 1985, Plazanet, Bigolin, and Ruas 1998);
finite element analysis and other techniques have been used to model displacement
among features (Burghardt and Meier 1997, Hojholt 2000). Considerable effort
has been devoted to methods for generalizing buildings (Regnauld 2001, Jiang
and Claramunt 2004), while other research has focused on how space-exhaustive
tessellations of space can be generalized — as, for example, is found in geological
mapping (Bader and Weibel 1997, Downs and Mackaness 2002). Others have
researched the problem of attenuating network structures (Richardson and Thomson
1996, Mackaness and MacKechnie 1999) while others have proposed solutions to
the problem of text placement (Christensen, Marks, and Shieber 1995).

These methods have been framed in a variety of strategic contexts. For example
Molenaar (1998) stratifies these methods under four headings that reflect a need to
model both individual and structural characteristics of the map. Importantly he dis-
cusses the idea of functional generalization — a generalization technique used to group
objects in close proximity, and non-similar objects in order to create meaningful com-
posites (van Smaalen 2003). Figure 12.1 presents a nice example of this whereby the
various objects comprising the town of Lanvollon represented at 1:25,000 scale, have
been grouped and replaced by a single point symbol at the 1:250,000 scale. Functional
generalization is particularly appropriate in the case of significant scale change.

Analysis

A strong recurrent theme in all the research into generalization algorithms has
been the need for techniques that make explicit the metric and topological qualit-
ies that exist within and between classes of features. Effective characterization of
geographic space requires us to make explicit the trends and patterns among and
between phenomena, to examine densities and neighborhoods, and to model con-
nectivity and network properties, as well as the tessellation of space. Thus the field
draws heavily on spatial analysis techniques such as graph theory (Hartsfield and
Ringel 1990), Voronoi techniques (Peng, Sijmons, and Brown 1995, Christophe
and Ruas 2002) and skeletonization techniques (Costa 2000). The identification of
pattern draws on regression techniques, and automated feature recognition techniques
(Priestnal, Hatcher, Morton, Wallace, and Ley 2004). These “supporting” structures
(Jones, et al. 1995, Jones and Ware 1998) are used to enrich the database and enable
the modeling of topological transitions (Molenaar 1998).

Synthesis and evaluation

Research has also tried to model the process by which a combination of methods is
used to synthesize various solutions. For example, a group of islands may be merged,
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Fig. 12.5 The choice, sequence, and degree of application of various methods enable synthesis of
different solutions, but which one is “correct”?

and enlarged in order to remain visible to the naked eye at smaller scale. The pro-
cess of enlargement may require marginal displacement to distinguish between the
islands. Different results emerge according to the sequence in which the methods are
applied, and the degree to which they are applied (Mackaness 1996). The evaluation
of candidate solutions must be graded against a set of criteria, themselves defined by
the map task. For example, a map intended for tourists may accommodate greater
generalization of the characteristic form than a map intended for sea navigation.
In Figure 12.6 the two generalized forms (hand drawn) are shown at the same scale
as the original (in order to compare), prior to being reduced in size to 30 percent
of the original.

Even in the very simple example of Figure 12.6, with a restricted set of considera-
tions, it is easy to imagine a very large set of permutations. But it is possible to define
evaluation criteria. For example, shape and area metrics can be used to measure
alignments (Christophe and Ruas 2002) or the degree of distortion from the original
(Whang and Muller 1998, Cheung and Shi 2004). Topological modeling in surfaces
and networks can be used to model neighborhood changes among a group of objects.
Density and distribution measures can be used to determine trends in the frequency
of occurrence or the degree of isolation of a feature. Distance metrics can be used
to assess the perceptibility of an object (is it too small to be represented at the intended
scale) and the degree of crowding among objects. Evaluation also includes assess-
ment of non-spatial attributes. For example, is it a rare geological unit relative to the
surrounding region (Downs and Mackaness 2002), or a special point of interest in
the landscape? Techniques have also been developed to measure the content of a
map, and to evaluate levels of content as a function of change in scale (Topfer and
Pillewizer 1966, Dutton 1999). Many of the cartometric techniques used to analyze
the properties of a map as part of the synthesis of candidate solutions can also be
used in this process of evaluation. In effect, each and every one of these techniques
makes explicit some property within or between classes of objects.

But a map in its generalized form reflects a compromise among a competing
set of characteristics. There is very little in the map that remains invariant over
changes in scale. Indeed generalization is all about changing the characteristics of
a map in order to reveal different patterns and relationships among the phenomena
being mapped. Often the preservation of one characteristic can only be achieved by
compromising another. Thus, among a group of buildings do we give emphasis to
the “odd one out” because it is significantly larger than the remainder, or preserve
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the characteristic orientation shared among the group of buildings and the adjoin-
ing road? We know that the topology among a set of objects changes if we remove,
aggregate, or functionally combine objects. But how do we ensure that the new topo-
logy is a “valid” one? And, where we wish to combine data from different sources
and scales, how do we validate the quality of any given solution? There is no short-
age of techniques for measuring the properties of an object, but the challenge of
defining tolerances and collectively prioritizing those characteristics (linked to
intended use) remains a significant impediment to development of systems that are
more autonomous in their operation.

A Rule-Based Approach

More challenging than the development of generalization methods, has been the
formalization of the procedural knowledge required to trigger the use of such
methods. At any instant in the design phase, there may exist a range of alternate
candidate solutions, whose creation and choice is based on rules of thumb
(heuristics), to a goal state that is somewhat hazy and hard to define (Starr and
Zeleny 1977). Various attempts have therefore been made to use a rule-based approach
to automated map generalization (Richardson and Muller 1991, Heisser, Vickus,
and Schoppmeyer 1995, Keller 1995) in which sequences of conditions and actions
are matched in order to control the overall process. For example, a small remote
building in a rural context has a significance much greater than its counterpart in
a cityscape and is therefore treated differently. A solution might be to enlarge the
symbology in order that the building remains discernible to the naked eye, accord-
ing to those conditions:

IF a building.context = rural AND building.neighborhood = isolated AND
building.size = small THEN building.generalization = enlarge.

We can formalise both the <condition> and <action> part of such rules from
observation of how features are symbolized on paper maps at various scales. We
observe how particular solutions operate over a band of scales (akin to the idea of
an “operational scale”, Phillips 1997) and that beyond a certain threshold a change
in the level of generalization is invoked. Figure 12.7a illustrates the various repres-
entational forms of a cathedral and Figure 12.7b shows the scale bands over which
those representations might operate. These threshold points are determined by
(1) a feature’s geometry and size; (2) its non spatial attributes; (3) its distribution and
association with other features; (4) its immediate proximity to other features;
and (5) the resolution of the device on which the information is being displayed or
printed (Glover and Mackaness 1999).

A feature’s treatment also depends upon its importance in relation to the intended
theme. For example castles and visitor attractions in a tourist map will be given
greater emphasis from those buildings deemed more general. Figure 12.7 is based
on observations made from paper maps over a range of scales, and shows how key
(or special buildings) and general buildings are typically represented.
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Fig. 12.6 (a) Transformations with decreasing map scale, and (b) corresponding scale bands for a
topographic map
Glover and Mackaness 1999
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Fig. 12.7 Examples drawn from paper maps of building generalization at various scales

Again from observation we can identify the generalization methods that can
be applied at the fine scale to derive these various solutions — that their forms are
simplified, or grouped, or collapsed and replaced with an iconic form. For example
derivation of the castle representational form at 1:50,000 scale can be formed by
placing a minimum bounding rectangle (MBR) around the group of “castle” buildings
(so deriving its convex hull), and substituting this form for the group of individual
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Fig. 12.8 Decision tree for key buildings

buildings. One can envisage a similar process applied to each metaclass, and for each
scale band transition point (similar to the one illustrated in Figure 12.6). In this
manner we can define a decision tree that incorporates the various generalization
methods used, according to: the building type, its association with adjacent features,
and the operational scales of the various representational forms. Figure 12.8 is the
decision tree for “key” buildings intended for use in urban environments.

These and other decision trees were collectively implemented in a Geographic
Information System (GIS) that was able to derive different thematic maps from
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Fig. 12.9 Different products according to theme and scale derived from the same source

a single detailed source (Glover and Mackaness 1999). The results (Figure 12.9)
were compared with their manual equivalent, as the basis for identifying future
work.

Such a system works quite well for relatively small changes in scale. The system
is limited by its inability to generate alternate solutions to a design problem and
to automatically evaluate the correctness of the final solution. The work also
highlighted the need for cartometric tools capable of analyzing both “local” con-
straints (imposed by surrounding objects) and “global” constraints (ensuring
consistency across the region including preservation of trends). What was required
was a system that would enable consideration of alternate designs that took into
account a shared view of these and other design constraints. One such approach
that has shown great promise in this regard has been in the use of multi-agent
systems (MAS).
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Multi-Agent Systems

The idea of “agents” came from the observation that complex processes can be
modeled as a set of simple but interconnected set of tasks. For example, the com-
plex task of sustaining an ant colony is achieved by assigning ants (agents) to
specific, defined tasks that collectively ensure the survival of the colony. In this way
quite complex emergent behavior can arise from a set of connected but simple agent
tasks (Weiss 1999). Thus one definition of an agent is “a self contained program
capable of controlling its own decision making and acting, based on its perception
of its environment, in pursuit of one or more objectives” (Luck 1997, p. 309). Where
more than one agent exists, we can define what are called multi-agent systems in
which several computational entities, called agents, interact with one another (Huhns
and Singh 1998). In the context of map generalization, it has been possible to
model various characteristics of features and to implement an agent-based approach
whereby agents are assigned to manage the generalization process across a geo-
graphic region (with a local perspective on the problem), and to communicate with
other agents at a more regional scale (a global perspective) in order to ensure con-
sistency in solution, and to ensure preservation of general trends across the map
space (Duchéne 2003). This was the methodology utilized in the AGENT project,
a European Union funded project, comprised of a consortium of universities and
commercial enterprises (Lamy, Ruas, Demazeau, et al. 1999; Barrault, Regnauld,
Duchéne 2001). The system was capable of analyzing various properties within and
between classes of objects, of synthesizing alternate candidate solutions and evaluat-
ing the optimum choice against a set of design constraints. Where a solution was
not forthcoming, a more radical or broad-scale solution was proposed and con-
trol passed from the local perspective to a more global one. Thus there existed a
hierarchical structure of mico, meso and macro agents, which, in effect, modeled
both a fine-scale view of design, as well as the more general view of the problem.
The project commenced in 1998, and its commercial form is currently manifest in
the CLARITY system from Laser Scan (http://www.laser-scan.co.uk), and continues
to form the basis of on going research among a consortium of national mapping
agencies across Europe under the MAGNET program. Given its adoption by a num-
ber of European NMA:s it is arguably the best solution to date to the challenges of
autonomous map generalization, though a number of challenges remain. The first
is in the development of an interface that enables “tuning” of solutions that arise
from complex emergent behavior and interactions. The second is in defining the
type of information that is passed among the hierarchies of agents, and how this
information is utilized in the various stages of decision making.

CONCLUSIONS

Generalization holds an important position in the development of a theoretical
framework for handling geographic information “as it deals with the structure and
transformation of complex spatial notions at different levels of abstraction” (van
Smaalen 2003). As a modeling process, map generalization is about characterizing
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space in a way that precipitates out the broader contextual relationships that exist
among geographic phenomena. It is about making sense of things (Krippendorf 1995)
and is intrinsic to geographic ways of knowing.

In essence, a database is a system of relationships — the process of generalization
is about abstracting and representing those patterns of relationships inherent among
phenomena viewed at different levels of detail (similar to the goals of scientific
visualization). The enduring vision is of a single, detailed database from which such
multiple views can be automatically derived according to a broad range of tasks.

Over the years a variety of solutions have emerged in response to both a growing
understanding of the complexities of automated map design and to the changing
context of use arising from developments in information technology. Attempts at
automation have highlighted the complexity of this task. It is certainly the case
that the design of a map (irrespective of medium) is a hugely challenging task,
though the paradigm shift afforded by data modeling techniques has called into
question the appropriateness of trying to mimic the human cartographer as a basis
to automation.

Developments in the field of generalization continue to advance three key areas:
(1) development of algorithms for model generalizations with the focus on spatial data
handling and analysis; (2) methods for creating and evaluating candidate solutions
for graphical visualization and multiple representation; and (3) development of human
computer interaction models that enable integration of these methodologies in both
the presentation and exploration of geographic information. Research continues to
reveal the subtleties of the art and science of cartography. For it to remain relevant,
however, it must keep abreast of the changing environments of map use and analysis
(including interoperability requirements), and the broader developments in visual-
ization methodologies.
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Chapter 13

Geographic Information Systems
and Surfaces

Nicholas |. Tate, Peter E. Fisher, and David |. Martin

Many different geographic phenomena are displayed and analyzed as surfaces.
Some are among the most concrete that Geographic Information Systems (GIS)
are designed to work with (bona fide, in the sense of Smith 2001), while others are
among the most abstract. The surfaces concerned are completely different in type,
but they all have one thing in common: a surface representation is appropriate under
any circumstances where the phenomena being modeled can be thought of as
varying continuously across space. Indeed, the vector polygon model is a special
case of a surface in which the changes in value across space happen abruptly at
polygon boundaries. The most tangible surface is the land, the ground under our
feet, measured as an elevation above a particular datum, commonly mean sea level,
which is conceptualized as a horizontal surface. The more abstract surfaces conceived
by geographers include, for example, population density surfaces (the probability
that you will meet someone at a particular location), soil pH, and atmospheric air
pressure.

Conventional conceptualizations of geographic objects make a distinction between
point, line, area, and surface types. The continuous nature of surfaces means that,
strictly, they do not embody any topology, although our inability to create truly
continuous data structures means that surfaces are represented by various appro-
ximations that may include topological information. These include the use of tri-
angulated irregular networks (TINs), digital elevation models (DEMs), and isolines/
contours, each of which are considered in more detail below. We conventionally refer
to the variable of interest, represented as the height of the surface as the Z variable
(and associated Z values), to distinguish it from the familiar X and Y variables of
two-dimensional cartographic space.

The purpose of this chapter is to outline the nature and procedures which are
available for surface modeling and visualization. In the following section we con-
sider some of the advantages of surface representation. The focus of the second
section (Surface Modeling) is on exploration of the various types of surface model
used in GIS. Surface concepts provide us with particularly powerful tools for visual-
ization which is the subject of the third section, Surface Visualization.
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Surface Representation

Viewing space in terms of continuously varying scalar fields where the Z value is
a continuous function of location f(X,Y) is often identified as the field perspective
(for example, Goodchild 1992, 2003) and is one of the two most frequently used
models in GI Science. Fields traditionally comprise regularly/irregularly distributed
points, tessellations of various regular/irregular areas, and isolines (Goodchild
2003).

Point phenomena represented as surfaces can be further divided into two
categories: point and reference interval functions (Nordbeck and Rystedt 1970). Point
functions are those such as elevation of the land surface above sea level which, given
certain assumptions, are measurable at single point locations. However, reference
interval functions such as population density cannot be measured in this way and
can only be measured in relation to a reference area — for example persons per
hectare. In the latter case the Z value at a single point location is not constant but
varies according to the size and shape of the reference area. The treatment of their
Z values in surface construction varies according to whether they can be directly
interpreted as Z values, or quantities from which Z must be derived. The popula-
tion density at a point in the City of London would be low if measured in relation
to its immediate neighborhood which comprises primarily commercial premises, but
would rise as surrounding residential areas are included in the reference interval.
As we continue to extend the reference interval beyond the build-up area, the density
would fall again, and all of these values would be “correct” for that same location.
The distinction between point and reference interval functions is more subtle than
might first appear, with phenomena such as atmospheric pressure being reference
interval functions (expressed as force per unit area), although the reference area is
conventionally very small and measured at individual locations.

Cartographic convention has led to some phenomena being more commonly
conceptualized as surfaces than others: in general terms, point functions are more
readily imagined to be continuously varying surfaces and the convention of represent-
ing them by mapping isolines (for example, elevation contours, pressure isobars)
that connect locations with the same Z value is long established. The continuously
varying distribution of population density by contrast is more often represented in
the form of shaded area (choropleth) maps which convey an impression of extensive
regions of uniformity separated by sharp and geographically irregular changes at
boundaries. This convention owes more to the data collection processes associated
with these geographic regions than to any specific advantages that they offer for
analysis or visualization. Effectively, a choropleth map of population density is one
in which the value at each point is calculated using a uniquely shaped and sized
reference interval. This is a manifestation of the modifiable areal unit problem
(Openshaw 1984) which affects all area-based data where boundaries are imposed
on a continuously varying phenomenon: both the scale of the units and details
of boundary placement at a given scale affect the mapped values. Interpretation of
choropleth maps of phenomena such as population density is made particularly
difficult if the underlying distribution is non-uniform, as the largest population con-
centrations are afforded only the smallest areas on the map while unpopulated regions
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dominate the visual image. These types of problem are much diminished if the phe-
nomenon is modeled as a surface, as a continuous model has no spatial units and
no boundaries. An elevation matrix approximation provides us with very small,
regularly placed units which can overcome many of the problems of choropleth
representation. A more extensive comparison between surface and zonal models of
population is presented in Martin (1996).

Key considerations in the selection of a surface representation should be its fitness
for the analysis and visualization methodologies to be employed (as discussed in the
following two sections). Analysis of runoff from a land surface or identification of
discrete settlements from a population density surface require representations which
capture surface characteristics not directly calculable from isoline or choropleth map-
ping and are more appropriately addressed through surface modeling. For example,
Thurstain-Goodwin (2003) explores the advantages of socio-economic surface rep-
resentations in a policy making context.

Surface Modeling

Surface modeling is a necessary preliminary to surface analysis or visualization.
Mathematically we can conceive of a surface as a bivariate scalar field Z = {(X,Y).
If we can sample Z at a sufficient intensity/number of discrete points in space, we
can define a discrete point model of a surface also known as a ‘height field’. Similarly,
if we obtain Z as a set of isolines we define a discrete line model of a surface. In
the context of terrain modeling these would be identified as a Digital Evaluation
Model (DEM) and a contour model respectively. In both cases the geometric con-
tinuity between the points/lines is only implied (Schneider 2001a). In the context
of terrain modeling Schneider (2001b) and Hugentobler (2004) have argued that
such surface models are less useful than models where the continuity between points
is explicitly modeled and the surface reconstructed as a set of piecewise functions
in the form of a polygonal mesh. Using this distinction we will discuss the meth-
ods of surface modeling below.

Height Fields, DEMs, and contours

The direct measurement of the Z variable at point locations is the most direct,
often the most accurate, and the most costly method of surface construction since it
requires the most measured data. Surface modeling in this form requires measured
samples of the Z variable at sufficient spatial locations in order to be able to
characterize the surface, which in turn necessarily involves choices to be made with
respect to spatial sampling, the scale and pattern of variation, and the actual process
of physical measurement. There are a variety of spatial sampling frames that might
be suitable for the construction of surfaces by direct measurement; however, by
far the most common are those that employ a regular square grid form, although
irregularly distributed points can also be collected. Regular grids offer a variety of
advantages for the digital/computer representation of surfaces; for example, both
position and neighbors are explicit (Mark and Smith 2004). Ideally, the choice of
frame is determined by the pattern of spatial variation that exists in the Z variable
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in reality, as well as the form and the resolution of surface model that is required.
Real surfaces often manifest complex spatial patterns of scaling (dependent or fractal)
and directionality (isotropic or anisotropic), and a suitable sampling pattern will
need to honor these properties. Various methods might be employed to vary the
density of sampling: one example used in the photogrammetric construction of
terrain models is a technique based on the progressive density increases in areas
of complex spatial patterns (Petrie 1990a). Once an appropriate sample frame has
been established, measurement of the Z variable is then obtained for each sample
location — a process that might require fieldwork, or lab-based measurement, and
which may prove cost-prohibitive. The grid-based frame for sampling soil fertility
characteristics at Broom’s Barn Experimental station is shown in Figure 13.1.
A more irregular sample frame of Light Detection and Ranging (LiDAR) points used
to construct a DEM for a section of Ribble Catchment in NW England is shown
in Figure 13.2.

An inherent feature of most surface-type geographic phenomena is that we often
cannot comprehensively capture their form by a measured sample alone. Surface
modeling is therefore nearly always based on some combination of measurement
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Fig. 13.1 Sample frame for soil fertility characteristics recorded at Broom’s Barn Experimental
Station, Suffolk
Webster and McBratney 1987, Webster and Oliver 2001
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10 Metres

Fig. 13.2 Sample frame for LIDAR data collected from an area of the Ribble Catchment, NW
England

This map is derived from data Copyright Environment Agency Science Group — Technology (2004)

and statistical modeling. In the case of point functions the former may be known
values of the surface at measured locations, but for reference interval functions
these will be estimates based on specific reference areas, which may themselves be

irregular in size and shape. With known values at measured locations but at an
insufficient spatial density/intensity, the statistical model required is some form of
interpolation, that is, the estimation of Z at unmeasured locations. A great variety
of generic point-based as well as surface-specific interpolation methods can be
employed, and there are numerous surveys and classifications of interpolation
methods relevant to surface construction (see Lam 1983, Oliver and Webster 1990

Petrie 1990a, Watson 1992, Hutchinson 1993, Myers 1994, Mardia, Kent, Goodall,
and Little 1996, Mitas and Mitasova 1999).

b

The construction of surfaces — particularly terrain surfaces — from contours/
isolines has been a topic of interest for some time in the GIS community, where
paper maps were often the only convenient source of surface information (Legates
and Willmott 1986, Yoeli 1986, Petrie 1990b; see also Hutchinson, Chapter 8 in
this volume for additional discussion of this topic). As noted by Hormann, Spinello,
and Schroeder (2003) contours can be treated as sets of points and subjected to
standard interpolation methods, although Gold (1994) has observed that artifacts
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— such as zero slope of the surface at the position of each sample point — are often
introduced into surfaces derived from such methods. Various purpose-designed algo-
rithms have therefore been developed to construct surfaces from contour maps,
for example making use of partial differential equations (Hormann, Spinello, and
Schroeder 2003), bidirectional Hermitian splines (Legates and Willmott 1986)
and “area stealing” from Voronoi tilings (Gold 1994). TINs (further discussed below
under the heading “Poygonal models”) can also be constructed from digitized
contour points; however, these will often contain flat triangles in certain cases of
peaks and pits (Thibault and Gold 2000, Gold 2003). Attempts have been made
to augment the point elevation information in TIN construction by using graph-
based methods developed from computer graphics approaches (Amenta, Bern,
and Eppstein 1998). Here, graphs derived both from the Delaunay triangulation and
Voronoi/Thiessen polygonization of a set of digitized contours, which in a connected
form are termed a crust and skeleton/medial axis respectively (using the jargon of
Amenta, Bern, and Eppstein 1998), can be used to inform the process of TIN-based
surface construction (see Thibault and Gold 2000 and Dakowicz and Gold 2002
for examples in a terrain modeling context).

Polygonal models

As noted above, surfaces can be represented in terms of discrete models of points
and lines such as a DEM and contour map. These models can be estimated to higher
resolution point models using some form of interpolation. However, as noted above,
continuity is only implied between individual points. An alternative is to reconstruct
the surface explicitly in continuous form. Surface reconstruction from scattered and
often noisy point samples has been of considerable interest in computer graphics (for
example, Hoppe, DeRose, Duchamp, McDonald, and Stuetzle 1992, Amenta, Bern,
and Eppstein 1998, Xie, Wang, Hua, Qin, and Kaufman 2003) where the aim is
to represent and model a variety of solid 3D objects by using only partial informa-
tion about the original surface (Hoppe, DeRose, Duchamp, et al. 1994). Although
much of this work often addresses more mathematically complex 3D manifold
surfaces than the simpler 2.5D surfaces encountered in GIS, many of the algorithms
developed have found application in a GIS context (for example, Thibault and Gold
2000, Gold 2003). Surface reconstruction methods are often classified into those
that construct piecewise (or patchwise) polygonal surfaces between data points
and those that employ approximation techniques which fit functions to the data
(Hoppe, DeRose, Duchamp 1992, Xie, Wang, Hua, Qin, and Kaufman 2003).

In a GIS context polygonal surfaces are less frequently encountered in a regular
square grid form but more frequently encountered in a triangular/TIN form
(Figure 13.3). De Floriani, Marzano, and Puppo (1996) have defined this polygonal
surface representation' as a combination of geometric domain partition (for example,
a set of triangles or squares) and the function defined on the partition.

Often the functions that are used to model each triangle (or square) are simply
piecewise linear (or bilinear) as in Figure 13.3. However, the use of nonlinear func-
tions such as Coons patches, NURBS, Clough-Tocher and Bezier splines — long
popular in Computer Aided Geometric Design (CAGD) for smooth modeling (for
example, Foley, Van Dam, Feiner, and Hughes 1990, Barnhill 1993, Hoppe, DeRose,
Duchamp 1994, Farin 1997), and long cited in the GIS and terrain modeling
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Fig. 13.3 A TIN generated from the points displayed in Figure 13.2
This map is derived from data Copyright Environment Agency Science Group — Technology (2004)

literature (see Gold 1979, McCullagh 1990, Watson 1992, Mark and Smith 2004,
and references therein) — are becoming more popular within a GIS context (Schneider
2001b, Hugentobler 2002, Hugentobler 2004). Importantly, such non-linear func-
tions allow the expression of varying degrees of continuity.

Mathematically, continuity is defined as geometric continuity G" (or parametric
continuity C"), where # indicates the order of the derivative (Foley, Van Dam, Feiner,
and Hughes 1990). In this context we can define G° where the surface function
itself varies continuously, G' and G* which indicate continuity in first and second
derivatives, that is, surface slope and surface curvature respectively (Hugentobler
2004). For example, a simple bilinear function that might be used to model each
square of a regular square grid allows the surface function to vary continuously with
no gaps — it is therefore G° continuous — but the breaks of slope between each cell
that will occur will preclude G' and G* continuity. Different piecewise functions
will impart different degrees of continuity to the surface (Hugentobler 2004) and
a different visual appearance (McCullagh 1990). Certain applications of surfaces —
for example, the use of terrain surfaces for the modeling of flows in geomorpho-
logy (Mark and Smith 2004) as well as for modeling erosion and deposition (for
example, Mitasova, Hofierka, Zlocha, and Iverson 1996) — require local continuity.
However, many natural surfaces are non-differentiable (fractal) at certain scales,
contradicting the usual assumption of differentiability made in much modeling work
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Fig. 13.4 LiDAR derived raster hillshade (a), TIN (b), and TIN hillshade (c) for an area of the
Ribble Catchment, NW England
This map is derived from data Copyright Environment Agency Science Group — Technology (2004)

(Mark and Smith 2004). In a GIS context the degree of continuity required, and
the scales that continuity applies to determine an accurate representation of a given
surface are not always straightforward to determine.

Although a polygonal model in a regular square grid form is a logical progres-
sion from the points collected in the form of a height field/DEM, TINs are often
preferred primarily because they allow more efficient representations of surfaces and
are easily adapted (De Floriani, Marzano, and Puppo 1996) in proportion to the
complexity of the surface (Mark and Smith 2004). A TIN (with hillshade) is visible
in Figure 13.4 alongside the original hillshaded DEM.

Such efficiencies are also relevant in the visualization of surfaces where a smaller
scale or lower level of detail (LOD) is required; for example, in rendering more
distant objects in a scene (Luebke 2001). Views and their associated TINs with
a differing LOD are displayed in Figure 13.5 where Figure 13.5a indicates the
visualization and TIN with a constant LOD and Figure 13.5b indicates the same
view/TIN with an adaptive LOD proportional to the viewpoint.
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Fig. 13.5 Perspective surface views and TINS with (b) and without (a) adaptive LOD proportional
to the viewpoint
From Garland 1999, used with permission

There has been considerable effort in computer graphics and GIS/terrain modeling
to develop efficient structures for multi-resolution TINs, and algorithms for TIN
simplification both direct from the original height field/ DEM (for example, Fowler and
Little 1979, Lee 1991, Little and Shi 2001) and from an existing TIN (for example,
Puppo and Scopigno 1997, Garland 1999, Kidner, Ware, Sparkes, and Jones 2000,
Luebke 2001, Danovaro, De Floriani, Magillo, Mesmoudi, and Puppo 2003).

Reference interval functions

A different approach is required when we wish to model surfaces from reference
interval functions, for example population counts for areas. Each count relates to
an (initially irregular) reference area. In modeling this type of information in sur-
face form we may either produce a density value at a reference point for each area
and interpolate between these points, or explicitly redistribute the count associated
with each area into a fine grid approximating the required surface. The latter intro-
duces the possibility of having zero-value (unpopulated) regions within the output
surface and is suitable with small areas and high resolution grid references. Both
approaches require the presence of reference points for each area. For interpolation
a simple geometric centroid may be sufficient. The density value for each area is
assigned to its centroid and an appropriate interpolation algorithm applied as for
point reference functions.
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Fig. 13.6 Kernel estimation of a reference-interval function: (a) original data collection area with
population count and centroid location; (b) local kernel superimposed at centroid location; and
(c) population count redistributed onto grid according to kernel function

For the redistribution approach a weighted centroid will produce better results,
and if this is not directly available in the input data it may be possible to create
one by overlaying ancillary data onto the original areas in order to estimate such
centroids. An example would be the overlay of remotely sensed land use data onto
census areas in order to identify centroids of populated areas to which the popula-
tion counts can be assigned. Redistribution algorithms of this type typically employ
a spatial kernel which is focused over each centroid in turn and a distance decay
model for the redistribution of the count into the immediate neighborhood applied.
The process is illustrated by Figure 13.6.

In Figure 13.6a a population count is associated with the area centroid location. In
Figure 13.6b a kernel function is centered on the centroid in order to estimate weights
associated with each location on a fine-resolution grid. If the size of this kernel is
varied according to, for example, the number of other centroids encountered, this
is a form of adaptive kernel estimation (Bailey and Gatrell 1995). In Figure 13.6¢ the
weights associated with each cell are used to guide redistribution of the original
population count onto the surface model. The form of the surface is strongly deter-
mined by the choice of kernel function: larger kernels will result in smoother surface
representations. Some cells will not fall within the kernel of any centroids and thus
remain unpopulated, while others will receive counts from several centroids, allowing
the surface model to reconstruct aspects of the underlying settlement geography. This
is the method employed by Martin (1996) and Martin, Tate, and Langford (2000)
in population density surface construction from census area centroid locations.

Surface Visualization

Rendering

Surface representation provokes a number of possible visualization strategies. First among
them is the classic contour map (Figure 13.7).

Historically this has been the most important representation for two reasons: first,
it is depicted by a set of lines in Cartesian space and as such it is easy to construct
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Fig. 13.7 An isoline visualization or contour map of a part of the British Lake District centered on
the Helvellyn range

The map is derived from the Ordinance Survey 50 m DEM, Panorama product © Crown
copyright/database right 2006. An Ordnance Survey/EDINA supplied service

and relatively inexpensive to reproduce; and second, it leaves much space in any
map empty and therefore available for other information, particularly in topographic
mapping. If these other information (place names, data values, etc.), or reproduction
costs are still a concern then the contour map remains the most effective repres-
entation. The contour map, however, leaves much to the skill of the map reader,
and the understanding of contours is not necessarily as intuitive as those who can
appreciate them may believe. Furthermore, contouring is about the least informative
visualization method.

The use of a color fill between contours is the next simplest method (Figure 13.8),
and embeds an ordering in the colors used between contours.

This has been less-favored due to the cost of production and reproduction, but,
with computer technology and the gridded data in particular, it is actually easier
than most other methods for visualization of surface data in most GIS. The choice
of colors, however, needs to respect the properties of color space, and blend through
a limited part of that space. A number of conventions for coloring surfaces exist,
but can be confusing. The classic method is to use a monochrome representation
varying the lightness or intensity of the color. For example, when terrain is visu-
alized, the highest ground should normally be s