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Foreword 

Geomechanics is the study of the behavior of soils, rocks, and other geomaterials in 
their natural and engineered states. These materials exhibit a certain degree of 
permeability that allows fluids to enter into the inter-particle and/or inter-aggregate 
pores, to mix with each other, and to interact with the surrounding solids. The 
processes governing the interaction among the solid, liquid, and gas phases are highly 
complex and may involve mechanical, chemical, and electrical processes. 
Furthermore, the scale of interest may range from the nano-scale to the meter scale for 
material characterization purposes, and to hundreds of kilometers for geological and 
seismological applications. 

This book is a compilation of the extended abstracts contributed by the participants 
at the International Workshop on Multiscale and Multiphysics Processes in 
Geomechanics held at Stanford University on June 23-25, 2010. It is by no means a 
complete compilation given the short duration of the workshop and the limited 
number of participants. Nevertheless, the articles in this book reflect some of the 
current trends in areas identified as being relevant to the theme of the workshop, 
namely, multiscale laboratory testing, constitutive modeling across different scales, 
multiphysics processes in porous materials, computational modeling, bridging of 
existing and new numerical tools, and the dynamics of fault zones. Accordingly, the 
abstracts are grouped into the following four sub-themes: experiments and 
constitutive models, multiscale processes, faults and discontinuities, and applications 
and simulations. 

I would like to thank all the participants for their outstanding presentations and 
contributions; my workshop co-organizers Eric M. Dunham, Ellen Kuhl, and Joshua 
A. White; administrative associates Racquel Hagen and Kim Vonner; and the 
graduate students in the Structural Engineering and Geomechanics Program at 
Stanford University who helped ensure the success of the workshop. Finally, I would 
like to thank the U.S. National Science Foundation, Geomechanics and Geomaterials 
Program, for providing travel fellowships to young non-Stanford participants, and the 
John A. Blume Earthquake Engineering Center for sponsoring the local participants 
of the workshop. 

19 February 2011 
Stanford, California

Ronaldo I. Borja 
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EXPERIMENTAL EVIDENCE OF STRUCTURAL 
DEVELOPMENT INSIDE SHEAR BANDS IN SANDS 

Amy L. Rechenmacher*, Sara Abedi, and Igor Faoro 

Sonny Astani Department of Civil and Environmental Engineering 
University of Southern California 

3620 S. Vermont Ave, Los Angeles, CA 90089 
* e-mail: arechenm@usc.edu 

Summary. We show experimental evidence of vortices emanating from collapsed 
force chains in shear bands in real sands. From digital image-based local displacement 
data, a systematic, spatial pattern in kinematic data fields appears at the softening-
critical state transition. By subtracting a linear shear displacement field from the 
observed non-affine displacement field, vortices appear and coordinate with the 
observed kinematics. We note differences in the vortex patterns observed in our sands 
from those observed in simulations on “ideal” granular materials, and discuss the fate 
of these vortices. 

Keywords: force chain, length scale, shear band, vortex. 

 
1 INTRODUCTION 

Recent research has highlighted that the deformation field within shear bands in 
sands is non-uniform (e.g., [1–3]). Recent numerical efforts have further highlighted 
that these non-affine deformations are associated with vortex structures (e.g., [4,5]). 
Experimental capture of these vortices, in particular for real sands, is lacking and 
would serve to validate theoretical assumptions about the nature and length scales of 
these vortex structures. 

Rechenmacher et al. [6] used digital imaging methods to track grain scale 
displacements within shear bands in sands deforming in plane strain. Various meso-
scale kinematic measures along the length of the shear bands were quantified. At the 
global softening/critical state transition, a distinct spatial pattern among the kinematic 
quantities arose and was shown to be characteristic of a distinct, multi-force chain 
collapse event. Here, we show that this force chain collapse event is associated with 
the formation of vortices. 

2 EXPERIMENTAL IMAGING AND DATA ANALYSIS 

Strain-controlled, plane strain compression tests were conducted on dense sand 
specimens. Two different uniform, sieved mixtures of sand were used: silica-coarse (SC) 
sand had a median grain size of 0.40 mm, and masonry-coarse (MC) sand had a median 
grain size of 0.85 mm. The mixtures were designed for varied grain coloring for image-
based displacement mapping. The base of the specimen rested on a ball-bearing “sled”, 
and this lack of boundary constraint helped promote uninhibited shear band growth. 
High-resolution, experimental-grade digital images were captured throughout shear 
though glass walls that enforced the zero strain conditions. 
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Digital Image Correlation (DIC) is a non-destructive method for measuring local 
surface displacements by mapping pixel gray level values within pixel clusters. The 
spatial resolution of the resultant local displacement data here is about a sand grain. 
Note, the resulting displacements do not physically reflect behavior of individual 
particles. Rather, the data reflect average incremental displacements of approximately 
7-particle-diameter clusters. Incremental DIC analyses were accumulated over 
approximately 10% shear strain windows to enable capture of non-instantaneous force 
chain collapse events. Large strain rotational and volumetric strains were computed 
locally along and across shear bands from the DIC data. 

3 MESO-SCALE STRUCTURES: VORTICES 

Figures 1a and b show magnitudes of large strain rotation and Jacobian 
(volumetric strain), respectively, along the length of shear band for an MC sand 
specimen at the global softening-critical state transition (Fig. 2). Sense of shear is the 
top of the shear band moving left relative to the bottom. The pattern in the kinematics 
is systematic and typifies a multi-force chain collapse event (see [6]). Peaks (absolute 
value) in rotation indicate regions where force chains are buckling; and, material 
ahead of these force chains is volumetrically contracting, whereas material behind the 
buckling force chains is dilating. 

 

Fig. 1. Kinematic and residual displacements within a shear band in MC sand at the softening-
critical state transition. Axes indicate position (in mm) along the shear band: (a) Rotational 
strain (degrees), (b) Jacobian, (c) residual displacements. In (c), thick arrows highlight vortices 
and wakes. 

To investigate the nature of meso-scale particle movements that manifest the 
kinematic responses seen in Figs. 1a and b, we first note that in the reference frame of the 
actual experiment (axial load applied vertically downward), upon shear band formation, 
the sand above a shear band translates downward with the imposed axial strain rate, and 
the material below the band translates laterally with the unconstrained “sled”. By 
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subtracting from the actual displacement field the base sled movements, we essentially 
make the base of the shear band stationary. A linearly varying shear displacement field 
across the shear band was then subtracted from the observed non-affine displacement 
field, resulting in a “residual” displacement field (Fig. 1c). Distinct, co-rotating, vortices 
are seen. The vortex centers vary approximately periodically and line up nearly exactly 
with the peaks (absolute value) in rotational strain (Fig. 1a). At the conflux between 
adjacent vortices, where residual displacements are in opposition, local volumetric 
contraction is occurring. Tordesillas et al. [5] saw “microbands” of slip at these junctures, 
and that we do not perhaps emphasize the strong roles particle interlocking and inter-
grain rotational resistance play in a real sand. 

A further observation in Fig. 1c is the presence of opposite-trending rotational 
entities near the shear band boundaries, in between the main shear band vortices. As 
local maxima in rotational strain do not coincide with these features (Fig. 1a), we 
believe these may be “wakes” from the main vortices. It is interesting to note that 
Tordesillas et al. [5] did not observe these features. 

 

 

Fig. 2. Global stress-strain behavior for plane strain compression test on dense MC sand. Data 
points indicate analysis increment of Figure 1. 

4 PATTERNS AND EVOLUTION OF VORTICES 

Figure 3 shows for an SC sand specimen residual shear band displacements for 
consecutive 10% shear strain increments at: (a) the softening-critical state transition 
(i.e. similar to Fig. 2), and (b) the beginning of critical state. Sense of shear is to the 
right (opposite to Fig. 1). The vortex patterning at the softening-critical state 
transition (Fig. 3a) is nearly identical to that for the MC sand (Fig. 1c). While the 
spacing between vortex centers is indeed larger for the larger-grained MC sand, a 
consistent trend has not been observed for the sands tested here, so more research is 
needed. New force chains appear to arise at the conflux of opposing displacements 
between adjacent vortices upon their dissolution. 

We use the sequence of residual displacements from Figs. 3a to b to glimpse the fate 
of our vortex structures. Distinct vortices are not seen in Fig. 3b. However, consistently, 
the regions between vortices in Fig. 3a are seen to evolve to the “upward” moving 
regions in Fig. 3b (for example, x-axis positions of -39 and -32). We note that in the 
residual displacement field, perpendicular and parallel components of displacement both 
are extremely small (hundredths of mm’s), so these “upward” movements are 
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exaggerated. Perpendicular movement in the true displacement field would reflect only 
subtle undulations in motion: downward movement, for example, may be associated with 
force chain buckling, and upward movement local dilation or force chain formation. We 
thus offer that “upward” movements in Fig. 3b indicate formation of new force chains, 
which are born at the conflux of opposing displacements between vortices. 

 

Fig. 3. Residual displacements at: (a) end of softening, (b) beginning of critical state. 

5 CONCLUSIONS 

Co-rotating vortices are observed within shear bands in sands undergoing plane 
strain compression. The spatial positioning of these vortices provide meso-scale 
rationales for observed fluctuations in rotational and volumetric strains along shear 
bands. Opposite-trending, smaller rotational regions were observed near shear band 
boundaries between vortices, and may be a byproduct of the high degree of 
interlocking in real sands. New force chains appear to be born at the conflux of 
opposing displacements between adjacent vortices. 
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EVOLUTION OF STRAIN LOCALIZATION 
OBSERVED IN PLANE STRAIN EXPERIMENTS ON 

CLAY 

Dunja Perić1,* and Marte Gutierrez2 
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Summary. One of the simplest forms of strain localization takes place in a biaxial or 
plane strain apparatus, in which a homogeneous sample gradually becomes 
fragmented usually into two nearly rigidly deforming bodies that are interconnected 
by an extensively deforming shear band. Although clayey soils are largely 
encountered in practice, a vast majority of experimental studies conducted in plane 
strain devices has been devoted to sands, whereby the grain scale processes have been 
successfully quantified to a large extent. The major goal of this study was to advance 
understanding of strain localization in clays. A special emphasis herein is placed on 
quantifying the strain localization at sub-macroscopic scales.  

 
Keywords: clay, meso-scale, plane strain, strain localization. 

1 INTRODUCTION 

Strain localization is a ubiquitous feature of elastic-plastic materials including 
soils. It is characterized by a sudden appearance of narrow zones, within which large 
strains evolve with continued loading. Little or no strain occurs outside of these 
zones, which are also known as deformation bands. The onset and subsequent 
evolution of strain localization signifies the transition from a relatively uniformly 
deforming amorphous soil mass to the increasingly structured medium. The internal 
structure comprises a number of nearly rigidly moving bodies that are bounded by 
deformation bands, thus ultimately resulting in a fragmented soil mass. It is because 
the soils around foundations, in slopes, excavations and embankments, earth dams 
and around tunnels experience such failure mechanisms under the conditions that are 
conducive to strain localization that this subject is of an enormous importance for the 
advancement of engineering practice.  
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2 EXPERIMENTAL PROGRAM 

A series of undrained plane strain compression experiments were conducted on 
the one dimensionally, slurry consolidated kaolin clay. The liquid and plastic limits of 
the clay are 52% and 27%  respectively while its specific gravity is 2.66. The 100% of 
particles by weight have an average diameter that is smaller than 0.075 mm, and the 
mean particle size is about 0.00084 mm according to the results of the hydrometer 
test. The 140 mm x 40 mm x 80 mm prismatic clay samples were placed between 
lubricated and glass lined bottom and side platens, and subjected to a one-dimensional 
consolidation followed by an undrained compression to failure. The bottom platen 
rests on a linear bearing or sled, which facilitates an uninhibited onset and evolution 
of strain localization. The device is internally instrumented including seven internal 
linear variable differential transducers (LVDT), out of which one pair was used to 
measure the axial displacement, the additional two pairs to measure the horizontal 
displacements near the top and bottom of a clay sample, and the last one to measure 
the sled displacement. More detailed description of the biaxial apparatus used in this 
study was provided by Finno and Rhee [1].  

3 MESO-SCALE EVOLUTION OF STRAIN LOCALIZATION 

Multiple boundary displacement measurements have been used to characterize the 
shear band development in soft rock [2] and sand [3]. The essentially different 
particle sizes and shapes of sands and clays are bound to have significant effects on 
the grain scale processes, which are vitally important for strain localization due to the 
small thicknesses of shear bands. While the thickness of shear band in sands is about 
10–20 times larger than the mean particle size [4], the corresponding information for 
clays is scarce at best. According to [5], the zone of particle reorientation in kaolin 
and bentonite clays ranged from 2 to 7 mm. The same study suggested that the 
thickness of shear band was of the order of 1mm, based on the density measurements 
by X-ray scanner.  

The characterization of grain scale processes in clays presently remains elusive 
due to their extremely small particle sizes, which are three orders of magnitude 
smaller than sand particles. A shear band is a sub-macro-scale structure because: 1) its 
thickness is at least one order of magnitude smaller than its width and length, the later 
being of the same order of magnitude as the entire biaxial sample, and 2) it 
interconnects the macro-scale to the sub-macro scales. Herein, characterization of the 
strain localization evolution is conducted based on the multiple boundary 
measurements by employing the following assumptions: 1) the shear band is 
inextensible, it deforms in a simple shear mode, 2) displacements of the shear band 
vary in a linear fashion along its thickness, but are constant along its length, thus 
rendering its deformation uniform, 3) after the shear band is fully formed the macro-
scale axial and lateral displacements are nearly fully absorbed within the shear band, 
the outside material is either deforming as a rigid body or unloading elastically, and 4) 
the orientation of the shear band is fixed in time. The measured lateral displacements 
of the portion of the biaxial sample that was not intersected by the shear band were 
extremely small resulting in a 0.15% of a possible decrease of the length of the shear 
band, thus confirming the assumption of the inextensible shear band. The orientation  
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of shear band was found to vary about 1.9 degrees total with the progress of strain 
localization, but this change was neglected for the purpose of these preliminary 
results. The average orientation was calculated and used instead. 

Figure 1 depicts the evolution of the total dilatancy angle calculated from the normal 
and slip displacements, which were inferred from boundary measurements and the 
average shear band orientation. A positive dilatancy angle indicates an increase in the 
thickness of the shear band. In accordance with [2], the elastic unloading displacement is 
deducted from the vertical displacement measured at the boundary to obtain the vertical 
displacement of the shear band. Four different assumptions regarding the elastic 
unloading are included to reflect the possible range of elastic properties that affect the 
amount of unloading. While the unloading in the horizontal direction is negligible as 
noted above, the unloading in the vertical direction is sufficient to affect the dilatancy 
angle. This is the consequence of both, the consolidation- induced cross-anisotropy and 
the sample having larger height than the width.  
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Fig. 1. Total dilatancy angle of the shear band for a test on slightly heavily overconsoliated clay  

The full formation of the shear band is defined as a stage, at which the shear band 
intersects the entire sample. At this point the sled started to move at a constant 
velocity, which was closely followed by a decrease of the excess pore water pressure. 
It is because the excess pore water pressure continued to decrease until about 6.4% of 
the global vertical strain that the assumption of two-third of a full unloading is 
adopted for calculation of strains. Namely, at a 6.4% of the global vertical strain the 
excess pore water pressure starts to rise slightly, which corresponds to a change of 
sign of a dilatancy angle shown in Figure 1.  

The Green-Lagrange in-plane shear and volumetric strains inside the shear band 
are calculated based on its displacements by assuming two different initial thicknesses 
of the shear band as shown in Figure 2.  
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Fig. 2. Shear band strains for two different shear band thicknesses for a test on slightly heavily 
overconsolidated clay 

4 CONCLUSIONS 

Local displacements and strains show that the shear band, which formed in 
slightly heavily overconsolidated clay sample was initially dilating, followed by a 
transition to the contraction. Although the strains within the shear band are highly 
dependent on its thickness, they appear to be larger than in sands, which is plausible 
due to the significantly different size and shape of clay particles.  
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Summary. In this paper, we will explore the role of non-coaxiality on shear banding 
in pure shear. We first outline the consitituve relations. The deformation and 
localization process is illustrated by results of large deformation finite element 
simulations on a rectangular domain in extension for different constitutive models. 
We also show the variation of the average horizontal stress (stress resultant) conjugate 
to the prescribed boundary velocity with a strain measure for the horizontal extension. 
We assume incompressible deformations since the emphasis in this study is on large 
deformations. The equations of motion are integrated using an updated Lagrangian 
scheme. 
 
Keywords: mesh sensitivity, non-coaxial flow, shear banding. 

1 INTRODUCTION 

Shear bands or faults are arguably the most important deformation mechanisms in 
the upper lithosphere. They occur on many different scales, e.g. in the form of 
detachment faults in rift zones or as collapse mechanisms of geotechnical structures. 
The conditions under which shear bands form depend strongly on the local material 
behavior and, as such, on the details of the constitutive relationships. If the flow rule 
is non-associated, e.g. if the pressure sensitivity is not equal to the dilatancy factor 
relating the inelastic volume change to the equivalent plastic strain rate, then shear 
banding is possible under increasing stress, in the hardening regime. The stress level 
and the preferred band orientation also depend on whether the plastic strain rate has 
the same principal axes as the stress. If the latter is the case then the flow rule is 
designated as co-axial. Non-coaxial models have been proposed originally by de Jong 
[1,2] and Spencer [3,4] in the context of granular materials. A number of researchers 
have considered the theory, looking at new derivations, various motivations and 
considering extensions [5-7]. See Tordesillas et al [8] for a recent review. 

2 CONSTITUTIVE RELATIONSHIPS 

We derive a simple basic plane-strain non-coaxial viscous-plastic model by 
assuming that the plastic deformation is carried by a single slip system (Figure 1) 
which is oriented under either )2/4/( νπ + , i.e. ),( aa ns  or )2/4/( νπ +− , i.e. 

),( bb ns  to the direction of the largest (least compressive) principal stress. The angle ν  

is the angle of non-coaxiality (de Jong [1]; Spencer [4]), which is the angle between 
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the direction of larger principal stress and the direction of larger principal strain rate. 
The flow rule is coaxial if 0=ν and non-coaxial if 0>ν . The flow rules proposed by 
Moresi and Mühlhaus [9] are obtained for φν = , where φ  is the Mohr-Coulomb 

angle of friction. The following relationship exists between the plastic stretching P
ijD , 

the shear and normal vectors ( is  and jn , respectively) in the drawing plane, and the 

plastic shear strain rate Pγ : 

         )(
2 ijji

P
P
ij nsnsD += γ .                                       (1) 

 

        
Fig. 1. Principal stresses ),( III σσ  and 

slide systems ),( aa ns  and ),( bb ns ; 

),( 21 xx  are the coordinates of a global, 

spatially fixed Cartesian coordinate system. 

Fig. 2. Variation of average horizontal stress 
with horizontal strain extension 

The components of the shear and the normal vectors in (1) depend on the orientation of 
the shear mechanism relative to the principal stress axes. The components of the shear 
and normal vector can be expressed in terms of trigonometric functions of 

)2/4/( νπϕ +± , where ϕ  is the angle between the spatial coordinate system and the 

axis of the larger principal stress (Figure 1). Using the well-known relationships for the 
principal stress angle ϕ  and the stress components, we obtain for the plastic stretching: 

)sin(cos
2

⊥±′= ijij

P
P
ijD νσσν

τ
γ                                               (2) 

where the + sign applies if )2/4/( νπ + is active, and the – sign applies if 

)2/4/( νπ +−  is active. In this relation, 
ijijij pδσσ −′= , with 2/)( 2211 σσ +−=p  

and ijδ  being the Kronecker delta tensor and we have the relationships: 

T
4/4/ ' πθπθ ==

⊥ = QσQσ , ⎥
⎦

⎤
⎢
⎣

⎡ −
=

θθ
θθ

cossin

sincos
Q , .

2

1

2

1 ⊥⊥ ′′=′′= ijijijij σσσστ    (3) 

IIσ
an

bs

bn

as

Iσ

1x

2x

ϕ
24

νπ +

24
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It follows that P
ij

P
ij

P DD2=γ . We assume that plastic flow takes place if the Mohr-

Coulomb yield criterion is satisfied. In this case, we have 0>Pγ if 

φφτ sincos pc +=  and 0=Pγ  if φφτ sincos pc +< , where c is the cohesion. 

We follow the standard approach by decomposing the total strain rate into a 
viscous and a plastic part, i.e. p

ij
v
ijij DDD += . We assume the viscous part of the 

stretching is given by ησ 2/ij
v
ijD ′=  and define plastic viscosity as 

pp pc γφφη /)sincos( += . It then follows: 

⊥±′+= ijpijp
νσ

η
σν

ηνη
sin

2

1
cos)

1

cos

1
(

2

1
D .                         (4) 

The effect of material damage accumulation, e.g. through micro-crack growth or 
porosity nucleation is considered by the simple strain softening relationship proposed by 
Moresi and Mühlhaus [9]: )/,1min()( 00 ∞∞ −+= γγ pcccc , where 0c  is the initial 

cohesion, ∞c is the residual cohesion, pγ is the accumulated plastic strain and the 

parameter ∞γ  is the value of the accumulated plastic strain at which the cohesion 

assumes its residual value.    

3 EXTENSION OF A RECTANGULAR LAYER 

We conduct numerical simulations on a rectangular domain with initial 
dimensions (L0, H0)=(3,1) under extension. Gravity is an external force acting in the 
domain. The simulation is carried with non-dimensionalized governing equations, 
with the density of the material ,1=ρ  and all parameters are non-dimensional. All 

boundaries are assumed to be smooth. The top boundary is assumed as stress free. 
The vertical velocity is assumed to be zero at the bottom boundary. The velocities 

035.01 =V and 035.01 −=V are prescribed at the right and left boundaries, 

respectively. We also assume a small weak zone )04.004.0( ×  of constant viscosity 

100/ηη =w
 located at the middle of the bottom boundary, where 100=η  is the 

viscosity of the surrounding material. We choose the internal friction 4.0tan =φ , the 

initial cohesion 0.40 =c , the residual cohesion 0.2=∞c  and 1.0=∞γ .  

Figure 2 shows the variation of the average normal stress on the right boundary 
with the horizontal strain, ( )0/ln LL=ε , for various material models. The coaxial 

(CO) model results from an angle of non-coxiality of 0=ν and non-coaxial (NC) 
model has an angle of non-coaxiality of φν = . The cohesion 0cc =  gives the non-

softening (NS) case. The softening (SF) effect is governed by the softening 
relationship given earlier. If there is no softening, then non-coaxiality has very little 
effect. For softening materials at large strain, the effect of non-coaxiality disappears.  
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Figure 3 shows the distribution of the second invariant of strain rate with 
deformed configuration for various models under extension at strain level 1.0=ε . For 
coaxial materials without softening, there are less distinguishable bands emerging 
from the weak zone where the second invariant of the strain rate in the bands does not 
differ much from that in the remaining region (see Figure 3a). The bands disappear at 
a later stage. If the material softens, then there is no clear picture with two bands. 
Instead, multiple bands emerge and develop and a strain concentrating region is found 
at the opposite site of the weak zone (see Figure 3b). At later stages, two bands 
emerge from the region and join the neighboring bands. For non-coaxial materials, 
three strain concentrating regions start on the top surface. The two off-centre surface 
concentrations correspond to outcrops of shear bands nucleated from the bottom 
centre perturbation and the centre surface concentration represents an outcrop of a 
tensile-separation (Mode I) fracture. If the material does not soften, extension of the 
bands terminates and more short bands emerge from the top surface (Figure 3c). If the 
material softens, then the bands from the two off-centre regions continue to extend 
and reach the weak zone (Figure 3d). This pattern remains until end of the simulation. 
 

 
Fig. 3. Distribution of second invariant of strain rate under extension at strain 1.0=ε for four 
types of materials: (a) CO/NS, (b) CO/ SF, (c) NC/NS and (d) NC/SF. 
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Summary: The proposed method for the determination of the distance between shear 
bands under plane strain extension is based on the assumption that the material is 
softening inside the shear bands and is undergoing elastic unloading outside. The 
observed geometric pattern corresponds to derivation based on the principle of the 
lowest potential energy rate.  
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1 INTRODUCTION 

Shear banding can be detected in physical model tests as well as in engineering 
scale problems, e.g. behind retaining walls and in the geological or tectonic scale. A 
literature review is given, e.g. by Wolf et al [1] and Röchter et al [3] especially for 
parallel normal faults in situ and also for extensional model tests and the respective 
numerical studies. During extensional loading in sand-box experiments, Wolf [2] and 
Röchter [4] have paid special attention to the quantitative determination of the shear 
band spacing  by comparing the results of physical and analytical models. 

Analysing sand-box model experiments, Wolf [2] reported a simultaneous onset of 
parallel shear bands, like in a bookshelf mechanism in an extensional device, whereby 
the movement of the blocks between the shear bands is a rotation towards the 
stretching direction. Based on the dissipated energy of the whole system and 
considering shearing, dilation and softening inside the shear band and elastic 
unloading outside the shear band, Niemunis [5] calculated the width of the blocks by 
maximization of the dissipated energy. The spacing between the shear bands turns out 
to be smaller when the softening is more pronounced. This confirms findings from 
experimental results with dense and loose sand [2]. 

Mandl [6] also referred to parallel shear bands in sandbox extension experiments, 
in which the basal layer is stretched. After the localization of deformation a decrease 
of shear stress from the limit state to smaller stress state took place. Between the shear 
bands the material blocks were elastically unloaded with the horizontal stress σh = σ3 
(minor stress) increasing, Fig. 1. Mandl considered the strain softening as a kind of 
brittleness parameter being the most important property in determining the spacing of 
parallel faults. According to the model in materials with steeper softening (i.e. or with 
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more brittle behaviour), the released elastic energy is larger leading to a wider 
spacing. For constant strain rate at the bottom of the sand box the elastic modulus for 
reloading and the strain softening are the competing parameters. 

 
Fig. 1. a) Sand box extensional device, b) DIC resolution with localization and unloading zones 
c) schematic representation of the strains before and after localization. 

Wolf [2] and Röchter [4] performed numerous model tests in an extensional 
device in order to study shear banding using the DIC (digital image correlation) 
method.  Different materials (cohesion-frictional) with different densities and 
granulometry were tested under normal and increased gravity in a centrifuge. In Fig. 
1, a photograph of the device and the schematic sketch of the loading as well as DIC 
results for the shear bands and the unloaded zones are shown. The main findings are: 
1) the shear bands appear in sandy material spontaneously over the specimen’s height 
with the exception of moist clayey material mixtures, 2) the shear band spacing is 
proportional to specimen’s height, 3) the variation of the stress level up to 50g 
influences neither the spacing between shear bands nor the inclination of the shear 
bands at the onset of the localization, 4) for sandy material no dependence between 
deformation velocity as boundary condition and shear band spacing could be detected, 
5) a linear dependence between the relative density Id and shear band spacing could be 
detected: decreasing density corresponds to larger shear band spacing, 6) the spacing 
between adjacent parallel shear bands increases with the addition of  clay fraction or 
due to capillary action (apparent cohesion), 7) the spacing of shear bands in dry sand 
represents the lower bound. 

2 ANALYTICAL APPROACH 

From the variety of shear banding mechanisms we concentrate only on the so-
called “bookshelf mechanism” in this study. For loading processes beyond the peak 
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the solution of the BVP need not be unique. On the basis of an idea of Niemunis [5], 
it can be assumed that under all possible deformation patterns the material uses the 
one that leads to the maximum dissipation rate, Fig. 2. The material tries to reach the 
smallest possible potential energy level in the unloaded zone choosing a respective 
width of the unloading blocks. 

 

Fig. 2. a) Elastic unloading at a Ka stress condition towards the centre of the elastic locus and b) 
the anisotropic softening allowing the Mohr circle to protrude beyond the Coulomb surface. 

For the description of the elastic energy potential Π for a unit soil volume we cannot 
use the stress-free configuration because it is absent in soils. At the formation of shear 
banding it is known that the material reaches the peak friction angle and the material 
stress state resembles a Ka-condition (Fig. 2) behind a retaining wall. For the unloading 
a change of the elastic potential can be seen in relation to this state, whereby the centre 
of the elastic locus is close to the yield condition (Fig. 2a). Therefore, the rate Π  is 
considered and the material deforms in such way that the width of the unloaded blocks 
corresponds to the maximal decrease ( Π < 0). For simplicity reasons in the analysis, we 
may assume that the change of the vertical stress due to horizontal stretching is 
negligible. For the elastic potential changes with reference to the active stress state only 
the minor stress is considered (σh = σmin) and the intermediate stress is regarded as 
constant. Therefore, only the changes of σh are taken into account. The softening may be 
isotropic or anisotropic (Fig. 2b). An extended approach includes also in the analysis the 
friction between the soil and the side walls and on the base of the stretching leading to 
further reduction of the average decrease of the horizontal stress rate hσ  over the cross-
sectional area of the specimen [4]. Using the softening modulus k (k: reduction of 
friction angle over shear strain increment) and an assumed constant elastic unloading 
modulus E of the material, the rate of the specific potential energy Π s can be expressed 
analytically as a function of spacing ah. The minimum of Π s over ah is given as [4]: 

h
h

s
hhs a

aE
⇒=

∂
Π∂⇒−=Π 0

1 σσ . (1)

The essential input material parameters required in the model are the decrease of the 
angle of friction versus the shear strain and the elastic unloading modulus in the 
softening regime. In order to obtain these parameters, Röchter [3, 4] has carried out 
biaxial plain strain experiments under similar conditions as in the model extension tests 
(see Fig. 3a). Using local measurements with contact free displacement sensors (CFDS) 
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it was possible to calculate the horizontal deformation inside the shear band after the 
 

onset of localization. Taking into account the different shear strain rates within the 
entire specimen γ , inside the shear band γ B and the additional local measurements, 
Röchter et al [3] derived a relationship between the strain softening inside the shear 
band kB and that of the entire specimen k (ΔγB/Δγ = k/kB). 

 
    

b)a) c)
 

Fig. 3. a) Artificial stress reduction during softening in biaxial test, b) comparison between tests 
on dense sand with and without unloading while softening and c) determination of the shear 
band distance aH using min( Π ). 

For the determination of the unloading modulus in the softening regime, Röchter 
[4] used a special stress control method. A dashpot allows for an artificial stress 
reduction during softening in triaxial compression tests. The working principle is 
sketched in Fig. 3a. During the softening the vertical load is gradually decreased 
leading to either continuing softening or elastic unloading. The results of such an 
experiment are presented with and without unloading in Fig. 3b and the analytical 
results for the spacing are given in Fig. 3c for dense and loose sands. The 
observations of Wolf [2] regarding the influence of the density on the distance 
between shear bands were verified.  
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Summary. This paper presents a study of the micromechanical response of granular 
materials in the Direct Shear Test (DST) using DEM (Discrete Element Method). 
Parametric studies were conducted to investigate the effects of specimen length and 
height (in relation to the particle size) on the bulk granular material shear strength and 
shear banding behavior in the DST. A mesh-free strain calculation method previously 
developed by the authors was used to capture and visualize the evolution of strain 
localization and failure inside the direct shear box.  

Keywords: direct shear test, discrete element method, progressive failure, specimen 
size scale effects. 

1 INTRODUCTION 

Specimen scale effects on the shear strength parameters of granular soils obtained 
from the Direct Shear Test (DST) has been a well-studied topic since 1930’s. The 
nature of the problem lies in the artificial boundary effects introduced by the shear 
box on the deformation and strength behavior of soils. When the shear box apparatus 
does not correctly simulate the actual field conditions under which the soil deforms, 
doubt is cast upon the reliability of test results to be used in practical engineering 
design. In view of the popularity of the DST, due to its simplicity and lower testing 
cost compared with other laboratory tests, this paper presents a detailed study of the 
DST scale effects using the DEM. Two-dimensional DEM simulations of the direct 
shear box test filled with rigid spherical particles of uniform or varying sizes are 
performed using PFC2D (Particle Flow Code 2D) developed by Itasca [1]. Different 
variables are considered in a parametric study so that the specimen scale effects can 
be captured for different specimen configurations. Macroscopic model behavior is 
interpreted using stress and volume change data of the bulk material measured at the 
boundaries. Furthermore, using the strain calculation method previously developed by 
the authors [2], the localized shear zone developed inside the specimen as a function 
of the above variables is visualized and analyzed.  
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2 DEM SIMULATIONS 

The DEM model of the DST is created in an effort to closely mimic the physical 
direct shear apparatus in the laboratory. Assemblages of rigid spherical particles with 
varying sizes are generated to fill the specified volume and allowed to consolidate at a 
particular interparticle friction coefficient to achieve a target initial porosity. For all 
the granular specimens used, the median particle diameter (D50) is equal to 0.7 mm. 
The largest size of the shear box used in the current study is 88 mm (L) × 56 mm (H), 
with both the upper and lower half of the box equal to 28 mm. This size gives the 
largest ratios of box length and box height to median particle diameter of about  
L/D50 = 126 and H/D50 = 80. Simulation results from these dimensions have been 
validated against laboratory direct shear test results using 0.7 mm glass beads by [3]. 
Glass bead properties measured in the laboratory, such as particle density, shear 
modulus and interparticle friction coefficient were directly used in the simulations 
discussed herein. Specimens are first consolidated to equilibrium under a specified 
vertical stress applied on the top boundary through a servo-control mechanism. A 
uniform interparticle friction coefficient of 0.3 is used in the initial consolidation 
stage to minimize the variation of initial porosity due to particle interlocking. A high 
value of 0.9 is selected for the particle to wall friction coefficient to prevent any slip 
between the bulk material and the boundary walls. In addition, the top and bottom 
boundaries were further roughened by introducing continuous 1 mm wide sawtooth-
shaped grooves as recommended by the ASTM Standard [4]. 

3 RESULTS AND DISCUSSIONS 

The results of the DEM simulations indicated that the peak stress ratio increases 
with decreasing box length regardless of the normal stress level and specimen 
gradation. However, an opposite trend is found between the peak stress ratio and box 
height, with a few minor exceptions. The above macroscopic effects can be better 
demonstrated when they are correlated to the box aspect ratio (L/H), as shown in Fig. 
1. In this figure, the trends of peak stress ratio against the aspect ratio are clearly 
marked by two groups of arrows that suggest the variations of peak stress ratio against 
the box length scale and height scale, respectively. Evidently, the peak stress ratio 
decreases with increasing aspect ratio in both directions but a higher rate of change is 
found in the direction of constant height scale and decreasing length scale. This 
observation suggests that the box length scale may play a more dominant role in 
controlling the shear behavior of granular specimen than the box height scale. The 
numbers in Fig. 1 beside each data point indicate the applied shear strains at each 
corresponding peak stress state. We can see that this value increases with decreasing 
L/H when either L or H is fixed. 

It can be inferred from the above observations that the effects of progressive 
failure become more pronounced with the increase of box aspect ratio (L/H), which 
could happen in either of the following two cases: increasing box length and a fixed  
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box height, or a fixed box length and decreasing box height. Apparently, for the large 
aspect ratio, the materials in the middle of the box length experience less shear 
straining than those closer to the lateral boundary in the small strain stage, meaning 
that the shear strength of the middle portion cannot be fully mobilized at the first peak 
stress state. When L/H becomes smaller, a larger percentage of the specimen 
including more material near the middle of the box tends to be involved in intense 
shear at the peak state, implying a more global failure of the whole specimen.  
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Fig. 1. Effects of the box aspect ratio (L/H) on the peak stress ratio. 

The effect of local/global failure at the peak stress state and the ensuing 
progressive failure as affected by the box length scale can be better visualized in 
terms of shear strain localization calculated by the method previously developed by 
the authors [2]. Figure 2 shows the shear strain distributions of the three simulations 
at their peak stress states. Clearly, a more pronounced and concentrated shear band in 
the mid-plane of the box is found in the 35 mm case (Fig. 2a). In comparison, less 
developed shear bands deviating from the mid-planes of the box are found in the 63 
mm and 88 mm cases (Figs. 2b and 2c). In the latter two cases, rather than global and 
well-defined, shear bands are more local and less pronounced. Indeed, the bands are 
mainly composed of local structures subordinate to the primary structure of the shear 
band along the mid-plane during the subsequent shearing process [5,6]. 
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Fig. 2. Shear strain distributions inside the shear boxes of the first group of simulations 
captured at the peak stress state: (a) L = 35 mm; (b) L = 63 mm; (c) L = 88 mm. 

4 CONCLUSIONS 

Micromechanics-based analysis showed that the local and global aspects of fabric 
change and failure are the major mechanisms responsible for the specimen scale 
effect in the Direct Shear Test. Global failure along the primary shear band prevails 
when the specimen length scale, and the height to length aspect ratio are small, while 
progressive failure becomes more likely when the specimen length scale and aspect 
ratio become larger. The results indicate that a larger direct shear box with a smaller 
L/H aspect ratio is more favored for yielding more correct bulk direct shear strength 
parameters for granular soils because it gives a more global and uniform failure of the 
entire specimen. 

REFERENCES 

[1] Itasca, Particle Flow Code (FC2D): User’s manual, Itasca, Minneapolis, MN (2002) 
[2] Wang, J., Gutierrez, M., Dove, J.E.: Numerical studies of shear banding in interface shear tests 

using a new strain calculation method. Intl. J. Num. Analy. Meth. Geomech. 31(12), 1349–
1366 (2007) 

[3] Dove, J.E., Jarrett, J.B.: Behavior of dilative sand interface in a geotribology framework. J. 
Geotech. Geoenvir. Eng. 128(1), 25–37 (2002) 

[4] ASTM D5321-02. Standard test method for determining the coefficient of soil and 
geosynthetic or geosynthetic and geosynthetic friction by the direct shear method. ASTM, 
West Conshohocken, PA, USA (1989) 

[5] Scarpelli, G., Wood, D.M.: Experimental observations of shear band patterns in direct 
shear tests. In: Proc. IUTAM Conf. Deformation and Failure of Granular Materials, Delft, 
pp. 472–484 (1982) 

[6] Wang, J., Dove, J.E., Gutierrez, M.: Discrete-continuum analysis of shear band in the 
direct shear test. Géotechnique 57(6), 513–526 (2007) 



R.I. Borja (Ed.): Multiscale and Multiphysics Processes in Geomechanics, SSGG, pp. 21–24. 
springerlink.com                                                      © Springer-Verlag Berlin Heidelberg 2011 

VORTICES IN SHEAR BANDS IN SANDS 

Sara Abedi* and Amy Rechenmacher 

Sonny Astani Department of Civil and Environmental Engineering 
University of Southern California 

3620 S. Vermont Ave, Los Angeles, CA 90089 
* e-mail: abedimas@usc.edu 

Summary. We show digital image-based experimental evidence of vortex structures 
within shear bands in sands deforming in plane strain compression.  Spatially varying 
systematic patterns in kinematic data fields have been found within shear bands, defining 
a coordinated collapse event of the force chains that initially comprise the shear band 
upon formation. We have identified co-rotating vortices or “circulation cells” within the 
shear band by subtracting an overlaid linearly varying shear band displacement field 
from the observed nonhomogeneous shear band displacement field. These vortex 
structures correlate precisely with previously observed kinematic patterns.  
 
Keywords: kinematic rotation, nonaffine deformation, shear band, vortex. 

1 INTRODUCTION 

A distinctive aspect in stressed granular material is the formation of “force chains” 
or grain columns, the buildup of which resists flow and the collapse of which induces 
flow [1,3–5]. Nonaffine motion in shear bands is a result of the confined buckling of 
force chains. Structural development inside the band can be characterized by 
successive corotating vortices, where buckling force chains can be found through the 
middle of and around such vortices [7]. According to Williams and Rege [8], vortices, 
i.e. circulation cells, play a fundamental role in the deformation of granular materials, 
including the formation of shear bands.  

In previous research [6], at the global softening/critical state transition, a distinct 
spatial pattern among various kinematic quantities was found within the shear band.  
This pattern was found to be characteristic of a distinct, multi-force chain collapse 
event, which identified the mesoscale processes responsible for the evolution in bulk 
shear stress into the critical state.  Here, we evaluate the nature of non-affine local 
displacements within a shear band to investigate the relationship between this force 
chain collapse event and vortex structures. 

2 EXPERIMENTAL METHODS AND ANALYTICAL PROCEDURES 

Sand specimens were tested in a plane strain testing apparatus. The prismatic-
shaped specimen rests on a low friction sled which helps shear band to grow and 
propagate with no constraint imposed by boundary conditions [2]. Two rigid glass-
lined side walls enforce the zero strain conditions and enable photographic tracking of 
in-plane shear band deformation [5]. Tests were performed on a mixture of silica sand 
and a coarse-grained construction sand with D50=0.41 mm. Specimens were encased 
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in latex membranes, placed in the Plexiglas cell, consolidated anisotropically, and 
sheared under drained, strain-controlled compression. Throughout shearing, digital 
images were captured every 0.1% global axial strain. 

The digital image correlation (DIC) technique is used to compute the in-plane 
displacement on the surface of the sand specimen. This technique is based on tracking 
gray level values within small subsets of pixels between two digital images taken 
during a deformation process. The software VIC-2D, by Correlated Solutions, Inc., is 
used to perform the DIC analysis herein.  

The DIC method limits the accurate displacement calculation to small strain 
increments. In order to analyze the kinematics of shear band behavior over large 
strain increments, the incremental DIC analysis results must be accumulated.  Each 
DIC analysis yields incremental displacements of points on a regular grid referenced 
to the initial image of that particular increment. Tracking the evolution of a set of 
material points (Lagrangian frame) over a number of consecutive image increments 
required interpolation of the displacements. We used cubic spline interpolation 
method. The deformation gradient, F, is then computed from the accumulated 
displacements. The calculation of area change on the surface of specimen is assumed 
to be correlated directly with the volume change. The ratio of the volume of an 
infinitesimal material element to its initial volume is expressed in terms of the 
jacobian of F. Macro-rotations, Ω, that correspond to rigid body rotations are obtained 
from the polar decomposition of F. 

3 VORTEX STRUCTURES INSIDE SHEAR BAND 

The region above the fully formed shear band translates uniformly downward with 
the prescribed axial displacement, and the region below the shear band translates 
laterally with the lubricated base sled. In order to make the lateral displacement below 
the shear band close to zero, the sled movement during the strain increment of interest 
is subtracted from the observed displacement field. A rotated coordinate system (x*, 
y*) is utilized, with axis oriented parallel, x*, and perpendicular, y*, to the shear band 
axis. Figure 1a illustrates the nature of the adjusted displacements in the x*-y* 
reference frame over a 0.6% accumulated axial strain increment. 

DIC results are in the form of a matrix, consisting of rows and columns. For each 
column of data the lower and upper boundary of shear band is found and a line of best 
fit to the data points between these two boundaries is obtained by linear regression. 
The result is a superimposed affine deformation field inside the shear band. The linear 
deformation is then subtracted from the observed deformation. A typical result of this 
analysis is shown in Figure 1(b). Figure 1(b) shows that the upper part of shear band 
is moving faster than the expected linear field and the lower part is moving slower. In 
other words, particles are moving in the form shown in Figure 2. However, the rate at 
which deformation is faster or slower than an affine field is seen to fluctuate nearly 
periodically along the length of the shear band. 

Figure 1(c) shows residual displacement vectors for the displacement increment of 
Figure 1(a). The lengths of the arrows are proportional to the magnitude of 
displacement. The existence of well-defined vortices or “circulation cells” is clear in 
Figure 1(c). 

Figure 3(a) through 3(c) shows the relation between the residual displacement 
field and the fluctuations in obtained kinematic quantities. The centers of vortex 
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structures correlate precisely with the centers of high kinematic rotation (Figure 3(b)).  
Further, local volumetric contraction is observed at the conflux of adjacent vortices 
where local displacements from the vortices are in opposition.  Slip or “microbands” 
do not appear to be present at the conflux of adjacent vortices.  This is in contrast to 
[7] and may highlight a key difference between the behavior of real versus idealized 
granular materials.  

 

-45 -40 -35 -30 -25 -20

72

74

76

78

80

(a)

(b)
 

 

-45 -40 -35 -30 -25 -20

72

74

76

78

80

-0.05

0

0.05

-45 -40 -35 -30 -25 -20

72

74

76

78

80

(c)

 
Fig. 1. (a) computed displacement norm after subtracting sled movement from the observed 
displacement field plotted in the frame of the shear band basis. (b) residual displacement in x* 
direction after subtracting the linear displacement field from observed displacement field. (c) 
residual displacement vectors.  

 

Fig. 2. Form of particle movements in the shear band. 

4 CONCLUSIONS 

Digital Image Correlation (DIC) is used to measure grain scale displacements in 
shear bands in sands undergoing plane strain compression. From the resulting fine and 
continuous displacement field, we have detected co-rotating vortices or “circulation 
cells” within the shear band. These cells can be hardly seen since they are covered by 
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a superimposed linearly varying shear band displacement field.  Once the linear 
displacement field in the shear band is subtracted from the observed deformation, the 
cells become clearly visible.  The centers of vortex structures are associated with the 
centers of high kinematic rotation, and local volumetric contraction is observed at the 
conflux of adjacent vortices where displacements are in opposition. Microbands are 
not observed between adjacent vortices, highlighting differences in behavior between 
real and idealized materials.  
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Fig. 3. (a) Residual displacement in x* direction, (b) kinematic rotation, (c) Jacobian 
(volumetric strain). 
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Summary. Loading paths involving large principal stress rotation are frequently en-
countered in engineering practice. Examples include pavement and railway foundations
under traffic loading, offshore foundations, foundations of wind turbine, and earthquake
geotechnics. This paper is concerned with sand deformation induced by principal stress
rotation. The investigations to be reported include laboratory observations, micro-scale
investigation using the discrete element method (DEM), and subsequent development
of constitutive models for numerical applications.

Keywords: DEM, fabric tensors, hollow cylindrical apparatus, principal stress rotation,
sand plasticity.

1 INTRODUCTION

The effect of principal stress rotation on soil behaviour has attracted much atten-
tion in the development of constitutive models. According to classical plasticity theory,
the plastic deformation generated during the process of rotational shear would be zero.
This theoretical prediction clearly differs from the sand behaviour as observed in the
laboratory. A systematic investigation on the deformation of granular material to stress
rotation is hence being conducted in the University of Nottingham, and the main find-
ings are summarized here.

2 OBSERVED SAND DEFORMATION DURING STRESS ROTATION

Roscoe [1] was among the first to consider the effect of principal stress rotation on
sand behaviour using simple shear tests. It was reported that the principal strain rate
direction and the principal stress direction are clearly not identical. This phenomenon is
referred to as the non-coaxial soil behavior, which is often observed in situations when
the principal stress direction rotates. Many other laboratory investigations on the effect
of principal stress rotation were followed using torsional shear or hollow cylindrical
apparatus [2-4]. All experimental test results confirmed the observations of non-coaxial
behaviour and showed that the degree of non-coaxiality reduces with increasing stress
ratios. Significant volume contraction has also been observed as another consequence
of principal stress rotation. Most recently, Cai [5] conducted pure stress rotation tests
on Portaway and Leighton Buzzard (Fraction B) sands of different densities. The results
show that the degree of non-coaxiality is more pronounced in dense specimen than that
in medium dense specimen, also stronger evidence for noncoaxiality can be found in
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Leighton Buzzard sand than in Portaway sand, while the difference diminishes as the
shear stress level increases. The degrees of non-coaxiality are higher, about 38◦, at the
beginning of shearing, and decrease within a range of 10◦–20◦ as shear continues.

3 PARTICLE-SCALE INVESTIGATION USING THE DISCRETE ELEMENT
METHOD

DEM provides valuable information not only on macro-scale about stress and strain
behaviour, but also on micro-scale of contact forces and particle displacements. A series
of numerical experiments of pure stress rotations have been conducted and the results
are presented [6]. The numerical results confirmed laboratory observations on the non-
coaxial and contractive behaviour as reported in the literature. Based on the knowledge
of internal soil structure, the volume contraction has been explained as a result of the
decrease in the internal structure size. The non-coaxiality is found to be induced by
the fabric anisotropy related to internal structure rotation during the principal stress
rotation.

4 DEVELOPMENT OF CONSTITUTIVE MODELS

Soil deformation induced by stress rotation is closely associated with material
anisotropy. Research has been carried out to develop a general microstructure-based
plasticity theory in terms of both stress and fabric tensors.

4.1 Microstructure-Based Plasticity Theory

Yu [7], for example, proposed a general approach by assuming that at yielding, the
plastic strain rate tensor consists of two components. The first part is determined by a
plastic potential as in the conventional plasticity theory. The second part is assumed to
be related to the rate of the fabric tensor. The proposed plastic flow rule is of the general
form:

ε̇p
ij = λ̇

∂g

∂σij
+ A(Fij)Ḟij , (1)

where A(Fij) is a material function, which may depend on the stress tensor, but it
may also be assumed to be a constant for some cases. The proposed plastic flow rule
is consistent with the experimental findings under continuous principal strain rotation
where it was observed that the fabric rate tensor appears to be proportional to the strain
rate tensor.

Both the yield function and plastic potential are assumed to be functions of the fabric
tensor. The yield function is assumed to depend on the stress tensor, the fabric tensor,
and a hardening parameter:

f(σij , Fij , k) = 0, (2)

where the hardening parameter k is generally assumed to be a function of plastic strains.
The yield function will generally be an anisotropic function in the stress space. The
corresponding general plastic potential may read

g(σij , Fij , k) = 0. (3)
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Micromechanical considerations suggest a strong relationship between the fabric tensor
and the deviatoric stress or shear stress ratio. We therefore assume that the fabric tensor
evolution law is of the following general form:

Ḟij = ηB(sij , ṡij), (4)

where sij = σij −σkkδij/3 is the deviatoric stress tensor, B is a material function, and
η is a material constant.

4.2 Relations with Existing Plasticity Models

With certain fabric evolution laws, the proposed flow rule Eq.(1) reduces to some
well-known existing non-coaxial models. In other words, the present fabric-based plas-
tic flow theory provides a new micromechanical interpretation of these non-coaxial
models.

The present plastic flow rule Eq.(1) reduces to that of the yield vertex model proposed
by [8] with a Drucker-Prager yield criterion if we assume

A(Fij) =
1

ηh1
, Ḟij = η

(
ṡij − sijskl

2τ2
ṡkl

)
, τ =

√
sijsij/2, (5)

where h1 is a plastic modulus.
The non-coaxial plastic flow rules of [9-10] may be obtained by using the following

fabric evolution law:

Ḟij = η
[
ṡij −

(
ṡklnkl

)
nij

]
, where nij = sij/(

√
2τ) (6)

In the theory of [11], the fabric tensor is assumed to vary with a deviatoric stress ratio

Ḟij = η(ṡij/σkk) = η
[ ṡij

σkk
− sij

(σkk)2
σ̇kk

]
. (7)

In the micromechanics models, it was assumed that the fabric tensor is proportional to
the stress tensor normalised by the mean pressure. Therefore, we have

Ḟij = η(σ̇ij/σkk) = η
[ σ̇ij

σkk
− σij

(σkk)2
σ̇kk

]
. (8)

The well-known double shearing theory, initially proposed by [12] and later generalised
by [13-14], can be obtained by assuming that the fabric tensor changes with the change
of the direction of principal stresses, namely,

Ḟij =
η

τ

(
ṡij − sijskl

2τ2
ṡkl

)
(9)

5 SUMMARY

Using laboratory tests and DEM numerical experiments, this paper is concerned with
modelling sand deformation characteristics under principal stress rotation. The vol-
ume contraction and non-coaxiality are two key features that have been observed in the
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laboratory and confirmed by DEM simulations. A new micromechanical fabric-based
plasticity theory has been proposed as a general theoretical framework for developing
realistic non-coaxial stress-strain behaviour of granular materials. Several well-known
existing micromechanics and non-coaxial plasticity models are shown to be special
cases of the proposed fabric-based plasticity theory.
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Summary. Paraelasticity describes a family of multiaxial hysteretic models. They pre-
serve stress but dissipate energy upon closed strain cycles. Paraelasticity in combination
with hypoplasticity is discussed.
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1 INTRODUCTION

In constitutive modeling of soils it is convenient, at least conceptually, to distinguish
between small, intermediate and large strain amplitudes. A constitutive model can be
designed to interpolate between the conservative (e.g. hyperelastic), hysteretic (e.g.
paraelastic) and cumulative (e.g. hypoplastic) behaviour, respectively.

The currently used hypoplastic models do not make such distinction. Their major
disadvantage is the excessive ratcheting during asymmetric cycles. Parallel coupling of
several hypoplastic elements [5] does not satisfactorily mitigate the problem. Moreover,
contrarily to experimental evidence, small closed oval strain cycles generate “hypoelas-
tic” relaxation, whose direction depends on the sense of circulation. Alternatively multi-
surface plasticity [3, 4, 1] is applicable for small cycles. However, it does not guarantee
full reversibility. Other authors make use of the equivalence between hysteretic and
viscous damping in the range of intermediate amplitudes. This equivalence holds for
a particular frequency only. The so-called intergranular strain (IS-)hypoplasticity was
meant to improve the original hypoplasticity for small-strains. Unfortunately, this new
IS-hypoplasticity could neither provide full reversibility nor obey the Masing rules.

The paraelasticity was first proposed by Hueckel and Nova (H-N) in 1979 [2] as a
3d generalization of 1d hysteretic models. Here, a combination of hypoplasticity with
paraelasticity is proposed to supersede the IS-hypoplasticity. Moreover, we introduce a
remedy against an important defect of the H-N paraelasticity. The incrementally linear
part of hypoplasticity is made paraelastic and the linear part thereof is hyperelastic.
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2 FROM 1D TO 3D HYSTERETIC MODEL

The hysteretic relation between stress and strain is not unique. Unique stresses are
obtained at the reversals of the strain path only. Despite various mathematical formu-
lations all 1d hysteretic models are quite similar: they introduce reversals, distinguish
between loading and unloading, satisfy the Masing rules and reproduce the well known
characteristic curves describing stiffness G(γampl) and damping ratio and D(γampl).
Unfortunately, their extension to the full 3d case is not straightforward:

1. The linear portion is pressure dependent and requires an elastic potential.

2. Definition of loading and unloading requires a definition of loading direction.

3. A problem of discontinuity between loading and unloading arises in a similar
manner as in elastoplasticity.

4. A system of bookkeeping of the reversal points becomes complex.

5. Upon an arbitrary closed strain path a complex system of sub-reversals may be
generated and subsequently deleted without violating the stress reversibility.

The idea of the current formulation is to distinguish between paraelastic and cumulative
effects. The latter are delegated to the hierarchically superposed hypoplastic model.

3 IMPROVEMENTS TO THE H-N PROPOSAL

The essential concept of the H-N paraelasticity is the nonlinear secant compliance (or
stiffness). It is preserved in the current formulation. However, upon some strain paths,
the H-N model causes jumps in stress and therefore an improvement was necessary.

3.1 Reversals

A reversal appears upon a strain path when the distance of the current strain to the
strain of the most recent reversal starts to decrease. We shall demonstrate, however,
that the H-N distance d̄AR = ‖ε− εR‖ is unsuitable, see Fig. 1. The paraelastic secant
stiffness interrelates stress and strain portions measured from the most recent reversal
defined by the triple R1 = {εR1, σR1, NR1} describing the reversal strain, stress and
loading direction. Earlier reversals are R2 = {εR2, σR2, NR2}, etc. The current state
is described by A = {ε, σ, N}. The loading “circle” (a 6d hypersphere) passes through
εR1 and ε and has the unit outer normal NR1 at εR1, Fig. 1.

3.2 Distance

The novel definition of distance from A to R1 is the diameter of the loading circle,
Fig. 1,

dAR1 = 2r = − e : e

e : NR1
≥ 0 with s = σ − σR1 and e = ε − εR1. (1)

Analogously, the distance between R1 and R2 can be estimated. Distances between
non-consecutive reversals, e.g. between A and R2, need not be defined.
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Fig. 1. Left: Loading circle (small) and reversal circle (large) in the strain space generated by
the strain path with reversals. Middle and Right: Shortcomings of the H-N definition d̄AR = ‖e‖
mitigated by (1)

If dAR1 increases monotonically (ḋAR1 > 0, loading) the list of reversals does not
change. The push-operation is undertaken if dAR1 starts to decrease (ḋAR1 < 0, un-
loading). The current state A (before increment) and the reversal R1 generate a reversal
circle. We renominate R1 := A and the current increment develops a new small loading
circle from the new R1, Fig. 2, cases 1,2 and 3UL. It may also happen that the current
loading circle outgrows the most recent reversal circle dAR1 > dRR1). In this case the
most recent reversal R1 is removed (=popped) as depicted in Fig. 2, case 3L.
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3.3 Constitutive Equations

The nonlinear secant stress–strain relationship is

s = H : e = (1 − fdχ
AR1

)E : e, (2)

wherein f and χ are material constants. In the simplest case we may take E = λ 1 1 +
2μI with the Lamé constants λ and μ. For geomaterials a barotropic increase of stiffness
is observed. It requires a formulation of an elastic potential, for example
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ψ̄(T) = c (−tr T)α ‖T‖2−n−α (3)

which generates a homogeneous stiffness E(T) =
[
∂2ψ̄(T)
∂T∂T

]−1

of order n and for

which εel(T) is analytically invertible. The parameters n, c, α can be chosen to match
the desired homogeneity, Poisson ratio, and stress-induced anisotropy. The complete
description of the model will be published in Acta Geotechnica in 2011.

4 COUPLING OF PARAELASTICITY AND HYPOPLASTICITY

Our paraelastic model introduces the outermost reversal circle which cannot be sur-
passed. Its diameter corresponds to the maximal double amplitude dL for which parae-
lasticity works. Upon larger cycles we apply dragging: all but one reversal are deleted
and the circle is moved along with the current state similarly as in kinematic hardening.
The stress rate is calculated from the hypoplastic model.

Formally, paraelasticity and hypoplasticity are parallel coupled and their stress incre-
ments are added. Given Δε their contributions are weighted depending on the diameter
dAR1

Δσ = (L − HL(1 − w)) : Δε + N‖Δε‖w + ΔσPE

with w =
〈

dAR1 − d0

dL − d0

〉βR

and HL = H(dL). (4)

The purpose of this approach is to provide a smooth transition between paraelasticity
and hypoplasticity.
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Summary. We report on recent advances in the multiscale analysis of emergent net-
works in deforming, dense granular assemblies. Conceptually, we envision the material
as an evolving mathematical graph or network that is employing specific rules in adapt-
ing its contact and contact force networks in response to applied loads. In this context,
the question that arises is: Is the granular material re-wiring its networks to optimize
a particular measure and, if so, what is this measure? We probe this question within
a multidisciplinary framework. Synergistic blends of techniques from Structural Me-
chanics, Complex Networks and Dynamical Systems are employed to uncover clues on
self-organized pattern formation in the lead up to and during failure. We demonstrate
these techniques by analysing data from various compression tests, both from discrete
element simulations and physical experiments on photoelastic disks.

Keywords: cluster conformations, granular materials, motifs, networks, stability.

1 INTRODUCTION

One of the great challenges in the science of complex materials — materials ca-
pable of emergent or self-organized pattern formation — is deciphering their inherent
structural design principles as they deform in response to external loads. Herein, we in-
troduce new mathematical tools for the multiscale analysis of geomaterials. These tools
offer unique capabilities for comprehensive characterization and exploration of: topol-
ogy, stability, dynamics and function; their interconnections; and their evolution during
the material’s loading history. Particle scale information from experimental measure-
ments and discrete element simulations is key to this effort [1–3]. Results from studies
of idealized granular materials suggest that not only are these tools effective individ-
ually at uncovering the governing physics of material behavior, but also more potent
when overlaid and/or fused together for certain problems [4–7, 9].

In this presentation, we focus on tools that spawn from a representation of the gran-
ular material as a mathematical graph or network comprising nodes (or vertices) and
links (or edges). Networks underpin virtually all complex systems. Arguably one of
the best examples where networks feature prominently is in deforming dense granu-
lar systems — with connectivity and force transmission being governed by the contact
and contact force network, respectively. Specifically, we may cast the particles as the
nodes of a graph and links between two nodes exist where there is a physical contact
between the corresponding particles [4]. Labeling the nodes by an index i = 1, ..., N ,
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the network may be succinctly summarized by the so-called adjacency matrix A, which
has entries Aij = 1 if there is a link from node i to node j and Aij = 0 otherwise. The
quasi-statically deforming material may then be analyzed as an evolving graph or a se-
quence of graphs each of which corresponds to a particular state in the loading history
of the material. Many types of smaller sub-graphs can be extracted from the global net-
work and their evolution tracked throughout loading. The unweighted graph, as defined
by A, carries information on material connectivity alone. However, we might consider
an assortment of weighted graphs in which the links carry another piece of information
(weight wij ): e.g. magnitude of the contact force. In this case, the adjacency matrix
Aij = wij if a link exist between nodes i and j, and zero otherwise. A spectral analysis
of this matrix and its associated normalized Laplacian matrix may then be undertaken
to extract various metrics that characterize the graph and its evolution.

2 QUANTIFYING CONNECTIVITY VIA COMPLEX NETWORKS

Complex Networks is a relatively new direction in granular media research. This is
surprising given the proven relevance of connectivity (i.e. fabric) and associated force
networks (e.g. force chains) in governing the bulk rheology of these materials [4]. The
evolving loss of connectivity in the material domain of many forms of complex mate-
rials has been long touted as key to understanding dissipation and plastic deformation.
Loss of inter-particle contacts, slip, dislocations and other types of damage processes
that cause breakdown in the connectivity are believed to be the origin of material irre-
versibility. These processes involve a loss of free energy and are thus a primary source
of dissipation. More importantly, a fundamental tenet of Continuum Theory is that
materials undergo an affine deformation and yet the associated deformation of these
important processes is often highly non-affine.

We have explored the efficacy of methods from Complex Networks as a means to
identify suitable metrics that quantify the evolution of connectivity and structure at
multiple length scales [4]. Key events that cause loss of connectivity within the mate-
rial domain, e.g. force chain buckling [10], have been investigated. We discuss how
network centrality measures, its k-core architecture, etc. relates to such dissipative and
non-affine processes as well as to corresponding trends observed in the evolving macro-
scopic network [4, 6, 7]. Applying these techniques to “growing networks” in systems
where particle breakage occurs along with force chain buckling (e.g. [8]) is also proving
to be fertile ground for studies of scale invariance of network properties.

3 STRUCTURAL STABILITY OF GRANULAR MOTIFS

Motifs in networks or graphs are connected sub-graphs that occur more frequently
than in random networks. In a deforming granular material, these motifs represent
prevalent and persistent mesoscopic particle clusters that may be viewed as the basic
building blocks of granular matter [5, 9]. Examples of these include (i) force chains
and (ii) particles forming minimal cycles (e.g. three particles in mutual contact forming
3 cycles or triangles). The former have received significant attention owing to their fun-
damental role in force transmission, while the relevance of the latter has been recently
demonstrated in [5].
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The existence of motifs suggests a strong preference of the material to form partic-
ular mesoscopic structures or conformations throughout loading [5]. The question that
then arises is: why are such structures preferred over a multitude of other accessible
configurations? Even more tantalizing is nascent evidence which shows these preferred
structures co-evolve in ways suggestive of organized and cooperative behavior. Do
these hold clues to functional activity? An understanding of this co-evolution may hold
the secrets to a granular material’s capacity to resist and maintain stability under load.
Viewed from this perspective, the most obvious property to examine is structural stabil-
ity [9]. Structural stability is not only related to material properties but also to topology
and boundary conditions. Here, a structural mechanics approach is employed, first, to
devise a new stability measure for such conformations in equilibrium and, second, to
use this measure to explore the evolving stability of specific cluster conformations, i.e.
particles forming force chains and minimal cycles.

When network properties are overlaid with stability measures, clues to functional
activity are uncovered. In a biaxial test, mesoscopic structures reminiscent of “power
towers” form to resist the compressive load. The strong columns of the tower are the
force chains, while the trusses are the strong 3 cycles (termed 3-force cycles) [5]. Past
studies have shown that the failure of the granular material is presaged by buckling
force chains, eventually leading to the development of macroscopic shear bands [1, 10].
The force chains typically fail by buckling through large relative rotations between
constituent particles. The role of the 3-force cycles is to secure and reinforce the force
chain columns by frustrating rotations as well as providing strong lateral support. Dur-
ing the period of shear band development, i.e. from the onset of to the fully developed
shear band (from just prior to peak shear stress to the start of the critical state regime),
the granular material calls forth these reinforcing 3-force cycles, creating power tow-
ers throughout the shear band region. However, with the combined effect of increas-
ing compression and dilatation, the material’s attempts to maintain stability ultimately
proves futile.

4 DYNAMICAL SYSTEMS APPROACH TO GRANULAR
CONFORMATIONAL TRANSITIONS

Particle cluster conformations and their patterns of transition from one conformation
to another can be studied, along with their structural stabilities, using a Dynamical Sys-
tems approach [11]. Starting from the graph or network representation of the material,
we model the evolution of particle clusters in the deforming material using Markov
transition matrices. We identify sets of conformations which are almost-invariant un-
der the dynamics, quantify transition probabilities and map out the global dynamics
within the framework of a Perron-Frobenius (P-F) formalism. We find that the material
exhibits preferred cluster conformations and, incredibly, these configurations can be di-
rectly related to the granular motifs found in the Complex Networks analysis. Along
similar lines to molecular energy landscapes, we have also explored these conforma-
tional transition dynamics from the standpoint of structural stability. We find evidence
for preferred stability states and, remarkably, transition patterns between stability states
follow those of the granular motifs. That is, cluster conformations with high clustering
and stability values are more likely to transition into other conformations with similarly
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high clustering and stability values. Likewise, conformations with low clustering and
stability values are more likely to transition into conformations with low clustering and
stability values.

5 CONCLUSIONS

Contemporary multidisciplinary research, embodying techniques of Complex Net-
works, Dynamical Systems and Structural Mechanics, herald new directions in the
multiscale analysis of geomaterials. Preliminary studies show promise and, for cer-
tain problems, the fusion of these techniques can potentially crystallize understanding
of granular materials at unprecedented levels of detail.
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Summary. Loss of uniqueness of the solutions of initial boundary value problems ob-
tained by the use of constitutive equations incorporating strength degradations can be
observed numerically even with enhanced models. As engineers, we must address this
issue. In this paper the problem is studied both at the macro level and the micro level, in
conjunction with some experimental data and theoretical results. It is concluded that the
situation has to be studied differently at the element and structural levels. In both cases,
however, this has to prompt us to change some of our routine ideas, which could mean
abandoning the classical paradigm of continuum mechanics.
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1 INTRODUCTION

The most commonly used method for solving new geomechanical problems is based
on continuum mechanics. Mathematically this leads to an initial boundary value prob-
lem, since it is necessary to follow the loading paths induced by the history of boundary
conditions. The constitutive equations (more precisely, the parameters of the constitu-
tive equations) are obtained by experiments assumed to be homogeneous and measure-
ments at the boundaries of these experiments. Unfortunately, geomaterials often exhibit
a clear degradation of strength which renders an accurate modeling close to rupture dif-
ficult. Especially we have good reason to think that in this case, the solutions of the
mathematical problem may not be unique. A new and promising way to obtain some
knowledge about constitutive equations is provided by the so-called FE2 method. In
this case an element sample is modeled as a structure and the response of this element
is used as a numerical constitutive equation. At the element level the same kind of diffi-
culties as for structures may be encountered, if some degradation of strength is included
in the model. In order to clarify this discussion, it is necessary to distinguish between
the mathematical problem and the numerical one.

2 GENERAL FORMULATION OF THE PROBLEMS

For simplicity, in this section equations are written for a classical monophasic prob-
lem. The use of enhanced models (such as the local second gradient models) and cou-
pling does not change the form of the following.
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2.1 Initial Boundary Value Problem

Let a body which at time t is in Ωt, the boundary of which is denoted Γt. Balance
equations imply that for any kinematically admissible field u̇∗∫

Ωt

σt
ij

∂u̇∗
i

∂xt
j

dΩt −
∫
Γt

σ

ttiu̇
∗
i dΓt −

∫
Ωt

ρtf t
i u̇

∗
i dΩt = 0 (1)

where Γt
σ is the part of Γt where the stress is prescribed. The other part where the

displacments are prescribed is denoted Γt
u, σt

ij are the components of the Cauchy stress
tensor, ρt is the mass density per unit volume and f t

i are the body forces per unit mass.
Moreover, the constitutive equation has to be defined as a function of the history of

the whole kinematics:

σt
ij = Fij [

∂xτ
m

∂x0
p

(τ = 0 → t)] (2)

The initial boundary value problem can be defined as follows. The history of bound-
ary conditions (stresses tti on Γt

σ and displacements on Γt
u) as well as body forces are

prescribed. The initial state is known and satisfies the equilibrium condition, and we
are looking for the history of the positions of the body Ωt and of the stress field σt

ij .

2.2 Rate Problem

The rate problem can be definned as follows: We know the position Ωt of a body, we
are looking for the velocity field defined here by ε̇jl (the strain rate) and ω̇li (the spin),
such that for any kinematically admissible field u̇∗:∫
Ωt

[σ̃ik − σt
lkω̇li + σt

ik ε̇ll − σt
ij ε̇kj ]

∂u̇∗
i

∂xt
k

dΩt −
∫
Γt

σ

ṫtiu̇
∗
i dΓt −

∫
Ωt

ρtḟ t
i u̇

∗
i dΩt = 0, (3)

where ṫti is prescribed on Γt
σ and the velocity is prescribed on Γt

u; σ̃ij is the Jaumann
derivative of the Cauchy stress. The rate type constitutive equation is usually given by

σ̃ij = Gij(
∂u̇k

∂xt
j

), (4)

where Gij is a non-linear function.

3 MATHEMATICAL RESULTS

To our knowledge, there is no general mathematical result available for geomaterials
(i.e. for constitutive equation involving, broadly speaking, non-associativeness) for the
initial boundary value problem.

However, some results are now known for the rate problem. A general condition that
provides existence and uniqueness of the solution of this problem is related to some
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monotony properties (see [1] and [2] for more details and for the proofs). But it is inter-
esting to recall here a very important result. For classical elastoplasticity (which means
one mechanism flow theory of plasticity) and for hypoplastic model (which means mod-
els obeying the formulae recalled in [2]), if a state is such that everywhere the second-
order work is positive, then the solution of the rate problem exists and is unique. If this
condition is not met, then there is no proved result.

Among the class of rate boundary value problems some are more simple, the ones
for which the state is homogeneous and for which the (rate) boundary conditions allow
at least an homogeneous solution. Two classical studies belong to this class: Rice
[3] analysis (which has in general nothing to do with the so-called criterion about the
acoustic tensor) for which is searched another solution involving a (not necessarily
shear) band and Nova [4] controllability for which alternative solutions are chosen to
be homogeneous. According to this way of thinking some general (independent of the
constitutive equation) results can be proved [5]. Non-positiveness of the second-order
work implies non-uniqueness. Due to non-associativeness of the constitutive equations
used for geomaterial this is encountered before the classical failure condition.

4 NUMERICAL RESULTS

Without theoretical results, it is, however, possible to have some insight into this very
important problem. Many examples of such situations are available. See, for instance,
some results for the orientation of localized bands, in [6] and [7].

The loss of internal length in classical model is often assumed to be the origin of
such difficulties. Unfortunately, this is not the case as it has been exemplified for the
so-called local second-gradient models. See [8] and [9] for biaxial tests. But such
results are not only observed for problem starting for initial homogenous states, they
can also be observed for more complex problem, the borehole problem for instance
(see [10]).

When modeling geomaterials as multi-scale structures using the so-called Finite Ele-
ment square method, for instance, if some degradation process is assumed at the micro-
scale, loss of uniqueness is also observed at this scale (see [11], for instance).

5 CONCLUSIONS

This kind of results cannot be ignored, even if doing routinely computations (espe-
cially with computer codes which give always a solution), cannot warn us, so we have
a priori to face these situations.

First of all, we do not solve this problem by changing the used constitutive equations
since this behavior is mainly due to the degradation of strength and/or to the fact that
constitutive equations of geomaterials do not meet a normality condition.

Second, the situation has to be considered differently at the element level and at the
structural level. The non-uniqueness of the solution is more serious at the micro-scale
since it can be concluded in some cases that existence of a constitutive equation itself
is questionable.
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From the experimental point of view it is well known, although not often reported,
that as soon as degradation is clearly observed, the experimental data are more scattered
and the experiments are poorly or not at all reproducible (see [12] and [13] for instance).

Finally, the non-uniqueness of the theoretical and numerical solutions is observed
when experimental results are also questionable, which is an important clue to think
that this is neither a deficiency of the modeling nor of the experimental results. We
have to search solutions to deal with this unavoidable situation. Some of them can
certainly be outside of the scope of the classical continuum mechanics framework.
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Summary. The extended abstract provides the initial derivation of the coupling via
an overlapped region of elastic glued circular disk discrete elements with simplified
interparticle elastic constitutive relations, and a micropolar continuum finite element
formulation reduced by Timoshenko beam kinematics including axial stretch. This
one-dimensional form of the model provides a simple model problem from which to
investigate the coupling between axial, transverse, and rotational degrees of a discrete
disk representation and a micropolar continuum model of a string of elastic glued cir-
cular grains.

Keywords: discrete elements, micropolar continuum finite elements, overlap coupling.

1 INTRODUCTION

Interfacial mechanics between granular materials and deformable solid bodies in-
volve large shear deformation and grain motion at the interface. To resolve such
granular physics at the grain scale in contact with the deformable solid, but in a
computationally tractable manner, a concurrent multiscale computational method is
needed [1].

As a simple problem to verify the method, a one-dimensional (1D) string of glued
discrete elements is overlapped with a linear elastic micropolar continuum finite ele-
ment implementation. The overlap coupling is enabled by the bridging scale decom-
position method [2, 3], but now with rotational degrees of freedom (dof) in addition to
axial and transverse displacements. The abstract presents the initial formulation of the
1D elastic glued discrete elements and linear elastic micropolar continuum reduced by
Timoshenko beam kinematics with axial stretch.

2 DISCRETE ELEMENT AND MICROPOLAR CONTINUUM FINITE
ELEMENT FORMULATIONS IN ONE DIMENSION

2.1 Discrete Element Model of Glued Elastic Circular Disks

Since the disk particles are assumed glued and elastic, we simplify their interparticle
constitutive behavior by linear elastic springs in axial, transverse, and rotational dof.

R.I. Borja (Ed.): Multiscale and Multiphysics Processes in Geomechanics, SSGG, pp. 41–44.
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For eventual extension to frictional sliding, we can incorporate later the realistic particle
geometry in three dimensions, with particle contact search and interparticle friction and
Hertzian contact [4].

The balance of linear and angular momentum for a system of elastic particles in
contact may be written as

MQQ̈ + F INT,Q(Q) = F EXT,Q (1)

MQ =
N

A
δ=1

mQ
δ ; mQ

δ =

⎡⎣ mδ 0 0
0 mδ 0
0 0 mω

δ

⎤⎦
F INT,Q =

N

A
δ=1

f INT,Q
δ ; f INT,Q

δ =
nc∑

ε=1

[
f ε,δ

f ε,δ
ω

]
F EXT,Q =

N

A
δ=1

fEXT,Q
δ ; fEXT,Q

δ =
[

fEXT,δ

�EXT,δ

]
where MQ is the mass and rotary inertia matrix for a system of N particles, mQ

δ is
the mass and rotary inertia matrix for particle δ, mδ is the mass for particle δ in x1

and x2 directions, mω
δ is the rotary inertia for particle δ about the x3 axis, A

N

δ=1
is an

assembly operator to obtain the system matrices from the individual particle matrices
and contact vectors, F INT,Q the internal force and moment vector associated with nc

particle contacts which will be a linear function of particle displacements and rotations
when particles translate and rotate, f INT,Q

δ the resultant internal force and moment
vector for particle δ, f ε,δ the internal force vector for particle δ at contact ε, f ε,δ

ω the
internal moment vector at the centroid of particle δ, F EXT,Q the assembled external
force and moment vector, fEXT,Q

δ the external body force and moment vector for par-
ticle δ, fEXT,δ the external body force vector at the centroid of particle δ, and �EXT,δ

the external body moment vector at the centroid of particle δ. Q is the generalized dof
vector for particle displacements and rotations

Q = [qδ, qε, . . . , qη, ωδ, ωε, . . . , ωη]T , δ, ε, . . . , η ∈ A (2)

where qδ is the displacement vector of particle δ, ωδ its rotation vector, and A is the set
of free particles (see Fig.1). In general, a superscript Q denotes a variable associated
with particle motion, whereas a superscript D will denote a variable associated with
continuum deformation.

2.2 Finite Element Model of Elastic Micropolar Continuum with
Reduced Kinematics

Following the formulation of Eringen [5], the balance equations for linear and angu-
lar momentum ignoring body forces and couples may be written as

σlk,l − ρv̇k = 0 (3)

mlk,l + ekmnσmn − ρβ̇k = 0 (4)

where σlk is the unsymmetric Cauchy stress tensor, ρ the mass density, vk = u̇k the
velocity vector, mlk the unsymmetric couple stress, ekmn the permutation operator,
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βk = jϕ̇k the intrinsic spin per unit mass, j the micro-inertia, indices k, l, · · · = 1, 2, 3,
and (•),l = ∂(•)/∂xl denotes partial differentiation with respect to the spatial coor-
dinate xl. Introducing wk and ηk as weighting functions for the macro-displacement
vector uk and micro-rotation vector ϕk, respectively, we apply the Method of Weighted
Residuals to formulate the partial differential equations in (3) and (4) into weak form.
The weak, or variational, equations then result as∫

B
ρwkv̇kdv +

∫
B

wk,lσlkdv =
∫

Γt

wktkda (5)∫
B

ρηkβ̇kdv +
∫
B

ηk,lmlkdv −
∫
B

ηkekmnσmndv =
∫

Γr

ηkrkda (6)

where B is the volume of the continuum body, tk = σlknl is the applied traction on
the portion of the boundary Γt with outward normal vector nl, and rk = mlknl is the
applied surface couple on the portion of the boundary Γr.

We introduce the following reduced kinematics for Timoshenko beam with stretch
[6] as

u =

⎡⎣ u1

u2

u3

⎤⎦ =

⎡⎣ u − x2θ
v
w

⎤⎦ , ϕ =

⎡⎣ 0
0
θ

⎤⎦ (7)

where u is the axial displacement, v the transverse displacement, and θ the rotation.
(Note that the third component of ϕ is a rotation about the x3 axis, thus a rotation in the
x1−x2 plane.) We ignore the transverse displacement and stretch w in the x3 direction,
although we can solve for σ33 if need be (i.e., when we extend to pressure-sensitive
plasticity for the micropolar or micromorphic continuum [7]). After substituting into
the coupled weak form, assuming a mixed 1D finite element (quadratic in v, and linear
in u and θ), details omitted, we arrive at the following coupled finite element matrix
form as

MDD̈ + KDD = F EXT,D (8)

MD =

⎡⎣ Muu 0 −Muθ

0 Mvv 0
−Mθu 0 M θθ

⎤⎦ D =

⎡⎣ du

dv

dθ

⎤⎦
KD =

⎡⎣ Kuu 0 −Kuθ

0 Kvv −Kvθ

−Kθu −Kθv Kθθ

⎤⎦ F EXT,D =

⎡⎣ F F

F V

F M + F Mθ

⎤⎦ (9)

where MD is symmetric, but KD is unsymmetric. The submatrices of MD and KD

couple u, v, and θ.

3 COUPLING APPROACH

The coupling implementation extends to particle mechanics and micropolar con-
tinuum [1] the “bridging scale decomposition” proposed by Wagner and Liu [2] and
modifications thereof by Klein and Zimmerman [3]. The overall approach is illustrated
in Fig.1, where the particle region in the lower left corner would be interfacing a de-
formable solid body. The purple background denotes the finite element (FE) overlap
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region B̃h with underlying ghost particles, aqua blue the FE continuum region B̄h with
no underlying particles, and white background (with brown particles) the free particle
region B̂h ∪ BDE . Details are discussed in [1], and 1D illustration will be presented at
the workshop and published in a future paper.

4 CONCLUSIONS continuum region (FE)

finite element nodes whose motion is prescribed 
by underlying particles

finite element nodes whose motion is unprescribed

free particles
ghost particles (particles whose motion is prescribed 
by continuum displacement and rotation fields)

overlap region
between particle
and continuum

particle region (DE)

{

{
{
{

Q

Q̂

D

D̂

B̄h

B̃h

B̂h

BDE

Fig. 1. 2D illustration of coupling between particle and continuum
regions of a cohesionless granular material.

The abstract pre-
sented the preliminaries
of coupling DE re-
gions and micropolar FE
regions for eventual sim-
ulation of granular soil-
tire/tool/ penetrometer
applications, wherein
three-dimensional DE
formulation and finite
strain micromorphic
continuum FE are
required [7].
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Summary. This paper briefly describes a hierarchical multiscale method used to model
the behavior of granular matter by linking the fundamental granular scale with the con-
tinuum scale, which is being modeled using frictional elasto-plasticity. We show a
particular example where grain kinematics are extracted from discrete element calcula-
tions and successfully coupled with finite element procedures, without resorting to any
hardening evolution functions. The accuracy of the proposed method is verified via a
numerical example.

Keywords: granular, microstructure, multiscale, plasticity.

1 INTRODUCTION

Continuum plasticity models have a definite place in science and engineering due to
their versatility and ability to capture average material behavior relatively accurately.
However, one major problem with phenomenologically based plasticity models for
granular materials is their inability to evolve in situations where conditions deviate sig-
nificantly from homogeneous deformations (e.g., within deformation bands). On the
other hand, discrete models (e.g., DEM) are limited due to their computational expense
and have not been able to predict complex material behavior in granular matter at lab
scale or larger. It is, therefore, apparent that there is a need for multiscale models that
can link discrete mechanics with continuum mechanics and exploit the advantages of
both frameworks. In this work, we present some results based on a recently devel-
oped hierarchical multiscale scheme for granular materials [1]. The central idea used
in the multiscale scheme is the calculation of plastic internal variables directly from
the micromechanical process. We focus on pure numerical simulations based on the
discrete element method (DEM) and the finite element method (FEM) and on verifying
the proposed techinique. Validation with actual experiments is conducted elsewhere
[1]. However, verification is a crucial step in demonstrating the ability of the multiscale
scheme in capturing the essence of the material behavior encoded at the grain scale.
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2 MULTISCALE GRANULAR PLASTICITY

Consider the canonical elasto-plastic continuum tangent operator cep—relating the
change in total strain ε̇ to an equivalent change in stress σ̇ = cep : ε̇, i.e.,

cep = ce − 1
χ

ce : q ⊗ f : ce; χ = q : ce : f (1)

with ce as the (linear) elastic tangent, f and q as the gradients (with respect to the stress)
to the yield surface F and plastic potential Q, respectively. As shown in Figure 1, in the
case of frictional materials, the yield function and plastic potential are functions of the
stress and plastic internal variables (PIVs) so that F = F (σ, μ) and Q = Q(σ, β). In
granular materials, μ and β typically represent physical variables, such as, friction and
dilatancy, respectively. This physical meaning will enable direct extraction of μ and β
from the microstructure and will render phenomenological evolution laws unnecessary.

Figure 1 shows the essence of the hierarchical scheme proposed in this paper. The
central idea is to use the underlying granular structure of the material, modeled in this
case by discrete element method, to extract the evolution of the PIVs required by the
continuum plasticity model. In doing so, the plasticity evolution is reconstructed by ef-
fectively linking the granular microstructure with the continuum representation. Within
the context of granular plasticity, the PIVs are friction μ and dilatancy β, which can
both be extracted based on the micromechanical state: stress σ̄ and strain ε̄ (See [1–3]
for specific formulae to calculate micro-stress and strain).

μ

β

P
IV

DEFORMATION

F (., μ)F (., μ) Q(., β)
UPDATE CONTINUUM 

PLASTICITY

DISCRETE
MODEL

CONTINUUM
MODELσ̄ ε̄

EXTRACT MICRO-
MECHANICAL STATE

Fig. 1. Schematic of the proposed hierarchical multiscale method. Plastic internal variables
are extracted from the discrete model by calculating the micro-mechanical state encoded in the
micro-stress σ̄ and micro-strain ε̄. Then, the micro-inspired evolution of the PIVs is used sequen-
tially within a continuum plasticity calculation to predict the material behavior under equivalent
boundary-value problems.
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Once the micromechanical state is obtained from the discrete model, the continuum
PIVs are calculated by invoking compatibility such that

μ ≈ − q̄

p̄
(2)

with p̄ = 1/3 tr σ̄ as the mean normal stress invariant and q̄ =
√

3/2‖ dev σ̄‖ as the
deviatoric stress invariant. Similarly, (plastic) dilatancy can be extracted by assuming
that the incremental elastic strains are negligeable, and hence,

β ≈ Δε̄v
Δε̄s

(3)

where Δ implies change, ε̄v = tr ε̄, and ε̄s =
√

2/3‖ dev ε̄‖.
The micromechanically based evolution for μ and β is obtained as a function of the

deformation process (e.g., deviatoric invariant) and then subsequently used to model
the behavior of the material according to the elastoplastic continuum tangent given in
equation (1). A numerical example is included in the next section to verify the accuracy
of the hierarchical scheme shown in Figure 1.

3 NUMERICAL EXAMPLE

The granular assembly shown on the left of Figure 1 was used to perform both direct
numerical simulations (DNS) and multiscale calculations to verify the proposed multi-
scale scheme. The assembly is composed of 1,800 poly-dispersed particles and divided
into 8 quadrants represented by the different colors in Figure 1. Division into sub-
regions allows the procedure to exploit parallelization. As for boundary conditions,
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Fig. 2. PIV evolution from DEM computations (direct numerical simulations). Friction and
dilatancy are extracted from each sub-region (pink curves) and then used to compute a global
average (red curve). Additionally, the global stress and strain are used to calculate the global
evolution of the PIVs stemming from the entire sample in the DNS (blue points).
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Fig. 3. Stress-strain response comparing DNS and multiscale calculations.

the granular assembly is confined laterally using a confinement pressure of 170 kPa.
The sample is sheared quasi-statically with an axial strain rate of 2E-4 sec−1. Using
equations (2) and (3), the micromechanically-based evolution of μ and β was obtained
for each of the sub-regions in the assembly. Figure 2 shows the evolution of the PIVs for
each of the 8 sub-regions in the granular assembly and compares the average response
with that calculated from the global (boundary) measures of stress and strain.

Using the evolution curves for μ and β, the behavior of the material is simulated
using a finite element mesh composed of 8 brick elements (each corresponding to the
quadrants described above). The continuum model is run using the plasticity model
presented in the previous section and with exactly the same boundary conditions as
those imposed on the DNS. The global stress–strain curves obtained are shown in Figure
3. It is apparent from these results that the proposed hierarchical multiscale technique
can extract the global material behavior implied at the granular scale and that these
calculations open the door to more accurate multiscale modeling of granular materials
in the near future.

4 CONCLUSIONS

We have shown a hierarchical multiscale technique to model the behavior of gran-
ular materials under shear. The procedure is based on extracting key plastic internal
variables from the micromechanics and then passing them to the continuum plasticity
model. A verification example was shown with excellent comparisons achieved for the
global stress–strain response. This opens the door to more accurate multiscale modeling
of granular materials in the near future.
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Summary. Quantification of the strength of geomaterials is often the key to effective
solutions to problems in geoengineering. The scales where underlying processes are
favorably studied and quantified may largely vary. We here consider two quite distinct
cases, related to penetration resistance of gravel under rockfall, and to chemically driven
strength growth in sprayed concrete (shotcrete), together with corresponding large-scale
applications: rockfall protection of oil pipelines and tunneling according to the New
Austrian Tunneling Method.

Keywords: continuum micromechanics, homogenization, separation of scales,
upscaling.

1 INTRODUCTION

Quantification of the strength of geomaterials is often the key to effective solutions
of problems in geoengineering. This task requires sufficient theoretical understand-
ing of the underlying (multiscale) processes, which is nurtured by correspondingly de-
signed experimental campaigns. Depending on the nature of the considered geomate-
rials, the scales where this interaction between theory, computations, and experiments
takes place, may largely vary. We here consider two quite distinct cases, related to pen-
etration resistance of gravel under rockfall, and to chemically driven strength growth
in sprayed concrete (shotcrete), together with corresponding large-scale applications:
rockfall protection of oil pipelines and tunneling according to the New Austrian Tun-
neling Method (NATM).

In the first case, complex microstructural transformation processes, including crush-
ing of individual stones, frictional sliding between neighboring stones, and compaction
of the hit material, are extremely complex to be directly modeled, especially when
the resulting mathematical model should not only reflect observed phenomena purely
qualitatively, but when such a model should allow for reliable prognoses of untested
situations. Since our focus is (fortunately) on homogeneous gravel layers whose mi-
crostructural composition is free of macroscopic gradients, it was possible, on the basis
of dimensionally homogeneous relationships known in the ballistic literature [1–3], to
predict penetration depths and maximum impact forces of boulders impacting on gravel
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layers, with the involvement of only a single strength-like gravel quantity, the penetra-
tion resistance, described in Section 2.

In the second case, the microstructure and the composition of the considered cement-
based geomaterial ”shotcrete” undergoes huge changes along the dimensions of a tunnel
shell, due to the chemical reaction between cement and water, called hydration. Hence,
fields of mechanical properties (in particular strength) are not homogeneous, and no
numerical strength values valid for the entire shotcrete shell can be given. As a remedy,
a true multiscale model was developed in the framework of random homogenization
theory or continuum micromechanics, going down to the level where ”universal”, i. e.
hydration-independent, values for elasticity and strength can be identified, i. e. where
unhydrated clinker, water, hydrates (the reaction products between water and cement),
air, and aggregates can be discerned. This is described in Section 3.

2 UNDERSTANDING STRENGTH OF BOULDER-HIT GRAVEL – FOR
PROTECTION OF OIL PIPELINES

Increasing rockfall activity in the European Alps raises the need for designing pro-
tection systems for Alpine infrastructure. As regards, e. g. oil pipelines, commonly a
gravel overburden is used to cover and, hence, protect the structure [4]. Gravel layers
(a) effectively dampen the impact by absorbing remarkable amounts of energy, and (b)
they have also some potential in distributing the rather concentrated impact loads.

We apply dimensionless impact laws developed from ballistic engineers studying im-
pacts of metallic projectiles onto concrete and soil targets [1–3], to rockfall onto gravel
layers. This allows estimation of penetration depths and maximum impact forces as
functions of boulder mass, size, shape, and impact velocity, once the strength-like ma-
terial property ”indentation resistance” of gravel is identified. The latter is defined at
a scale of a few decimeters, being significantly larger than that of single stones (sepa-
ration of scales). 95 % confidence interval for the indentation resistance of gravel was
identified from real-scale impact experiments involving boulders with masses ranging
from 10 to 18 tons and heights of fall ranging from 2 to 20 meters [5]. This was pos-
sible because the impact craters were significantly larger than the characteristic stone
diameters, indicating that the separation of scales principle was fulfilled.

The identified 95 % confidence interval for the indentation resistance of gravel opens
the door to semi-probabilistic design of rockfall protection layers, e. g. for buried steel
pipelines [6]. For this purpose, (i) geologists have to define a design rockfall in terms
of boulder mass, shape, height of fall, and mode of impact (ii) a specific burying depth
of the pipeline is chosen, and (iii) several structural simulations of the hit structure are
performed, based on different values of the indentation resistance of gravel taken out
of the 95 % confidence interval. Thereby, the penetration process does not have to be
modeled in full detail. It is sufficient to prescribe a traction distribution corresponding
to the maximum impact force at a depth which is equal to the penetration depth at
maximum impact force [4].
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3 MULTISCALE QUANTIFICATION OF HYDRATION-DEPENDENT
SHOTCRETE STRENGTH – FOR SAFETY ASSESSMENT OF NATM
TUNNELS

Cement paste is the binder of cementitious materials. Produced by mixing a cement
clinker powder with water, the material is initially a viscous suspension. The chemical
reaction between clinker grains and water results in the creation of hydration products
establishing a connected network of solid particles such that cement paste transforms
into a solid material. The hydration process is commonly parametrized by the hydration
degree, which is zero at the beginning and which reaches the value of one once all
available clinker has hydrated. Since the chemical reaction is essentially temperature-
dependent, macroscopic properties of cement paste are a function of hydration degree
rather than a function of time.

Since the early 2000’s, it is well known that continuum micromechanics-based mod-
els are able to reliably predict stiffness evolutions of both cement paste and concrete,
see, e.g., [7, 8]. In this context, quasi-homogeneous material properties are defined on
representative volume elements (RVEs) containing micro-heterogeneous matter. This
requires the validity of the separation of scales principle, stating that the characteristic
size of an RVE has to be significantly larger than the characteristic size of the micro-
heterogeneity, and at the same time, significantly smaller than the structure built up by
the material defined on the RVE.

Rather recently, it was shown that continuum micromechanics models can be ex-
tended towards prediction of uniaxial macroscopic compressive strength of cemen-
titious materials [9, 10], in the framework of elasto-brittle analysis. These models
assume (i) that an RVE of a cement-based material behaves linear elastic as long as
deviatoric stress peaks in micron-sized needle-shaped hydrate agglomerates are smaller
than the deviatoric hydrate strength, and (ii) that the macroscopic ultimate load of the
material is reached, once the aforementioned deviatoric stress peaks reach the hydrate
strength. Based on quadratic deviatoric strain averages [11], hydrate stress peaks are
derived from the hierarchical organization of cementitious materials: at a scale from 15
to 20 microns, a polycrystalline arrangement of needle-shaped hydrate agglomerates
with isotropic spatial orientations as well as spherical water and air pores is homog-
enized, delivering elastic and strength properties of a hydrate foam [12]. The latter
represents — at a scale of half a millimeter (cement paste level) — a matrix in which
spherical clinker grains are embedded. Finally, at a scale of half a decimeter (mor-
tar/shotcrete level), cement paste forms a matrix in which spherical sand grains and
aggregates are embedded.

Continuum micromechanics-based material models for shotcrete elasticity, strength,
and creep [13] give access to relationships between hydration degree and mechanical
properties for any shotcrete composition of interest, defined in terms of water-cement
ratio and aggregate-cement ratio. Among other applications, this is beneficial for day-
to-day assessments of the safety of shotcrete tunnel shells during their construction
[8, 10, 14].
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e-mail: bertrand.francois@ulg.ac.be

Summary. The theoretical developments and the numerical applications of a time-
dependent damage law are presented. This law is deduced from considerations at the
micro-scale where non-planar growth of micro-cracks, following a subcritical prop-
agation criterion, is assumed. The passage from micro-scale to macro-scale is done
through an asymptotic homogenization approach. Results of numerical simulations of
time-dependent damage behavior are presented.

Keywords: crack rotation, homogenization, subcritical propagation, time-dependent
damage.

1 INTRODUCTION

The evolution of damage in rocks is often time-dependent. At the micro-scale, such
materials contain micro-cracks that evolve on non-planar paths in a rate-dependent man-
ner, and this complex propagation strongly affects the macroscopic mechanical behav-
ior. We assume that the micro-crack distribution may be locally approximated by a
periodic one that is characterized by a micro-structural length — the distance between
two adjacent micro-cracks. The source of time-dependency is the subcritical propa-
gation of micro-cracks. This paper combines concepts of asymptotic homogenization
[1,2] and subcritical and mixed crack propagation to deduce a time-dependent damage
model.

2 MATHEMATICAL FORMULATION

Consider a two-dimensional isotropic elastic medium containing a locally periodic
distribution of micro-cracks. Each crack is straight with a length 2a and an orientation
of angle θ with respect to the x1 direction (abscissa of the referential system considered
at the macro-scale). The damage variables are d - the ratio between the crack length
2a and the distance between two micro-cracks ε that also represents the size of the
periodicity cell (Fig. 1) :

d =
2a

ε
(1)

and the angle θ. On the crack faces, traction free opening or frictionless contact condi-
tions are assumed.
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Fig. 1. (a) Fissured medium with locally periodic microstructure. (b) Unit cell with rescaled
crack of length d.

2.1 Asymptotic Homogenization

The locally periodic microstructure is constructed from a unit cell Y =[−0.5, 0.5]×
[−0.5, 0.5] expressed in a (y1, y2) orthogonal axis system centered in the middle of
the crack, corresponding to the center of the cell. Then this unit cell is rescaled by
the parameter ε so that the period of the material is εY . The two distinct scales are
represented by the variable x (the macroscopic variable) and y = x/ε (the microscopic
variable). After asymptotic homogenization, we obtain the following relationships for
the overall response of the material (e.g. [2,3]):

∂

∂xj
Σ(0)

ij = 0 ; Σ(0)
ij = Cijklexkl(u(0)) ;

C±
ijkl(d, θ) =

1
|Y |
∫

Ys

(aijkl + aijmneymn(ξkl
± )) dy (2)

where Σ(0)
ij is the macroscopic stress and Cijkl the homogenized coefficients, respec-

tively. Eq. (2) is the homogenized equation of equilibrium. ξpq
± are elementary solutions

of the microscopic correction u(1) for particular expq(u(0)) = δpq . The distinction ±
corresponds to opening (+) or contact (-) conditions of the crack lips [2]. The homoge-
nized coefficients Cijkl depend on the state of damage of the material (d and θ) and on
the mechanical properties of the solid matrix (E and ν). From the integral (2), the coeffi-
cients can be initially computed for a large number of d and θ for both opening and closure
states. After interpolation, polynomial expressions of Cijkl(d, θ) are obtained [2,3].

2.2 Subcritical Growth of Micro-crack

The evolution of the micro-crack length is described through a subcritical criterion
adapted from the Charles’ law:

dl

dt
= v0

(
K�

I

K0

)n

(3)

where K0, v0 and n are material parameters. K�
I is the stress intensity factor for the

tensile mode of rupture (Mode I) of the kinked crack (Fig. 2a). The determination of
the stress intensity factors at the crack tips is made through the computation of path-
independent J-, L- and M- integrals [4] for straight trajectory of micro-cracks and from



A TWO-SCALE DAMAGE LAW FOR CREEPING ROCKS 55

2a
θ

φmax

φmax

dl

dl y1

y2

2an

θn+1

dl

dl

2an+1
θn

dθ

a)
b)

Fig. 2. Kinked crack. (a) The out-of-plane crack growth propagates in the direction that maximize
the energy release rate. (b) The kinked crack (solid line) and its equivalent replacement crack
(dashed line).

the polynoms given by Leblond [5] for the kinked cracks. The crack extension is as-
sumed to propagate in the direction that maximizes the energy release rate, with a kink-
ing angle (Fig. 2a) [6]:

φmax = sgn(KII)[0.70966λ3 − 0.097725sin2(3.9174λ)− 13.1588tanh(0.15199λ)] ;

λ =
|KII |

KI + |KII | (4)

At each time increment, the kinked crack is replaced by an equivalent straight crack
deduced by joining the tips of the real branched crack (Fig. 2b). We obtain in this way
the evolution of damage parameters d and θ in the form of differential equations [4]:

dd

dt
=

2
ε

cos(φmax)
dl

dt
;

dθ

dt
=

2
εd

sin(φmax)
dl

dt
(5)

3 NUMERICAL EXAMPLES

All the simulations presented in the following have been made considering biaxial
loading. Plane-strain condition is considered in the third direction. Figure 3 illustrates
the response of a material submitted to an uniaxial tension loading at constant vertical
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Fig. 3. Axial tension tests at various constant strain rate ėx22. (a) The strength increases when the
strain rate increases. (b) Evolution of the micro-crack in the periodic cell for ėx22 = 1.10−8s−1.
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Fig. 4. Relaxation test under biaxial conditions. ex22 = −0.035 (compression) and ex11 =
0.035 (tension). Evolution with time of (a) the horizontal and vertical stresses and of (b) the ratio
of anisotropy.

strain rate. Under a low strain rate, the effect of time becomes predominant and the
failure appears for a lower strain level than in the case of faster loading (Figure 3a).
As the damage increases, a kinked angle forms and the equivalent crack rotates, tend-
ing to be perpendicular to the principal tensile strain (Figure 3b). Figure 4a shows the
evolution of horizontal and vertical stresses with time. During relaxation tests, under a
biaxial combined tensile/compressive constant strain field, the subcritical micro-crack
growth produces a gradual stress relaxation upon failure. As long as the crack propa-
gates, the direction of the equivalent crack tends toward a vertical direction inducing an
anisotropic response of the material (Figure 4b).

4 CONCLUSIONS

The subcritical growth of micro-cracks is responsible for the time-dependent behav-
ior of many creeping rocks. A subcritical criterion together with a crack rotation model
has been considered at the micro-scale. Upscaled equations have been obtained by an
adapted asymptotic homogenization procedure. A time-dependent macroscopic dam-
age model has been deduced. Numerical simulations in a macroscopic point of loading
at constant strain rate and relaxation tests have shown the ability of the developed model
to reproduce the time-dependent damage response.
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Summary. In this work, we address the homogenization of cohesive-frictional strength
properties of composite materials through the application of the Linear Compari-
son Composite (LCC) theory. The LCC methodology is implemented in a multi-
scale strength model relevant to geomaterials with heterogeneities associated with pore
spaces and rigid-like grains. The proposed micromechanics solutions offer quantitative
assessments of the effects of grain-scale properties and microstructure on the overall
strength of the composite material.

Keywords: cohesive-frictional materials, linear comparison composite.

1 INTRODUCTION

The prediction of strength properties of geomaterials remains an active research
field in view of their highly heterogeneous and compositionally diverse natures. The
conventional approach to characterizing the strength behaviors is the development of
empirical criteria (e.g. Mohr-Coulomb, Drucker-Prager, Hoek-Brown) that reproduce
macroscopic strength-of-materials test results. However, the parameters of these models
must be calibrated for the specific material under investigation. Recent developments
in non-linear micromechanics have focused instead on the prediction of macroscopic
strength criteria for composites based on the behaviors of the material constituents
and microstructure. The micromechanics approach, originally developed for model-
ing purely cohesive materials (see e.g. [1]), has been extended to cohesive-frictional
solids intermixed with porosity and rigid grains [2–4]. This work addresses the homog-
enization of cohesive-frictional strength properties of composite materials through the
application of the Linear Comparison Composite (LCC) theory. The methodology is
implemented in a multiscale strength model relevant to geomaterials [5,6].

2 STRENGTH HOMOGENIZATION AND LCC APPROACH

The strength homogenization problem is framed within yield design theory with the
focus of determining the macroscopic dissipation capacity of a representative elemen-
tary volume (rev) of the composite material from the microscopic behaviors (for details,
see [4]):

Πhom (D) = inf
v′∈V(D)

π (z,d (v′)) ; V (D) = {v′, v′ (z) = D · z (∀z ∈ ∂Ω)} (1)
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where the support function π (d) denotes the maximum local dissipation capacity, and
D = d (v′) is the macroscopic strain rate tensor corresponding to the volume average
of the local strain rates linked to kinematically admissible velocity fields v′. Based on
the yield design definition relating stresses to the dissipation function, the stresses at the
boundary of the domain of strength-compatible states delineate the homogenized yield
criterion F (Σ):

Σ ∈ ∂Ghom ⇐⇒ Σ = ∂Πhom (D) /∂D ; Ghom = {Σ,F (Σ) ≤ 0} (2)

The implementation of yield design precludes the use of linear homogenization tech-
niques for the solution of (1). An approach to resolve the non-linear homogenization
problem is the use of the Linear Comparison Composite (LCC) theory [7], which es-
timates the behavior of the non-linear composite in terms of a suitably chosen linear
thermoelastic comparison composite with similar microstructure. To this end, the LCC
approach arrives at the following stationary estimate of the macroscopic dissipation
function:

Π̃hom (D) = stat
C,τ

[Ψ (D) +
∑

f i Υi] (3)

where Ψ (D) is the strain rate energy function of the linear comparison composite (with
modulus C and prestress τ ) obtained from linear homogenization theory, and Υ ex-
presses the difference between the local dissipation capacity and the strain rate energy,
being constant in each phase of volume fraction f i (Υ is zero in the pore space).

3 MULTISCALE STRENGTH MODEL

For the implementation of the LCC methodology, two classical problems in strength
homogenization are considered: a porous solid and a solid intermixed with rigid-like in-
clusions. These reference configurations are incorporated into a generalized multiscale
model displayed in Fig. 1. The pressure-sensitive behavior of the solid phase (level 0)
is characterized by a Drucker-Prager criterion (cohesion cs and friction α). The appli-
cation of the LCC approach delivers the following dissipation function for the porous
solid (level I):

Π̃I
hom (Dv, Dd) = ΣI

homDv − sgn
(
2α2KI − η

)√
AI

homD2
v + 4BI

homD2
d (4)

where Dv = tr (D), D2
d = 1

2dev(D) : dev(D), and the homogenization factors are:

AI
hom

(cs)2
=

η2KI
(
η − α2KI

)
(η − 2α2KI)2

;
BI

hom

(cs)2
=

ηMI
(
η − α2KI

)
η − 2α2KI

;
ΣI

hom

cs
=

ηαKI

2α2KI − η
(5)

The inclusion morphology factors KI ,MI are dimensionless quantities derived from
classical results of linear micromechanics (refer to [4,5]), which synthesize relevant
microstructural and mechanical information. These factors depend on the solid packing
density η = 1− φ0/(1− f inc) and the ratio of shear-to-bulk moduli of the comparison
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Fig. 1. Multiscale model for geomaterials, which are formed by a solid phase, inclusions, and
porosity.

composite, which is explicitly resolved by the LCC method as gs/ks = α2. The ap-
plication of the yield design definition (2) to (4) provides the strength criterion for the
porous solid:

FI (Σ) = sgn
(
BI

hom

) [(
Σm − ΣI

hom

)2
/AI

hom + Σ2
d/BI

hom − 1
]
≤ 0 (6)

where Σm, Σd are the mean and deviatoric stresses. A similar criterion to (6) is ob-
tained for the strength domain of the porous solid-inclusion composite (level II). The
corresponding homogenization factors are detailed in [5,6] for different microstructures
and interface conditions.

4 RESULTS

The LCC strength criteria are compared with the results obtained by the pioneering
work of Dormieux and coworkers for benchmark microstructures. The effective strain
rate approach treats the strength homogenization akin to a viscous flow problem, and
employs the secant methods of non-linear homogenization. Fig. 2a displays the ellipti-
cal strength domains predicted for a porous solid with granular microstructure (KI ,MI

modeled by the self-consistent homogenization scheme). The effective strain rate and
LCC solutions compare adequately for moderate mean stress states. However, the LCC
method delivers a more general solution for strength upscaling as it removes the re-
striction of the incompressibility of the viscous solid (gs/ks → 0). The comparisons
between the two methods for the case of a solid (η → 1) reinforced by rigid inclusions
are displayed in Fig. 2b, for which the macroscopic criterion (6) reduces to the form
FII (Σ) = Σd + αhom (Σm − cs/α) ≤ 0. Fig. 2b shows the satisfactory comparisons
for homogenized friction coefficients associated with a matrix-inclusion morphology
(KII ,MII modeled by the Mori-Tanaka homogenization scheme) and different inter-
face conditions.

The LCC homogenization model supports two strength domain forms: elliptical and
hyperbolic (see Fig. 2a). The transition between these regimes, which is determined
by the factor BI

hom or expressed equivalently in terms of a critical packing density, de-
pends on the solid friction coefficient and the modeled microstructure. The ability of
the LCC model to capture such transition allows the consideration of the entire range
of Drucker-Prager frictional behaviors. For the macroscopic scale, the model quanti-
fies the effects of the amount of rigid inclusions and of different microstructures and
interface conditions on the strength predictions.
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Fig. 2. a) Strength domains predicted for a porous solid with granular microstructure. The critical
packing density marking the transition between elliptical and hyperbolic domains is ηcr(α=0.4)
= 0.85. b) Homogenized friction coefficients for a solid reinforced with rigid inclusions. The
microstructure follows a matrix-inclusion morphology and perfectly adherent and slip interface
conditions.

5 CONCLUSIONS

The LCC method represents a robust modeling framework for developing microme-
chanics solutions for the multiscale strength responses of cohesive-frictional materials.
The results for benchmark microstructures compare adequately with existing microme-
chanics formulations, although further validation between micromechanics solutions
and numerical methods is necessary to properly delimit the applicability of these meth-
ods for strength upscaling.
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Summary. This paper presents a procedure which utilizes an energy functional of the
apparent solid skeleton (solid skeleton + fluid/solid interface) and higher- order mixed-
field finite element to assess the stability of porous media under partially drained condi-
tions. Assuming that the porous medium is fully saturated and the solid skeleton defor-
mation is infinitesimal, we show that the static equilibrium and the sufficient conditions
for the onset of diffuse bifurcations can both be derived from the same energy functional
in an incremental fashion. A three-dimensional example is included to demonstrate the
predictive capacity of the proposed procedure.

Keywords: bifurcation, diffuse instability, mixed finite element method,
poromechanics.

1 INTRODUCTION

It is well known that static liquefaction occurs in sand when the deviatoric stress
reachs its peak value. While carefully prepared sand specimens under undrained tri-
axial compression tests can deform relatively homogeneous prior to reaching the peak
value of deviatoric stress, the deformation of the specimens seldom remains homoge-
neous throughout [3]. Depending on the compactness of the sand, this inhomogeneous
deformation may be followed by shear banding or a residual state in which spatially pe-
riodic deformed configuration may continuously develop without altering the imposed
loading condition [8]. The goal of this study is to implement a procedure to predict
and replicate these inhomogeneous deformation modes by modeling sand as a fully
saturated porous medium.

2 VARIATIONAL FRAMEWORK

When a porous medium is subjected to loading under the partially drained condi-
tion, the solid skeleton deforms and the pore-fluid diffuses simultaneously. Due to the
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diffusion of pore-fluid, constitutive responses of the porous medium become gradient-
and rate-dependent. While these features may regularize the governing equations for
finite relaxation times, the non-local nature introduced by the pore-fluid diffusion pro-
cess also makes it impossible to detect bifurcations on the material point level at a given
time. Furthermore, since the motion of the solid skeleton and pore-fluid constituents
are not identical under partially drained conditions, systems composed of porous media
(solid skeleton + pore-fluid + fluid/solid interface) are open systems in which both mat-
ter and energy can exchange across the boundaries [5]. For those open systems, energy
functional cannot be properly defined due to the mass exchange of pore-fluid.

To overcome the limitations alluded above, we consider an alternative close system
composed of the apparent solid skeleton (solid skeleton + fluid/solid interface) where
energy stored in pore-fluid due to compression is removed [6]. The upshot of the ap-
parent solid skeleton system is that it allows one to define an energy functional whose
Euler-Lagrange equation yields the static equilibrium equations. This valuable fea-
ture allows one to determine the onset of bifurcation modes by checking whether the
extremum of the energy functional is attainable — if the extremum is attainable, the
system is stable; otherwise, spurious zero-energy deformation modes would occur as
bifurcation modes. Since porous media consolidate in a transient fashion, we discretize
the energy functional in time via backward Euler scheme such that the total energy
stored in the apparent solid skeleton can be expressed in an incremental form [7], i.e.,

Total free energy |n= Total free energy |n+1 +Dissipation|n+1
n (1)

The dissipation in equation (1) stems from both constituents — the evolution of the solid
skeleton internal variable and the diffusion of the pore-fluid. Meanwhile, the free energy
at t = tn+1 stems from the reversible work of the apparent solid skeleton. Once the ex-
pression of the total energy is known, it becomes trivial to obtain the discrete variational
form of the static equilibrium equation from the first Gateaux variation and the second-
order work from the second Gateaux variation of the total energy functional. By using
the solid skeleton displacement u and pore pressure p as the generalized coordinates,
the necessary condition for the stability of the porous system can be expressed as,

Ps(u, p + δp) ≤ Ps(u, p) ≤ Ps(u + δu, p) (2)

where Ps is the total free energy of the apparent solid skeleton. On the other hand,
bifurcation modes are attained if one or both of the inequalities become equalities. In a
Galerkin finite element setting, assuming that the trial and solution spaces are carefully
chosen such that the Ladyshenskaya-Babuška-Brezzi (LBB) condition is satisfied [2, 4],
diffuse bifurcation modes can be signaled by the singularity of the Hessian matrix of
the second-order work of the apparent solid skeleton.

3 RESULTS AND DISCUSSION

To demonstrate how diffuse bifurcations can be captured in a finite element setting,
a globally undrained triaxial compression simulation on sand is conducted. This finite
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element model is composed of 216 three-dimensional Taylor-Hood finite elements [4].
Each finite element contains 27 solid skeleton displacement and 8 pore pressure nodes
such that the LBB condition is satisfied. In the finite element simulation, displacement
is prescribed on the top and bottom boundaries. Normal traction is applied on the side
boundaries. The boundaries are undrained but local drainage is allowed within the
specimen. To replicate the constitutive response of the solid skeleton, a two-invariant
pressure sensitive elasto-plasticity model called NOR-SAND is used [1]. Gravity is
introduced as a small perturbation that breaks perfect homogeneity and the evolution of
stress and strain in time is studied. Figure 1 depicts the evolution of deviatoric stress
and axial strain. Prior to reaching the bifurcation point, deformation of the numerical
specimen is approximately homogeneous despite of the presence of gravity. After the
bifurcation point has been reached, it is clearly shown in Figure 1 that homogeneous
deformation is no longer sustainable in the numerical specimen. Instead, the spatial
pattern develops and follows by the formation of deformation bands. To identify the
unstable spatial domain, we compute the condition number of the Hessian matrix of
each finite element, i.e.,

1
c

=| min(λi)
max(λi)

| ; λi = eigenvalues of the Hessian matrix (3)

Figure 2 depicts the the distributions of the pore pressure and the inverse of the condi-
tion number within the numerical specimen. It is shown that the zone with lowest 1/c
is where deformation band forms. This result suggests that the unstable zone can be
identified quantitatively even under partially drained condition. Such a feature is useful
for multi-scale analysis where micro-mechanics enhancements are incorporated either
concurrently or hierarchically in the unstable zone.

Fig. 1. Deviatoric stress vs. axial strain at all Gauss points in the finite element mesh.
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(a) Flow vectors at the end of simulation
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(b) Deformed configuration at the end of simulation

Fig. 2. Finite element simulation of the undrained triaxial compression test. The color contours
represent the (a) pore pressure distribution and (b) the inverse of the condition number 1/c of the
Hessian matrix.
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Summary. This paper reports (i) the experimental investigation conducted aboard the 
NASA’s KC-135 reduced-gravity flights to study possible particle separation and the 
distribution of discontinuous wetting fluid in porous media under microgravity, and 
(ii) numerical study of the effect of soil particle rearrangement on the water retention 
characteristics in zero gravity. 
 

Keywords: microgravity, network model, particle rearrangement, pore fluid, porous 
media, water retention characteristics. 

1   INTRODUCTION 

The study reported in this paper is part of a long-term fundamental research 
investigation involving design of plant growth systems for crop production under 
microgravity. Spatial distribution of wetting fluid as well as size distribution of 
discontinuous pore fluid ganglia under microgravity may strongly impact plant 
growth conditions, such as water transport and intake by the root in the soil substrate. 
With gravity, excess water drains along a vertical gradient, and water recovery is 
easily accomplished; under microgravity, the distribution of water is less predictable 
and can easily lead to localized over-moistening or anoxia [1].  

2   EXPERIMENTAL INVESTIGATION 

2.1   Methodology 

Parabolic flight of KC-135 aircraft offers researchers reduced gravity in the order of  
10–2 g for up to 25 sec. The short microgravity period facilitates investigations on the role 
of gravity in fundamental physical processes. In this study, glass beads were used as 
porous media. Hexadecane, a petroleum compound immiscible with and lighter than 
water, was used as wetting fluid at residual saturation in glass beads. The higher freezing 
point of hexadecane (18°C) allowed the relatively quick onboard solidification of 
discontinuous pore fluid entrapped in glass beads, so that their size distribution could be 
measured using wet sieving after the flight. The experiments were conducted onboard 
NASA’s KC-135 flight in February 2004. Figure 1 depicts a representative flying profile 
of the KC-135 flight. The plane simulated varying gravity conditions by flying in 
parabolic profile, including a 25-sec 1.8g environment while gaining altitude at a  
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45-degree angle upward, a 25-sec microgravity environment at the top of the parabola, 
and another 25-sec1.8g condition when the plane dives downwards. A nitrogen freezer  
(–150°C) was used to freeze the hexadecane pore fluids under 1g, 1.8g, and 10–2 g. 
Within the wall matrix of the freezer, liquid nitrogen was adsorbed and could spill out 
under microgravity. Three samples were put into the freezer prior to the 25s of 
microgravity ⎯ one before flight’s takeoff, one during the cruising of the flight (1g), and 
one when 1.8g was reached in the cabin. During the first 10 sec of the 25-sec 
microgravity, the glasses beads that encapsulated hexadecane pore fluid were free to 
rearrange, and then the capsule that contained the specimen was carefully put in the 
freezer that was able to freeze the hexadecane liquid in 15 sec and therefore preserve the 
changes that occurred in microgravity. Four KC-135 flights were conducted with one 
flight per day. The same procedure was repeated during the other 3 days of flights to test 
the reproducibility. After the flights, the measurements of the blob size distribution 
(BSD), which simulated the pore size distribution corresponding to residual saturation, 
were conducted in a constant-temperature room at 6°C. Then statistical analyses using the 
Kolmogorov-Smirnov test were conducted to verify whether the BSDs under the gravity 
conditions were significantly different from each other.  
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Fig. 1. The trajectory of the KC135 aircraft                Fig. 2. Cumulative blob size  distributions 

2.2   Experimental Results and Analyses 

The measured hexadecane BSDs of the 16 samples are presented in terms of 
cumulative distributions. Figure 2 shows representative four BSDs from the Day-4 
experiments, in which the BSDs are the pore fluid distributions under 1g on ground 
(labeled as G-1g), 1g in the air (A-1g), 1.8g in the air (A-2g) and microgravity in the air 
(A-0g). The Kolmogorov-Smirnov analysis concluded that the pore fluid distributions 
did not change when the gravity condition changed from 1g on ground to 1g in the air, 
from 1g to 1.8g, and from 1.8g to 10–2g. Discontinuous pore fluid ganglia showed no 
noticeable breakup or coalescence during microgravity. 

3   THEORETICAL INVESTIGATION 

3.1   Model Formulation 

In order to provide an understanding of the effect of particle rearrangement on 
water retention characteristics under microgravity, a three-dimensional pore network 
model is developed, based on a two-dimensional network model proposed by 
Payatakes et al. [2], Ng et al. [3], and Payatakes et al. [4]. In a porous medium, an 



 DISCONTINUOUS PORE FLUID DISTRIBUTION UNDER MICROGRAVITY 67 

irregular pore can be idealized as a pore body with pore throats (Figure 3a). The pore 
body diameter, the pore length, and the volume of the unit cell can be calculated using 
the pore throat diameter. The formulae were presented by Payatakes et al. [4]. The 
pore network is made of three-dimensional elemental pores, i.e., conceptual elemental 
void space (CEVS). Each CEVS consists of six half-unit-cells in the three 
dimensions. The six half-unit-cells in a CEVS can have different sizes, and together 
they make up of one 3D conceptual pore. Figure 3b shows a 3D pore network with 
dimension of 2×2×2 CEVSs. This study uses Ottawa sand whose particles are 
spheroid and have rough surface. The pore size distributions are represented using the 
pore throat distributions, which are derived from grain size distribution based on two 
extreme particle arrangements⎯the most compact rhombohedral and the most porous 
cubic packing. The model is then used to reveal the variation of water retention 
characteristics and the spatial distribution of pore fluid due to particle rearrangements. 

   
Fig. 3a. Unit cell simulating a pore              Fig. 3b. 3D pore network model (2×2×2 CEVS) 

3.2   Model Results 
Particle rearrangement under zero gravity could happen during the drying or 

rewetting process, resulting in a “dynamic” pore size distribution and temporal change 
of water retention characteristics. This model studies the changes in water retention 
characteristics of Ottawa sand during the drying process due to particle rearrangement. 
The Ottawa sand is initially saturated under the cubic packing. At suction head of 
10cm and volumetric water content of 0.46, the particle arrangement changes to 
rhombohedral packing. After that, the drying process continues under the new 
rhombohedral packing. Figure 4 shows that after the particle rearrangement the drying 
curve follows the drying curve of the original rhombohedral-packing. If the particle 
rearrangement (from cubic to rhombohedral packing) occurs at suction head of 14cm 
when the volumetric water content was close to the residual water content, the drying 
curve changes little and it continues to follow the water retention curve under the cubic 
packing. The simulations indicate that water retention characteristics are less affected 
by the particle rearrangement at low water content than at high water content. Figure 5 
shows the predicted pore water spatial distributions in 3D pores (10×10×5 CEVS) 
during a drying process under 0g.  Figure 5a shows the spatial distribution of pore 
water (represented in black) in the pore network in the cubic packing, in which 36 
CEVSs are occupied by water; Figure 5b shows the pore water distribution after the 
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particles re-arrange from cubic to rhombohedral packing at a suction of 14 cm during 
the drying process and 52 CEVSs are occupied by water. Figure 5 suggests that the 
pore fluid is not uniformly distributed. The model results are in agreement with the 
study by Podolsky and Mashinsky [5] who observed local over-moistening in a 
substrate sample aboard the “Salyut-7” and “Mir” space stations.  

 
 
 
 

4   CONCLUSIONS 

The experimental research indicates microgravity has little effect on the size 
distribution of pore fluid blobs corresponding to residual saturation of wetting fluids in 
porous media. The blobs showed no noticeable breakup or coalescence during 
microgravity. The model simulations indicate increased hysteresis when particle 
arrangement changes from loose condition to compact condition. Particle rearrangement 
(from cubic to rhombohedral packing) significantly alters the water retention 
characteristics when the porous medium is nearly saturated. When the porous medium is 
close to residual saturation, water retention characteristics are almost unaffected by the 
particle rearrangement. Pore fluid spatial distribution in the porous media (Ottawa 
sands) is found to be non-uniform under zero gravity. 
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Fig. 4. Predicted changes in water retention of 
Ottawa sand due to particle rearrangement 
during drying process, under 0g. 

(a) 

(b) 

Fig. 5. Predicted spatial distributions of 
pore fluid due to particle rearrangement 
during drying process, under 0g. 
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Summary. In this paper the growth of plant roots under increasing mechanical 
impedance is investigated. A mechanical model based on the expansion of cavity is 
used for the penetration of plant roots into compacted soils. The soil is modelled by 
an enhanced plastic constitutive equation with strain gradient. Our model can be used 
to explain some scale effect in the interaction between plant root and soil. 
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1   INTRODUCTION 

An important factor controlling the growth and yield of plants is the ability of the 
roots to penetrate through soil to acquire water and nutrients, which in turn has 
substantial influence on the development of shoots and yields. The relation between 
root growth and soil impedance has been a subject of intensive research ([2], [4]). The 
growth of plant roots is characterized by axial penetration accompanied by radial 
expansion in the elongation zone. Root penetration was studied as cavity expansion 
by Farrel and Greacen [5]. Previous investigations on the penetration resistance of 
roots, e.g. Misra et al. [10, 11], were mainly based on the theory of cavity expansion 
by Vesic [15]. The soil surrounding the root was modelled by an elastic, perfectly 
plastic material. Recently, root penetration was investigated by Kirby and Bengough 
[7] using Critical State Model and FEM.  

In soil science, the penetration tests are used to characterize the compaction of 
agriculture soils. The penetrometers have typically a diameter between 10 cm and 20 
cm, which are much larger than the usual root diameter, between 0.2 mm and 2 mm. 
Some laboratory tests with small penetrometers show clear dependence of the 
penetration pressure depends on the penetrometer diameter ([16]). This scale 
dependence is elusive to the classical theory of cavity expansion, since the 
constitutive equation does not involve any length scale.   

 
2   EXPERIMENTAL EVIDENCE 
 

The experimental results by Whiteley and Dexter [16] and by Bolton et al. [3] are 
evaluated and shown in Figure 1. The tests by Bolten and his co-workers were carried 
out in a geotechnical centrifuge. The soil used by Whiteley and Dexter is a silty soil 
with a mean grain diameter of about 0.1 mm. The specimen was prepared by 
remolding the soil at the water content close to its plastic limit of about 17.3%. The 
soil used by Bolton and his co-workers is clean sand with a mean grain diameter of 
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about 0.9 mm. The penetration resistance in Figure 1a is obtained by normalizing the 
penetration force with the cross-section area of the penetrometers. The normalized 
resistance in Figure 1b is defined by ratio between the penetration pressure and the 
overburden stress.  

 

 
(a) (b) 

Fig. 1. Penetration tests (a) by Whiteley and Dexter [16] and (b) by Bolton et al. [3] 

In both tests the penetration resistance decreases with increasing penetrometer 
diameter. For large diameter the penetration resistance is expected to approach a limit 
value, which can be obtained from the classical theory of cavity expansion. Obviously 
this scale dependence cannot be predicted by the classical theory, since the 
constitutive equation does not contain any term with length scale.  

 
3   STRAIN GRADIENT MODEL 

In order to account for the scale effect, enhanced constitutive equations are needed 
by including higher order terms. The higher order terms give rise to the length scale, 
which can be correlated to some material properties like the mean grain diameter of 
soil. There are mainly three approaches to introduce higher order terms into the 
constitutive equation, i.e. the Cosserat theory ([11]), nonlocal theory ([1]) and strain 
gradient theory ([14]). We will make use of the strain gradient theory by Vardoulakis 
and Aifantis ([14]). The theoretical framework is briefly recapitulated below. 
Consider the Drucker-Prager yield function   

0),( 21 =−+= kJIkf ασ  (1)

where iiI σ=1  is the first invariant of stress tensor and 2/2 ijij ssJ =  is the second 

invariant of the stress deviator. The hardening parameter k is assumed to depend on 
the higher order of strain gradient  

ee ckk εε 2)( ∇+=  (2)

where 3/2 ijije εεε =  is the effective plastic strain and c is a material parameter. The 

gradient term in (2) requires an additional boundary condition 0)( =∇ iie nε   with in  
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being the outward normal to the boundary ([12]). The above formulation represents 
the simplest version of gradient theory by introducing the higher order term into the 
yield function while leaving the other features of plasticity theory unchanged.   

 
4   EXPANSION OF CYLINDRICAL CAVITY 

Consider a cylinder with thick wall subjected to a uniform internal pressure p. The 
cylinder is assumed to be infinitely long so that the plane strain condition along its 
axis is valid. Since both the geometry and the load are axisymmetric, all field 
variables depend only on the radial displacement u. The axial and the circumferential 
displacements are zero. Moreover, there are only two non-vanishing strain 

components, i.e. the radial strain rε and the circumferential strain θε . The problem 

formulation includes the equilibrium equation, the constitutive equation and the 
boundary conditions. The problem can be further simplified by assuming that the 
material is not compressible. This is a reasonable assumption for most agriculture 
soils. In this case the radial displacement can be written out rCu /=  with C being 
an integration constant. The resulting differential equation can be solved with the 
relaxation method. The numerical results show that the limit pressure depends on the 
cavity diameter a. For large cavity diameter, the solution approaches the classical 
solution asymptotically. By relating the material parameter c in (2) with the mean 
grain diameter of soil, the scale effect in the experiments can be well reproduced.   

 
5   IMPLICATION FOR ROOT GROWTH 

The above theoretical model has some interesting implications for the growth of 
root in soil with high impedance. The seminal roots of most plants thicken when 
growing into soil with higher mechanical impedance. According to the classical 
theory of cavity expansion, an increase in root diameter does not bring any benefit 
since the penetration force is proportional to the cross section of the root. It would be 
more economic for the root to increase the penetration force rather than the diameter. 
There are two conjectures as to why roots thicken under increasing impedance. Farrel 
and Greacen [5] suggested that the larger radial expansion of thicker root may cause 
cracking near the root tip, which in turn makes root penetration easier. Logsdon et al. 
[8] showed that thicker roots possess higher strength against buckling. However, none 
of these conjectures is verified by experiments. 

Our study provides a further explanation to root thickening. Larger root diameter 
gives rise to lower penetration pressure. The driving force is known to be provided by 
the turgor pressure in the root cells. When faced with increasing mechanical 
impedance, plant roots may choose either to increase the turgor pressure while 
keeping the root diameter unchanged or to increase the root diameter while keeping 
the turgor pressure unchanged. Plant root may of course increase both the diameter 
and the turgor pressure simultaneously. Note that the turgor pressure (about 1 MPa) is 
not unlimited and is mainly dictated by the behaviour of the cell walls. Therefore, it 
makes sense to increase the root diameter instead of the turgor pressure. Some 
experiments in plant science indicate that the turgor pressure does not show 
remarkable change when roots are mechanically impeded. For constant turgor 
pressure, the penetration force will be proportional to the cross section area of the 
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roots. However, root growth is enhanced by the reduced penetration resistance from 
the soil. Finally, it should be noticed that the interaction between root and soil is not 
purely mechanical. In general, compaction changes not only the mechanical strength 
of soil but also its water potential, which requires hydro-mechanically coupled 
analyses.   
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Summary. The paper describes the procedures developed to measure the effective 
permeability of a large cuboidal region of Indiana Limestone measuring 508 mm. A 
patch permeability test was performed to measure the permeability characteristics of a 
local region of the cuboid. The surface measurements are then used to estimate, via a 
kriging technique, the distribution of interior permeability within the block. The 
results of these investigations provide estimates for the representative permeabilities 
of 64 sub-cube regions of the cuboidal block. These are used in conjunction with 
computational modeling to assess the predictive qualities of various procedures for 
estimating the effective permeability of the cuboidal region. This paper proposes the 
applicability of the geometric mean as an estimate for the “effective permeability” of 
the hydraulically nearly isotropic Indiana Limestone. 

 

Keywords: effective permeability, Indiana limestone, patch permeability tests, 
permeability. 

1 INTRODUCTION 

Permeability is a key parameter that occupies a central position in geomechanics 
and in the environmental geosciences. Solutions to problems dealing with 
groundwater hydrology, contaminant transport in the geosphere, deep geologic 
disposal of contaminants and other hazardous materials and mechanics of fluid-
saturated deformable porous media are greatly influenced by the accuracy with which 
the permeability of a geomaterial can be estimated. In its classical continuum 
definition, permeability is a measure that is applicable to a mathematical point that 
occupies no space. In reality, however, permeability of a naturally occurring 
geomaterial is highly influenced by scale and while there are no universally accepted 
guidelines that can be used to identify the relevant scales; permeability can be 
influenced by regional scales of the order of 0.5 km to 5.0 km, to borehole scales 
ranging from 30 m to 300 m to laboratory scales ranging from 5 cm to 15 cm [1]. In 
naturally occurring geomaterials, the scale also introduces other anomalies including 
fractures, fissures, damage zones, voids and vugs that can continue to evolve 
depending on coupled geomechanical, geochemical and geomorphological processes.  

Conventional laboratory procedures involving steady-state and/or transient tests 
conducted on recovered cores are perhaps the most widely used techniques for estimating 
permeability of geomaterials [2]. The use of large-diameter cores (450 mm) for 
permeability testing using either axial flow or radial flow tests can alleviate some of the 
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drawbacks associated with scale in the permeability testing at the laboratory scale. These 
are however non-routine research class experiments [1]. When opportunities exist for 
testing larger cuboidal samples, techniques need be developed to determine the effective 
permeability characteristics of such samples. This research deals with the development of 
experimental procedures, mathematical analysis and computational modeling as a basis for 
developing an approach to estimate the effective permeability of a large sample of Indiana 
Limestone. When large samples can be acquired, the permeability testing has to be 
approached in such a way that the maximum information regarding the permeability can 
be obtained in a non-destructive manner. This challenge was presented in the testing of a 
large cuboid of Indiana Limestone measuring approximately 508 mm. The testing 
procedure involved the development of a surface permeability device, its mathematical 
and computational modeling, the evaluation of the distribution of surface permeability, the 
estimation of interior permeability of the cuboidal region and the use of the experimental 
data set to estimate the multiscale effective permeability of the cuboidal region. 

2 EXPERIMENTAL TECHNIQUES 

The experimental technique involved the application of a steady flow rate to a 
central cavity of an annular sealing region that was maintained in contact with the 
plane face of the cuboidal sample of Indiana Limestone. The annular sealing region 
permits the development of an effective seal between a permeameter and the plane 
surface of the Indiana Limestone with the minimum of external load and enables the 
modeling of the permeameter using both mathematical and computational approaches. 
The general arrangement of the experimental facility, which includes the reservoir 
containing the cuboidal block of Indiana Limestone, the permeameter, the reaction 
frame and the hydraulic system used to apply the sealing loads, a precision flow pump 
that supplies fluid to the permeameter to develop steady-state flow in rock and 
ancillary devices for measuring the fluid pressures and sealing loads, is shown in 
Figure 1. Further details of the test facilities and test procedures are described in [3].  

 

Fig. 1. The test facilities 

3 ANALYTICAL AND COMPUTATIONAL MODELING 

The mathematical modeling assumes the validity of Darcy flow and 
incompressible low Reynolds number flow in the connected pore space of the Indiana 
Limestone block. Furthermore, we assume that within the zone of influence of the 
permeameter, which is roughly equal to a hemi-spherical region corresponding to the 
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outer diameter of the annular sealing zone, the effective permeability can be 
represented by an equivalent homogeneous value. The reduced Bernoulli potential 

( )Φ x is thus governed by Laplace’s equation 

2 ( ) 0∇ Φ =x  (1)

where 2∇  is Laplace’s operator. The steady flow problem for the permeameter can be 
examined by solving (1). When the permeameter is located remote from the edges of the 
cuboidal region, the resulting three-part mixed boundary value problem can be reduced to 
the solution of a set of triple integral equations, which can be solved in an approximate 
manner [4]. In general, and when the permeameter is located in close proximity to the 
boundary of the cuboidal region, computational methods need to be used to relate the 
steady flow rate through the central cavity to the corresponding potential. The work 
reported in [4] indicates that the solution to the problem of an annular region located at 
the surface of a halfspace region can be used to estimate the local permeability of the 
tested location and that the steady flow rate Q  is related to the differential potential 0Φ  
applied to the central cavity of the annular region by the approximate relationship 
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 (2)

where a  is the inner radius of the annular seal, wγ is the unit weight of water, μ  is the 

dynamic viscosity, K is the intrinsic permeability, /c a b=  and b  is the external radius 
of the annular sealing region. As b → ∞ , the result converges to the exact solution [5]. 
Computational modeling was conducted using a multiphysics finite element code and the 
accuracy of the computational treatments was established using the analytical result (2) 
for purposes of estimating the local permeability of the test location. 

4 EXPERIMENTAL RESULTS AND EFFECTIVE PERMEABILITY 

The permeabilities at 54 surface locations of the cuboidal region were first 
determined using the annular permeameter and the associated theoretical and 
computational developments. This data set was used in conjunction with a kriging 
procedure to develop estimates for the interior permeability distribution within the 
block of Indiana Limestone. Figure 2 illustrates the distribution of permeability within 
the cuboidal region. The permeabilities were then estimated for 64 sub-cube regions 
measuring 127 mm in dimension. The permeability in these sub-cube regions varied 
from a maximum of 250 x10-15 m2 to a minimum of 11x10-15 m2. Also, it is observed 
that the spatial distribution of hydraulic properties conforms to a lognormal form. The 
permeability distribution associated with these sub-cube regions were used in 
conjunction with theoretical estimates for the ‘effective permeability’ proposed in the 
literature. These included the Wiener bounds, the estimate developed using the results 
of Landau and Lifschitz and specific estimates for the effective permeability developed 
by Matheron, King and Dagan. These theoretical estimates for the effective 
permeability of the cuboidal region give a maximum effective permeability of 80 x10-

15 m2 and a minimum effective permeability of 71 x10-15 m2 and the details of the 
analysis are given in [4]. To assess the accuracy of these theoretical estimates, 
computational estimates of one-dimensional permeability were determined by  
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Fig. 2. The spatial distribution of the permeability in the cuboidal sample determined using the 
surface values of experimental data and kriging procedures. 

 
subjecting the assemblage of sub-cube regions to one-dimensional flow, successively 
in three orthogonal directions. The values for the permeabilities were 

15 2
1 (78.44) 10 mK −= × , 15 2

2 (78.98) 10 mK −= ×  to 15 2
3 (64.76) 10 mK −= × , indicating 

the presence of an extremely weak form of transverse isotropy, that permits the 
approximation of the effective permeability of the cuboidal region of Indiana 
Limestone by the geometric mean, 15 23

1 2 3 74 10 mS
effK K K K −= × . 

5 CONCLUSIONS 

The paper describes a basic methodology that can be adopted to estimate the 
effective permeability characteristics of large samples of porous geomaterials. The 
procedure involved the development of suitable experimental methods for conducting 
localized flow tests, their analysis and the extrapolation of the surface measurements to 
estimate the interior distributions of permeability. The approach is demonstrated 
through experiments conducted on a large cuboidal block of Indiana Limestone. The 
research methodology can be extended to cover other irregular regions of geomaterials 
that are amenable to application of either steady flow or transient hydraulic pulse tests.  
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Summary. Microbial Induced Calcite Precipitation (MICP) is an innovative 
technique for soil grouting in which injected bacteria supplemented with chemicals 
lead to calcite precipitation in soils. A comprehensive research work is carried out to 
better understand and describe the phenomenon of miscible and reactive biogrout 
injection in saturated, deformable soil. A mathematical model accounting for the bio-
hydro-mechanical couplings existing between fluid flow, bacterial concentration 
evolution, exchanges between phases, transport and miscibility is developed.Finite 
element modelling of column injection tests is carried out to validate the formulation 
and to demonstrate the potentiality of the developed model. 

Keywords: bio-hydro-mechanical modelling, finite element, grouting, transport of 
bacteria. 

1 INTRODUCTION 

The growing need for infrastructure creates challenges in identifying new 
locations and creating more innovative construction techniques. Usually, chemical 
and cement based grouting products,leading to permanent soil pollution or emission 
of carbon dioxide,are used for soil improvement. More environmentally friendly 
grouting products such as biogrouting are therefore in demand. There is, however, a 
need to develop a comprehensive bio-hydro-mechanical model able to realistically 
predict the behaviour of biogrouted soils.  

2 MODEL DEVELOPMENT 

Based on bacterial and grouting fluid transport models [1-6], the following 
processes are considered in the developed model:(i) bacterial transport (advection, 
diffusion and dispersion and, additionally, random motility and chemotaxis), (ii) 
bacterial growth/decay,(iii) attachment/detachment,(iv) miscibility and (v) hydro-
mechanical coupling. 

The development is carried out in the framework of continuous porous media 
based on the notion of a Representative Elementary Volume (REV) that allows 
establishing balance equations at the macroscale. Figure 1 represents a REV before 
and after biogrout injection. Assuming that the porous medium is saturated, an 
injected REV is composed of two phases, the solid phase s consisting of the solid 
grains and the attached bacteria and the fluid phase f corresponding to the pore water 
and the suspended bacteria. 
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Fig. 1. (a) REV without bacteria, (b) REV with bacteria and (c) phases, components and 
species 

3 BIO-HYDRO-MECHANICAL MODEL 

3.1   Balance Equations 

In the development of a bio-hydro-mechanical formulation, the following 
equations are needed: i. solid and fluid phase mass balance to derive a flow equation, 
ii. bacteria mass balance to derive a transport equation and iii. total momentum 
balance. 

Mass balance equations and momentum balance equation are given for solid 
andfluid phases, bacteria and mixturerespectively: ߲߲ݐ ൫ሺ1 െ ݊ሻߩ௦൯ ൌ െસ · ൫ሺ1 െ ݊ሻߩ௦ࢂ௦൯  ݇௧௧ሺ݊ܥሻ െ ݇ௗ௧ሺߩܵሻ  ݇ሺߩܵሻ                               െ݇ௗሺߩܵሻ (1)߲߲ݐ ሺ݊ߩሻ ൌ െસ · ሺ݊ߩࢂሻ െ ݇௧௧ሺ݊ܥሻ  ݇ௗ௧ሺߩܵሻ  ݇ሺ݊ܥሻ െ ݇ௗሺ݊ܥሻ ߲߲ݐ ሺ݊ܥ  ܵሻߩ ൌ െસ · ൫ሺ݊ܥ  ௦൯ࢂܵሻߩ െ સ · ቀ݊ሺࢂܥ െ ሻቁܥસࡰ ൫݇ െ ݇ௗ൯ሺ݊ܥ  ܵሻ (2)સߩ · ࣌  ࡲߩ ൌ 0 (3)

where ݊ the porosity, ߩ௦,  the solid and fluid phase density, ܵ the attached bacteriaߩ
density, ܥ the suspended bacteria concentration, ݇௧௧,  ݇ௗ௧ the attachment and 
detachment rates of bacteria, ݇,  ݇ௗ the growth and decay rates of bacteria, ࢂ௦,   theࢂ 
macroscopic velocity of the solid and fluid phases, ࡰ the hydrodynamic dispersion 
tensor, ࣌ the volume averaged total stress and ࡲ the total body force per unit volume 
of porous medium at a macroscopic point. 

3.2   Constitutive Equations 
The balance equations introduced so far are independent of material properties. 

Constitutive conditions are needed to complete the description of the material 
behaviour.  

The mechanical constitutive law is developed as followsand the relative fluid-solid 
velocity is governed by Darcy’s law: ࣌ᇱ ൌ :ࢋࡰ ࢿ ൌ :ࢋࡰ ሺࢿ  ࢿ ሻ ݄ݐ݅ݓ ࢿ݀ ൌ െߙ݀ܵ(4) ࡵ݊ሺࢂ െ ௦ሻࢂ ൌ െܭሺસ  ሻࢍߩ (5)
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where ࢋࡰ the elastic tensor, ࢋࢿ the solid elastic strain with a mechanical part ࢿ  and 
a biological part ࢿ   the biological expansion coefficient of the solid grains dueߙ ,
to the attachment of bacteria and ܭ the permeability. 

3.3 Field Equations 

The field equations are obtained by combining the mass balance equations, 
introducing the related constitutive equations and considering a linear equilibrium 
isotherm between ܵ and ܥ, i.e. ܵ ൌ ௗܭ with ܥௗܭ ൌ ߩ/݊ כ ݇௧௧/݇ௗ௧. 

Upon combining mass balance equations for solid and fluid phases, considering 
the fluid compressibility ߲௧ߩ ൌ   and introducing Darcy’s law, the flow߲௧ߚߩ
equation is obtained: સ · ௦ࢂ െ સ · ቀܭሺસ  ሻቁࢍߩ  ߚ݊ ݐ߲߲ െ ൫݇ െ ݇ௗ൯ ൬ ߩ1 ݊  ௦ߩ1 ௗ൰ܭߩ ܥ ൌ 0 (6)

Mass balance of bacteria combined with Darcy’s law yield the transport equation: ߲߲ݐ ൭ቆ1  ݊ߩ ௗቇܭ ൱ܥ  સ · ൭ቆ1  ݊ߩ ௗቇܭ ௦൱ࢂܥ െ સ · ቆܥ ܭ݊ ሺસ   ሻቇࢍߩ

                               െસ · ሺࡰસܥሻ െ ൫݇ െ ݇ௗ൯ ቆ1  ݊ߩ ௗቇܭ ܥ ൌ 0 (7)

Considering Terzaghi’s effective stress, the following equation accounting for the 
hydro-mechanical coupling is derived from momentum balance of the mixture: સሺࢋࡰ: ሺࢿ ࢿ ሻ െ ሻࡵ  ࢍߩ ൌ 0 (8)

The final system is composed of three equations (6), (7) and (8) that determine the three 
principal unknowns. It is implemented in the finite element code LAGAMINE [7,8].  

4 NUMERICAL RESULTS 

To test the validity of the developed biogrout transport formulation, numerical 
simulations of column injection tests are carried out in a vertical straight pipe (Figure 
2). Results are given for a drained column with free concentration at its top under rapid 
injection (increase of concentration from 0 to 1 kg/m3 during 10 s followed by constant 
injection during 2000 s). The column is considered packed with Jossigny silt [9,10]. 

 

Fig. 2. Column used for injection tests 

Figure 3a presents the evolution of the front of concentration along the column. It 
can be noticed that the porosity profile (Figure 3b) is symmetrical to the concentration 
profile, translating its bio-affected nature. Biologically induced stresses are presented in 
Figure 3c. As the lateral dilatation is prevented and a bio-elastic law is considered, an 
increase in biogrout concentration leads to an increase of lateral compressive stresses.  
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Fig. 3. (a) Biogrout concentration, (b) porosity and (c) biologically induced stresses profiles 

5 CONCLUSIONS 

Field equations have been developed for the case of propagation of miscible and 
reactive biogrout injection in a saturated and deformable porous medium. The 
numerical implementation of the formulation has been carried out in the finite 
element code LAGAMINE. Finite element modelling of column injection tests 
validate the formulation and demonstrate the potentiality of the developed model. The 
simulation results emphasize the significant role of bio-mechanical processes in the 
global MICP response of the materials. 
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Summary. This paper examines the applicability of suction stress-based effective stress
in describing the “collapsing” behavior of soil in oedometer testing under inundation
conditions. The experimental data, originally used to invalidate Bishop’s effective stress
in the earlier sixties, are used to illustrate that the suction stress-based effective stress
can well reconcile the phenomenon of soil sample “collapsing” during inundation pro-
cess. It is shown that during inundation, suction stress increases drastically, leading to
drastic reduction in effective stress and the failure of soil sample in oedometer without
any changes in total stress.

Keywords: consolidation, effective stress, suction stress, unsaturated soil.

1 INTRODUCTION

In recent years, the suction stress characteristic curve (SSCC) has been introduced
to represent the state of stress in unsaturated soil [1, 2]. In a broad sense, it is an
expansion and extension of both Terzaghi’s effective stress for saturated soil (e.g., [3])
and Bishop’s effective stress for unsaturated soil [4]. Like previous effective stress
approaches, the suction stress approach seeks a single stress variable that is responsible
for the mechanical behavior of earth materials. However, suction stress differs from
Terzaghi’s “skeleton” stress in that forces contributing to suction stress are selfbalanced
at the inter-particle level and thus do not originate from total stress that passes on from
one particle to another. Suction stress originates from the available interaction energy
at the soil solid surface that can be conceptualized to exist in the forms of van der
Waals and double-layer forces, surface tension, and solid-liquid interface forces due
to pore water pressure. A macroscopic continuum representation of suction stress is
the isotropic tensile stress that can be simply determined from uniaxial tensile strength
tests of unsaturated earth materials and other granular materials. The suction stress
conception differs from Bishop’s effective stress (i.e., σ′ = (σ − ua) + χ(ua − uw))
mainly in that there is no need to define the coefficient of effective stress χ and it can
capture changes in effective stress when soil is dry.

2 SUCTION STRESS-BASED EFFECTIVE STRESS

The effective stress principle, under the framework of the SSCC, can be expressed
as [2]:

R.I. Borja (Ed.): Multiscale and Multiphysics Processes in Geomechanics, SSGG, pp. 81–84.
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σ′ = (σ − ua) − σs (1)

where ua is the pore air pressure, σ is the total stress, σ′ is the effective stress, and σs

is defined as the SSCC of the soil with a general functional form of [1]

σs =

{ −(ua − uw) ua − uw ≤ 0

−(ua − uw)
/{

1 + [α(ua − uw)]n
}(n−1)/n

ua − uw ≥ 0
(2)

where uw is the pore water pressure and n and α are empirical fitting parameters of
unsaturated soil properties with α being the inverse of air-entry pressure for water satu-
rated soil and n being the pore-size distribution parameter. Lu and Likos [1, 2] showed
that the suction stress characteristic curve, σs, could be obtained either by shear strength
tests or by soil-water characteristic curve (SWCC). The SWCC models are traditionally
used to quantify the relationship between the normalized volumetric water content or
degree of saturation and matric suction. If van Genuchten’s SWCC model [5] is used,
the normalized degree of saturation can be expressed as

Se =
S − Sr

1 − Sr
=
{ 1

1 + [α(ua − uw)]n
}(n−1)/n

(3)

A closed-form expression for suction stress for the full range of saturation can be arrived
at [1, 6]:

σs = −Se

α

(
Sn/(1−n)

e − 1
)1/n

(4)

With eq. (2), the closed-form equation for effective stress in the entire pore water
pressure range is:

σ′ =

{
σ − ua + (ua − uw) ua − uw ≤ 0

σ − ua + (ua − uw)
/{

1 + [α(ua − uw)]n
}(n−1)/n

ua − uw ≥ 0
(5)

Eq. (5a) is Terzaghi’s equation for saturated state, and eq. (5b) is for unsaturated state.
It can be shown that eq. (5b) continuously and smoothly approaches eq. (5a) as matric
suction approaches zero [6]. Suction stress, therefore, can be considered the effective
stress in unsaturated soil under the condition of no external stress. For sandy soil,
suction stress is zero at zero matric suction (saturated condition), and at some large
value of matric suction, it reaches a minimum value at a given matric suction. The
absolute minimum of suction stress for the typical sandy soil is in the order of several
kPa. The down-and-up characteristic of suction stress can also be better illustrated by
plotting eq. (5b). This behavior of minimum suction stress is well known for sand-sized
granular media. It is important to note that this behavior cannot be effectively described
using Bishop’s effective stress.

3 JENNINGS AND BURLAND’S “COLLAPSING” EXPERIMENT
REVISITED

Eq. (5) can reconcile some seemingly contradictory historic evidence against ef-
fective stress in unsaturated soils. For example, loess soils throughout the central and
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western part of the US can collapse under confining pressures of less than 70 kPa un-
der near-saturated conditions [7]. In tests on a silt and a clay-sand mixture, Jennings
and Burland [8] reported that upon inundation, specimens collapsed without any further
change in the external loading. This experimental evidence has been used to question
the utility of effective stress for unsaturated soil. Using Bishop’s effective stress frame-
work, Khalili et al. [9] offered a new explanation of the collapsing behavior with a
proper elastoplastic conception. Because loess or clay-sand mixtures are likely to have
highly non-linear SSCCs, inundation behind a sharp wetting front drastically and con-
currently decreases matric suction and depletes suction stress leading to reduction in
effective stress and shear failure absent a change in the total stresses. Jennings and Bur-
land argued that if the effective stress decreases upon soaking, the specimen should ex-
pand or dilate, rather than collapse as observed and thus effective stress cannot explain
the phenomenon of collapsing upon soaking in these soils. The suction stress-based
effective stress, as illustrated here, can reconcile the “collapsing” behavior observed
in oedometer tests. Jennings and Burland tested three different soils: silt, silty sand,
and silty clay. Since they only provide a SWCC for the silt, we will re-interpret their
results from oedometer tests on the air-dried silt. Fig. 1a is a plot of void ratio versus
applied pressure for the silt under complete soaking (solid line), and under air-dry load-
ing followed by soaking at different consolidation pressures (lines and symbols). Upon
soaking, all curves converge to the completely soaked line as the soils collapse to a void
ratio of about that of the completely soaked tests. Fig. 1b shows the measured SWCC
for the silt, from which we estimated the parameters α and n. These parameters were
then used to determine the suction stress characteristic curve by eq. (4), also shown in
Fig. 1b. For all specimens A–D, the initial compression is at the air-dry state, which
leads to suction stress of about −350 kPa. Upon soaking, suction stress follows the ar-
rows along the SSCC and increases drastically to near zero at 100% saturation leading
to a reduction in effective stress of about 350 kPa as predicted by eq. (5).

0.65

0.70

0.75

0.80

10 100 1000 10000
Applied pressure p (kPa)

V
oi

d 
R

at
io

soaked in oedometer
D at p = 211 kPa
C at p = 422 kPa
B at p = 844 kPa
A at p = 1688 kPa 0.1

1

10

100

1000

10000

0 20 40 60 80 100
Effective degree of saturation (%)

M
at

rr
ic

 s
uc

tio
n 

(k
P

a)

0.1

1

10

100

1000

10000

S
uc

tio
n 

st
re

ss
 (

-k
P

a)

SWCC for silt (Jennings and Burland, 1962)

SSCC

Effective stress reduction 
up to 350 kPa 

D = 0.05 kPa-1

n = 1.43

-1000

-500

0

500

1000

0 500 1000 1500 2000

Effective stress = p - Vs (kPa)

S
he

ar
 s

tr
es

s 
(k

P
a)

soaking state

M-C envelope: c' = 10 kPa, I' = 38o

B
C

D

air-dry state A

suction stress ~-350 kPa

Fig. 1. Re-interpretation of the collapsing tests by Jennings and Burland [8]: (a) silt compression
soaking tests, (a) measured soil water characteristic curve for the silt and predicted suction stress
characteristic curve by eq. (5), (c) state of stress for the silt tests at the collapse state (shear
failure) in the shear stress-effectives stress space.
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Re-analyzing the state of stress in shear stress-effective stress space, we show that
the state of stress for all specimens A–D in Fig. 1c as the solid circles prior to soaking.
In plotting Fig. 1c, we assume that the silt has a drained cohesion of 10 kPa and a
friction angle of 38◦, and a lateral stress coefficient of 1−sinφ′ in the oedometer. Upon
soaking, the effective stresses would reduce to the applied-stress conditions, as shown
by the dashed circles. It is evident from Fig. 1c that all circles exceed the limit of the
Mohr-Coulomb envelope, indicating that failure occurs in all these cases. It is important
to note that because the soaking process creates sharp wetting fronts in all cases, the
failure at the grain level is not uni-directional and along one failure plane as it is in the
traditional shear and triaxial tests, it is multi-directional and at every point at the wetting
front leading to the collapse of the fabric progressively throughout the entire specimen
as the void ratio converges to the complete soaked compression line. As suggested
in [9], the post-failure behavior of these specimen can be completely described under
the effective stress framework with a proper plasticity model. Jennings and Burland
restrained their interpretation of the state of stress and volumetric changes prior to the
failure, thus entirely overlooking the failure and post failure behavior. Therefore, we
conclude that the collapsing behavior reported in the soaking tests by Jennings and
Burland can be fully reconciled using the effective stress framework.

4 CONCLUSIONS

It is shown that the original oedometer tests data, used by Jennings and Burland [8] to
invalidate the Bishop’s effective stress, was misinterpreted. If the suction stress-based
effective stress is used, the “collapsing” phenomenon can be explained and reconciled
by the effective stress principle. Upon inundation, soil samples in the oedometer drasti-
cally increase in suction stress, leading to drastic decreases in effective stress and shear
failure.
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Summary. The understanding of the coupled behaviour of highly active swelling 
clays is better achieved considering two structural levels and their interactions in the 
context of a double-porosity model. Hydraulic equilibrium between the two porosity 
levels is not assumed. Applications to hydration swelling tests of bentonite powder-
pellets mixtures and to the chemomechanical behaviour of bentonites are presented. 
 
Keywords: chemomechanics, coupled processes, double porosity, swelling clays. 

1 INTRODUCTION 

Swelling clays are being intensively studied as candidate materials for engineered 
barriers and seals in the storage and disposal of high-level nuclear waste in deep 
geological repositories. Often the behaviour of swelling clays can be better 
understood by considering two structural levels: microstructural and macrostructural 
as well as their interactions [1]. This dual behaviour is reinforced when the material is 
composed of a mixture of powder and highly compacted pellets (Figure 1a), an 
attractive material because a relatively high value of dry density can be achieved with 
minimal compaction effort. A double-porosity formulation has been developed that 
together with a generalised plasticity constitutive law [2], can be used to reproduce 
the coupled behaviour of this type of materials. Two applications are briefly presented 
herein: hydration of a mixture of bentonite powder and pellets and the mechanical 
response of a bentonite to chemical changes. 

2 FORMULATION 

The most important feature of the formulation is the assumption that there may be 
no equilibrium between the two porosity levels leading thereby to an exchange of 
water between them (Figure 1b). Water exchange is simply described by 
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      )( mM
w ψ−ψγ=Γ  (1)

where Γw is the water exchange term, γ is a parameter (usually called the leakage 
parameter) and ψ is the total water potential. It is assumed that only matric and 
gravitational potential contribute to the total potential of the macrostructure but an 
additional osmotic component may also contribute to the microstructural potential [3]. 
As the water exchange takes place at the same point in the domain, water exchange is 
therefore driven by suction differences alone. 

Using the concept of material derivative, the balance equation for the solid phase 
can be written as 
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where D denotes material derivative, ρs is the solid density, vε is the volumetric strain 

increment and t is time. Capital M denotes macrostructure, lowercase m 
microstructure. Then the water mass balance equation becomes 
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where Slj is the liquid saturation of medium j, jlj is the total mass fluxes of water in the 
liquid phase and fj

w is the external mass supply of water per unit volume in medium j. 
This balance equation must be coupled to the momentum balance equation and 

suitable constitutive laws to close the formulation for analysis. 
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a) b) 

Fig. 1. a)  Mixture of bentonite pellets and bentonite powder used as sealing material in an
experimental shaft b) Scheme of a double-porosity material with a water exchange term 

3 HYDRATION OF A MIXTURE OF BENTONITE POWDER AND 
PELLETS 

A number of high-quality swelling pressure tests were performed on mixtures of 
bentonite powder and highly compacted pellets in the CEA (France) and CIEMAT 
(Spain) laboratories [4]. Different mixture dry densities were used. A rather complex 
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behaviour was noted involving size effects and non-monotonic development of 
swelling pressures. Microstructural observations were useful to identify the two 
porosity levels in the material. The formulation proved capable to reproduce 
satisfactorily the observed behaviour (Figures 2, 3). It has also been successfully 
applied to a full-scale test involving the sealing of an experimental shaft. 
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Fig. 2. Observed and computed values for a test on a sample of 1.45 g/cm3 dry density: a) 
Swelling pressure evolution. b) Water intake evolution 
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Fig. 3. Observed and computed values for a test on a sample of 1.60 g/cm3 dry density: a) 
Swelling pressure evolution. b) Water intake evolution 

4 CHEMOMECHANICAL BEHAVIOUR OF BENTONITE 

The chemical environment may affect significantly the mechanical behaviour of 
very active clays such as bentonites. The double-structure model is especially suited 
to incorporate geochemical effects because they can be ascribed directly to the 
microstructure, the location where the relevant phenomena actually take place [3]. To 
illustrate the performance of the formulation, a chemical consolidation test described 
in [5] has been modelled using a fully coupled chemo-hydro-mechanical formulation 
[6]. The material tested is sodium bentonite and the samples were prepared from 
slurry with an initial void ratio of 4.6. In the test, the sample can drain only from the 
top, whereas pore pressure is measured at the bottom. The sample is subjected to a 
load of 100 kPa first. Once mechanical consolidation is finished, the specimen is 
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placed in contact with a KCl saline solution of 4.0M concentration through the upper 
surface of the sample. It can be observed in Figure 4 that the double-porosity 
formulation describes well the observed chemomechanical behaviour of the bentonite 
including the pore pressure development in time. It was also noted that a close 
reproduction of the observed results required the consideration of hydraulic non 
equilibrium between the two structural levels. 

 

a) b) 

Fig. 4. Observed and computed results from a sodium bentonite oedometer sample exposed to a 
4.0M solution of KCl: (a) vertical deformation; (b) pore pressure measured at the bottom of the 
specimen. Experimental results from [5] 
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Summary. A multiphysics model for the analysis of coupled deformation and reactive
flow of pore fluids, chemical species and electric current has been developed to assess
the influence of the geochemical reactions taking place within the soil mass on the
effectiveness of electrokinetic remediation treatments. The results of FE simulations
have shown that the presence of carbonates in the solid phase may give rise to gas
production, significant changes in the degree of saturation and buffering effects with
respect to the pore water pH. Under such conditions, the efficiency of the electrokinetic
treatment can be significantly reduced.

Keywords: electrokinetic phenomena, electrokinetic remediation, reactive transport
and deformation.

1 INTRODUCTION

In the past twenty years, electrokinetic phenomena occurring in clayey soils upon
the application of an electric field have been the subject of an intense research activity,
aimed at exploring their potential in geoenvironmental applications, such as remedia-
tion of contaminated soils [1, 2] and contaminant diffusion control by means of active
barriers for waste disposal facilities or electrokinetic fences for the control of contami-
nant plumes in polluted areas [3, 4]. All such applications rely crucially on the ability
of the electric field to transport (ionic or non–polar) contaminants by means of electro-
osmosis and ionic migration.

The effectiveness of environmental applications of electrokinetic phenomena—
particularly when high current densities and long duration times are required—depends
on the complex interactions between the transport phenomena in the pore fluid (of mass
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of pore fluids and ionic species and of the electric charge), the deformation of the solid
skeleton and the geochemical reactions (precipitation, dissolution, sorption, aqueous
phase reactions, electrolysis) taking place in the soil mass and at the electrodes. As
pointed out by Acar and his coworkers [1, 2], the development of an acid front moving
from the anode to the cathode due to water electrolysis is highly beneficial in elec-
trokinetic extraction of contaminants in fine–grained soils, since it promotes the solu-
bilization/desorption of contaminant species from the solid particles and increases the
electrical conductivity of the soil.

Recent experimental observations by Airoldi et al. [5] on natural clay soils have
shown that the presence of carbonates in the solid skeleton can have adverse effect
on the electrokinetic treatment of a natural soil, mainly due to CO2 generation—which
reduces both electroosmotic and electrical conductivities—and the buffering effect with
respect to pH changes. The aim of this work is to develop a multiphysics model for the
analysis of coupled deformation and reactive flow of pore fluids, chemical species and
electric current, which could be used to assess quantitatively the impact of carbonates
geochemistry on the efficiency of electrokinetic remediation.

2 MULTIPHYSICS MODEL FOR LONG–DURATION EK PROCESSES

The governing equations of the multiphysics model for long-duration electroki-
netic treatments considering reactive transport of carbonates are derived based on the
assumptions of (i) deformable three-phase solid skeleton; (ii) incompressible solids;
(iii) negligible streaming currents and electrophoresis; (iv) isothermal conditions. As-
sumption (i) represents an original contribution to the analysis of electrokinetic pro-
cesses, which are typically modeled assuming fully saturated conditions and rigid solid
skeleton.

In presence of carbonates, the chemical reactions taking place in the soil can be
summarized as follows [6]:

H2O ↔ H+ + OH− (1)

CO2(g) + H2O ↔ H2CO∗
3 H2CO∗

3 = CO2(aq) + H2CO3 (2)

H2CO∗
3 ↔ H+ + HCO−

3 HCO−
3 ↔ H+ + CO−2

3 (3)

CaCO3 ↔ Ca+2 + CO−2
3 (4)

Equation (1) describes water auto-ionization; eq. (2) controls the solubility of CO2 in
the pore water as a function of its pressure, while eqs. (3) and (4) describe the dissoci-
ation of carbonic acid and the calcite dissolution/precipitation on the solid phase. The
kinetics of the reactions taking place in the aqueous phase is assumed to be sufficiently
fast to be considered almost instantaneous, with the exception of reaction (4), for which
an appropriate kinetic velocity is adopted.

In a 1-dimensional setting, the balance of mass equations for pore water, pore gas
and chemical species are given by
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The term on the RHS of eq. (6) represents a source of gas production, proportional to
the reaction rate of the reaction (2). Equation (8) provides the mass balance equation
for the solid calcite; the quantity RCaCO3 appearing in the second term represents the
calcite production/consumption rate. The set of balance equations is completed by the
balance of electric charge and momentum (in quasi–static conditions):

∂jx
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∂x
+ bx = 0 ; σx := σ′′

x − (Swpw + Sgpg) (9)

where Qe is the soil-specific capacitance, and σ′′
x is the constitutive stress, linked to the

skeleton deformation by the constitutive equation of the material.
Finally, the constitutive equations for the coupled flows of water, gas, chemical

species and electric charge are given by
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w
x (12)

jx = −χ∗ ∂V

∂x
χ∗ = χs +

N∑
i=1

ziFu∗
i ci (13)

where the hydraulic and electroosmotic conductivities are expressed by means of their
intrinsic values (κ and κe) and the relative conductivities depending on the degree of
saturation Sr; D∗

i and u∗
i are the effective diffusion coefficient and ionic mobility of

species i, and χ∗ is the effective electric conductivity, sum of a the superficial con-
ductivity of the skeleton χs and of a Faraday term proportional to ionic mobility and
charged species concentration.

3 NUMERICAL SIMULATIONS

The model described in the previous section has been implemented in the FE code
COMSOL Multiphysics, and has been used to simulate an ideal 1–d electrokinetic fil-
tration test on a natural silty clay. A constant pw of 5 kPa above the reference gas
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Fig. 1. Evolution with position and time of degree of saturation (left) and pore water pH (right).

pressure was imposed at both the anode and the cathode. Constant electric current
density was imposed at the anode, while a reference null potential was assumed at the
cathode. No inward flux was allowed for the chemical species at the anode. At the
cathode the species were allowed to flow outwards by convection only. The measured
value of pH was imposed at the anodic boundary. At the cathodic boundary, an inward
flux of OH - was imposed, calculated on the basis of the current density and on the
water autoionization. The model parameters were assigned – where possible – based
on direct experimental information [5] or taken from the literature.

Some selected results of the numerical simulation are shown in Fig. 1. The calcite
dissolution produces the development of gaseous CO2 which induces a significant drop
in the degree of saturation of the specimen. Moreover, the consumption of H+ ions
due to calcite dissolution prevents the motion of the pH front towards the cathode and
maintains the pH close to the anode above 4.5÷5. This result is in agreement with the
experimental data reported in [5].
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Summary. We propose a new multiscale computational model to simulate
electrokinetic remediation processes in clayey soils. The macroscopic governing
equations are derived using the homogenization procedure applied to the pore-scale
description consisting of micro-pores saturated by an aqueous solution containing
four monovalent ionic species (Na+, H+, Cl−, OH−) and charged solid particles
surrounded by thin electrical double layers. The homogenized equations are discretized
by the finite element method and applied to numerically simulate an electroosmosis
experiment for decontamination of a clay sample by electrokinetics. Boundary
conditions of Dankwerts type are postulated at the electrodes, which bring additional
complexity to the iterative algorithm for solving the discrete model.

Keywords: clay, Dankcwerts’ boundary conditions, electrokinetics, finite element,
homogenization.

1 INTRODUCTION

In earlier papers [1, 2] some of the authors have developed new upscaling methods
to describe electrochemical phenomena in active clays. Within the framework of
homogenization-based approaches the complex effective response of the medium has
incorporated pore-scale electro-chemo-mechanical couplings with phenomena such as
electro-osmosis, electro-migration and osmotic swelling naturally appearing in the
macroscopic forms of the convection-diffusion equations, Darcy’s law and modified
Terzaghis effective stress principle.

Despite the enormous improvement achieved by multiscale models, they were
developed for electrolyte solutions composed of two fully dissociated monovalent
ions Na+ and Cl− and constant pH=7. Consequently, the transport of H+ and
OH− ions along with chemical protonation/deprotonation reactions between the H+

ions and surface-charged groups lying on the clay particle surface leading to pH-
dependency were neglected. First attempts at incorporating pH effects within the
framework of homogenization were pursued by the authors in [3, 4]. Numerical
approximations of the resultant multiscale model were carried-out and applied
to computationally simulate the one-dimensional electro-osmotic experiment with
Dirichlet boundary conditions enforced at the electrodes. In this work, we generalize
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Fig. 1. Macroscopic, microscopic and nanoscopic portraits in kaolinite.

these simulations to incorporate more realistic boundary condition of Danckwerts type
at the electrodes [5]. The assessment of the numerical results obtained within this
new computational model is performed through a perturbation-based approach which
gives rise to semi-analytical solutions of the electro-osmosis experiment capable of
establishing accurate scenarios of electro-kinetic remediation of clayey soils.

2 REVIEW OF THE MULTISCALE MODEL

We begin by reviewing the three-scale electro-chemical model (see Figure 1)
proposed in [3, 4] incorporating pH-effects. Let Ω = Ωs∪Ωf ⊂ R3 be the microscopic
domain occupied by a biphasic porous media composed of clay particles and micro
pores filled by a bulk fluid, and Γfs the solid / fluid interface. The hydrodynamics is
governed by the classical Stokes problem

∇ · v = 0 ; μfΔv −∇p = 0 in Ωf (1)

where v is the fluid velocity, p the pressure and μf the water viscosity. The steady-state
movement of the four ionic species with bulk concentrations Cib (i = Na+, H+, Cl−,
OH−) is governed by the Nernst-Planck equations

∇ · (Cibv) −∇ · [Di

(∇Cib + Cib∇φ
)]

+ ṁ = 0,(
ṁ = 0 for i = Na+, Cl−

)
in Ωf (2)

where Di are the binary water-ion diffusion coefficients, φ := Fφ/RT the
dimensionless microscopic electrical potential with {F, R, T } the set composed of
Faraday constant, universal ideal gas constant and absolute temperature and ṁ a source
term that quantifies the mass production of H+ and OH− due to water hydrolysis.

To close our microscopic model it remains to postulate boundary conditions on
the particle/micropore interface Γfs. Consider that the normal component of velocity
and electro-diffusive ion fluxes vanish on Γfs. In addition, owing to the presence of
the thin electrical double layer surrounding the particles we postulate the so-called
Smoluchowsky slip [2] wherein the tangential velocity exhibits a discontinuity at the
interface. Denoting τ the unitary tangential vector at Γfs we have

v · τ = ε̃0ε̃rμ
−1
f ζ∇φ · τ on Γfs (3)

where ε̃0 is the permittivity of the free space, ε̃r is the dielectric constant of the solvent
and ζ the zeta potential. To close the microscopic model we need to build-up the
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(a) (b)

Fig. 2. Constitutive response of the ζ-potential as a function of pH and CNab+ .

constitutive law of the ζ-potential in terms of pH and salinity. To this end we make
we proceed within the framework of the electrical double-layer theory with a nonlinear
surface charge density due to protonation / deprotonation chemical reactions. This
yields a single algebraic equation for the ζ-potential which has been solved in [3, 4].

The numerical constitutive response ζ = ζ(CNab+ , CHb+) is depicted in Fig. 2. We
may note strong dependence of the ζ-potential on the pH in a nearly skew-symmetric
fashion around the point of zero charge (isoelectric point) pH = 5.5.

Application of the a formal homogenization procedure to the pore-scale model leads
to the macroscopic equations [3]⎧⎪⎪⎪⎨⎪⎪⎪⎩

∇ ·VD = ∇ · [−KP∇p − KE∇φ] = 0
∇ · JNa+ = ∇ · [CNab+VD − DNa+

(∇CNab+ + CNab+∇φ
)]

= 0
∇ · JH+ = ∇ ·

[
ΘCHb+VD − D̂H+

(∇xCHb+ + CHb+∇φ
)]

= 0

∇ · If = ∇ · [A∇CNab+ + B∇CHb+ + C∇φ
]

= 0

(4)

where VD the Darcy velocity, {KP , KE} the hydraulic and electroosmotic
permeability, {JNa+ ,JH+} the convective/electro-diffusive ionic fluxes, {Θ, D̂H+}
nonlinear coefficients given by Θ := 1 − KW /C2

Hb+ and D̂H+ := DH+ +
DOH−KW /C2

Hb+ , If the electric current, C the electrical conductivity and {A, B} the
coupling coefficients for the current [3, 4]. The electroomsotic permeability is nothing
but the average of the ζ-potential and therefore inherits its constitutive behavior.

3 APPLICATION TO AN ELECTROOSMOSIS EXPERIMENT

The macroscopic system is discretized by finite elements and applied to simulate an
electroosmosis experiment. An anode and a cathode are placed at the positions x = 0
and x = L respectively. Denoting Cref

Na+ , Cref
H+ the sodium and H+ concentration
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Fig. 3. Sodium and pore pressure steady state profiles.

in the reservoir in the anode compartment and I0 a given electric current postulate
Danckwerts’ boundary conditions at the elctrodes [5]

JNa+ |x=0 = Cref
Na+VD JNa+ |x=L = CNa+VD

JH+ |x=0 = ΘCref
H+VD + I0F

−1 JH+ |x=L = ΘCH+VD + I0F
−1 (5)

In Fig. 3 we display the sodium concentration and pressure profiles. In contrast to
the case of Dirichlet boundary condition presented in [3], the enforcement of (5) leads
to a plateau coupled with a sharp layer in the vicinity of the cathode (whose values can
be estimated from perturbation analysis). In addition, the pressure gradient changes
sign to fulfill the incrompressibility constraint. The more realistic simulation presented
herein can be further explored to construct reliable electrokinetic remediation scenarios.
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Summary. Formation mechanism of layered fracture and outburst in soils is 
investigated. It is shown that once the pore pressure is high enough to cause the over-
cap failure, layered fracture or outburst occurs in liquefied or gasified sediments. The 
formation conditions are related to the strength of sediments and the boundary 
friction. 

Keywords: gas hydrate, layered fracture, outburst. 

1 INTRODUCTION 

Layered fracture and outburst in soil sediment can occur in many cases, for 
example, during liquefaction of sand (also called water film or soil boiling) [1,2], 
during mining of coal, and during dissociation of gas hydrate [3,4].  

Layered fracture in soils is a water or gas gap which forms when the excess pore 
pressure is larger than the weight and side friction at the upper part and accordingly 
water or gas is trapped in a thin gap between the upper part and the lower part [1]. 
Outburst is a kind of strong eruption of mixture of soils and water and gas [2].  

If liquefiable or gasified sediment is overlain by a less permeable layer, then the 
overlying sediment (over-cap) can restrict pore water or gas to pass through. Once the 
pore pressure is larger than the weight and the side friction, the over-cap will be pushed 
upward to form a fracture or even crushed, which leads to a sudden unloading of pore 
pressure at the interface between the saturated or gasified sediment and the over-cap. 
Accordingly, an unloading wave will transmit into the sediment. Sediment can be 
fractured in layered form when the excess pressure is not too high; otherwise, the 
fracture failure becomes continuous and outburst occurs. 

The main objective of this study is to investigate the mechanism and formation 
conditions of layered fracture and outburst in a soil layer. First, some typical 
experiments are introduced. Second, initiation conditions of these two types of failure 
forms are analyzed.  

2 LAYERED FRACTURE 

In general, layered fracture happens in a relatively low pore pressure. First, the 
over-cap is only pushed upward to form a gap by the pore fluid (gas or water or their 
mixture), and then one or more fractures occur in the liquefied or gasified zone if the 
pressure difference is high enough between the former fracture and the deeper zone. 
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When the pressure 0p  in soil layer satisfies the condition  

ta L
A

l
pp στ ++≥0                                                (1) 

layered fracture initiates, in which  ap  is the atmospheric pressure, 0p  is the pressure 

inside the soil, Alτ  is the side friction in unit length, and tσ  is the tensile strength. 

0p  
ap  

x  
oLΔ

 
Fig. 1. Sketch of layered fracture 

 
To analyze the movement of the layered zone, the following formulas are adopted: 

( ) Δ⋅−=−− LL
A

l
pp sa 01 ερτ

                                 
 (2)

 

with initial condition 

0,,0 0 =ΔΔ=Δ=t                                            (3) 

in which p is the pressure in the fracture, sρ is the density of soils, 0ε is the initial 

porosity, Δ  is the width of the fracture, and 0Δ  is the initial width of the fracture 

(Fig. 1). 
With the movement of the fracture zone, the fracture expands, and the pressure 

inside it decreases, causing the pore fluid to seep into the fracture from the two sides. 
To analyze the development of the fracture width, the following equations are 
adopted. The fracture zone is denoted by zone I, and the soil layer after the fracture is 
denoted by zone II. 

In zone I, the pressure 1p , density 1ρ , and velocity 1u  satisfy 
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with initial condition 

011 ,0 ppu ==                                                           (5) 

and boundary condition 
    ppLx =−= 1, ; 

appx == 1,0                                    (6) 
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In zone II, the pressure 2p , density 2ρ , and velocity 2u  satisfy 
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with initial condition 

022 ,0 ppu ==                                                     (8) 

and boundary condition 

    02, ppx =−∞= ; ppLx =−= 2,                                          (9) 

in which μ  is the viscosity of pore fluid, k  is the permeability, and a is the sonic 

speed. 
The total flow rate Q  from zone I and II into the fracture is 

 

( )2211021 uuAQQQ ρρε +=+=                                  (10) 
 

The mass and the density in the fracture are 

∫+=
t

Qdtmm
0

0
                                               (11) 

Δ⋅
=

A

mρ                                                         (12) 

 
in which 0m  is the initial mass of pore fluid in the fracture 0Δ , and 

000 Δ= Am ρ . 

Using the formula 2ap ρ= , the relation between the pressure inside the fracture 

and the fracture width is 
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02                                              (13) 

3 OUTBURST 

Discontinuity theory is used here to analyze the initiation of outburst. The 
effective stress can be expressed as 

σσ −= pe                                                    (14) 

in which eσ  is the effective stress, p is the pore pressure, and σ  is the total stress. 

In general, during the unloading of the total stress, the effective stress eσ  becomes 

gradually tensile. When the tensile stress reaches the maximum, the soil layer will 
include failure: 

[ ]pp sM −−=− σνσσ 2                                          (15) 
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in which Mσ  is the tensile strength of soil layer at 0=p  and 0=sσ , ν  is the 

Poisson’s ratio, and sσ  is the lateral stress. 

Assuming that outburst proceeds so fast that the relative movement between pore 
fluid and skeleton as well as the volume change of grains can be neglected, the 
relation between pressure and strain E  is given by 

( ) 000 εε pEp =+                                                    (16) 

Before failure, the strain can be neglected, so that 

lD p σασσ −== 0
                                                         (17) 

in which να 21−= , sMl νσσσ 2−= , and lσ  is the tensile strength, considering the 
effects of lateral pressure. 

Using the C-J condition as in the case of steady deflagration, the criterion of 
outburst can be obtained as 

        ( )
α

ασσ
2

422 22

0
alala ppp

p
−+++

=                             (18) 

If the side friction sF is considered, then 
Dσ  in the above equations is instituted by  

                          
sDD F−=∗ σσ                                                (19) 

4 CONCLUSIONS 

It is shown that once the pore pressure is large enough to cause the failure of over-
cap (forming a hole or being broken), layered fracture or outburst occurs in the 
liquefied or gasified sediments. Three critical pressures are present corresponding to 
the stable critical value, layer fracture critical value, and outburst critical value. The 
critical values are close to the values of the strength of sediments and the side friction.  
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Summary. Large-scale carbon capture and sequestration (CCS) projects are required to 
substantially reduce greenhouse gas emissions. The large rate and volume of injection 
induce pressure and stress gradients within the formation that could activate existing 
fractures and faults, or drive new fractures through the caprock. In addition, over longer 
periods of time, geochemical processes lead to evolution in the porosity and permeability 
of the storage domain. These processes involve coupling over multiple scales and require 
development of appropriate simulation capabilities. We present the results of 
investigations using two classes of computational tool: Distinct Element Methods and 
Boundary Element Methods. We present several demonstration applications of these 
codes to CO2 injection scenarios. These examples highlight the advantages of explicitly 
including the geomechanical response of each interface within the formation. 

Keywords: CO2 sequestration, discrete-finite element method, fluid flow, fracture 
networks. 

1 INTRODUCTION 

The Livermore Distinct Element Code, LDEC, was developed by Morris et al. [1-
4] as a combined distinct element–finite element (FE-DEM) code to simulate the 
deformation of extensive, jointed geologic rock masses. The DEM is naturally suited 
to simulating such systems because it can explicitly accommodate the blocky nature 
of natural rock masses. In addition, LDEC supports fully coupled fluid flow using 
both Smooth Particle Hydrodynamics (SPH) and unstructured fracture flow mesh 
methods [5]. While techniques such as LDEC can simulate extensive fractured 
masses, they must assume constitutive models for predicting the mechanical response 
of the individual fractures. 

In contrast, it is also of interest to consider detailed coupling between various 
processes within single fractures. In practice, it is too computationally expensive to 
include the fine structures typical of a natural fracture (such as individual asperities) 
using finite elements or distinct elements. For this reason, a Boundary Element 
Method (BEM)-based code, Flex, was developed [6]. Using Flex, a fracture is 
approximated by potentially millions of asperities attached to elastic half-spaces that 
interact according to boundary element interaction terms. As the confining stress on 
the fracture changes, Flex uses the Fast Multipole Method to obtain a rapid prediction 
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of the evolution in aperture within the fracture [6]. Subsequently, Flex-like 
capabilities were incorporated into a reactive transport code to become part of Frac-
HMC (Fracture-based Hydro-Mechanical-Chemical processes), which has been used 
to investigate the relationship between dissolution and stress in fractures [7]. 
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Fig. 1. Left: Aperture distribution within Frac-HMC representation of a single fracture. Right: 
Prediction of permeability evolution with increasing pore pressure. An order of magnitude 
increase in permeability is predicted as the pore pressure increases by 10 MPa.  
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Fig. 2. In response to injection, portions of the faults and fractures experience shear slip 
depending upon the precise orientation of the in situ stress field. This implies that extensive 
permeability enhancement may be expected depending upon the conditions in the field. 

2 APPLICATION OF LDEC AND FRAC-HMC TO THE IN SALAH 
PROJECT 

The In Salah Joint Industry Project (a consortium consisting of BP, StatoilHydro 
and Sonatrach, hereafter referred to as the JIP) includes a CO2 sequestration effort 
that has successfully injected millions of tons of CO2 into a deep saline formation 
close to a producing gas field in Algeria. Here, we present predictions of permeability 
evolution associated with injection at In Salah using LDEC and Frac-HMC. 

2.1 Prediction of Permeability Evolution during Fluid Injection Using  
Frac-HMC 

This analysis predicts the evolution of permeability in response to normal 
displacement changes resulting from increases in pore pressure including details of 
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aperture distribution within a fracture adjacent to an injector at In Salah. We 
constructed a model of a fracture within the reservoir based upon data provided by the 
In Salah JIP. The Flex-like capability within Frac-HMC calculates the change in 
aperture distribution throughout the fracture and associated permeability increase in 
response to increases in pore pressure. The results (see Figure 1) predict an order of 
magnitude increase in permeability due to hydromechanical deformation of pre-
existing fractures during injection. 

2.2 Simulations of Hydromechanical Response of Extensive Fracture Networks 
and Intersecting Faults Using LDEC 

The previous section discussed the response of individual fractures to fluid 
injection.  Further hydromechanical studies were conducted on the combination of 
fractures and faults within the reservoir. Figure 2 shows the response of the combined 
fracture and fault network to a hypothetical pore pressure increase as part of a 
parameter study (see [8] for more details). These calculations consider the poroelastic 
response of the fractured rock mass and include the redistribution of stresses through 
the combined fracture–fault network. The black regions highlight sections of the 
faults and fractures that fail and will provide enhanced permeability within the 
reservoir. We explored the effect of rotating the in situ stress relative to 
fractures/faults. This was intended to explore influence of uncertainty of in situ stress 
orientation, fracture strike variability and fault strike uncertainty/variability.  

The results of these studies indicate that significant permeability evolution is 
expected within the reservoir due to combinations of fracture and fault deformation. 
One key observation is that the fracture network and in situ stress are oriented in such 
a way that the extent of permeability evolution is very sensitive to the orientation of 
the in situ stress field. In short, the shape and extent of the plume is predicted to be 
highly sensitive to small variations in the relative orientation to the in situ stress. 

3 SIMULATIONS OF COMBINED CHEMICAL AND MECHANICAL 
PROCESSES IN A SINGLE FRACTURE USING FRAC-HMC 

As was previously stated, Frac-HMC includes reactive transport capabilities [7]. 
Frac-HMC has been used to predict the evolution of aperture during dissolution 
within a fracture under varied stress conditions. For example, Figure 3 shows how the 
same fracture, under increasing confining stress, experiences different aperture 
evolutions due to dissolution. Such techniques are being used to understand the long-
term evolution of permeability within CO2 sequestration systems that include 
fractures and other interfaces. 

4 CONCLUSIONS 

We have described the features now implemented in the LDEC and Flex/Frac-HMC 
codes that allow us to simulate the evolving aperture distribution within a fractured rock 
mass. Such capabilities are now being used to predict site-specific performance of CO2 
sequestration sites due to combinations of mechanical and chemical effects. It is clear 
from the examples discussed that these approaches are complementary. While 
massively parallel capabilities such as LDEC can simulate extensive, fractured rock 
masses, they assume the existence of fracture-scale constitutive models. In contrast, 
techniques such as Flex/Frac-HMC predict permeability evolution including detailed  
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Fig. 3. Frac-HMC analysis of stress-dependent fracture aperture evolution. Initial aperture is 
shown at top and final aperture due to dissolution at bottom. Results toward the right 
correspond to increasing confining stress. 

structure within individual fractures, but are typically more limited in terms of what 
stress boundary conditions can be accommodated. 
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Summary. This article describes molecular-level simulations of the adsorption isotherm
and elastic properties for a Wyoming Na-montmorillonite using the General Utility Lat-
tice Program. The selected clay mineral includes isomorphous substitutions in both the
silica tetrahedral and octahedral gibbsite sheets. The resulting negative charges are
balanced by Na+ cations. The authors have investigated the importance of different
interatomic potentials in understanding the adsorption of water molecules (at ambient
temperature, 300K). A unique combination of NPT and Grand Canonical ensemble
simulations using Core–Shell potential shows intra-layer adsorption, while the same
approach based on empirical CLAYFF potential produces only interlayer water adsorp-
tion. There is a correspondingly large difference in the theoretical elastic modulus
normal to the clay sheets using the two different sets of force potentials. This arti-
cle discusses the underlying reasons for these differences and reviews the experimental
evidence supporting intra-layer water absorption in montmorillonite.

Keywords: clay mineral adsorption, clay swelling, mechanical properties, molecular
simulation.

1 INTRODUCTION

Engineering properties of soil are highly affected by the clay content. Studying clay
and its reaction with water is essential in understanding soil behavior. We want to
model clay mineral and study changes in the fundamental elastic material properties of
clay during hydration at the atomic scale. The existing literature on this subject has
focused on swelling behavior of clay assuming rigid clay layers [1]. Measurements of
the elastic properties of smectite clay are difficult because of the small grain size and
high affinity for water [2, 3]; therefore, computational methods can provide a valuable
tool for developing theoretical estimates of these properties.

2 COMPUTATIONAL METHOD

We have relaxed the rigid layer assumption using Core–Shell force field [4–6] that
is widely used in the field of molecular simulation of mineral phases because it shows
a high degree of transferability of parameters. In order to have a quantitative measure
of sensitivity of our results with respect to the chosen force field, we have considered
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the effect of different force fields by simulating the system with CLAYFF [7] which
uses partial charges rather than formal charges. We compute the elastic properties of
clay minerals at different hydration states from the atomic-scale simulations. We use
the General Utility Lattice Program (GULP) [8].

Using GULP, we can perform Molecular Dynamics (NVT or NPT - MD) and Grand
Canonical Monte Carlo (GC - μ-V-T) simulations as well as calculating elastic proper-
ties which are of interest in our current research. We modeled clay hydration using the
GCMC simulation at 300K temperature. This step provides the starting configuration
at defined hydration states related to the experiment. Swelling and elastic deforma-
tion properties of clay are then calculated for the molecular unit cell in a series of MD
simulations in isothermal–isobaric ensemble (NPT) at T=300K and P=0GPa.

The crystallography of 2:1 clay mineral has been taken from Refson et al. [9].
We are modeling Na0.75nH2O[Si7.75Al0.25][Al3.5Mg0.5]O20(OH)4, Wyoming Na-
montmorillonite which carries isomorphous substitution in both tetrahedral and octa-
hedral sheets.

3 RESULTS AND DISCUSSION

Figure 1a shows experimental and calculated equilibrium layer spacing at different
levels of clay hydration using two force field parameters: Core–Shell and CLAYFF.
Results of CLAYFF (circle) simulations show good agreement with experiment [10],
while results using Core–Shell (diamond) potentials are far from experiment. Figure
2a, 2b shows equilibrated structure of the system at the production stage. Core–Shell
force field indicates an important characteristic that has been missed in previous com-
puter simulations about the structure and the position of water molecules in the system.
The simulations show that water can be confined within the intra porosities of the octa-
hedral and tetrahedral sheets, which build the structure of the clay mineral. Results of
calculating elastic modulus perpendicular to the clay layers at different amount of wa-
ter content are shown in Figure 1b. We performed one simulation using CLAYFF with
starting configuration of having intra-layer water molecules (filled circle). Owing to
the incompressibility of water molecules, existence of intra-layer molecules makes the
clay–water system stiffer than the same configuration without them. The lower value
of elastic modulus (around 20 GPa) corresponding to the CLAYFF simulations without
intra-layer water molecules is close to the extrapolated values reported from acoustic
measurements on cold-pressed samples of montmorillonite [2]. The upper value of
elastic modulus (around 60GPa) corresponding to the case of having intra-layer wa-
ter molecules is close to the values calculated from compressibility measurements for
pyrophyllite [11] (by assuming poisson’s ratio of 0.28 [3]) and obtained values from
Brillouin scattering [12] on muscovite mica. The only direct experimental measure-
ment of elastic modulus on clay mineral reported value of 6.2 GPa for dickite using
atomic force acoustic microscopy [13] which is far from calulated values. These dif-
ferent values of the elastic modulus can be related to the correct structure and state of
water molecules in the system.
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Fig. 1. Basal layer spacing and Young’s modu-
lus versus water content: (a) simulated and ex-
perimental swelling curves for Wyoming Na-
montmorillonite, (b) calculated elastic modu-
lus perpendicular to the clay layers

(a)

(b)

Fig. 2. An equilibrated configuration of
the system containing 56 water molecules:
(a) CLAYFF simulation, (b) Core–Shell
simulation
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Summary. The combustion of fossil fuels produces carbon dioxide (CO2). Carbon
capture and geological storage (CCS) has been proposed to reduce the emission of
greenhouse gases to the atmosphere. The properties of CO2 depend on pressure and
temperature: it can be found as a gas, liquid, or supercritical, and it reacts with water
to produce carbonic acid lowering the water pH and can form a solid hydrate mass.
These characteristics give rise to complex chemo-hydro-thermo-mechanical coupled
processes and emergent phenomena that can condition the long-term geological storage
of CO2. Processes include wettability, leakage, mineral dissolution, and CH4-CO2

replacement in hydrate-bearing sediments.

Keywords: CO2, coupled phenomena, gas breakthrough, leakage.

1 INTRODUCTION

The geological disposal of carbon dioxide (CO2 ) is an attempt towards a more sus-
tainable use of fossil fuels. The target formations for disposal include saline formations,
oil/gas reservoirs, coal seams, and hydrate-bearing sediments. Pressure and tempera-
ture conditions range from cold and relatively shallow permafrost and marine sediments

Fig. 1. Pressure–temperature conditions in CO2 geological storage projects. This figure is based
on ongoing and planned projects worldwide [3, 4].
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(e.g., Alaska North slope: 7MPa, 278K), and warm coal seams (e.g., Alabama Black
Warrior basin: 7MPa, 296K) to deep hot rocks onshore (e.g., Weyburn oil field: 14MPa,
323K). Depending on pressure and temperature, CO2 can be stored as gas, liquid, su-
percritical phase, or solid hydrate mass (Figure 1).

The physical properties of CO2 depend strongly on temperature and pressure, in-
cluding density, bulk modulus, viscosity, and its interaction with water (e.g., solubility
and interfacial tension) [1, 2]. The reactivity of CO2 with water, organic compounds,
and minerals gives rise to phenomena, such as water acidification, coal swelling and
decreased viscosity of hydrocarbons, and mineral dissolution and changes in sediment
mechanical and hydraulic conditions. These phenomena couple at the pore and particle
scales and lead to the emergence of complex phenomena at the reservoir scale during
and after CO2 injection. Selected phenomena and implications are briefly discussed in
the next section.

2 INTERFACIAL PHENOMENA: WETTABILITY

Interfacial tension and contact angle in CO2–water–mineral systems upscale through
the sediment porous network to define multiphase flow characteristics such as residual
saturation, relative permeability, imbibition patterns, gas-entry pressure, and suction
[5, 6]. Changes in suction can cause a pronounced impact in the reservoir state of
stress [7].

Our results show that CO2–water interfacial tension decreases significantly from
∼72 to 25mN/m as pressure increases from 0.1MPa to 6.4MPa (T =298K) in agree-
ment with previous studies [8–10]. Contact angle varies with CO2 pressure in response
to changes in CO2–water interfacial tension: it increases on non-wetting surfaces such
as PTFE and oil-wet quartz and slightly decreases in water-wet quartz and calcite sur-
faces. Both interfacial tension σ and contact angle θ combine to define the capillary
pressure p∗c , i.e., the pressure difference between invading and host fluids; hence, the
invading fluid can penetrate a medium with characteristic pore diameter d∗,

p∗c =
4σ cos θ

d∗
(1)

Combining these observations, we can anticipate that pressure-dependent interfacial
tension and contact angle affect injection patterns and breakthrough mechanisms, in
other words, the performance of geological formations that act as either reservoirs or
seals.

3 SEALING CAPACITY OF CAPROCKS

The breakthrough gas pressure depends on the wettability of the rock in the presence
of water and CO2 (σ cos θ), the mean pore size expressed in terms of specific surface
Ss and void ratio e = f(e1kPa,Cc,p′), and the pore size distribution. Based on previous
data compilations and experimental studies [8–10], we can modify Eq. 1 to obtain the
following expression of the breakthrough gas pressure:

p∗c = ψ
Ssρσ cos θ

e1kPa − Cc log p′

1kPa
(2)
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Our current experimental studies explore the applicability of this expression for over-
consolidated clay plugs in long-term storage conditions.

4 MINERAL DISSOLUTION

CO2-acidified water reacts with the solid mineral skeleton and causes mineral disso-
lution. In particular, carbonate rocks react with carbonic acid at a much faster rate than
siliceous minerals [11]. Water acidification and calcium carbonate dissolution reactions
are as follows:

H2O(l) + CO2(aq) ⇀↽ H2CO3(aq) carbonic acid
CaCO3(s) + H2O + CO2(g) ⇀↽ Ca2+ + 2 HCO−

3

Mineral dissolution at the particle scale has two very important macro-scale implica-
tions: (1) changes in the matrix permeability with the possibility of fluid flow local-
ization and piping [12], and (2) decreased horizontal effective stress reaching internal
failure under zero lateral strain conditions, possibly causing shear strain localization
[13]. These two coupled phenomena, hydro-chemo and chemo-mechanical, and the
emergence of localizations threaten the long-term geological storage of CO2.

5 CH4-CO2 REPLACEMENT IN HYDRATE-BEARING SEDIMENTS

There are very large reserves of methane (CH4 ) in hydrate form, filling the pore
space in sediments. Thermodynamic conditions and previous experimental evidence
confirm that CH4 may be replaced by CO2 in clathrate hydrates [14, 15]. A detailed
analysis of the multiple coexisting processes and new experimental results allow us
to anticipate potential geomechanical implications during CH4-CO2 replacement in
hydrate-bearing sediments [16]. While the solid nature of bulk hydrate remains con-
tributing stability to the sediment skeleton, other processes may determine the implica-
tions and effectiveness of CH4-CO2 replacement, including pronounced fluid volume
change, “water drying”, additional hydrate mass formation and pore plugging, and in-
vasion by viscous fingering among others.
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Summary. The isogeometric method is a versatile tool for failure analysis. On one
hand, the high-order continuity enables a natural incorporation of continuum consti-
tutive relations that incorporate higher-order strain gradients, as in gradient plasticity
or damage. On the other hand, the possibility of enhancing a T-spline basis with dis-
continuities by means of knot insertion makes isogeometric finite elements a suitable
candidate for modeling discrete cracks. Both possibilities are described and will be
illustrated by examples.

Keywords: cohesive zones, fracture, gradient damage, isogeometric analysis, NURBS,
T-splines.

1 INTRODUCTION

Understanding and predicting failure is of crucial importance for improving the de-
sign of engineering structures. Two distinct approaches have found their way into the
literature: smeared and discrete models. Traditional smeared crack models are lim-
ited by the fact that a smeared decohesion relation induces a loss of well-posedness
of the rate boundary value problem at a generic stage in the loading process. To reg-
ularize this ill-posedness, constitutive relations have been enhanced with higher-order
spatial gradients. Traditional finite elements have difficulties to accommodate the en-
suing higher-order continuity. Isogeometric analysis, which employs spline functions
such as Non-Uniform Rational B-Splines (NURBS), however, possesses the required
higher-order continuity naturally, and is therefore a perfect tool for dealing with such
enhanced constitutive models. From the perspective of element technology, the chal-
lenge of capturing discrete fracture models lies in flexibly capturing the internal free
boundaries. This is particularly so when propagating discontinuities are to be simu-
lated. Among the available finite element technologies for capturing propagating dis-
continuities are interface elements (e.g. [1]), embedded discontinuities (e.g. [2]), and
the partition-of-unity method (e.g. [3–5]).

In this contribution, isogeometric analysis, as introduced by Hughes et al. [6, 7], is
used to analyze gradient-enhanced continuum damage models and to simulate discrete
cracks that employ a cohesive zone concept. One possibility is to use isogeometric fi-
nite elements in combination with the partition of unity method. In such a case, the
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Fig. 1. Force–displacement diagrams for the three-point bending simulation using the nonlocal
formulation and the second-, fourth-, and sixth-order formulations.

discontinuities would be embedded in the solution space by means of Heaviside func-
tions. Although such an approach would benefit from both advantages of the isoge-
ometric approach, isogeometric finite elements offer the possibility to directly insert
discontinuities in the solutions space. The conceptual idea is that in the isogeomet-
ric approach the inter-element continuity can be decreased by means of knot insertion.
Knots should not be confused with finite element nodes, although the proposed concept
of treating discontinuities is similar to that in interface elements.

2 NUMERICAL EXAMPLES

2.1 Gradient Damage: Three-Point Bending Beam

As an illustration of the application of isogeometric analysis to gradient-damage
models, we consider a three-point bending experiment. The specimen is loaded by
a distributed load over the central area of the beam. The force–displacement curves
shown in Figure 1 are obtained using a nonlocal integral formulation and the second-,
fourth-, and sixth-order gradient damage formulations. For the second- and fourth-
order gradient formulations, 4704 quadratic NURBS elements are used. For the sixth-
order formulation, 4704 cubic NURBS elements have been used. The nonlocal result
is obtained using 1200 quadratic NURBS elements. Upon increasing the order of the
formulation, the force–displacement curve converges to that of the nonlocal integral
model, as expected.

2.2 Cohesive Zone Model: Single-Edge Notched Beam

The next simulation is that of the single-edge notched beam. The anti-symmetric
loading conditions applied to the specimen create a curved crack that nucleates from the
initial notch in the upper edge. Following the first successful numerical simulation [9],
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Fig. 2. Response curves for the SEN-beam simulations.

Fig. 3. Contour plot showing the σx1x1 Cauchy stress in the SEN-beam at CMSD=0.033 mm
using the finest discretization.

several numerical techniques have been used, such as the partition of unity method [3]
and gradient-enhanced continuum damage [10].

The beam geometry and the deformation are described using a cubic T-spline mesh
[8]. The coarsest mesh which we have considered consists of 130 elements (402 DOFs).
Two uniform mesh refinements have been performed, with 334 elements (868 DOFs)
and 1204 elements (2734 DOFs), respectively. The equilibrium path is traced using
the crack mouth sliding displacement (CMSD), which is defined as the difference in
vertical displacement between the notch tips, as the path parameter [9]. The response
of the SEN beam is shown in Figure 2. The response is measured in terms of the
exerted force P versus the CMSD. It is observed that the result using the intermediate
mesh practically coincides with that of the fine mesh. It is therefore concluded that an
accurate solution could be obtained even with only 334 elements.

In Figure 3, a contour plot of the cracked SEN-beam is shown. The dominant crack
nucleates at the bottom right corner of the initial notch at an angle of 37 degrees with
the x2-axis. Upon extension, the crack gradually turns to an angle of zero degree with
the vertical axis, which is in good agreement with experimental observations. From the
contour plot, it can also be observed that a secondary crack nucleates at the bottom edge



116 R. de Borst et al.

of the specimen, which has also been observed experimentally. Note from the contour
plot that both crack paths are smooth since the directions of the normal vectors from
one segment to another have been matched.
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Summary. A class of multi-scale damage models for the softening of the brittle solids
induced by micro-cracks is proposed, in which the damage evolution is the direct conse-
quence of the micro-crack propagation. The homogenization of stress and strain fields
in the cracked unit cell yields the degradation tensor, and the equivalence between the
averaged strain energy of the unit cell and the strain energy density of the homoge-
nized material is demonstrated. This energy equivalence relationship is consistent with
that obtained from asymptotic-based homogenization, and it serves as an energy bridg-
ing vehicle between damaged continua and cracked microstructure. Damage evolution
equations are obtained by this energy-bridging method. The size effect of the homoge-
nized damage law is also characterized through the unit cell analysis, and the results
are used to eliminate the mesh dependencies in damage-induced strain localization
problems.

Keywords: damage model, Helmholtz free energy, homogenization, micro-crack.

1 HOMOGENIZED AND AVERAGED KINEMATICS AND KINETICS

Let a heterogeneous solid with domain Ω and boundary Γ containing a distribution
of micro-cracks be considered. For a given material point in the macroscopic solid,
it corresponds to a unit cell microstructure with domain, Ωy and ∂Ωy , which contains
micro-crack surface Γc as shown in Fig.1. The tractions and displacements prescribed
on the boundary of the microscopic unit cell ∂Ωy are related to the homogenized stress
and strain in the continua as

σ =
1
Vy

∮
∂Ωy

(tε ⊗ xε)ds (1)

e =
1

2Vy

∮
∂Ωy

(uε ⊗ n + n ⊗ uε)ds (2)
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Fig. 1. Homogenization of unit cell with fluctuating fields.

where Vy =
∫
Ωy

dΩ is the volume of the unit cell. Alternatively, the averaged stress
and strain in the unit cell are defined as

〈σ〉 =
1
Vy

∫
Ωy

σεdΩ (3)

〈e〉 =
1
Vy

∫
Ωy

eεdΩ (4)

By substituting ∇ · (σε ⊗ x) = ∇ · σε ⊗ x + σε · (∇ ⊗ x) = σε in averaged stress
definition (3) and consider, the equilibrium of the cohesive stresses on the crack surface
[1], one gets

σ = 〈σ〉 (5)

e = 〈e〉 +
1

2Vy

∮
Γc

(uε ⊗ n + n ⊗ uε)ds (6)

2 ENERGY BRIDGING

To obtain the relationship between the micro-cracks induced material degradation
and the continuum damage mechanics, the Helmholtz free energy (HFE) is employed:

Ψ =
1
2
σ : e (7)

According to the second principle of thermodynamics, we have

σ =
∂Ψ
∂e

, Y = − ∂Ψ
∂D

, Ḋ = λ̇
∂Ψ
∂Y

(8)

where D is the damage tensor and Y is the damage energy release rate (DERR) rep-
resenting a driving force of damage evolution. In the conventional continuum damage
mechanics, HFE is determined experimentally. In the present approach, the HFE is
obtained through the homogenization of cracked microstructure. The microscopic free
energy is the elastic strain energy defined as

Ψε =
1
2
σε : eε (9)
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where σε and eε are the microscopic stress and strain, respectively. Integrating micro-
scopic HFE in the unit cell yields∫

Ωy

ΨεdΩ =
1
2

∮
∂Ωy

uε · tεds − 1
2

∮
∂Γc

uε · pds (10)

By considering the prescribed boundary displacements on the unit cell from the macro-
scopic strain by uε = e · x on ∂Ωy , we have

1
2

∮
∂Ωy

uε · tεds =
Vy

2
σ : e = VyΨ (11)

Combining Eqs. (10) and (11), we have

Ψ =
1
Vy

(∫
Ωy

ΨεdΩ +
1
2

∮
∂Γc

uε · pds

)
(12)

The right hand side of (12) is the averaged energy density of the unit cell, while the
left-hand side of (12) is the energy density of the homogenized material [2]. We use the
Helmholtz free energy relationship between the homogenized continuum and cracked
microstructure to derive the damage parameters for several commonly used damage
models.

3 UNIT CELL ANALYSIS

The essential step in obtaining the damage evolution function in the proposed method
is the unit cell analysis. In this study, the unit cell is made of an isotropic linear elas-
tic material with a center crack subjected to pre-defined boundary conditions as shown
in Fig. 1. The boundary conditions are defined based on the type of damage model
to be employed. In this study, we consider an enriched reproducing kernel particle
method (RKPM) for the unit cell analysis [3]. J-integral is used in the crack propaga-
tion criteria. The predicted unit cell solution is then used in the homogenization proce-
dures as described in the previous section for characterization of the damage parameters
evolution.

4 NUMERICAL EXAMPLES

A notched beam under three-point bending as shown in Fig. 2 is to be modeled by
the proposed methods. The material properties of elastic modulus and Poisson’s ratio
are 30 GPa and 0.2, respectively. The tensile strength of the material is fu = 3.33MPa,
and the fracture energy of cohesive crack is adopted as GI = 124N/m.

The homogenized stress-strain curves are strongly affected by the size of the unit cell
as shown in Fig. 3a. The size dependency of the nominal strength agrees well with the
size effect law proposed by Bazant et al (1982) [4] as shown in Fig. 3a. These similar
characteristics are due to the influence of the physical length scale embedded in the crack
opening law, to the overall deformation of material under consideration. The character-
ized damage law for isotropic one-parameter damage model is employed in the structural
level analysis. To study the mesh sensitivities of the multiscale analysis, coarse, medium,
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Fig. 2. Notched beam subjected to three-point bending (unit: cm).
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Fig. 3. (a) numerical and physical size effects, (b) mesh-dependent results using conventional
continuum damage model, and (c) mesh independent results using the proposed method.

and fine meshes are employed for the notched beam. In the conventionaldamage models,
the damage evolution curves are directly used in the structural analysis without consider-
ation of the micro structures and mesh sizes. Figure 3b shows a strong mesh dependency
induced by this standard procedure. With the proposed method, the micro-crack induced
damage evolution curves for three unit cell dimensions corresponding to the three macro-
scopic element dimensions are first calculated. By introducing damage evolution curves
consistent with the corresponding structural meshes, the mesh independent results are
obtained as shown in Fig. 3c.
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Summary. We consider two multiphysics problems in geomechanics with constraints.
The first involves coupled solid deformation–fluid diffusion subject to a volume con-
straint in the limit of no-flow. The second is the classic contact problem subject to a
no-interprenetration constraint. Both problems are known to generate unphysical oscil-
lation in the pressure field when some combinations of displacement and pressure finite
element interpolations are employed. We trace the problem to the non-satisfaction of
the LBB condition and utilize a stabilization technique based on polynomial pressure
projection to circumvent the unpreferable pressure oscillation.

Keywords: contact problems, coupled processes, extended finite element, stabilized
finite element.

1 INTRODUCTION

There exists a large body of literature addressing the computational aspects of multi-
physics problems subject to a volume constraint, as well as to contact problems subject
to the restriction of no interpenetration between contacting faces. In both problems,
either the continuum pressure or the normal contact stress exhibits spurious oscillation.
This oscillation does not go away with mesh refinement, and in some cases, it even gets
worse as the mesh is refined. We trace this problem to the non-satisfaction of the LBB
condition [2] associated with equal-order interpolation of displacement and pressure
degrees of freedom for the case of continuum multiphysics problem, or with equal-
order interpolation of slip and normal component of traction for the case of the contact
problem. In this article, we employ a stabilized finite element formulation based on
the polynomial pressure projection (PPP) technique, which was used successfully for
Stokes equation [1]. For the frictional contact problem, the PPP approach is applied to
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the normal contact pressure in the framework of the extended finite element method.
We use low-order finite elements for both problems: linear pair for displacement and
pressure degrees of freedom for the multiphysics continuum problem, and linear trian-
gular elements (tetrahedral elements for 3D) for slip and normal pressure degrees of
freedom for the contact problem.

2 STABILITY CONDITION

For Stokes equation, it is known that the discrete velocity and pressure spaces, Uh

and Ph, respectively, must be chosen to satisfy the discrete LBB condition:

sup
vh∈Uh

∫
Ω

ψh∇ · vh ∂Ω
‖vh‖1

≥ C‖ψh‖0 ∀ψh ∈ Ph, (1)

with C > 0 being independent of h. Unfortunately, many linear-pressure/linear-velocity
interpolations do not satisfy this condition and lead to unstable approximations. How-
ever, Bochev and co-workers (see [1] and references therein) demonstrated that this
linear pair does satisfy the weaker condition:

sup
vh∈Uh

∫
Ω

ψh∇ · vh ∂Ω
‖vh‖1

≥ C1‖ψh‖0 − C2‖ψh − Πψh‖0 ∀ ψh ∈ Ph, (2)

where Π : L2(Ω) → R0, and with C1 > 0 and C2 > 0 being independent of h. The
term C2‖qh − Πqh‖0 quantifies the inherent deficiency in the linear pair. Motivated by
this development, White and Borja [4] successfully adopted a similar stabilization for
coupled solid deformation–fluid diffusion problem, with the “velocity” now interpreted
as pertaining to the motion of the solid matrix and the pore fluid pressure taking the role
of the generic “pressure” term. More recently, and in a similar vein, Liu and Borja [3]
reformulated the contact problem as a Lagrange multipliers problem in the framework
of the extended finite element method. They also adopted a similar stabilization scheme
successfully, with the slip degree of freedom taking the role of the “velocity” term and
the contact pressure playing the role of the generic “pressure” term.

3 NUMERIC EXAMPLES

The first example demonstrates the efficacy of the stabilization scheme for handling
the volume constraint imposed by the lack of fluid flow in a coupled solid deformation–
fluid flow simulation. We consider a three-dimensional square footing pressed vertically
into a fully saturated ground. For the same number of mixed finite elements, a linear-
pair displacement/pressure interpolation (Q1Q1) yields a total of 19,652 degrees of
freedom, whereas a quadratic displacement/linear pressure interpolation (Q2Q1) results
in a total of 112,724 degrees of freedom. The Q1Q1 pair is known to be unstable, and
Figure 1(a) corroborates this with the unpreferable pressure oscillation resulting from
the unstabilized formulation. The Q2Q1 pair is known to be stable, and consequently
Figure 1(b) shows a smooth variation of pressure within the problem domain. After
stabilizing the Q1Q1 pair, the pressure oscillation disappears, as shown in Figure 1(c).
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(a) (b)

(c)

Fig. 1. Square footing pressed vertically into a fully saturated ground: (a) unstabilized linear-pair
hexahedral elements; (b) stable quadratic displacement/linear pressure hexahedral elements; and
(c) stabilized linear-pair hexahedral elements, based on [5]

Fig. 2. Unstabilized (left) and stabilized (right) contact pressures on a pair of smooth cubes
pressed against each other, based on [3].



124 R.I. Borja, J.A. White, and F. Liu

The second example demonstrates the efficacy of the stabilization scheme for deal-
ing with the constraint imposed by the contact condition within the framework of the
extended finite element method. We consider an elastic cube clamped at both its top
and bottom ends and pressed in the vertical direction. The cube is discretized with
three-dimensional tetrahedral elements, and a smooth horizontal plane is embedded
midway between the top and bottom surfaces of the cube. We use the Lagrange multi-
pliers method to impose the contact condition and plot the resulting normal component
of traction (Lagrange multipliers) acting on the embedded horizontal plane. Figure 2
shows the contours of Lagrange multipliers with and without stabilization. Once again,
the unstabilized formulation results in unphysical oscillation in the contact pressure.
However, the oscillation completely goes away with the stabilized formulation, demon-
strating the efficacy of the stabilization technique for contact problems.

4 CONCLUSION

The polynomial pressure projection technique, which was used successfully for
Stokes flow, is shown to minimize if not completely eliminate spurious oscillation of the
pore pressure in multiphysics coupled solid deformation–fluid flow problem. It is also
shown to exhibit similar efficacy for stabilization of the contact stress for both stick and
slip conditions, with structured and unstructured meshes, with equal and unequal line
segments, and with Lagrange multipliers, penalty, and augmented Lagrangian methods.
Additional test problems reported in [3, 4] included 2D plane stress, 2D plane strain,
and full 3D multiphysics and contact problems.
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Summary. The article concerns the combination of unsaturated soil mechanics with 
shear band initiation phenomena. Based on the Theory of Porous Media, the soil 
model proceeds from an elasto-plastic set-up based on monotonic and non-monotonic 
homogeneous as well as inhomogeneous shear-band localisation experiments. 
 
Keywords: finite element computations, laboratory tests, porous media mechanics, 
unsaturated soil. 
 

1 INTRODUCTION 

Computational investigations of complex multi-physical problems in soil mechanics 
become more and more important due to an increasing number of coupled solid deforma-
tion and pore-fluid flow problems as well as various instability phenomena induced by 
variations of the groundwater table initiated by rainfall events. Laboratory experiments 
and numerical simulations can support the detection of coupled failure mechanisms by 
changing the initial and boundary conditions of the considered experiment and the corre-
sponding numerical computation formulated as an initial-boundary-value problem 
(IBVP) within the finite-element method (FEM). This procedure can contribute to a 
deeper understanding of various problems such as complex slope failure processes. In the 
present article, the soil system, generally understood as an unsaturated soil, is described 
as a triphasic multi-physical material consisting of a soil skeleton, such as fine sand, a 
pore liquid, such as water, and a pore gas, such as air. The model is embedded in the 
well-founded Theory of Porous Media (TPM), while numerical solutions are realised by 
use of the finite-element solver PANDAS. Proceeding from cohesionless fine sand as the 
basic soil under study, the material parameters governing the soil behaviour are taken 
from triaxial experiments on dry sand specimens carried out under homogeneous loading 
conditions, whereas the parameters governing the hydraulic behaviour are determined by 
experiments on saturated soil specimens under non-deforming conditions. 

The experimental evidence on well-defined GEBA fine sand1 of the Degebo2 re-
vealed that the standard elasto-plasticity model of soil materials consisting of a  

                                                           
1 Sand from the Gebenbacher sand pit (trade name GEBA, Dorfner, Hirschau, Germany) with 

the following characteristics: grain size: 0.03 – 0.3 mm; sieve retention: d10=0.09 mm, 
d60=0.11 mm, degree of uniformity: Cu = 1.22. 

2 Deutsche Forschungsgesellschaft für Bodenmechanik (German Scientific Society for Soil 
Mechanics). 
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geometrically linear approach based on the Hookean elasticity concept and a hardening 
plasticity scheme in the framework of plastic work contours in connection with a con-
stant failure surface is insufficient to describe inhomogeneous and non-monotonic 
experiments including failure mechanisms. As a result, this article does not only in-
clude the description of unsaturated soil, in general, but also aims at presenting a new 
elasto-plasticity approach for sandy soil. 

Finally, a numerical investigation of a slope failure scenario of an unsaturated soil 
is presented revealing the strong coupling of the soil deformation and the hydraulic 
behaviour during failure processes. 

2 THE UNSATURATED SOIL MODEL 

In the present contribution, the triphasic unsaturated soil model is assumed to con-
sist of a materially incompressible, elasto-plastic or elasto-viscoplastic, frictional solid 
skeleton with the pore space filled by a combination of two viscous fluids, namely, a 
materially incompressible pore liquid and a materially compressible pore gas. Based on 
the property of immiscible materials together with the principle of phase separation [1], 
the behaviour of the components can be studied separately and put together further on 
by adding the coupling mechanisms. Consequently, the experiments for the parameter 
identification process can be carried out independently for the solid deformation be-
haviour and for the hydraulic properties. In particular, the solid matrix response can be 
observed and determined from triaxial tests carried out under dry and homogeneous 
conditions, whereas the hydraulic properties, such as the capillary-pressure-saturation 
relation and the relative permeabilities governing the partially saturated zone, can be 
measured without exerting an external load onto the sand specimen. 

2.1 Basic Equations 

The governing equations of the model under consideration are briefly presented 
within the framework of the TPM, cf. [2, 3, 4] and the quotations therein. The weak 
formulation of the overall momentum balance yields 

∫∫∫
ΓΩΩ

⋅+⋅=⋅−
t

avvp SSS
S
E dddgrad)( utuguIσ δδρδ , 

(1)

where S
Eσ  is the solid extra (effective) stress, I is the identity tensor and p is the total 

excess pore pressure given by the sum of the saturation-weighted effective fluid pres-
sures of the pore water, pWR, and pore air, pAR: 

ARAWRW pspsp += . (2)

Moreover, ρ  is the so-called overall density, g is the mass-specific gravitation, 

nIσt )( pS
E −=  is the external load vector acting on the Neumann boundary tΓ  of the 

overall medium and ‘ )(grad ⋅ ’ denotes the gradient operator. 

The weak formulation of the volume balance of the materially incompressible pore 
water with constant effective density ( const.=WRρ ) is given by 

∫∫∫
ΓΩΩ

−=⋅−′+′
v

apvvpnvpnn WRWWR
W

WWR
SS

W
S

W ddgradd])(div)[( δδδ wu , 
(3)
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while the mass balance of the compressible pore air reads 

∫∫∫
ΓΩΩ

−=⋅−′+′
q

apqvpnvpnn ARAAR
A

ARAAR
SS

ARA
S

ARA ddgradd])(div)[( δδρδρρ wu . (4)

Therein, nw ⋅= W
WW nv  is the efflux of liquid volume through the Neumann bound-

ary vΓ  with the outward-oriented unit surface normal n , while nw ⋅= A
ARAA nq ρ  

is the efflux of gaseous mass through the Neumann boundary qΓ . Moreover, ‘ )(div ⋅ ’ 

is the divergence operator corresponding to ‘ )(grad ⋅ ’ and S)( ′⋅  indicates the material 

time derivative with respect to the solid motion. In addition, the relative fluid veloci-
ties are determined from Darcy-type filter laws 

)grad( gw RR
R

r p
K

n ββ
β

β

β
β ρ

γ
−−= , (5)

where Rβγ  is the specific weight of the fluid βϕ , pore water or pore air, and β
rK  is 

the corresponding relative Darcy permeability. 

2.2 The Sandy Soil Model 

The assumption of rigid and incrushable soil grains requires that the elastic Helm-
holtz free-energy function of the solid skeleton must increase to infinity under hydro-
static compression. In order to take this into account, Ehlers and Scholz [5] proposed 
a materially non-linear elastic soil model of the form: 

Iεσ V
SeV

Se
V

critSe

V
critSeS

Se
SS

E ε
εε

ε
λμ ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

−
+=

,

,2 . (6)

Therein, Sμ  and Sλ  are the macroscopic Lamé constants, Seε  is the elastic part of 

the linear strain tensor, Iε ⋅= Se
V
Seε  is the elastic volume strain and V

critSe,ε  its critical 

value that cannot be exceeded under compressive loads. 
The plastic part of the material behaviour is based on the single-surface yield func-

tion [6]. 

3 2D D D 2 2 4 21
2( ) II (1 III (II ) ) I I I I - 0.S m

EF σ σ σ σ σ σ σγ α δ β ε κ= + + + + + =σ  (7)

In this equation, σI  is the first principal invariant of S
Eσ , while DIIσ  and DIIIσ  are the 

(negative) second and third principal deviatoric invariants of S
Eσ . Furthermore, 

},,,,{ κεδβα=hS  and },{ md γ=S  are sets of hydrostatic and deviatoric mate-
rial parameters that have to be determined from experiments revealing hardening as 
well as softening soil properties and varying failure surfaces, cf. Ehlers et al. [7]. 
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3 NUMERICAL EXAMPLE 

The numerical example presented in this article exhibits a slope with water tables on 
both sides. Before loading by q, both water tables have been set to 10 cm. Afterwards, 
q has been increased until a shear occurs. Figure 1 presents the basic geometry and the 
water saturation of the undeformed soil as a result of constant water tables on both 
sides. Note that, as a result of the fine-sand capillarity, the saturated zone reaches up to 
approximately 60 cm from the bottom before the partially saturated zone starts. At 
slope failure, cf. Figure 2, the fully saturated zone decreases rapidly as a result of dila-
tancy in the shearing zone. It is furthermore observed that the streamlines of the pore 
water are also pointing towards the shear bands. 

 

Fig. 1. Geometry and dimensions of the slope in cm (left) and computed water saturation for a 
water table of cm10== wrwl hh  (right). 

 
Fig. 2. Water table at slope failure (left), and streamlines of water seepage flow and shear band 
(right). 
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Summary. In this study, we consider efficient solution methods for mixed finite ele-
ment models of variably-saturated fluid flow through deformable porous media. Our
main focus is preconditioning techniques to accelerate the convergence of implicit
Newton–Krylov solvers. We highlight an approach in which preconditioners are built
from block-factorizations of the coupled system. The resulting methodology allows one
to extend single-physics preconditioners in a natural way to multi-physics applications,
allowing for significant code reuse while still capturing the tightly-coupled nature of the
underlying physics. The proposed methodology has been extensively tested on large,
three-dimensional problems with several million unknowns. Results demonstrate that
an algebraic multigrid variant of the block-preconditioner leads to mesh-independent
solver convergence and good parallel efficiency.

Keywords: algebraic multigrid, coupled geomechanics, finite elements, Newton-
Krylov.

1 INTRODUCTION

The focus of this study is efficient numerical methods for modeling variably-
saturated geomaterials. In particular, we examine fully-coupled models that simulta-
neously capture the deformation of the solid matrix and fluid flow through the pore
space. In many geotechnical and geoscientific applications, it is necessary to model
this fluid–structure interaction in a tightly-coupled way to make meaningful predictions.
Unfortunately, these multiphysics models are challenging—from both a theoretical and
numerical point of view—and their applications in day-to-day practice have been lim-
ited. We attempt to address some of these challenges here, particularly as to how one
can design efficient and scalable algorithms for this class of problems.

To fix ideas, consider a basic model for the behavior of variably saturated geomate-
rials. The mixture response is governed by two coupled equations: a mass balance and
a linear momentum balance:

θψ̇ + ψ∇ · u̇ + ∇ · w = 0. (1)

∇ · (σ′ − ψp1) + ρg = 0. (2)
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where, θ is the porosity, ψ is the water-phase saturation, u̇ is the solid displacement ve-
locity, w is the seepage (Darcy) velocity, σ′ is the effective stress, p is the water phase
pressure, 1 is a second-order unit tensor, and ρg is a body-force due to self-weight (1).
The governing equations are supplemented with the usual boundary and initial condi-
tions, as well as several constitutive relationships for the solid and fluid behaviors.

There are a variety of ways to discretize the above model, but here we examine a two-
field u/p formulation, in which the solid displacement and water pressure are chosen as
primary unknowns. Following the standard methodology, the finite element discretiza-
tion leads to a nonlinear system of residual equations that must be solved to advance
the solution in each time-step of the simulation. The roots of these residual equations
are found using Newton’s method, and it is this portion of the code that dominates the
computational expense of a typical simulation. Because the coupled formulation is a
multi-field problem, the Jacobian system that must be solved in each Newton iteration
inherits a useful block-structure:[

A B1

B2 C

] [
ΔU
ΔP

]
= −

[
Rmom.

Rmass

]
(3)

Unfortunately, this system is typically ill-conditioned, making its solution using iter-
ative solvers inefficient without good preconditioning. That is, instead of solving the
original linear system Jx = b using an iterative solver, we can construct a precondi-
tioning operator P and instead solve the (left) preconditioned system P−1Jx = P−1b.
If the matrix P−1J has better spectral properties than J itself, then the Krylov solver
will converge in fewer iterations.

Roughly speaking, our aim here is to design preconditioners that are informed of the
coupled nature of the underlying problem and can exploit it to achieve good conver-
gence properties. To this end, we make the preliminary observation that the Jacobian
admits a variety of block-factorizations (2). For example, a block LU factorization is

J =
[

A 0
B2 S

] [
I A−1B1

0 I

]
(4)

where S = C − B2A
−1B1 is the Schur-complement (of A) for the system. This

decomposition suggests an effective left-acting preconditioner would be (3),

P =
[

A 0
B2 S

]
(5)

which implies,

P−1 =
[

A−1 0
−S−1B2A

−1 S−1

]
and P−1J =

[
I A−1B1

0 I

]
(6)

We observe that the preconditioned Jacobian P−1J is block upper triangular, with iden-
tity blocks on the diagonal. It is straightforward to show that the preconditioned matrix
has only one distinct eigenvalue (λ = 1), and a Krylov-based iteration on the precon-
ditioned system would converge in at most two iterations. In practice, however, it is
too expensive to form the “exact” preconditioner. Note, for example, that the Schur-
complement S is dense (due to the presence of A−1) and is therefore difficult to work
with. Also, we do not want to explicitly form any of the inverse operators appearing
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in (6). Instead, we replace all of these operators with their own “sub-preconditioners,”
which by definition are good approximate inverses,

P̃−1 =
[

P−1
A 0

−P−1
S B2P

−1
A P−1

S

]
(7)

A block-based strategy now emerges. First, we compute sub-preconditioners PA and
PS for A and S respectively, and then combine them into a global preconditioner P̃ . Of
course, the success of this strategy depends on developing effective sub-preconditioners,
and is therefore a major focus of this study. In comparing several strategies, the
best performance was achieved using an Algebraic Multigrid method for the sub-
preconditioners. We refer the interested reader to (4) for further details, particularly
on how best to precondition the Schur-complement operator for this class of problems.

2 APPLICATIONS

The performance of the preconditioning strategy has been tested on a variety of lin-
ear and nonlinear problems. For example, Table 1 presents the results of a weak scaling
study performed on a geotechnical footing test problem. The soil is modeled as satu-
rated and linear elastic. In this limiting case, the problem is linear in each time step, and
Newton’s method converges in a single iteration. The problem therefore provides a way
to test the performance of the preconditioner independently of the outer Newton-solver.
The problem is formulated using equal-order Q1/Q1 hexahedra, with a stabilizing mod-
ification to deal with inf–sup instabilities (5). We observe that the number of iterations
per solve remains essentially constant regardless of the domain size. Furthermore, the
total wall time remains almost constant, except for a small overhead associated with
the parallel nature of the computation. We see that the preconditioned Krylov solver
shows good scaling and parallel efficiency, and can solve fully-coupled systems with
several million degrees of freedom in a few seconds. This fact is crucial as we consider
nonlinear problems, because a typical time-dependent, nonlinear solution may require
computing hundreds or thousands of linear Newton updates.

Figure 1 shows one such application, modeling the geomechanical response of a CO2

reservoir during injection. Here, it is necessary to discretize the full three-dimensional
geometry of the reservoir, overburden, and underburden. The situation is also com-
plicated by several cross-cutting faults that can either enhance the flow or serve as
compartmentalizing barriers. As the faults are pressured, they may also dilate and slip.
Modeling these interactions clearly requires both a tightly coupled model and highly-
efficient, scalable solution methods.

Table 1. Parallel scaling of an algebraic multigrid variant of the block preconditioner.

Processors 1 4 16 64
Elements 24,389 97,556 390,224 1,560,896

Degrees of Freedom 55,296 417,720 1,642,680 6,514,680

Avg. Iterations 12.1 13.1 12.5 11.7
Avg. Time (s) 9.87 10.84 10.85 11.28
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Fig. 1. Pressurization of faults due to CO2 injection into a reservoir.
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Summary. We demonstrate that the multi-linear interpolation functions used on an
Eulerian grid in standard MPM generate volumetric locking, which dominates the solu-
tion as bulk compressibility approaches the incompressible limit. We propose a simple
relaxation procedure based on a three-field Hu-Washizu principle and demonstrate its
applicability to modeling of granular flow problems.

Keywords: granular flow, meshfree methods, MPM, volumetric locking.

1 INTRODUCTION

While granular flows can extend many meters in depth and more than 100 meters in
length, the controlling mechanisms have length scales on the order of grains (in sands)
or boulders (in debris-flows). Modeling challenges emerge at all scales, governed by
limitations on computational resources and/or limitations of the numeric techniques
employed at any particular length scale.

In this article, we explore the suitability and reliability of the Material Point Method
(MPM) for modeling granular flow problems at the largest, phenomenological scales of
consideration. The MPM is a numeric technique that has its roots in fluid mechanics
and was extended for use in solid mechanics by Sulsky et al. [1]. In its common form,
MPM utilizes continuum-based constitutive relations to represent material of a finite
volume, called material points or particles, using a single set of state variables to repre-
sent the homogenized state of the associated material. In this article, behavior at smaller
scales is represented by reasonable rheological models at the macro-scale. This is not a
requirement for the present discussion, but it rather removes concerns associated with
numeric homogenization procedures or deficiencies in a smaller scale model.

2 APPROACH

Granular material at small deformations can show significant dilative behavior [2].
For the large deformations observed in debris flows, dilation quickly reaches a limit
state, and subsequent flow needs to be treated as incompressible in an average sense.
This incompressibility imposes a challenge on any numeric technique employed at the
macroscopic level, including the MPM.

A benefit of the MPM frequently referenced in the literature is its ability to dynam-
ically model large deformations of heterogeneous three-dimensional bodies. This clear
benefit over the Finite Element Method (FEM) is a consequence of a mesh-free rep-
resentation of the body through particles. The equation of motion is solved in a weak
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form using continuous interpolation functions on a regular Eulerian background grid.
These interpolation functions, however, provide a close tie to the FEM and, thus, the
MPM inherits several benefits but also some problems derived from the FEM.

2.1 Volumetric Locking

While the MPM does not suffer from mesh distortion, Shin [3] clearly demonstrates
that the MPM can exhibit volumetric locking. This can be illustrated by applying the
MPM to the problem of a dam-break problem with fluid as the material. In this case,
the material is characterized using a free energy function:

ψ(ε, ξ) = ψ̄(dev ε, ξ) + U(θ) (1)

where ε is the Almansi strain tensor, ξ is the suitable set of history dependent vari-
ables, dev ε is the deviatoric strain, and θ = tr ε is the volumetric strain. U(θ) is the
volumetric portion of the free energy. The stress–strain relation can be expressed as

σ = �
∂ψ

∂ε
+ 2μ d = � dev

(
∂ψ̄

∂ dev ε

)
+ �

∂U(θ)
∂θ

1 + 2μ d (2)

with μ as dynamic viscosity and d = (∇v + ∇vT )/2 as the rate of deformation ten-
sor. u(x) is the displacement field, and v = u̇ is the velocity. The strain gradients
in (2) represent history-dependent portions of stress. The remainder is a viscous term
representing the rate-dependent but history-independent portion of stress.

Letting ψ̄ = Gdev ε : dev ε, U = kθ2/2, and μ = 0 results in a linear elastic ma-
terial, while choosing ψ̄ = 0 and μ > 0 results in a (nearly incompressible) Newtonian
fluid. Transition states are obtained for ψ̄ �= 0, U(θ) �= 0, and μ > 0.

Figure 1 shows a plane dam-break problem in a finite domain that is modeled using
ψ̄ = 0 and U(θ) = kθ2/2 for a large bulk modulus k = 2.0 GPa and μ = 10−6 kPa,
both typical for water at room temperature. Figure 1a shows the initial hydrostatic state
of stress, which is properly represented. However, using standard MPM with the nearly
incompressible constitutive model results in a quasi-static state shown in Figure 1b.
This state is reached after just 1.4 seconds. The fluid never reaches the right container
wall. Pressure varies excessively between particles, and peak values are about two
orders of magnitude above the expected.

Fig. 1. Dam-break problem showing pressure in kPa: (a) initial state; (b) standard MPM after
1.4 seconds showing severe locking; (c) mixed formulation after 1.4 seconds showing no locking.
Figures are from [3]
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The source of the problem primarily lies in the way the volumetric strain rate θ̇
is computed from the standard MPM multi-linear interpolation functions, φi(x, y, z).
Representing a nearly incompressible flow using quadrilaterals (2D) or 8-node bricks
(3D), in general, does not properly reproduce a constant volumetric strain rate through-
out the cell. Instead, an artificial variation of θ̇ generates artificial variations in pressure.
Particles crossing into adjacent cells add to the generation of numeric oscillations [4],
as is clearly visible in Figure 1b.

2.2 Mitigating Volumetric Locking

A suitable solution for the FEM equivalent problem was proposed by Weissman and
Taylor [5] and Liu et al. [6]. They use a Hu-Washizu variational principle to introduce
a piecewise smooth dilation, θ̄, and pressure, p̄, and tie them in a weak form to the
respective variables derived from the interpolated displacement field. Using the regular
background grid in MPM, the respective quasi-static equations for the Hu-Washizu type
solution simplify to∫

V

�ψ̄(dev ε, ξ) dV +
∫

V

�U(θ̄) dV −
∫

V

(θ̄−tr ε)p̄ dV −
∫

V

�g ·u dV → stationary ,

(3)
where, for simplicity, only gravitational loads are included. Variation with respect to
the independent variables u, θ̄, and p̄ and integration by parts of all terms including
derivatives of the variational displacement, δu, yields the Euler equations. In addition
to the equation of motion, we obtain

θ̄ = div u , p̄ = �
∂U(θ̄)

∂θ̄
, and σ = � dev

(
∂ψ

∂ dev ε

)
+ p̄1 . (4)

An efficient technique is obtained by choosing p̄, and hence δp̄, in (3) to be constant
per cell, c, but zero outside that cell. Converting volume integrals to mass integrals and
computing them numerically as sums over particle domains yield the MPM-compatible
cell-averaged volumetric strain and pressure, respectively, as

θ̄c =
∑
p∈c

tr εp
mp

�p

/∑
p∈c

mp

�p
and p̄c = �c

∂U(θ̄c)
∂θ̄c

, (5)

in which �c is a cell-averaged density. Equation (5) is evaluated as an additional initial
step before computing the MPM algorithm for a new time step. In order to preserve
material history, particle strain and stress, respectively, are modified as

εp → dev εp +
θ̄c

3
1 and σp → dev σp + p̄c 1 (6)

for all particles in cell c.
Adding this simple procedure to the standard algorithm restores virtually locking-

free and physically correct fluid behavior, as shown in Figure 1c.
Granular flow differs from the above fluid flow problem by the presence of shear

stiffness through a nonvanishing ψ̄(ε, ξ) and limited shear strength as a function of
the acting mean pressure. The present study utilizes a Drucker-Prager type model for
the granular material – solely for isolating the locking and the cell-crossing problem.
History variables ξ consist of the plastic strain tensor only.

Figure 2 shows the simulation of a sand column collapse. The problem involves a
static initial stress state, dynamic collapse, and a final state, again at rest. Rapid removal
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Fig. 2. Plane collapse of a sand column. From the left: Initial configuration; Intermediate state;
Final configuration.

of a supporting wall triggers slope failure close to the theoretical active failure mode.
The failed material is deposited at the foot of the sand column, and a final state slightly
shallower than the static angle of repose develops. For further details on this simulation,
including a highly satisfactory comparison to experimental data, see Shin [3].

A similar simulation using standard MPM produced the initial slope failure, but
could not produce the final deposit geometry. Note that even a finite deformation analy-
sis using the FEM cannot simulate this process without repeated remeshing. The MPM
with the proposed mixed formulation, however, does not require any modification of
the underlying regular Eulerian grid, nor any special treatment at the particle level to
generate this result.

3 CONCLUSIONS

The modified MPM approach presented here proves to be simple and effective. In
addition to removing volumetric locking due to the low order of the underlying inter-
polation functions (FEM similarity), the presented technique also significantly reduces
the MPM-specific cell-crossing error. The computational cost for the presented anti-
locking procedure is negligible in comparison to the standard MPM algorithm, even if
finite strain constitutive models are employed.
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Summary. The paper deals with a numeric model for coupled solid–fluid FE analy-
ses of geotechnical problems involving partially saturated soils. The Barcelona Basic
Model serves as a constitutive model for the soil skeleton. Different stress update algo-
rithms are compared for this model regarding robustness, accuracy, and efficiency. The
application of the numerical model is demonstrated by numerical simulations of the im-
poundment of an earth dam and of the injection of compressed air into water saturated
soil.

Keywords: multi-phase model, partially saturated soil, unsaturated soil model.

1 INTRODUCTION

A finite element model for partially saturated soils relies on a FE formulation for
three-phase media, consisting of a deformable soil skeleton and the fluid phases: water
and air [1], and on a constitutive model for the deformable soil skeleton, which allows
describing essential features of the behavior of partially saturated soils. In the present
FE model the displacements u of the soil skeleton, the capillary pressure pc, and the air
pressure pa are chosen as primary variables. A Newton-type solution procedure is em-
ployed for solving the system of nonlinear coupled equations of the three-phase model.

As constitutive model, the well-known Barcelona Basic Model [2] formulated in
terms of net stress and capillary pressure, is chosen. Alternatively, for partially satu-
rated sands and silts a cap model, which is based on the generalized effective stress
and capillary pressure, can be employed [3]. Within the framework of a FE model, the
stress update algorithm for the partially saturated soil model plays an important role. In
this paper, different stress update algorithms, consisting of (i) an explicit stress update
algorithm, (ii) a general return mapping algorithm, (iii) an optimized return mapping
algorithm, and (iv) a semi-explicit stress update algorithm are compared with respect to
robustness, accuracy, and efficiency. The performance of the stress update algorithms
is shown in a systematic manner for a large range of prescribed combinations of volu-
metric and deviatoric strain increments.

Finally, the application of the developed coupled FE model is demonstrated through
coupled transient numerical simulations of geotechnical problems involving partially
saturated soils.
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2 STRESS UPDATE ALGORITHMS

Within the framework of a FE analysis the stresses of the soil skeleton at a given
time instant tn+1 are computed, provided the equilibrium state at time instant tn is
known and, in addition, for the current time step Δt, estimates of the increments of
the strain of the soil skeleton, Δε, and of the capillary pressure and the air pressure,
Δpc and Δpa, respectively are known. The plastic strain, net stress (or, alternatively,
generalized effective stress), and hardening variable are then computed at tn+1.

To this end, different stress update algorithms are available. In addition to robustness,
the accuracy and efficiency of the employed stress update algorithm play a decisive
role for FE analyses of geotechnical problems involving partially saturated soils. This
motivated us for investigating different stress update algorithms for the Barcelona Basic
Model, in particular

(a) an explicit stress update algorithm with adaptive sub-stepping and error control
based on the Richardson extrapolation method;

(b) a general return mapping algorithm [4], which is characterized by backward Euler
integration of the rate equations for the plastic strains and the hardening variable,
and enforcing the yield condition f = 0 at tn+1; it requires solving a system of
nonlinear equations for the consistency parameter, the net stress, and the harden-
ing variable;

(c) an optimized return mapping algorithm, which requires only solving a scalar non-
linear equation for the first invariant of net stress;

(d) a semi-explicit stress update algorithm, which is characterized by explicit inte-
gration of the rate equations for the plastic strains and the hardening variable and
by enforcing the yield condition f = 0 at tn+1 for determining the consistency
parameter; it is combined with sub-stepping and error control along the lines of
the explicit algorithm;

(e) an implicit 5th–order Runge–Kutta stress update algorithm with error control,
proposed in [5].

The comparison of the investigated stress update algorithms is performed on the basis
of two different sets of material parameters for the BBM, provided in [2]. For larger
strain increments, it revealed relatively large integration errors of the return mapping
algorithms. Hence, the latter are also enhanced with adaptive sub-stepping and error
control.

A comparison of the efficiency of the investigated stress update algorithms for the
prescribed maximum values of the integration error, ranging from 10−1 to 10−10, is
shown in Fig. 1. The diagrams are based on stress updates for 25 combinations of
volumetric and deviatoric strain increments of 0.5%, 0.75%, 1.0%, 1.25%, and 1.5%
and taking the mean values of the computed error and the mean values of the number
of required arithmetic operations.

It follows from Fig. 1 that for a prescribed error threshold value, the optimized return
mapping algorithm is by far more efficient than the general return mapping algorithm,
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Fig. 1. Work precision diagrams for two sets of material parameters: (a) explicit stress update,
(b) general return mapping algorithm, (c) optimized return mapping algorithm, (d) semi-explicit
stress update algorithm, (e) implicit 5th–order Runge–Kutta algorithm

and it is even more efficient than the explicit integration method. The RADAU5 algo-
rithm is very efficient for very small prescribed values of error tolerances.

3 APPLICATION

The developed three-phase model for partially saturated soils can be applied to the
numerical simulation of a wide range of problems encountered in engineering prac-
tice. In the following, the application of the numerical model is demonstrated by the
simplified 2D coupled solid–fluid FE analysis of water flow through a homogeneous
earth dam (Fig. 2) due to reservoir impoundment and by the 3D coupled solid–fluid FE
analysis of the injection of compressed air into water-saturated soil for displacing the
groundwater. Figure 2 exemplarily shows the distribution of the capillary pressure for

P-CAP
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-4.00e-02
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+4.00e-02
+8.00e-02
+1.20e-01

Fig. 2. Cross section of the homogeneous earth dam (top); distribution of the capillary pressure
[MPa] (negative values denote water pressure in the water saturated domain) for selected time
instants (bottom): t = 60 d (left), t = 800 d (right)
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Fig. 3. Applied excess air pressure (top, left), measured and computed air inflow and outflow
(bottom, left) and deformed FE mesh (displacement magnification factor: 1000) with distribu-
tions of the excess air pressure [MPa], 2 hours (top, right) and 32 hours (bottom, right) after
beginning of the test

two selected time instants. Figure 3 contains selected results of the numerical simula-
tion of injecting compressed air into water-saturated soil at a depth ranging from 13 m
to 16 m below the surface by means of a bore hole with a diameter of 1.5 m.
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Summary. We develop a model for porous flow, which includes both continuum and
fractured flow regions using an enhanced strain finite element framework. Continuum
flow is based on Darcy’s law, with an additional term for the flow on the fracture, based
the dilation on the crack. The porous flow model is embedded in a finite element frame-
work, with the flow along a fracture handled using an enhanced element that contains
an additional permeability component for fluid flow along the fracture. The enhanced
permeability element will be coupled with the enhanced element for deformation along
the fracture. Such elements exist, and the important quantities of pore pressure and vol-
umetric deformation, both in bulk material and along the fracture, are passed between
the two problems.

Keywords: fractured flow, poromechanics, porous flow.

1 INTRODUCTION

Fluid flow through porous media has many applications, including geotechnical, geo-
physical, and biological. In many of these situations, localized surfaces or narrow re-
gions such as fractures, shear bands, or compaction bands play in important role both in
the mechanics and fluid flow characteristics. Examples include zones of fissured rock,
earthquake faults, and slope stability problems.

While there are relatively good physical models of how mechanical and fluid flow
processes interact at the continuum scale, there are complex interactions along local-
ized zones that also interact with the bulk processes. Permeability characteristics may
change dramatically both along the localized band or across it. Mechanically, the chang-
ing fluid pressures may reduce the effective stress along the localized zone, which may
already be weak, allowing for further deformation in that region. Further deformation
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on the band can result in dilation or compaction, which changes both the volume of the
fluid in the localized region and the permeability characteristics. Changes in the stress
field could also result in propagation of the localized zone.

We develop a model for porous flow processes at both continuum and localized re-
gions using an enhanced strain finite element framework. Enhanced strain elements
allow for the insertion of failure surface through the element at a critical orientation and
location within the element, and have been used extensively for modeling propagating
discontinuities.

The enhanced element will be coupled with a multiphysics approach. While finite el-
ement models exist for coupled solid deformation and fluid flow, fluid transfer between
bulk material localized zones has only been explored by a few researchers, e.g. [4, 5].
Fluid pressure affects slip in the localized zone via an effective stress, while increased
permeability in the band increases fluid flow in an anisotropic manner.

2 PERMEABILITY MODEL

Bulk permeability is modeled using Darcy’s law v = −k∇h, where v is the super-
ficial velocity, k is the bulk permeability matrix, and h is the total head. In addition,
there is fluid flow along the fracture given by

v̂ = −k̂(AS)î (1)

where v̂ is the superficial velocity along the crack, k̂ is the permeability along the crack,
which varies with the cross-sectional area AS , and î is gradient of the head within the
fracture. The gradient can be be expressed in a finite element framework as

î =
hA − hB

LS

xA − xB

LS
(2)

where hA and hB are respectively, the total head values at the end nodes of the crack
segment, xA and xB are the positions of the nodes, and LS is the length of the crack.
Hence, the first fraction determines the magnitude of the gradient, and the second the
direction.

3 FINITE ELEMENT IMPLEMENTATION

The finite element model solves for the total head h as a primary variable. While
enhanced finite elements for solid deformation condense the added degrees of freedom
associated with the localized surface at the element level, here we add the degrees of
freedom at the intersection of the surface with each element edge, to determine a hy-
draulic gradient along the band. To minimize the direct interaction of the flow on either
side of the band, the element is “cut” by the band and divided into sub-elements over
which the necessary quantities are integrated separately (see Figure 1). The additional
nodal values are added at the end of the the respective vectors. Elements at end of the
band can be accommodated using extra nodes only on the side where the band meets the
element. Piecewise linear shape functions may then be used on that side, using standard
transition element principles.
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Fig. 1. Examples of enhanced elements with linear edges. Enhanced elements are divided by
the fracture surface, and the two sides of the element are integrated separately. An additional
permeability term connects the two nodes at the end of the fracture surface.

Standard development of the Galerkin form leads to a modified element internal
“force” vector of

f e
int =

∫
Ω

BeT vdΩ (3)

=
∫

Ω

BeT

{
k∇h +

k̂

L2
S

[(xA − xB) ⊗ Qe] heδS

}
dΩ (4)

=
∫

Ω

BeT

{
kBe +

k̂

L2
S

[(xA − xB) ⊗ Qe] δS

}
dΩhe (5)

=

{∫
Ω

BeT kBedΩ +
∫

S

BeT k̂

L2
S

[(xA − xB) ⊗ Qe] dS

}
he. (6)

The stiffness matrix may then be written as

ke =
df e

int

dhe =
∫

Ω

BeT kBedΩ +
∫

S

BeT k̂

L2
S

[(xA − xB) ⊗ Qe] dS (7)

where

Qe =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
.
.
.
0
1
−1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭ ← position A
← position B

(8)

The second term arises from the flow on the fractured surface. With these enhance-
ments, element matrices can assembled and the problem solved using standard
techniques.
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4 COUPLING WITH ENHANCED ELEMENT FOR DEFORMATION

These elements will eventually be coupled with enhanced strain element for defor-
mation [1-3]. The coupling will initially solve each problem separately, passing the
necessary information – pore pressure, volumetric strain, and crack dilation — between
the two codes. The solution for each time step is thereby reached through an iterative
process.

5 CONCLUSIONS

In summary, we have develop an enhanced finite element for porous flow that in-
cludes bulk permeability and flow between fractured surfaces. The permeability on the
fractured surfaces varies with dilation along the interface. This development allows
the permeability model to be coupled with an enhanced element for deformation that
accounts for localized deformation along the fracture.
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Summary. Natural fault surfaces exhibit roughness at all scales, with root-mean-square
height fluctuations of order 10−3 to 10−2 times the profile length. We study earthquake
rupture propagation on such faults, using strongly rate-weakening fault friction and off-
fault plasticity. Inelastic deformation bounds stresses to reasonable values and prevents
fault opening. Stress perturbations induced by slip on rough faults cause irregular rup-
ture propagation and the production of incoherent high-frequency ground motion.

Keywords: earthquakes, faults, friction, roughness.

1 INTRODUCTION

While frequently idealized as infinitesimally thin planar surfaces, natural faults ex-
hibit a variety of geometrical complexities. In this study, we focus on one ubiqui-
tous type of complexity, fault roughness, and explore how deviations from planarity
influence the earthquake rupture process. Roughness is observed at all scales using
a variety of techniques (laser profilometers from ∼10 μm to ∼10 cm, ground-based
LiDAR from ∼0.1 m to ∼100 m, and mapping of surface traces at the largest scales)
[1, 2, 3]. Studies that combined data across the full range of scales suggest that fault
surfaces are self-similar. Specifically, one-dimensional profiles along the surface (with
zero mean), y = h(x), are characterized by a power spectral density of the form
Ph(k) = (2π)3α2k−3, for wavenumber k and amplitude-to-wavelength ratio α. The
root-mean-square (rms) roughness between wavenumbers kmin and kmax is dominated
by the largest wavelengths; for a profile of length L, which has roughness at all wave-
lengths less than L:

hrms(kmin = 2π/L, kmax → ∞) = αL. (1)
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It is thus evident that the rms deviations from planarity scale with the profile length.
Alternatively, if the profile is decomposed into Fourier modes, the amplitude of each
sinusoidal component increases with wavelength in a manner that satisfies equation (1).

Faults are smoother in the direction of slip (α ∼ 10−3 – 10−2, with the smaller values
being more appropriate for mature faults) than in the slip-perpendicular direction (α ∼
10−2). In this study, we focus solely on roughness in the direction of slip, and consider
only roughness wavelengths that are much larger than the characteristic amount of slip
in a single earthquake (an assumption required for our analytic and numeric analyses).
An example of a synthetically generated self-similar fault is shown in Figure 1.

Slip on nonplanar faults perturbs the local stress field and increases the resistance
to slip [4, 5]. Insight into these effects can be obtained using boundary perturbation
techniques to develop approximate solutions to quasi-static linear elasticity problems.
In contrast to the rms roughness, the rms stress perturbations are dominated by the
shortest wavelengths of roughness. For slip of magnitude Δ across a fault with constant
friction coefficient, the rms normal stress perturbation is [6]

σrms(kmin → 0, kmax = 2π/λmin) = 2π2α
G

1 − ν

Δ
λmin

, (2)

where G is shear modulus, and ν is Poisson’s ratio. For reasonable parameters, the
normal stress perturbation predicted by this analysis will exceed the background com-
pressive effective stress levels on faults at seismogenic depths, implying that the walls
of the fault should open. That seems unlikely, as such large stress perturbations will al-
most certainly be prevented by inelastic deformation within damage zones surrounding
the fault.

2 NUMERICAL MODEL

To investigate the effects of roughness in more detail, we model rupture propaga-
tion on nonplanar faults in an infinite, homogeneous medium under conditions of plane
strain. The fault is a synthetically generated band-limited self-similar profile, as shown

x

y

(to scale)

α=10-2
S

max
Ψ

15 km 
50R

0

Fig. 1. Band-limited self-similar fault profile, y = h(x), with amplitude-to-wavelength ratio
α = 10−2. Synthetic seismograms are calculated at station marked with triangle in (a). The
maximum principal prestress, Smax, is inclined at angle Ψ to y = 0. Fault strength drops over a
distance of ∼R0 (a length scale emerging from friction and elasticity); R0 = 300 m is used in
dimensional scales. Roughness is present at wavelengths λ ≥ λmin = 1.25R0 (= 375 m) in this
example.
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Fig. 2. (a) Profiles of slip for Ψ = 50◦, illustrating the increase in slip heterogeneity, as the
amplitude-to-wavelength ratio of roughness, α, is increased. For all the cases, the background
stress, τ b, is just slightly above that required for self-sustaining propagation; while this value of
τ b increases with α, the average amount of slip remains roughly constant. (b) Synthetic velocity
seismograms at station shown in Figure 1 for several values of α. Hypocentral P- and S-wave
arrivals are marked; the two-sided fault-normal pulse occurs when the rupture passes the station.
(c) The Lucerne Valley record from the 1992 Mw 7.3 Landers earthquake (2 km from the fault).
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in Figure 1, with a lower wavelength cutoff introduced to ensure numerical resolu-
tion of all roughness features. The medium is modeled as a Drucker–Prager elastic–
viscoplastic solid without cohesion. Plasticity prevents the development of unreason-
ably large stress perturbations, and, at least for the specific model employed in this
study, completely eliminates fault opening. The fault is governed by a rate-and-state
friction law featuring a strongly velocity-weakening steady-state response. (For further
description, see [7, 6].) We use a summation-by-parts finite difference method on block-
structured meshes; irregular geometries are handled using a coordinate transformation
technique. The method is provably stable and accurate (convergence tests demonstrate
that solutions presented here have about 1% error) [8].

One consequence of strongly rate-weakening friction is the existence of self-healing
slip pulse ruptures for a limited range of background stress conditions (and multiple
lines of reasoning suggest that natural faults operate under such conditions); we fo-
cus exclusively on this part of parameter space. Roughness introduces heterogeneity in
the slip distribution (Figure 2a) and causes rapid accelerations and decelerations of the
rupture front; both processes generate incoherent high-frequency seismic waves (Fig-
ure 2b). Synthetic seismograms from our simulations bear close resemblance to data
from actual events (Figure 2c), suggesting that fault roughness might be responsible for
incoherent high-frequency ground motion from earthquakes.
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Summary. There are multiple lines of evidence that major faults which host large 
earthquakes (e.g., San Andreas fault) operate at much lower shear stresses than what is 
predicted by Byerlee’s law and a litho- and hydro-static stress state. Recent laboratory 
experimental studies suggest that a fault weakens dramatically at coseismic slip rates. We 
have taken the experimentally derived dynamic weakening into account in the earthquake 
sequence simulations. Our studies reveal that the overall stress level at which a fault 
operates is controlled by the frictional resistance at coseismic slip rates. 
 
Keywords: friction, frictional heating, sequence of earthquakes, strong rate-
weakening. 

1 INTRODUCTION 

Mature faults sustain low shear stress interseismically and during coseismic slip, 
as indicated by measurements of near-fault stress orientations (e.g., [1]) and 
observations of low heat flux [2]. At the same time, earthquake stress drops are 
typically between 1 and 10 MPa (e.g., [3]) which is much smaller than an expected 
value of shear strength at seismogenic depths (~ 100 MPa). These observations 
suggest that most fault points have low shear stress before large earthquakes, slip 
mainly at even lower shear stresses, and lock with the final stress only modestly lower 
than the initial value. [4], [5], and [6] demonstrated that even if a fault is strong at low 
slip rates, a dynamic rupture can propagate on a low-stressed fault (shear 
stress/normal stress ~ 0.3 or less) if the strength of a fault dramatically decreases 
coseismically, and discussed the operation of a fault at a low long-term shear stress.  

Our aim is to elucidate effects of coseismically activated weakening mechanisms 
on the long-term fault behavior by conducting earthquake sequence simulations, 
following [4]. We have expanded the methodology that allows to simulate long slip 
histories while accounting for inertial effects during earthquakes [7, 8] to include 
strong dynamic weakening due to flash heating (FH) of microscopic contacts and  
 



150 H. Noda, N. Lapusta, and J.R. Rice 

 
Fig. 1. (a) A schematic diagram of the crustal-plane model. (b) Steady-state friction coefficient, 
fss(V), in the law with strong rate weakening due to FH 

thermal pressurization (TP) of pore fluids. Improvements over [4] include a more 
stable numerical algorithm and code parallelization that allows exploring more 
realistic parameter regimes. 

2 THERMAL WEAKENING MECHANISMS 

Recent experimental studies (e.g. [9]) revealed that friction coefficients of rocks 
dramatically decrease at high slip rates (> 0.1 m/s). Such behavior can be explained by 
highly concentrated heat production in narrow shear zones and the resulting effects [10].   

One such effect is temperature rise at microscopic frictional contacts (FH) which 
predicts f ~ 1/V + const. at V larger than about 0.1 m/s, where f is the friction 
coefficient, and V is the slip rate. We add this effect to the Dieterich-Ruina’s rate-and-
state friction law (Figure 1b): 
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where τ is the shear stress, σe and σn are respectively, the effective and total normal 
stresses, p is the pore pressure, y is the coordinate normal to the fault, θ is a state variable, 
a and b are respectively, rate and state parameters, L is the state evolution distance, V0 
and f0 are the reference slip rate and friction coefficient, Vw is the slip rate at which FH 
becomes efficient, and fw is the residual friction coefficient. Note that the aging effect in 
this law is important for simulating earthquake sequences including interseismic periods. 

3 EARTHQUAKE SEQUENCES IN 2D CRUSTAL PLANE MODELS 

In our simulation example, a 24-km-deep elastic plate (depth-averaged to a crustal 
plane) is loaded by steady-state slip at 10-9 m/s at the deeper fault extension (Figure 
1a). The depth-averaged elastodynamic equation for the strike-parallel displacement 
u(x, y, t) incorporates the plate loading Vpl and is given as eq. (A1) in [8]. On the fault, 
slip rate and shear stress are given by V = 2(∂u(x, y=0+,t)/∂t) and τ = μ×(∂u(x, 
y=0+,t)/∂y), respectively. We examine the behavior of a 100-km rate-weakening 
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region surrounded by stable rate-strengthening areas.  The region has a 10-km weak 
region of low f0 at one end, which produces frequent nucleation of seismic ruptures. 
fss(V) in the seismogenic region is shown in Figure 1b.  

Although the strength at each point on the fault at low slip rates is high (σef0 ~ 100 
MPa), averaged shear stress on a fault is low because of low coseismic shear stress 
and frequent rupture nucleation, consistent with the results of [4], [5], [6]. Long-term  
 

 

 

Fig. 2. (a) Shear stress distribution between 7000 and 10000 years from the initiation of 
calculation without thermal weakening (top) and with FH (bottom). (b) Average shear stress 
(red) and time-averaged heat generation rate (black) in the seismogenic region (-50 km < x < 50 
km). Interseismic shear stress and long-term heat generation are significantly reduced by 
thermal weakening due to flash heating 
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shear stress distribution and averaged shear stress in the seismogenic region (-50 km < 
x < 50 km) are shown in Figures 2a and b, respectively, for cases with L = 10 mm.     

4 CONCLUSIONS 

Fault models that combine high static strength as shown in the lab, low dynamic 
strength due to flash heating, and locations for earthquake nucleation result in fault 
operation under low overall shear stress and with low heat production, as supported 
by observations. This is demonstrated by our long-term simulations of fault slip, 
which incorporate both tectonically slow loading and inertial effects during seismic 
events.  
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Summary. Friction experiments performed on dolomite/calcite at conditions typical 
during the propagation of large earthquakes (slip velocities v > 1 m/s and 
displacements d > 1 m) show that the frictional strength of experimental faults decays 
exponentially from peak values, in the Byerlees’ range (μp ≈ 0.8), to extremely low 
steady-state values (μss ≈ 0.1), attained over a weakening distance Dw. The 

integration of CO2-emission data, recorded during the experiments, with 
microstructural observations shows that nanoparticles were produced in the slip zone 
due to cataclastic and thermally activated chemical/thermal processes (e.g. 
decarbonation reactions). Steady-state shear strength, soon after the onset of CO2 
emissions during the transient stage, is reduced below best fit exponential law. During 
the transient stage of dynamic weakening, flash heating temperature rises, greater than 
the value necessary to activate the thermal decomposition of dolomite (T=550ºC), 
have been locally reached at the highly stressed frictional microcontacts. Pressurized 
fluids (CO2), temporarily trapped within the slip zone, may also have contributed to 
dynamic weakening in accordance with the effective normal stress principle. Flash 
heating and thermal pressurization processes will be inhibited at the end of the 
transient stage as nanoparticles are produced and fluids can escape the slip zone. 
Steady-state dynamic weakening may be controlled by velocity-dependent frictional 
properties of nanoparticles. Seismic source parameters (e.g. slip weakening distance 
Dw and breakdown work Wb), calculated from experimental data, match those 
obtained by modelling of seismological data from earthquakes nucleated in the same 
carbonate rocks in Italy during the 1997 M=6 Colfiorito earthquakes. Wb scales with 
Dw according to a best fit power law, in a similar fashion to that inferred from existing 
seismological data sets.  

Keywords: dynamic weakening, earthquake, flash heating, friction, thermal 
pressurization. 
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1 INTRODUCTION 

Several thermally activated slip weakening mechanisms have been suggested in 
the literature to account for low frictional strength of faults during earthquake 
propagation: flash heating and thermal pressurization [1], frictional melting [2], gel 
formation [3], thermal decomposition [4,5]. Growing field evidence from springs 
located nearby large active faults of CO2 flux of crustal origin after large earthquakes 
e.g. Cofiorito epicentral area [6], led to suggest that earthquake propagation in 
carbonates, which are common seismogenic sources in the upper crust, may be 
favoured by dramatic fault weakening because of thermal processes (decarbonation 
reactions) that are activated when the fault rocks are driven into their instability field 
by frictional heating. In order to investigate the dynamic weakening processes which 
operate during earthquake propagation in thermally unstable rocks, a set of 34 friction 
experiments has been performed on dolomite and Mg-calcite granular rocks in a high-
velocity friction apparatus at conditions that are typical during the propagation of 
large earthquakes (slip velocities v>1 m/s and displacements d>1 m). Mechanical and 
seismic source parameters obtained and calculated from experimental data have been 
compared with those obtained by modelling of seismological data from earthquakes 
nucleated in carbonate rocks in Italy during the 1997 M=6 Colfiorito earthquakes.   

2 EXPERIMENTAL RESULT AND MICROSTRUCTURAL 
OBSERVATIONS 

Experiments were performed on fine-grained (≈100 μm), sharp-edged, gouges of 
(a) pure dolomite MgCa(CO3)2 (dry and saturated with distilled water), (b) partially 
decomposed dolomite made of Mg-rich calcite (CaxMg1-x)CO3 and periclase (MgO) 
and (c) totally decomposed dolomite made of lime (CaO) and periclase (MgO).  

The experiments were run at normal stresses ranging from 0.4 to 2 MPa, slip rates 
ranging from 0.009 to 1.3 m/s, and displacements of 0.20–58 m, while monitoring 
CO2-emission rates. For these normal stresses, and slip velocities v > 0.69 m/s, all 
gouge materials display a dramatic reduction in shear strength τf from initial peak 
values τp to steady-state values τss, over a slip weakening distance Dw (Fig. 1a).  

 
Fig. 1. (a) For v ≥ 0.69 m/s, τf is fitted by the exponential decay law τ = τss+(τp-τss)e

[ln (0.05)d/Dw] 
from peak (τp) to steady-state (τss) values when plotted versus displacement. CO2 emissions 
recorded during the experiment are small. (b): τss is reduced (two τss are attained) below best fit 
law following CO2 emissions at the end of the transient stage. 
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A sharp increase in dynamic shear strength is observed for displacements larger 
than Dw, resulting in the attainment of a second steady-state τss2 > τss1 (Fig. 1b). We 
interpret the increase in dynamic shear strength τss2 = μssσ’n observed for d >> Dw, as a 
result of the increase of the effective normal stress σ’n = σn–Pf, when pressurized CO2 
escapes from the localized slip zone and Pf is reduced. 

All laboratory-deformed samples consistently show the localization of slip at the 
gouge-host rock boundary, within thin slip zones (50–100 μm) formed by fine- to 
ultra-fine-grained material. TEM scale observations show that the slip zone of the 
experimental samples is formed by a complex association of grains with relatively 
constant size, ranging from few nanometers up to 20 nm. Nano-grains in the slip zone 
are closely associated, giving rise to a compact, pore-free texture, with recurrent 
polygonalized boundaries. High-resolution images show that nano-grains are formed 
by ordered, defect-free sequences of lattice fringes, suggesting significant structural 
reorganization. 

3 DISCUSSION AND CONCLUSIONS 

3.1 Dynamic Weakening Mechanisms 

The average calculated bulk temperature at the end of the transient stage is very 
close to T = 550 oC, necessary to initiate the thermal decomposition of dolomite. 

However, CO2- emission data have been recorded before the end of the transient stage 
(Fig. 1), suggesting that flash heating temperature rise [1], greater than the value 
necessary to activate the thermal decomposition of dolomite (T= 550ºC), have been 
locally reached at the highly stressed frictional microcontacts. The (lower) steady-
state dynamic shear strength values τss1 = μss(σn-Pf1), attained in the presence of 
pressurized fluids trapped within the slip zone (Fig. 1b), show little dependence on the 
normal stress (Fig. 2a). On the contrary, the (higher) steady-state dynamic shear 
strength values τss2 = μss(σn-Pf2), attained when fluids could escape the slip 
 

 
Fig. 2. (a) The diagram shows peak and steady-state stress τss2 > τss1 for each material. (b): Dw 
decreases with increasing σn according to a power law least squares best fit equation Dw = aσn

b. 
(c): Breakdown work Wb, calculated from experimental data as the area of the surface below 
the dynamic shear strength curve increases with increasing displacement (Dw) according to a 
power law least squares best fit equation Wb = aDw

b. The grey boxes in Figures 2b-c represent 
the ranges of values calculated by modelling of seismological data from the 1997 Colfiorito 
earthquakes [7].  
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zone (Pf1 > Pf2) (Fig. 1b), increase with increasing σn (Fig. 2a). This behaviour is in 
agreement with the effective normal stress principle (σ’n = σn–Pf). 

During the transient stage of frictional strength decay from peak to steady-state 
values, dynamic weakening was mostly controlled by flash heating and thermal 
pressurization processes. However, flash heating would be largely inhibited at the end of 
the transient stage and during steady-state 1, when average grain size of particles in the 
slip zone is φ = 10–100 nm, as gathered from microstructural observations. Finally, 
during the attainment of the second steady state, τss2 (Fig. 1b), fluids escaped the slip 
zone, and thermal pressurization ceased to operate. At this point, dynamic weakening 
was solely controlled by the velocity-dependent frictional properties of nanoparticles [8]. 

3.2 Seismic Source Parameters: Experimental vs. Seismological Data 

At seismic slip rates of 1.3 m/s, Dw decreases with increasing normal stress according 
to a power law least squares best fit equation (Fig. 2b). Experimental Dw values are 
slightly higher than those obtained from dynamic modelling of the seismological data of 
the Colfiorito earthquakes (Fig. 2b, [5, 7]), which nucleated in the same rocks tested in 
this study. When extrapolated at seismogenic depths (σn = 20–90 MPa), experimental Dw 
data are well within the range of seismological values (0.3-1 m) (Fig. 2b). The 
breakdown work Wb data calculated from the experiments are within the same order of 
magnitude of the range of values (0.8–2.28 MJ/m2) estimated for the Colfiorito 
earthquakes [5, 7] and scale with Dw according to a power law best fit equation (Fig. 2c). 
More generally, experimentally derived Wb and its scaling relationships with Dw are of 
the same order of magnitude and similar nature, respectively, when compared to the 
same parameters obtained from seismic inversion analyses of seismological data for well-
studied moderate-to-large earthquakes [1, 5, 7] (Figs. 2b-c). 
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Summary. This study presents numeric simulations of nonlinear wave propagating
through jointed rock masses. The simulations were performed using the Lagrangian
hydrocode GEODYN-L with joints treated explicitly using an advanced contact
algorithm.
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1 INTRODUCTION

Modeling the mechanical response of discontinuous media presents many compu-
tational challenges emphasized by various researchers. Analytic methods developed
earlier for jointed rock masses [1, 2] can only be applied to small deformations and do
not account for nonlinear irreversible processes taking place during large deformations.
There have been attempts to use both Discrete Element Methods (DEM) and Finite El-
ement Methods (FEM) to determine the properties of the fractured rock mass [3–5].
Most of them were aimed at quasi-static material response. The aim of this study is
to develop a methodology to build EC models for nonlinear wave propagation through
heavily jointed rock media. In contrast to many existing EC models for jointed rock,
the current model considers regimes where responses both joints and rock material are
strongly nonlinear. A discrete method was developed and designed for Lagrangian
FE/FD codes, where all discontinuities are coincident with the mesh lines. The main
advantage of such approach is its ability to treat large sliding and separation of the
contacting surfaces which take place during large deformations of the representative
volume.

2 MODELING APPROACH

2.1 Model for Intact Samples

Because of their heterogeneous nature, rock materials exhibit complicated mechan-
ical behavior. They are brittle at low confinements and ductile at high pressures. To
model this behavior, advanced plasticity models describing porous compaction and di-
lation, softening and hardening, and rate and scale dependence have been developed.
Such models can be calibrated by comparing results of triaxial loading of a single ma-
terial point with the experiments. The model used in this study operates in the frames
of isotropic plasticity theory and was described in detail in [5].

R.I. Borja (Ed.): Multiscale and Multiphysics Processes in Geomechanics, SSGG, pp. 157–160.
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2.2 Model for Joints

It is known from experimental observations that joint normal closure is a nonlinear
function of applied normal stress, resembling a hyperbola [8]. To describe the exper-
iments, a nonlinear normal modulus and a constant friction coefficent was used at the
joints. The details of the numerical implementation can be found in [6].

2.3 Numerical Method

Explicit finite-difference massively parallel code GEODYN-L [6, 7] was used in
calculations. The joints between the blocks of rock were modeled using the Simple
Common Plane contact algorithm described in [6]. The method used in [5] for numeric
simulations of quasi-static loading of randomly jointed rock was also used in this study
to generate randomly distributed joints. In this method, the numeric mesh covering the
region was split into multiple meshes for the blocks of elements grouped by proximity
to randomly seeded centers of spheres.

3 RESULTS

The study revealed that the response of jointed medium is strongly nonlinear and de-
pends both on both material and joint properties. When the joints have a preferred ori-
entation, the response is anisotropic, and when the joints are distributed randomly, the
response is isotropic. Figure 1 shows that the UCS found in calculations for a cubic vol-
ume with three joint sets depends on the loading direction. The anisotropy is higher for
the joints with low friction. The joint aperture increase reduces the anisotropy but makes
the material weaker. Results of these simulations indicate that one need an anisotropic
model to reproduce the response of the jointed rock with three orthogonal sets of joints.
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A natural way of building an equivalent continuum model for a randomly jointed me-
dia by loading a RV quasi-statically and fitting a homogeneous model by matching its
response was considered [5]. Figure 2 shows that the initial bulk modulus is reduced
with the increase of the number of joints. The dotted lines show initial bulk modulus
calculated using analytic expressions [1]. As the medium is compacted, the joints be-
come stiffer and, eventually, many more deformations are taken by the rock blocks. The
transition from the quasi-elastic regime to the plastic compaction is not as distinct as
in the case of solid material where the pores begin compacting at a fixed pressure,Pc ,
shown in Fig. 2A. Yet, the same compaction model as the one used for the intact mate-
rial can be applied to the jointed medium if its parameters are modified to account for
the presence of more compliant joints. It was found that volumetric response of RV can
show some sensitivity to the volume size as shown in Fig. 2B. This is because the joint
aperture remains constant while the RV size changes. If the wave amplitude is small,
so that the displacement is less than the joint aperture, then compressibility of the RV
remains roughly the same.The ratio of the aperture to the characteristic volume size de-
fines how important the contribution of the joints into effective compressibility is. For
example, the biggest RV (curve-1 with n=8000 ) gives the compaction curve which is
close to ones of the intact material.

A study of plane waves propagating though a jointed medium showed that the devi-
atoric stress is not constant behind the plastic front as it would be if any homogeneous
model were used. This relaxation is related to the multiple elastic waves running be-
tween the joints and the boundaries, which shift the equilibrium between the volumetric
and deviatoric compressions. The axial stress in discrete simulations stays constant as
well as the velocity and is proportional to the velocity value with the coefficient of pro-
portionality being the effective impedance of the system. It is seen from Fig. 3 that
the impedance is reduced when the number of joints is increased. Also, the rate of the
deviatoric stress relaxation seems to increase with increasing number of joints. It is
seen from the picture that, unlike in quasi-static loading, in the dynamic loading, the
deviatoric stress drops after reaching its peak because of the stress relaxation. The rate-
dependent as well as the strain-softening features of the intact model were not exercised
in these calculations, and the stress relaxation effect was still observed.
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Summary. The extended finite element method is used to simulate dynamic fault rup-
ture in elastoplastic solids. Rupture is governed by a linear slip-weakening law and
finite element calculations are done explicitly. In a numeric example, we study a bench-
mark problem comparing the new technique with conventional finite element simula-
tions, including the regular penalty formulation and split-node technique for rupture
propagating with off-fault bulk plasticity.

Keywords: dynamic fault rupture, extended finite element method, off-fault plasticity,
slip weakening.

1 INTRODUCTION

The finite element method has been widely used for simulating dynamic fault rup-
ture processes, see [1, 2]. An explicit finite element scheme is typically combined with
a split-node formulation and a linear slip-weakening law. Recently, the extended finite
element method [3] has been used for modeling an arbitrarily evolving frictional dis-
continuity in solids. This method allows the propagation of displacement discontinuity
through the interior of finite elements by introducing global enrichment to the finite
element interpolations. In this article, we use an explicit version of the extended finite
element method to study the dynamic fault rupture processes in elastoplastic solids. We
enforce the frictional contact conditions on the fault surfaces by penalty method. A
non-associated Mohr–Coulomb yield criterion is used to model the damage zone in the
neighborhood of the fault. In a numeric example, we compare the performance of the
proposed technique with traditional finite element methods that use the regular penalty
formulation and split-node technique.

2 VARIATIONAL EQUATIONS

Following [4], a trial function u and a weighting function η are written as

u = HS(x)ũ + ū, (1)
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and
η = HS(x)η̃ + η̄, (2)

where HS is a sign function, ũ and η̃ are the discontinuous displacements, and ū and
η̄ are the continuous displacements. We thus obtain two sets of independent variational
equations: ∫

Ω

�sη̄ : σdΩ =
∫

Ω

η̄ · (f − ρü)dΩ +
∫

Γ

η̄ · tdΓ, (3)

and∫
Ω

[HS(x)�s η̃] : σdΩ+Gc(η̃, tS−) =
∫

Ω

HS(x)η̃ · (f −ρü)dΩ+
∫

Γt

HS(x)η̃ · tdΓ,

(4)
where Gc(η̃, tS−) is the so-called contact integral.

3 FINITE ELEMENT EQUATIONS

The finite element equations emerging from variational equations (3) and (4) take
the form

M̄A + FINT(d, d′) = FEXT, (5)

and
M̃A + F INT(d, d′) + GINT(d′) = FEXT, (6)

where M̄ and M̃ are mass matrices consistent with weighting functions η̄ and η̃, A is the
acceleration defined by A = {d̈, d̈′}T, and d and d′ are unknown nodal displacement
degrees of freedom corresponding to ū and ũ, respectively. In the penalty method,
the frictional contact contribution GINT depends only on the enriched nodal degrees of
freedom d′. In an explicit finite element calculation, it is desirable to obtain a lumped
mass matrix ML. Following [5], we assume that the enriched diagonal mass terms
are identical, and the conservation of kinetic energy holds. We thus obtain an enriched
diagonal mass for the arbitrary enrichment function ψ:

mL =
1∑NEN

i=1 ψ2(xi)

∫
Ωe

ρψ2dΩe. (7)

For sign function enrichments when ψ2 = H2
S(x) = 1, the lumped mass is simply the

averaged element mass over each node

mL =
1

NEN

∫
Ωe

ρdΩe, (8)

where NEN is the number of nodes per element. With the above formulation, both the
regular and enriched degrees of freedom can be lumped by the same classical row-sum
technique when omitting the coupled terms in the consistent mass matrix in equations
(5) and (6).
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4 NUMERICAL EXAMPLE

In this example, we revisit Andrews’ model [6] describing a rupture propagating
with bulk (off-fault) plasticity. We assume a Mohr–Coulomb yield criterion for the
bulk material, which is further assumed to be uniform and isotropic. We take the mass
density ρ = 2700 kg/m3, compressive wave velocity Vp = 5.196 km/s, and shear
wave velocity vs = 3.0 km/s. We assume the initial stress state to be uniform with
σ11 = σ22 = −50 MPa and σ12 = 10 MPa. We assume that the coefficient of kinetic
friction is equal to zero, and the coefficient of static friction is 0.5. For the Mohr–
Coulomb model, we take cohesion c = 0.0, friction angle φ = 36.87◦, and dilation
angle ψ = 0. In Andrews’ model, a time-weakening law is used, and the characteristic
time interval Tc = 0.0035 s. A small viscous damping coefficient γ = 0.000014 is
used for this example. We define the slip zero tolerance to be equal to tol = 4.5×10−7.
Penalty parameters for the penalty method and extended finite elements are εN = εT =
5.0×107. In the computation we use a domain of 0.5 km × 8.0 km, the nucleation point
is (4.0,0.25), and nucleation length Lc = 60 m. The element size is h = 0.002 km.
Rupture velocity at the end of simulation is about 2.57 km/s. The contour of the plas-
tic strain at time t = 0.785 s is shown in Figure 1. Slip velocity, time histories at

Fig. 1. Contour of equivalent plastic strain at time t = 0.785 s. The maximum value of plastic
strain is 0.0016 near the fault surfaces.
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Fig. 3. Time histories of stress components at x = 5.0 km and x = 6.0 km.

x = 5.0 km and x = 6.0 km are shown in Figure 2. Stress components time histories
at x = 5.0 km and x = 6.0 km are shown in Figure 3.

5 CLOSURE

The results obtained from the extended finite element simulation of fault rupture
dynamics compare well with those obtained from the standard penalty and split-node
techniques. Of course, the advantage of the extended finite element formulation is that
it can accommodate propagating fault rupture in any direction on a fixed finite element
grid. In other words, the solution can accommodate propagating fault tips without re-
meshing, as well as the nucleation and/or propagation of new faults.
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Summary. The lessons learned on the geomechanical salt behavior and its application 
in subsalt wells design are described in this article. In addition, the developed 
methodology validation, through comparison between computing modeling results 
with measurements carried out in experimental panels, in the potash mine, and with 
measurements obtained in an experimental well drilled for the purpose of calibrating 
and optimizing directional drilling in salt layers are presented. These parameters and 
methodology have been used for supporting the design of the wells drilled in the Pre-
Salt giant oil fields in Brazil with very successful results. 

Keywords: drilling, geomechanics, salt, well. 

1 INTRODUCTION 

A major challenge in drilling in the Pre-salt area, in Brazil, arises from the special 
structural salt behavior, when compared to other geomaterials, since it develops high 
creep strain rates under high levels of deviatoric stresses and temperatures. The salt or 
evaporitic rocks, formed by the sea water evaporation, have different chemical 
compositions. In the Pre-salt area the more important types are halite, carnallite, and 
tachyhydrite. The tachyhydrite, for the same state variables, deviatoric stress, and 
temperature, develops creep strain rates up to one hundred times higher than halite. 
Many operational problems, such as stuck pipe and casing collapse, have been 
reported when intercalation of these rocks within a thick layer is found. The challenge 
of designing excavations near tachyhydrite began with the development of a potash 
underground mine to extract sylvinite ore in Northeast Brazil. The research that began 
in the 1970s, to enable the mining of this ore overlying tachyhydrite, triggered one of 
the largest R&D projects in rock mechanics, including computing modeling, 
laboratory, and field tests. For the design of the pre-salt wells, this previous 
experience was used, and additional triaxial creep tests were performed using a new 
rock mechanics laboratory. Field tests and computer-modeling improvement were 
used to overcome the challenge of the Pre-salt drilling. 

2 CONSTITUTIVE EQUATION FOR SALT BEHAVIOR 

Owing to its crystalline structure, salt rocks exhibit time-dependent behavior when 
subjected to shear stress. The creep strain rate is influenced by the formation 
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temperature, mineralogical composition, water content, presence of impurities, and 
the extent to which differential stresses are applied to the salt body. Early in the 
1990s, creep-constitutive laws based on deformation mechanisms have been 
recommended by the international technical literature to represent the intrinsic 
behavior of the evaporates [1-2]. 

The law that incorporates the deformation mechanisms for the evaporite rocks was 
developed by Munson [1,2]. The constitutive equation based on Munson’s creep law 
considers the following mechanisms: Dislocation Glide, Dislocation Climb, and 
Undefined Mechanism. The largest contribution of any of these mechanisms depends 
on the temperature conditions and differential stress to which the salt is submitted. 

In this article, the salt rock behavior is analyzed according to the elasto/visco-
elastic behavior, adopting the Double Mechanism creep law, as shown in equation 1: 

⎟
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(1)

where ε is the strain rate due to creep at the steady-state condition; ε0 is the reference strain 
rate due to creep (in steady state); σef is the creep-effective stress; σ0 is the reference-
effective stress; Q is the activation energy (kcal/mol), Q=12kcal/mol [4]; R is the Universal 
gas constant (kcal/mol.K), R=1.9858E-03; T0 is the reference temperature (K); and T is the 
rock temperature (K). 

3 VALIDATION OF THE CREEP PARAMETERS 

As part of the rock mechanics studies used in enabling the mining of the lower 
sylvinite layer in the potash mine, an experimental panel [4] was designed and 
excavated in the lower sylvinite layer, overlying a layer of tachyhydrite 15m thick. An 
experimental room was excavated in this panel with length of 95m, divided in three 
sections, isolated from the effects of nearby excavations, with intensive use of field 
instrumentation, for back-analysis, allowing the calibration of the creep parameters. In 
each section, a slab protection was left with three different thicknesses (3m, 2m, and 
1m). The strategy is to evaluate the influence of the slab protection thickness of 
sylvinite in inhibiting the floor heave due to the creep of tachyhydrite. 

Among the various instruments installed in the room, this article shows the 
comparison between the vertical closure measurements and with those obtained by the 
numerical simulation. The geology description in the area of the experimental panel 
and the finite element model used in the simulations are shown in Figure 1. The 
SIGMA [4] system is used for pre- and post- processing of the finite element model. 
The numerical simulations have been done through application of the finite element 
code ANVEC [4]. Figure 2 shows the comparison among the closures measured in the 
experimental gallery in different locations along its axis for a slab protection of 
syvinite of ~2.50m. The plot shows the closure predicted by numerical simulation 
with and without the initial deformation after excavation, which normally is lost in the 
field. In these numerical models, the creep parameters obtained in the laboratory 
creep tests are used. 

The results obtained by numerical simulation shows excellent fit to the closure 
measured in the experimental room C1D1 up to 16000 h. After this time, the 
refrigeration process starts in the mine and reduces the rock temperature and the creep 
measurements. This process was introduced in the numerical simulation. 
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Fig. 1. Geology description in the experimental panel and the plane strain model used in the 
simulations. 
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Fig. 2. Comparison between closure measurements and numerical simulation, sylvinite slap 
protection 2.5m thick. 

4 FINITE ELEMENT MODEL OF WELL CLOSURE 

With the creep parameters validation, the constitutive equation in the numerical 
simulation of the creep salt behavior to predict the evolution of well closure with time 
during drilling of thick layers of salt, was applied for various mud weights. These 
results were used to define several technically feasible alternatives for the drilling 
strategy through the salts intervals. The prospect expected 2000m of different salt 
rocks, to be drilled at the interval of 2600–4600m, (WD = 1600m). This case study 
considered a tachyhydrite layer of 5m, just 100m from the salt base. The temperature 
at the top of the salt interval is 40°C and at the base 60°C. The well was drilled with a 
diameter of 17 ½,” and a 14” casing was used. 

The axisymmetric model, according to the longitudinal axis of the well comprises 
2000 m of salt rocks and 200 m of thick hard rock, above and below the anhydrite 
layer to represent the boundary condition. 86418 quadratic isoparametric elements 
(with 8 nodes) and 264063 nodal points are employed in the finite element model. 
Figure 3 shows the finite element mesh used and the numerical results, for different 
mud weights. 
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Fig. 3. Finite element mesh and numeric results. 

Figure 3 shows the evolution of the 17 ½” well closure with time, when it is 
adopted from 11 lb/gl to 14 lb/gl mud weight. As is expected, the tachyhydrite layer 
has a very high closure rate, and the halite layer, a low closure rate. Considering a 
minimum thickness of 0.75” for the cementation of the 14” casing, for a well 17 ½” in 
diameter, the acceptable closure will be 2”. The curves of well closures with time of 
each depth begin when the bit reaches the respective depth. In this case, in order to 
have enough time to complete the drilling operation and set the casing, use of a 
drilling fluid over 12lb/gl is recommended.  

5 CONCLUSIONS 

This study presents a methodology developed by PETROBRAS for the design of the 
subsalt reservoir wells for the exploration and production phase. The numeric simulations 
have been done through the application of an in-house-developed computer code based 
on the finite element method. This methodology has been used to support the design of 
the wells drilled in the Pre-Salt giant oil fields in Brazil with very successful results. 
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Summary. This study presents two suitable extensions to the Material Point Method
(MPM) for improved modeling capabilities in the context of landslide and debris flows.
The first provides a multi-field formulation strategy to support solid/fluid phases and
multi-scale interactions, while the second provides the ability to represent a general
bounding surface within the MPM framework.

Keywords: boundary conditions, dual-grid, meshfree methods, MPM, multi-mesh.

1 INTRODUCTION

Landslides and debris flows cause significant damage and loss of life around the
world each year. In the US alone, the annual economic costs of landslides can be esti-
mated conservatively to be between $1 and $2 billion, with an associated 25–50 yearly
casualties [1]. To help protect people, infrastructure, and lifelines against such effects,
it is critical to have engineered structures that are capable of resisting the loads that are
induced during these events. However, determining such loads can be challenging—
landslides and debris flows are highly dynamic events and inherently complex in na-
ture. The true extent of this complexity can be better understood by considering some
of the key challenges that arise in attempting to model a landslide or debris flow. A gen-
eral implementation must include the ability to capture the transitions between solid-
like and fluid-like states, phase interaction modeling, appropriate volume constraints,
boundary condition generalization, and constitutive modeling, all within the context of
motions with complexities on many scales. The purpose of this study is to develop a
robust numerical modeling framework capable of accommodating these key phenom-
ena with the primary initial goal of predicting loads on protective structures. The basic
approach is based on adapting and extending the Material Point Method (MPM), which
is well suited to modeling large deformation, flow-like phenomena. This article in-
cludes a brief description of the standard MPM algorithm, and then focuses on the two
extensions to the method implemented to date: (i) a multi-field formulation strategy to
support solid/fluid phases and interactions; and (ii) boundary condition generalization.
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Fig. 1. Simulated transition from static behavior to slide initialization and subsequent debris flow
on a rough plane slope.

2 APPROACH

The MPM is a numeric technique that has its roots in fluid mechanics and was ex-
tended for use in solid mechanics by Sulsky et al. [2]. In this method, the governing
equations are solved at nodal points on an Eulerian grid. Each generic body is repre-
sented as a collection of free moving material points, frequently referred to as parti-
cles. State variables are tracked at the particle level in a Lagrangian manner. The hy-
brid Eulerian–Lagrangian description allows large deformation solid-like behavior and
fluid-like flow to be accurately represented in a single framework—a critical feature
needed for proper analysis of landslides and debris flows. While the standard algo-
rithm contains several key features that make it an ideal tool for this type of analysis,
the method is not without its shortcomings or pitfalls. In particular, without modifica-
tion, the standard implementation lacks a consistent multi-field formulation for use in a
landslide or debris flow context, and the method does not have the ability to represent
a general bounding surface. These obstacles can be overcome by providing suitable
extensions to the standard algorithm. Figure 1 shows an example landslide simulation
generated using one such enhanced MPM framework.

2.1 Multi-scale Modeling and Multi-field Formulation

One of the key challenges in multi-phase flow analysis is the development of an ac-
curate interaction model describing the behavior between two or more phases. This
challenge is composed primarily of length scale considerations and how each phase
is treated (i.e., as a distinct phase, volume averaged, etc.) within the flow. For land-
slides and debris flows, the length scale of the event itself is several orders of mag-
nitude larger than the characteristic length scale of the individual constituents. This
sets the stage for a multi-scale analysis effectively linking the micro-structure phase
interaction model with the macroscale response. This concept is illustrated in Fig-
ure 2 for two distinct phases (i.e., f and s for fluid and solid phases, respectively).
This approach assumes that each phase is isolated at both the micro-structure and the
macro-structure level and can thus be assigned to its own motion. Moving up in the fig-
ure illustrates localization, whereas moving down illustrates homogenization.
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Fig. 2. Illustration of the multi-scale model for a fluid–solid two-phase mixture using distinct
phases.

Quantities (•) associated with a phase α at the micro-structure level are identified using
square brackets ((•)[α]), while those associated with the macro-scale representation are
identified using parentheses ((•)(α)).

The link between the microscopic stresses σ[α] (or the respective interface traction
τ [β,α]) and the respective macroscopic quantities σ(α) and b(β,α) of phase α are ob-
tained through volume averaging over a representative volume element (RVE). The ge-
ometry of an RVE is ideally chosen such that any averaged quantity is stationary with
respect to changes in size and shape of the RVE. In fact, every single particle is viewed
as an RVE carrying the averaged quantities for the volume it represents. In this sense
(i.e., using both the particle and the cell as RVEs), the discussed concept provides a
suitable framework for multi-scale modeling.

Once the macroscopic quantities σ(α) and b(β,α) are obtained, different techniques
are available for modeling the drag interaction between two (or more) phases. In
Mackenzie-Helnwein et al. [3], each phase is treated with its own motion, and different
families of phase interaction strategies are explored within the context of the MPM.
Their study considers both nodal- and particle-based approaches, and in particular, a
new smoothed volume fraction is presented. This multi-field formulation allows for a
comparably simple simulation of mixing, interaction, and separation of phases.

2.2 Dual-Grid Extension

A critical component needed for modeling landslides and debris flows is the abil-
ity to represent a general bounding surface. A general representation serves two pur-
poses: (i) it allows naturally occurring topological features to be incorporated into the
model, and (ii) it allows the geometry of protective structures to be represented. The
latter is required for successful recovery of the loads due to flow–structure interaction.
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Fig. 3. (a) Boundary representation in the standard MPM and (b) Dual-grid approach for enforc-
ing arbitrary boundary conditions.

The standard algorithm models a bounding surface by restricting nodal values in the
computational domain. For regular grid geometries (as is commonplace in MPM anal-
yses), this leads to significant limitations on the shape of a boundary, as shown in Fig-
ure 3a for a general body, B. It is apparent that general surface geometry is reduced
to a combination of horizontal and vertical planes when a regular grid is used. While
for some applications, this restriction may match the desired surface, in general, this
offers an unrealistic representation. The dual-grid extension allows general boundary
features to be incorporated by introducing a separate, independent boundary grid that
conforms to the desired geometry as shown in Figure 3b. The regular and boundary
grid dynamics are linked via a modified set of weak form equations. In Mast et al. [4],
two distinct methods are presented within the dual-grid framework. The first enforces
a strong-form boundary condition with weak grid coupling, while the second satisfies a
weak form boundary condition with directly coupled grid dynamics. The effectiveness
of each proposed method is demonstrated using an example problem.
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Summary. Corrosion of reinforcing bars in concrete presents a global problem for 
safety, serviceability, and economic and environmental sustainability. Owing to the 
interrelation between transport of corrosives and cracking, predicting the onset and 
consequences of corrosion of steel reinforcement is challenging. Multiscale models of 
hydration, transport of water and chlorides, cracking, and material degradation can be 
used to improve predictions of structural capacity and remaining service life. 
Implementation of such models within a probabilistic framework that allows 
incorporation of uncertainty as well as analysis of corrosion-related outcomes of 
interest to owners is being studied. The performance-based durability engineering 
(PBDE) framework presented here combines flexibility in modeling with industry-
oriented decision-making information.   

Keywords: corrosion, durability, multiscale modeling, reliability. 
 
1 INTRODUCTION  

Existing frameworks assess durability from the perspective of reliability or design. 
Reliability assessment of corroding concrete structures and components has been well 
researched [1-3, among others].  These assessments make use of simplified diffusion 
and corrosion models and concentrate on incorporating material and modeling 
uncertainty in predictions of service life and safety. Design frameworks, such as ACI 
Life-365, DuraCrete, and FIB Model Code Bulletin 34, use a mix of empirical and 
theoretical models to assess concrete mix designs and structural geometry for 
resistance to a variety of degradation mechanisms [4-6].  Owners require information 
for both design and assessment, which suggests that a more general framework will 
be useful. 

2 PROPOSED PBDE FRAMEWORK 

The proposed PBDE framework is modeled on a performance-based earthquake 
engineering framework [7].  The PBDE framework moves through four stages of 
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analysis, from assessment of the site and structure to likely economic losses and other 
impacts associated with corrosion. The four stages, shown in Figure 1, are (1) 
exposure analysis to determine the exposure conditions (EC) for the structure; (2) 
deterioration analysis that predicts the onset of corrosion, rust penetration and 
cracking as damage measures (DM); (3) maintenance and repair analysis that uses the 
damage type and degree to predict the probability of certain repair actions (RA); and 
(4) impact analysis that links repair actions to their costs, downtime, and social and 
environmental impacts, referred to as decision variables (DV).  Multiscale transport 
and damage models are incorporated in the deterioration analysis. 
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Fig. 1. PBDE framework 

By integrating over the range of exposures and uncertainty in the modeling stages 
it is possible to predict rates of exceeding a value of a decision variable (νDV), using 
Equation 1. 

νDV(DV) = ∫∫∫G(DV|RA) dG(RA|DM) dG(DM|EC) dGEC (1)

As in performance-based earthquake engineering, the stages of analysis are separated 
so that exceedence curves can be obtained at intermediate points.  Depending on the 
desired outputs, this integration can be performed continuously in time, or 
cumulatively for a design life, as follows: 

(1) Exposure analysis determines the suite of exposure condition variables (EC).  
These ECs include surface chloride concentration, temperature, humidity, and loads 
during the analysis period considered.  Depending on the level of detail required, 
these variables may be modeled as stationary, periodic, or non-stationary stochastic 
processes.  ASTM guides and maps showing atmospheric corrosive potential can be 
adjusted to reflect corrosion potentials for reinforced concrete, similar to the USGS 
seismic hazard maps [8].  More unique exposure conditions, such as structures in 
marine splash zones that are subjected to de-icing salts in winter, will require site-
specific analysis.  

(2) Structural and deterioration analysis links the ECs to related damage 
measures in the structure.  As water and chloride transport and cracking occur in the 
structure, the capacity is updated to reflect degradation.  This allows calculation of 
structural reliability and safety, as well as serviceability checks such as crack width 
limits. It is in this stage of the analysis that multiscale and multiphysics models are 
used. The potential implementation of such models is discussed further in Section 3. 
Damage measures include depth of chloride ingress, volume or mass of corroded steel 
reinforcement, pit depth, and crack width. 

(3) Repair analysis ties DMs obtained from the deterioration analysis to the 
expected repair actions. These repair actions may be customized to reflect the 
preferred rehabilitative strategies of the structure’s owners or operators. Repair 
actions might include placement of a sealant, cathodic protection, replacement of 
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concrete cover and rebar, or external FRP jacketing.  New fragility curves relating a 
DM to the probability of implementing repair actions need to be developed.   If a 
repair is expected to alter transport or structural properties, then the structural and 
deterioration model can be updated to reflect these changes, allowing a more refined 
estimation of post-rehabilitation safety and service life. 

(4) Impact analysis utilizes the repair actions and their associated probabilities to 
calculate dollar losses, downtime, environmental impact, and system safety and 
reliability. A database of repair actions and their distributions of required materials, 
costs, and duration can be linked to life cycle assessment tools to predict 
environmental impacts, such as the releases greenhouse gases. Some loss data are 
already available through earthquake-engineering toolkits, and commercial software 
for life cycle assessment can be used for environmental impact assessment [9]. The 
output variables obtained are expected to enhance decision making with regard to 
optimization of new design, rehabilitative strategy, or maintenance scheduling.   

Furthermore, the expected values and distributions of these impacts will be used in 
assessing the effects of using different models within the PBDE framework.  For 
example, if a simple model gives impact results similar to those of a more complex, 
computationally expensive model, the former could be adopted for use in industry.  
Analysis of the main contributors to the impacts will reveal where uncertainty in 
model inputs has a large effect on the predicted outcomes, providing motivation for 
future research.  Variables that do not greatly affect decision variables may be 
modeled as deterministic in a simplified approach. 

3 INTEGRATION OF MULTISCALE AND MULTIPHYSICS MODELS 

Multiscale and multiphysics models are incorporated into the structural and 
deterioration analysis of stage 2.  Models are currently available for three main phases 
of the deterioration analysis: cement hydration, water and chloride transport, and 
finite element structural analyses incorporating cracking.   

Concrete hydration models are available in DuCOM, Hymostruc, and 
CEMHYD3D [10-12]. The models use concrete mix designs to create stochastic 
representations of concrete rheology to calculate macroscopic material properties as 
functions of concrete maturity.  Transport properties (e.g., diffusivity) and mechanical 
properties (e.g., stiffness, compressive strength) will be linked to finite element 
analyses of the degrading structure.   

The three hydration models also have capabilities of modeling water and chloride 
transport in intact concrete.  Transport of chlorides occurs due to absorption, 
permeation, or diffusion in saturated media.  While these phenomena are sometimes 
grouped into “apparent” Fickian diffusion for the purposes of predicting corrosion 
onset, recent research offers improved models for transport in damaged porous media.  
Recent research by Abreu, et al. [13] and Kemper, et al. [14], among others, model 
the transport behavior in cracked materials, which is essential for accurately capturing 
the macrocell corrosion actually seen in deteriorating structures.   

As performing a microscale transport analysis of the entire concrete structure is 
prohibitively and computationally intensive, a multiscale approach to macroscopic 
behavior is required. Finite element structural models incorporating hydration model 
parameters will be used for predicting cracking under service loads.  While bulk 
transport properties can be assumed in uncracked regions, the cracked regions will be 
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modeled at a mesoscale using the multiphysics transport models.  Mesoscale damage 
due to the volumetric expansion of corrosive products will then be used to update the 
macroscale model by reducing bond coefficients and applying internal displacement 
or pressure in the corroding regions. 

4 CONCLUSIONS 

Multiscale and multiphysics models are being incorporated into a probabilistic 
framework for performance-based durability engineering. The use of these models is 
expected to result in more robust predictions of structural deterioration, safety, loss, 
and environmental impacts.   
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Summary. This article describes the development and implementation of a coupled 
thermo-hydro-mechanical model to study the soil–structure interactions under frost 
effects. The model incorporates unsaturated soil mechanics and governing principles 
to establish the thermo-hydraulic coupling schema. Simulations were conducted on 
soil–structure interactions under freezing. A case study is presented to compare the 
simulation results with testing data obtained from a road section of the Strategic 
Highway Research Program. The boundary and initial conditions were set from field 
instrumentation data. The predicted subsurface environmental field was compared 
against the actual measured data. The results of simulation match very well with the 
field measured data, including both the subsurface temperature and water content 
distribution. This article demonstrates the power of simulation model to investigate 
the complex interactions between soil and infrastructure under the freezing effects.  

Keywords: freezing, multiphysics, thermo-hydraulic-mechanical coupling. 

 
1 INTRODUCTION 

Multiphysical processes are responsible for many phenomena observed in 
unsaturated porous materials. Coupling of different fields, such as thermal field or 
hydraulic field with stress field, can easily lead to noticeable stress or deformation 
without external loads. A common problem involving the coupling processes is the 
frost-induced ground heave. This phenomenon is caused by the coupled hydro-thermal 
procedures upon ground freezing–thawing. The resultant differential settlement causes a 
variety of damages to pavement, pipes, etc. 

This study is conducted in view of two major needs to advance mechanics of 
freezing ground: 1) while there exist research studies on the coupled thermo-hydro-
mechanical process in porous materials such as concrete or rock, less attention has 
been placed on soils; and 2) most of the current models are based on empirical 
assumptions rather than the fundamental principles. The final goal of this study is to 
develop and implement holistic multiphysical simulations for freezing soils. 
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2 GENERAL SPECIFICATIONS 

The coupling of the three physical fields were achieved through variables and 
parameters that transfer information interactively. Owing to high nonlinearity, the 
equations have to be solved numerically. The multiphysical coupled model is solved 
with assistance of COMSOL, a commercial multiphysical simulation platform. The 
software provides an interactive graphic interface to construct the geometry model.  
The model is then custom built and solved using the nonlinear solver provided by 
COMSOL. The results can then be analyzed using the post-processing functions.   

A simulation was conducted using the geometry and boundary conditions similar 
to that used by Mizoguchi (1990). A plane strain computational domain with 10-cm 
length, 8-cm height is used.  The thermal boundary conditions are shown in Figure 1. 
The heat influx is governed by Newton’s law of cooling: 

c emb( ) h ( )T T Tλ⋅ ∇ = −n                                          (1) 

where Temb is the ambient temperature, and T is the surface temperature of soil 
specimen.  

All boundaries were hydraulically insulated to ensure mass conservation. The 
mass conservation equation is described as 

Lh Lh LT( ) 0K h K K T⋅ ∇ + + ∇ =n                                    (2) 
For the stress field, boundary condition is to counterbalance the initial gravity field.  
The gravity field was considered by imposing an initial strain.  

To implement the multiphysical simulation, the differential equations were first 
transformed into weak forms.   
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Fig. 1. FEM mesh of 
computational domain with 
thermal boundary conditions 

Fig. 2. Distribution of the total volumetric water content 
at different times 

3 EXAMPLE RESULTS 

Figure 2 shows the plots of the distribution of the total volumetric water content 
(the volumetric water content plus the volumetric ice content) at different times. The 
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curves clearly demonstrate the trend of moisture migration toward the frost front. The 
depth of frost penetration can be approximately identified as the location with the 
lowest liquid water content. 

Figure 3 shows the distribution of vertical stress in the specimen due to freezing. 
Both the maximum tension and compression stresses appear at the surface layers. The 
reason is that the moisture will migrate and accumulate near the surface. This caused 
volume expansion and the internal stresses.  

 

Fig. 3. Distribution of internal stress under freezing  

The model was validated by simulating the distribution and variation of 
temperature and moisture content under pavement; both are important for pavement 
performance. The Ohio SHRP test pavement was selected as the testbed. The 
environmental fields, such as the temperature and moisture content distribution under 
the base and subgrade, were monitored. Besides, the air temperature and precipitation 
have been measured since 1996. A test section of asphalt pavement (F8) was selected 
from the test road. The section includes 8 inches asphalt concrete pavement and 6 
inches aggregate base.  Eighteen temperature gauges and 10 moisture gauges were 
installed within the pavement. 

 

Fig. 4. Meshed computational domain and boundary 
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The simulation was conducted from December 10 to December 19, 2000.  Figure 
5a illustrates the comparison between the measured and simulated temperature 
variation at the depth of temperature gauges S1, S2, and S5 (The depths of these 
temperature gauges were 1 inch, 4 inches, and 13 inches below the surface of road, 
respectively). Figure 5b shows the distribution of volumetric total water content at 
different times.  

Time (day)

 Simulated S1
 Simulated S2
 Simulated S5

0 1 2 3 4 5 6 7 8 9 10
-12

-10

-8

-6

-4

-2

0

2

4

6

8
 S1
 S2
 S5

T
em

pe
ra

tu
re

 (
o C

)

Simulated
 0 day
 1 day
 5 day
 9 day
 10 day

0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
0.1

0.2

0.3

0.4

0.5

0.6

Measured
 0day
 10day

V
ol

um
et

ric
 to

ta
l w

at
er

 c
on

te
nt

Depth (m)  

Fig. 5. a) Simulated and measured temperature varying with time; b) Simulated and measured 
moisture distribution 

4 CONCLUSIONS 

A multiphysical model for freezing soils is developed based on basic laws for heat 
balance, mass balance, and the elasticity theory. Relationships, such as the water 
intension curve and ice–water balance described by the Clapeyron equation, were 
introduced to provide framework system of equations. The highly non-linear 
equations were solved numerically in a multiphysical finite element simulation 
platform. Results are consistent with the experimental observations. 
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Summary. In this article, we report on model tests of shallow tunnel in a geotechnical 
centrifuge. The influence of the overburden on the required face support pressure, 
ground deformation, failure mechanism and surface settlement is investigated. Owing 
to small shear strain in pre-failure regime, high spatial resolution is needed in the 
instrumentation. The experimental results are then compared with the closed form 
solutions and a finite element analysis.  

Keywords: centrifuge test, face stability, PIV, shallow tunnel. 

1 INTRODUCTION 

Shallow tunnels in soft ground are often driven by a shield TBM, which use 
pressurized materials (e.g. spoils) as face support. The estimation of the required 
support is a topic of current research. Available theoretical models provide a wide 
range of the earth pressure. According to the theoretical model, if active earth 
pressure is balanced by support pressure, no deformations will occur. However, 
higher support pressure gives rise to construction cost and time. Moreover, a high 
support pressure may induce blow-outs and heave of the ground. Experience has 
shown that a reduced support pressure can be successfully used without inducing 
excessive ground deformations [1]. However, the extent of the ground movements 
associated with lower pressure is not yet well known.  

2 METHODS 

In order to achieve stress similitude, the present experiments are performed on a 
small scale model in a geotechnical centrifuge at 50 g. The centrifuge has a diameter 
of 3.0 m, a load capacity of 100 kg at 100 g, and maximum gravitational acceleration 
of 200 g.  

The measurement of ground deformation is important to understand the failure 
mechanism. Usually, the failure pattern is ascertained by excavating the soil at test 
end. However, initial ground deformation occurs at a much lower strain level (0.01–
1.0 %). To quantify small displacement, Particle Image Velocimetry (PIV) was used 
[2]. This technique enables displacement measurement with high resolution and 
accuracy over the entire domain. The use of PIV is feasible, provided the surface 
contains sufficient texture. Natural sand fulfils this requirement [3]. PIV analysis is 
applied with a maximum uncertainty of 0.03mm (0.01%). 
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3 EXPERIMENTAL SET-UP 

A tunnel model with a circular cross section is considered. To facilitate 
displacement measurement, we make use of symmetry and examine only half of the 
tunnel (Figure 1). The plane of symmetry is along transparent perspex with thickness 
of 30 mm. The model box has a height of 400 mm, is 440 mm in width and 155 mm 
in depth. Tunnel lining is modeled by a cylindrical half-shell with a diameter of 100 
mm and a thickness of 3 mm. The support is provided by a rigid piston, connected to 
a linear actuator. Ground collapse is induced by driving back the piston. System 
friction between piston and half-shell is determined by a calibration test without sand. 

 

 
Fig. 1. Schematic diagram of the tunnel model, frontal view and cross-section 

4 NUMERICAL INVESTIGATION 

In addition to the experimental tests, a numerical analysis is performed with the 
commercial code FLAC3D. A three-dimensional analysis is necessary because 
ground movements are dependent on the distance to the tunnel axis.  

5 RESULTS 

Centrifuge model tests and numerical analysis are performed for three different 
tunnel cover-to-diameter ratios C/D: 1.5 (T1, T2), 1.0 (T3, T4, T5), and 0.5 (T6). 
Medium sand with a mean grain diameter of about 0.8 mm is used. The sand is 
deposited by air pluviation.  

Figure 2 shows the results of the support pressure. The influence of the 
overburden can be observed. At the beginning of the test, the measured pressure drops 
remarkably for small piston displacement. For increasing displacement, the support 
pressure reduces gradually, to reach 5–10 kN/m². These values can be interpreted as 
the minimal pressure for face support.  

The result of the PIV analysis for C/D=0.5 is presented in Figure 3. Figure 3a 
illustrates the displacement field caused by a piston displacement of about 5 mm. In 
the shear strain field of Figure 3b, two slip surfaces can be observed. The primary 
failure surface develops from the tunnel base and propagates under an angle of 60-70° 
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toward ground surface. Reaching the elevation of the tunnel crown, the failure surface 
propagates almost vertically until ground surface, parallel to a second failure surface 
arising at the tunnel crown. 

 

 

Fig. 2. Support pressure over a piston movement of 5mm; straight lines represent numeric 
analysis 

 
 

Fig. 3. Results of PIV analysis for T6; axes unit: centimeter; a) displacement vectors in a scale 
of 1 b) contours of shear strain; scale 0–100% 

a) b) 
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The surface settlement in the longitudinal tunnel section is obtained from the PIV 
data. At the final piston movement of 5 mm, maximum settlement is about 1 mm for 
C/D=1.5 and C/D=1.0.  For C/D=0.5, a larger settlement of about 5 mm is observed. 

6 INTERPRETATION  

In most theoretical models face support is assumed to be independent of the 
overburden. This cannot be verified by the present investigation, where different 
pressures at three different overburdens are measured. With decreasing overburden, 
the necessary face support decreases. Similar results were reported in [4]. The 
measured pressures in the centrifuge tests agree well with the numeric analysis and 
some previously published data from the literature [5,6,7]. 

The observed soil deformation can be described using the failure mechanism as 
proposed by Horn [8], which consists of a prismatic wedge in front of the tunnel face, 
with a prismatic chimney on top, reaching the ground surface. Only for C/D=0.5, 
failure propagates to the surface, inducing great settlement. Failure surfaces for an 
overburden ratio of C/D=1.0 and C/D=1.5 propagate until 50mm and 100mm below 
the surface, respectively. 

7 CONCLUSIONS 

The support pressure is dependent on the overburden. While centrifuge tests and 
numeric analysis are in good agreement, some theoretical models overestimate the 
support pressure. At an overburden ratio of C/D=0.5, failure surfaces propagate until 
ground surface and induce large settlement.  
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Summary. The mechanical behaviors of geomaterials are significantly affected by
the presence of voids or crack-like defects. The modeling of such behavior is classi-
cally performed by considering purely macroscopic or micromechanically-based dam-
age models. In the perspective of applications in civil engineering or in geomechanics,
we propose in this paper to evaluate a homogenization approach, based on Mori-Tanaka
scheme, applied to micro-cracked materials. In order to provide an appropriate interpre-
tation of the nonlinear behavior at macro-scale, the crack-induced damage is coupled
to friction phenomena on closed cracks lips. The predictions of the coupled model are
first analyzed on laboratory tests performed on Callovo-Oxfordian Clay. Then, they are
extended to a numerical analysis of excavation damaged zones around tunnels.

Keywords: damage, excavation damaged zone, homogenization, laboratory tests,
micro-macro behavior laws, tunnel drilling.

1 INTRODUCTION

A zone with significant irreversible deformations and changes in flow and transport
properties (named Excavation Damaged Zone or EDZ) is expected to be formed around
underground excavations in the deep geological layers considered for the high level
radioactive waste disposal. Stress perturbations around the excavation could lead to
a significant increase of the hydromechanical properties, related to diffuse and/or lo-
calized micro-cracks propagation in the material. The modeling of such behavior is
classically performed by considering macroscopic or micromechanically-based dam-
age models. Recent developments in the field of homogenization methods provide now
physically and mathematically appropriate framework for the investigation of the be-
havior of micro-cracked media including the description of damage anisotropy-induced
anisotropy, as well as cracks closure effects [1,2]. However, in the perspective of ap-
plications to civil engineering or geotechnical problems, like underground excavations,
it is desirable to evaluate the different homogenization schemes by an analysis of their
assumptions and of the macroscopic response that they predict. The purpose of the
present study is to provide an analysis of a micromechanical damage model in order
to give an appropriate interpretation of the nonlinear behavior at macro-scale under
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particular stress paths. At micro-scale, the considered model, based on Mori-Tanaka
homogenization scheme, incorporates damage coupled with friction [1,3]. The predic-
tions of the micromechanical model are first performed on classical laboratory tests in
order to evaluate the capability of the model to reproduce behaviors of a clayey rock
at macro-scale and compared to an existing elastoplastic model. Then, once the advan-
tages of the micromechanical model are demonstrated, an application in the context of
nuclear waste storage is proposed through the modeling of a tunnel drilling in Callovo-
Oxfordian Clay with an assessment and a characterization of the excavation damaged
zone.

2 MICROMECHANICAL MODEL

The micromechanical model is based on a thermodynamic potential Ψ∗ consisting
of purely elastic effects and inelastic effects due to damage dr, crack opening βr , and
friction γr on each r-crack [1]:

Ψ∗ =
1
2
Σ : S

s : Σ− 1
2

pc∑
r=1

wr

dr
[H0(βr)2 + H1γ

r · γr]

+ Σ :
pc∑

r=1

wr[βrnr ⊗ nr + (γr ⊗ nr)s]

+
1
2
Σ :

po∑
r=1

wr
( dr

H0
E

2,r +
dr

2H1
E

4,r
)

: Σ (1)

where Σ is the stress tensor, pc is the number of closed cracks family, po the number of
open cracks family, E2,r and E4,r are the tensors relative to the normal of crack nr, Ss

is the inverse of the elastic constitutve matrices, i.e., Ss = (Cs)−1, and Cs = 3ksJ +
2μsK. Also, H0 and H1 are material parameters defined as H0 = 3Es/16(1− υs) and
H1 = H0(1 − υs/2), and (a ⊗ b)s = symm(a ⊗ b).

Then, the strain tensor is given by E = ∂Ψ∗/∂Σ, and the first state law reads

E = S
s : Σ+

pc∑
r=1

wr [βrnr⊗nr+(γr⊗nr)s]+
po∑

r=1

wr
( dr

H0
E

2,r+
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2H1
E

4,r
)

: Σ (2)

The thermodynamic force of damage is given by

F dr

=
∂Ψ∗

∂dr
=

1
2
×
{

[H0(βr)2 + H1γ
r · γr]/(dr)2 closed cracks

Σ : (E2,r/H0 + E4,r/2H1) : Σ open cracks
(3)

Considering the damage and friction criteria

f r = F dr − (c0 + c1d
r) and gr = |F γr | + μfF βr

(4)

with c0 and c1 being the damage resistance variables in J/m2 and μf being the friction
coefficient, the rates of dr, βr, and γr follow the consistency relations: ḟ r = 0, ġr = 0
[1,3]. The rate form of the coupled law is then given by Ė = Shom

t : Σ̇, with
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where
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with νr being the friction rate direction.

3 APPLICATIONS

3.1 Analysis of Laboratory Test

Fig. 1. Parameter calibration on compression test (sym-
bols: experimental data; full lines: micromechanical
model calibration; dash lines: elastoplastic model cal-
ibration)

To test the advantages and the
drawbacks of the micromechanical
model described in the previous
section, an analysis of compres-
sion test performed on Callovo-
Oxfordien clay (COX) (see [4]) is
proposed.

Micromechanical model pa-
rameter identification by trial
and error of this test leads to the
results presented on Figure 1.
Compared to the calibration of
an elastoplastic model based on
Van Eekelen criteria, we show that
both these models permit to catch
experimental measurements. On
this loading example, micromechanical approach permits to provide similar results as
those of macroscopic elastoplastic approaches with fewer parameters [3].

3.2 Application to Tunnel Modeling

To go further in our tests on the proposed micromechanical model, a synthetic mod-
eling of a tunnel excavation drilled in COX clay is proposed. Clay parameters identified
in the previous section are used, and initial stresses are chosen isotropic and equal, for
instance, to 30MPa. Tunnel excavation process consists in reducing the stress state
from 30MPa to 0MPa. Applied on this in situ experiment, the micromechanical model
provides an expected stress distribution and permits to define a realistic excavation dam-
aged zone as shown on Figure 2, on which EDZ is defined from an equivalent damage
variable Deq , introduced by analogy with the equivalent stress Σeq [3]. Compared to
elastoplastic model (for which EDZ is deduced from equivalent plastic stains εp

eq),
the same EDZ size can be evaluated even if this EDZ does not characterize the same
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(b) 

(a) 

Fig. 2. Von Mises equivalent damage field according to micromechanical model; Comparison
along the pink section between damage zone defined by micromechanical model (Deq) and de-
fined by elastoplastic model (εp

eq analogy between damage and plastic strains).

mechanical behavior. Based on the orientational distribution of the normal of damage
(not shown in this article), an analysis of crack orientations in this zone shows that dam-
age are linked to activated shear cracks on the tunnel borders. These shear cracks are
oriented closed to π/4 + ϕ/ 2.

4 CONCLUSION

From the above, the micromechanical model seems to provide promising physical
results, with appropriate interpretation of the EDZ, compared to elastoplastic models.
This is a huge advantage from the perspective of evaluating transport properties in EDZ,
like permeability evolution. To improve the micromechanical model, hydromechani-
cal couplings as well as the dependency between initial stresses and damage–friction
coupling will be considered in future analysis by taking advantage of the studies of
Levasseur et al. [5,6].
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Summary. Biobased composite materials fabricated from bacterial poly(β-
hydroxybutyrate)-co-poly(β-hydroxyvalerate) (PHBV) resins reinforced with natural 
oak wood flour are being investigated as viable replacements to traditional, 
ecologically insensitive construction materials. The material properties achievable by 
these composites, which biodegrade anaerobically under specific conditions, are 
comparable to that of dimensional lumber; however, natural fiber composites remain 
particularly susceptible to hygrothermal degradation of the fiber–matrix interface 
because of the incongruent hydrophobicity of the biopolymer and the hydrophilicity 
of the cellulosic fibers. 

A temperature-driven Fickian sorption–diffusion model is being employed to 
characterize the transient moisture absorption behavior of the wood flour composites. 
Constitutive models are being developed to incorporate volumetric swelling and 
fiber–matrix interfacial degradation due to moisture uptake. Simple, nonlinear 
micromechanical models using assumptions of isotropy can be employed to predict 
short-fiber composite stiffness and strength under combined environmental and 
mechanical loads. Preliminary experimental tests are being conducted to calibrate 
such models and to validate finite element simulations for combined mechano-
sorptive composite behavior. 

Keywords: biobased composites, diffusivity, predictive models, water absorption. 

 
1 INTRODUCTION 

Increased environmental awareness during the last decade has prompted the 
development of natural fiber composite material replacements for synthetic 
composites and plastics [1]. Lignocellulosic fibers are considered exceptional 
reinforcing materials for polymers due to such favorable attributes as rapid 
renewability, low specific density, high specific strength and stiffness, 
biodegradability, worldwide abundance, and potentiality for global economic viability 
[2, 3]. The first generation of natural fiber plastic composites (NFPCs), now in 
widespread application, use natural fibers as reinforcement in petroleum-based resins 
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(e.g., HDPE, PP, etc.); however, the manufacture of these partial or hybrid biobased 
composites remains remarkably energy intensive, and landfills continue to be the sole 
channel for disposal. Thus, there exists a resounding need for the development of 
fully biodegradable composite materials derived from renewable, non-petroleum-
based resources. 

To address this need, randomly oriented short oak wood flour fibers were used as 
reinforcement in a poly(β-hydroxybutyrate)-co-poly(β-hydroxyvalerate) (PHBV) 
resin in the fabrication of true biobased composite materials. PHBV is a completely 
biodegradable and highly hydrophobic thermoplastic aliphatic microbial polyester 
produced via bacterial fermentation; it exhibits remarkably similar properties to 
synthetic plastics [4].  

2 MICROMECHANICAL MODELING 

The macromechanical properties of biobased composites are dictated by a) the 
properties of their individual constituents; and b) the micromechanics of the fiber–
matrix interfacial bond. Previous research has proven that biobased composites can 
achieve similar mechanical properties to dimensional lumber; however, the composite 
is susceptible to hygrothermal degradation in elevated moisture and temperature 
environments due to the inherent hydrophilicity of natural fibers [5]. Moisture 
absorption leads to fiber swelling, plasticization of the matrix, volumetric/dimensional 
instability, and an overall loss of integrity of the micromechanical bond at the fiber-
matrix interface.  

A multiscale modeling approach is being developed to predict composite behavior 
under combined mechanical and environmental loads. Modeling the time-dependent 
mechano-hygrothermal behavior of biobased composites involves a two-stage process 
that couples a) moisture absorption and corresponding mechanical deformations and 
interfacial degradation; and b) total moisture content and its effect on the governing 
constitutive behavior. Simple composite theory models of moisture absorption, 
stiffness, and strength can be used to predict the fundamental behavior of the 
composites. 

 
Fig. 1. Schematic of Proposed Multiscale Mechano-Hygrothermal Model Framework. 
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2.1 Moisture Absorption 

The mechanistic behavior of water absorption in natural fiber reinforced biobased 
composites occurs in a highly complex way. Rigorous, proven models to describe 
these intricate mechanisms have not yet been developed [6]. Simplistically, moisture 
absorption processes in polymer composites can be described by Fick’s second law of 
diffusion; however, rates of moisture uptake has been shown to depend upon a 
number of parameters: temperature, fiber volume fraction, fiber particle size, 
orientation, and vapor pressure differentials [7]. Thus, the diffusion coefficient, D, 
can be time-dependently characterized: 

M t

M∞

= 1− 8

π 2

1

2n −1( )2
n=0

∞

∑ exp
−D(T (t), RH(t), v, λ,θ,υ) 2n −1( )2 π 2t

h 2

⎧ 
⎨ 
⎪ 

⎩ ⎪ 

⎫ 
⎬ 
⎪ 

⎭ ⎪ 
 (1)

where  Mt and M∞ are the moisture content at time t and at equilibrium, respectively. T 
is the ambient temperature, RH is the relative humidity, v, λ, and θ are the volume 
fraction, aspect ratio, and orientation of the wood fibers, respectively, υ is the water 
vapor pressure differential, and h is the minimum thickness dimension.  

2.2 Composite Stiffness and Strength 

Experimental data obtained from fundamental tensile tests can be compared with the 
most commonly used theoretical models for stiffness and strength. The Halpin-Tsai and 
Tsai-Pagano equations were developed to predict the longitudinal (EL) and transverse 
(ET) tensile modulus of aligned short wood fiber reinforced biopolymeric composites [8].  

EL = Em

1+ 2 Lv f

1 Lv f
 (2)

ET = Em

1+ 2ηT v f

1− ηT v f

 (3)

where Em is the matrix tensile modulus, and ηL and ηT are given by the following: 

L =
Ef / Em( ) 1

Ef / Em( ) + 2
 (4)

ηT =
E f / Em( )−1

E f / Em( )+ 2
 (5)

The Nicolais and Nicodemo composite strength prediction model is used to evaluate 
the tensile strength of randomly oriented short fiber composites. This model assumes 
no adhesion between the matrix and filler; thus, it can be parametrically calibrated to 
encapsulate a composite’s strength dependence upon the fiber volume fraction and 
degree of hygrothermal degradation, namely, on the moisture-induced plasticization at 
the fiber–matrix interface [8]. 
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2.3 Mechano-Hygrothermal Constitutive Behavior  

Combined mechanical and hygrothermal stress states influence rates of diffusivity 
and dimensional stability. Coefficients of thermal and hydro expansion can be derived 
from fundamental mechanical characterization and sorption–diffusion experiments. 
At any given combined state of loading, the internal strains can be calculated. 

Using assumptions of material isotropy and plane stress, simple linear composite 
theory constitutive models can be employed to predict the linear-elastic behavior of 
the composite. To predict the long-term behavioral response, nonlinear constitutive 
models based on time-dependent exposure, matrix cracking, and mechanical load 
fluctuations must be developed along with finite element simulations to fully 
understand and adequately model the composite’s transient mechano-sorptive 
behavior.  

3 CONCLUSIONS 

Biobased composites exhibit desirable mechanical properties but are prone to 
hygrothermal degradation due to the inherent hydrophilicity of natural fibers. 
Transient moisture uptake can be modeled using a modified Fickian diffusion law. 
Composite properties can be predicted using Halpin-Tsai and Nicolais and Nicodemo 
models for stiffness and strength, respectively. Further systematic experimentation 
and mechanical testing are essential for further calibration of micromechanical 
models and finite element simulations. 
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Summary. This article reviews novel algorithms for the Discrete Element Method 
(DEM) with polyhedral particles to greatly improve the efficiency in particle contact 
detection which is the most time-consuming part of a simulation. The implemented 
algorithms are used in simulations designed to reproduce experimental tests on 
angular JSC-1A lunar regolith stimulant particles.  

Keywords: discrete element method, JSC-1A lunar soil stimulant, polyhedral 
particles. 

1 INTRODUCTION 

Discrete element simulation of lunar regolith and simulant is of significant interest 
to establish a long-term presence on the Moon. With the recent increase of the 
computing power in personal computers, the realistic discrete element modeling of 
the highly angular lunar soil grains becomes more feasible. In this article, several 
novel algorithms, implemented in DEM code BLOKS3D, to greatly enhance the 
performance of large scale polyhedral discrete element analysis, are reviewed. This 
article then describes the DEM simulation to reproduce the experimental tests on JSC-
1A lunar soil simulant [1].  

2 DEM SIMULATION WITH POLYHEDRAL PARTICLES 

The use of polyhedral particles in DEM simulations allows for a more accurate 
representation of angular particles such as crushed rock, sands, and other types of 
angular particles. However, polyhedral particles contacts detection are 
computationally significantly more expensive than that of spherical or elliptical 
particles. A DEM code, BLOKS3D, has been developed for this purpose [2], which is 
used in this article. The code has several novel algorithms to enhance the performance 
of large scale simulations including: 

Neighbor search algorithm: The two-level-search, an enhanced version of 
neighbor search algorithm of 3DEC [3], has been implemented in the code. The first 
level of search decomposes the space of interest into Eulerian cubic boxes, and makes  
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the preliminary list of the neighboring particles that occupy the same box. The second 
level uses the bounding sphere of each particle to see if it is in contact, thus a more 
refined contact list is made. 

Contact detection method: The shortest link method (SLM) [4], a common plane 
(CP) based contact detection method, has been implemented for a fast and detailed 
contact detection. In the conventional CP method, a large number of iterations are 
necessary to find a CP which defines the maximum gap between the particle pairs. In 
SLM, the link having the shortest distance between particles is sought because the 
perpendicular bisector plane to the link is the CP as illustrated in Figure 1. Finding the 
shortest link requires only a few iterations and is up to 17 times faster than the 
conventional CP identification method [4].  

 
Fig. 1. The shortest link between two particles and the corresponding CP [4] 

3   DEM SIMULATION OF EXPERIMENTAL TESTS ON JSC-1A  

3.1 Experimental Tests on JSC-1A Lunar Regolith Simulant  

Lunar regolith has distinct properties due 
to the weathering process on the Moon. Lunar 
regolith simulants are used as a substitute in 
experiments because of scarcity of actual 
regolith and are characterized by highly 
angular particles [5]. Figure 2 shows the 
experimental test setup devised by Agui and 
Bucek [1] to study the mechanical response 
of JSC-1A. A scoop is pushed into a 305 mm 
(width) × 330 mm (length) × 140 mm 
(height) rectangular soil bin. For a deep soil 
bed test, a deeper bin with a height of 292 
mm has been adopted. The force sensor 
attached to the scoop measures the resistance 
forces in the reference coordinates y and z. Table 1 shows the parameters and the range 
of values considered in the tests. 

Table 1. Parameters considered in tests on JSC-1A [1] 

Parameters Range of values 
Soil bed depth (cm) 6.152 ~ 6.304, 9.053 ~ 11.285, 24.006 ~ 24.455 
Scoop Velocity (mm/s) 1.270, 3.175, 6.350, 12.700 
Scoop angle (°) 50, 60, 70 
Bulk density (kg/m3) 1576 ~ 1655, 1814 ~ 1871, 2022 ~ 2039 
Penetration Depth (cm) 0.376 ~ 1.098, 3.058 ~ 4.308 

Fig. 2. Experimental setup [1] 
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3.2 DEM Particle Library Development 

A new set of particle shapes were developed for use in the DEM particle library 
based on the unique shapes of JSC-1A. Scanning electron microscope photos of JSC-
1A are used to establish a set of characteristic shapes as illustrated in Figure 3. The 
shapes were then simplified and approximated to corresponding polyhedral particle 
shapes as also shown in Figure 3. 

 

     

       

Fig. 3. Scanning electron microscope images of JSC-1A and DEM particle library development 

3.3 Grain Size Distribution and Other DEM Parameters 

The size of the particles used in a simulation determines both the number of 
particles and the time step. The grain size distribution of JSC-1A is shown in Figure 4 
with a minimum particle size of around 0.005 mm [6]. Significant computational cost 
can be incurred if particle sizes are adopted as they are in the DEM model. Figure 4 
also shows a grain size distribution curve whereby the particle sizes are scaled up 100 
times. However, the maximum grain size from this grain size distribution is 200 mm 
which is too large for the modeled bin. Therefore, a revised grain size distribution 
curve has been employed so that a total of about 17000 particles with a time step of 
1.36×10-5 sec are used in the DEM simulation. Some of the DEM parameters and 
geotechnical properties, such as contact stiffness, friction angle have been adopted 
from [1, 6, 7]. Global damping was neglected, and contact damping was calibrated 
from the selected experiments. 

3.4 DEM Simulation Result  

Figure 5 shows the comparisons of DEM simulation results with a corresponding 
test data for soil bed depth: 6.152cm, bulk density: 1642kg/m3, scoop velocity: 
6.35mm/sec, scoop angle: 70°, and penetration depth: 3.058cm. The vector sum of the 
applied forces in the reference coordinates y and z is used for comparison. Results from 
two different trials using two different random particle initializations in the soil bin are 
shown. The computed forces show trends similar to those from experiments. In contrast 
to the continuous plots from the experiments, limited stick–slip force fluctuations are 
computed in the simulation. This is caused by the larger size of particles adopted in the 
DEM simulations. Nevertheless, there is an overall good agreement with the 
experimental values. Simulations of other configurations show similar trends. 

4 CONCLUDING REMARKS 

It is shown that the DEM approach with polyhedral particles is reliable to reproduce 
the experimental tests on JSC-1A lunar soil simulant. Although larger size of particles 
have been adopted to keep the computational resources manageable, the simulations 
show comparable results to those measured in the experiments on the whole.   
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Fig. 5. Simulation results 
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Tour of SLAC National Accelerator Laboratory and Stanford 
Synchrotron Radiation Lightsource, Stanford University,  
24 June 2010 

5:00 pm – 5:30 pm Presentation by Dr. Piero Pianetta, Acting Director of 
SLAC’s Synchrotron Radiation Laboratory 

5:30 pm – 5:35 pm Board Buses with Tour Guides 

Tour with George Kuraitis 

5:35 – 6:00 pm Drive to SSRL main office. Meet with SSRL tour guide Mike 
Toney for tour 

6:00 – 6:30 pm Drive to Visitors Alcove, Klystron Gallery tour 

Tour with Dan Miller 

5:35 – 6:00 pm Drive to Visitors Alcove, Klystron Gallery tour 

6:00 – 6:30 pm Drive to SSRL main office. Meet with SSRL tour guide Clyde
Smith for tour 

6:30 pm Buses depart Main Gate 

Websites SLAC: http://www.slac.stanford.edu 

 SSRL: http://ssrl.slac.stanford.edu 

Reception at Pampas Restaurant, 23 June 2010 

Cocktails 

Classic Caipirinha, Gaucho, Alma, Gypsy, Samba-Rita, Sangria-Rio, Beijo Muitos, 
Cosmo do Diabo, Anjo de Paraiso 
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Natural Barbeque Half Chicken 
Fire Roasted Vegetable Kabob 
Mud Pie 

Ronaldo I. Borja, Piano 
Two Etudes by Frédéric Chopin
A-flat major Op. 25 No. 1 
E major Op. 10 No. 3 
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