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Foreword

very human successfully negotiates daily life as an unwitting but naive

behavioral scientist. Only with the benefit of dozens of at least tacit
models of mind (e.g., self-expression, intentions, emotions, decision strate-
gies), real and imagined social relationships (e.g., cooperation, conflict,
negotiation), and how they are combined into complex institutions like
families, firms, neighborhoods, and nations are we capable of creating order
out of complexity—if not chaos—each day. What separates this naive but
necessary and pragmatic representation of mind, selves, and society from the
enterprise called analytical social science are forms of mental discipline—
that is, analytical observation, thinking, and evidence-based reasoning about
social experience. That discipline is just as pragmatic as the naive social
science that allows us to navigate our way through life each day, testing
our tacit models of what we expect to happen against what does happen
by assessing our misjudgments and mistakes. So analytical social science
and naive social science are equally pragmatic—that is, drawn from the real
world and reformulated as experience requires, so as to make our lives
livable and comprehensible among kith and kin, insofar as we are able.

But the mental discipline of analytical social science that raises its
enterprise above the naive is not easy work. And it requires tools to assist
analytical observation, thinking, and reasoning. It requires still other tools
to extract observations—the data of social science—from ongoing thoughts,
social relationships, and institutional practices, for example. After all, the
conduct of social science is nearly always embedded within the everyday
realities of social relationships and personal mental life, the tacit stuff that
can “bias” what we as social scientists see and interpret as empirical reality.
Thus, truly analytical social science demands still other tools to organize and
interpret these observations, these data, in ways that become credible and
useful well beyond what is tacitly useful from our naive models of social
realities. And finally, the burdens of being a social scientist require more
than the rigorous discipline of analytical observing and reasoning; there are
special ethical burdens as well. Scientists who conduct their research in
others’ homes or communities or who seek their life stories as data have
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obligations to protect confidentiality and anonymity. In addition, the
standards for truthfulness and authenticity owed to one’s fellow scientists
impose a high bar for research integrity. So being a social scientist is not for
the faint of heart or the social gadfly.

A Handbook for Social Science Field Research provides a tool kit that
will equip advanced undergraduates and graduate students, even early career
social scientists with narrow disciplinary training, for ever more sophis-
ticated, analytical, self-conscious, and ethical social science. What is so
unusual about this collection of essays and bibliographies—this tool kit of
best practices—is what it explicitly takes for granted as the fundamental task
of doing analytical social science and therefore what practices are essential.

One foundational assumption is that the empirical or phenomenal social
world is complex. However, every tool we would use to analyze that
complexity—literally to take it apart and examine interrelationships, whether
observations, interviews, or archived documents, for example—has its limita-
tions. And therefore the very complexity of what we seek to understand
requires multiple methods or analytical tools, one to supplement the other’s
strengths and compensate for its shortcomings. For too long, social scientists
were trained within deep methodological wells, as for example anthropolo-
gists within the ethnographic traditions of participant observation or sociol-
ogists within survey research questionnaires and samples of populations.
What they each saw was the sky from the bottom of their respective wells and
rarely, if ever, the horizon’s scope. To the credit of A Handbook for Social
Science Field Research, the association of a preferred methodology with a dis-
cipline is severed, and all who would do social science are urged to find and
use various methods that add to their grasp of complexity—to their scope or
field of vision—and to the sense they can make of it.

A second assumption is that social complexity consists, at least in part, of
local differences in customs, tacit cultural assumptions, and institutions that
nonetheless may manifest some greater or lesser similarity from place to place.
This assumption underlies the whole rationale for fieldwork, that is, taking social
science questions or hypothetical propositions constructed about one societal or
cultural setting into another. Are the answers the same? Do the propositions hold
with equal force? And just as important, how would I know? The classical
rationale for fieldwork was to elicit a systematic understanding of the lived
world of some “foreign” people or place as a taken-for-granted reality that was
different—at least in some ways—from one’s home base as a reference point. Of
course, fieldwork in contemporary terms begins by recognizing that self and
other can (and must) be distinguished only with great analytical care, as noted in
this book. And doing fieldwork in the 21st century does not require literally
going abroad, especially in heterogeneous, pluralistic societies with Internet con-
nectivity, in order to analyze or construct patterns of similarity and difference in
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human behavior and institutions. In fact, while this book was intended primarily
as preparation for those going abroad to do social science, it serves equally well
those who seek to capture and characterize diversity and global connectivity
within their own societal context.

A third assumption is that the present is but a point in time and that
history, like place, is part of social complexity—part of the dynamic of social
complexity in the here and now. This is not the same as saying that the pre-
sent is merely the realization of the past and that therefore one can deeply
comprehend the present only by beginning at the beginning, as a historian in
the archives. But a strong case is made that those who would capture social
life as it is unfolding, for example in differential equations capturing time-
sensitive rates of change or adaptation (such as the diffusion of HIV/AIDS
among rural married women in South Africa) might also want to plumb the
archives for information about four decades of apartheid to put the contem-
porary coefficients into context. This idea—and the wise guidance of this
book—corrects another regrettable distinction or false methodological divi-
sion within the human sciences—the distinction between qualitative and
quantitative analysis. While the historian and the epidemiologist or demog-
rapher may tend to begin with different methods—the former qualitative and
the latter quantitative—both use their tools analytically against standards
of evidence, argument, and logic, as social scientists. Again, A Handbook
for Social Science Field Research would have the social scientist—whether
economist or historian, demographer or anthropologist—reach across the
quantitative-versus-qualitative divide for quantitative and qualitative meth-
ods that in their complementarity help find order in the complexity.

Which brings me finally to the history of the International Predissertation
Fellowship Program at the Social Science Research Council (SSRC) during the
course of my presidency in the 1990s. This book grows out of that program,
as noted by its coeditors Ellen Perecman and Sara Curran. The Program was
the brainchild of at least two colleagues at the Ford Foundation, Sheila Biddle
and Peter Stanley. Sheila and Peter sought the advice of the SSRC and its col-
laborator, the American Council of Learned Societies (ACLS), as well as the
guidance of many university-based scholars around the country as to how
best to prepare a new generation of social scientists and humanists seeking
to study the world outside the United States. Foreign area studies, as it was
called just after World War II, was created as a means of ensuring a solid base
of ongoing advanced study and also of wider cultural sophistication in a
nation too often ignorant of the world beyond its shores. In the late 1980s
and early 1990s, the Ford Foundation, the chief nongovernmental supporter
of such scholarship and education, sought new ways to infuse more social
science capacity and methodological diversity into these fields more often
dominated by humanistic and linguistic approaches. So the collaboration
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between the SSRC (mostly social science) and the ACLS (mostly the human-
ities) seemed a natural one for the Foundation to explore as a means of cross-
fertilizing ways to globalize the local (the wont of social science) and localize
the global (the wont of the humanities). The IPFP was a means to that cross-
fertilization. The Program recruited social scientists (mainly from the core
social science disciplines) and provided preparations (linguistic and other) for
dissertation work in the field, that is, outside the United States. Later, the
Program recruited as well from graduate students already predisposed to
research abroad, sometimes with a comparative idea in mind, and with for-
mal preparation for work in one regional setting but needing preparation for
comparative work in a second.

It is important at this point to emphasize that neither the IPFP nor the multi-
method case made by this book implies that a single social scientist should
master all methods so as to be equipped for all circumstances. In fact, while
the various authors of the reflective chapters of this book have shared the per-
sonal, intellectual benefits of using multiple approaches, that practice is both
difficult and very demanding to command at a high level of expertise. It takes
nothing from the conviction of these narratives or from the book’s founda-
tional and correct message to students to note a different but complementary
approach: namely, collaboration among those whose methodological exper-
tise is complementary. In fact, much of contemporary social science stems
from collaborations rather than from scholars working alone. Indeed, one of
the legacies of the IPFP is sets of awardees, now former fellows, who discov-
ered each other as research partners and now collaborate, combining their
respective methodological as well as substantive strengths.

Thus, A Handbook for Social Science Field Research reflects only a part, but
a wonderfully illustrative one, of the great human productivity of the Ford
Foundation’s investment, of the two councils’ stewardship of their commission
under the IPFP grant from Ford, of the many distinguished faculty mentors who
guided the Program and its awardees during their projects, and of course of the
Program’s staff. David Szanton, then at the SSRC, worked closely with Biddle
and Stanley at Ford and the Councils’ two presidents in shaping the original pro-
gram objectives. But it was Ellen Perecman, over a dozen years, who provided
senior staff leadership, liaised with Sheila Biddle and the faculty advisors, and
assisted with student recruitment; she made the program work and adapted it to
its changing context and student needs. This book, a tribute to the Program, is
also a tribute to Ellen and to the shared vision she and Sara Curran possessed to
make it a reality. As former president of the SSRC, I am both pleased and proud
of their collective achievement on behalf of a new generation of social scientists.

—David L. Featherman
University of Michigan



Introduction

At the beginning of our own research careers, one over a quarter of a
century ago and the other ten years ago, each of us had the good for-
tune to work as part of a team with researchers more seasoned than we who
showed us how to apply what we had learned as graduate students to our
experiences in “the field.” For one of us (SC), “the field” was Thailand. For
the other (EP), it was the human brain, a “field” in only a nontraditional
sense of the term. Despite the fact that our backgrounds as researchers could
not be more different, there is a memory we share: the anguished moment
when we realized that our best-laid research plans had failed miserably in the
real world.

Fortunately for both of us, our senior colleagues were always there to
cushion the fall. They reminded us that we were not failures; they pointed us
to books and articles that provided us with the knowledge we needed to
understand why our research plans had failed. They were there to assure us
that the most important lesson we could learn about conducting research in
“the field” was to be flexible, to be ready to shift gears at any moment, and
that we were not expected to have all the answers.

Fast-forward to 1999. One of us (SC) was now a member of the faculty
at Princeton University, the other (EP) a program director at the Social
Science Research Council (SSRC). By now each of us independently had
learned the three cardinal tenets of field research:

1. Every research question—regardless of field or discipline—is uniquely
defined by a specific set of circumstances.

2. There can be no attempt to answer a question without deep knowledge
of the specific contextual parameters defining those circumstances.

3. Such deep knowledge comes only to those who have paid their dues.

Our paths converged in the context of a fellowship program administered
by the SSRC and the American Council of Learned Societies (ACLS): the
International Predissertation Fellowship Program (IPFP). Developed and
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administered from 1990 to 2002 by Ellen Perecman, with the intellectual
support of ACLS’s Stephen Wheatley and with funding from the Ford
Foundation, the IPFP was designed to compensate for the frequent failure of
graduate training programs in the social sciences to devote sufficient atten-
tion to the full range of methods available for research, to counteract the ten-
dency for social science disciplines to rely on some methods to the exclusion
of others, and to ameliorate a situation in which students of the individual
disciplines are rarely taught field research methods or sufficiently briefed on
a host of practical issues concerning the conduct of field research.

The hallmark of the IPFP was the annual training conference and regional
workshop series designed to bring young researchers together with seasoned
ones to explore issues of research design from a cross-disciplinary and cross-
regional perspective. Those conferences and workshops became the impetus
for this volume, as year in and year out we watched how, through the inter-
action between more and less experienced students and between students
and faculty, students’ research design skills were sharpened, their thinking
about how to conduct social science research was broadened, and they
became more self-conscious about the implications of each and every choice
they would make in their research. Students were encouraged to retain for
future use a specially prepared bibliography of materials addressing or illus-
trating methods, tools, and practices of social science field research, which
was updated annually. Over the life of the IPFP and through the largesse of
conference faculty, the bibliography grew.

As each of us watched students and faculty learn from each other how
best to take advantage of the research practices of different disciplinary tra-
ditions, as we watched them engage with one another with absolute intel-
lectual abandon, we learned what young researchers wanted to know and
what they needed to know. We learned how important—and comforting—
it is for them to rediscover that university professors were also once clueless
graduate students. We were reminded, on the one hand, how generous and
humble seasoned researchers can be when asked to reflect on the lessons they
have learned in the course of earning their stripes and, on the other hand,
how grateful young researchers are for the opportunity to benefit from their
seniors’ mistakes. It became clear to us that there was a long-standing and
growing demand in the social sciences for innovative approaches to interna-
tional field research on the pressing questions of our day that reflect a con-
vergence of methods and concepts from across the disciplines and that are
based as much on science as on common sense.

Students were disarmed by the accessibility and honesty of conference and
workshop faculty, by the idiosyncrasy of many of the messages, and by the
irreverence with which those messages were often conveyed: Irreverence
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toward the academy; irreverence toward the hierarchy within the academys;
and irreverence toward “the rules of the game.”

As students wrestled intellectually with faculty over beers in hotel bars
and faculty shared their most embarrassing moments in the field between
laps in the pool, we decided it was our duty to try to bottle this experience
to the extent possible—complete with its intimate feel and its irreverent
attitude—so that its benefits might be shared by future generations of
students as well. A Handbook for Social Science Field Research is our
attempt to do that.

Each of the two parts in the book has two principal components: con-
templative essays on the conduct of social science research are followed by
bibliographies containing a unique and substantial collection of references
bearing on issues in and around that essay. Essays by leading social scientists
in an array of disciplines address research design, specific research methods,
the value of combining methods and tools to strengthen research design,
and research ethics. The essays speak to methodological issues authors feel
were neglected in their own graduate careers and should be included in the
training protocols of graduate students and junior researchers today. They
offer perspectives on the value of a given research method from scholars
within and outside the discipline most strongly associated with the method—
perspectives readers are unlikely to have gotten in their graduate training
programs.

Throughout the essays in this volume, we have worked to maintain
the sense of irreverence and commitment to honesty that pervaded the
IPFP conferences. An important ethical message shines through for readers
about the essential requirement that research be conducted with as much
transparency as possible. Throughout these essays, authors hammer home
the importance, whether in the reading of texts or during an interview,
of publicly acknowledging skepticism, double-checking, triangulating,
reflecting on how one’s own emotions might be affecting interpretations,
or revisiting questions and earlier answers. The authors make the case for
demystifying the fieldwork experience and advancing fieldwork methods
for the next generation of scholars by revealing the thoughts, emotions, deci-
sions, and reactions they experienced in the course of their fieldwork.

The book begins in Part I with essays and tools for their purpose that take
readers through the process of choosing the most effective research tools:
archives (Robert Vitalis); the case study method (Andrew Schrank); ethno-
graphic approaches (Alma Gottlieb); oral histories (Tamara Giles-Vernick);
focus groups (Susan Short); surveys and secondary data sources (Albert Park);
and combining qualitative and quantitative tools (Michael Piore). Part II
includes reflections on essential background reading for fieldwork by Stevan
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Harrell and Andrew Schrank and discussions of the process of designing
a research project (Michael Watts), carrying it out ethically (Sara Curran),
and reworking it when the realities of the field confront the blueprint for the
project (Andrew Schrank).

Insofar as the essays here provide multiple perspectives, they show how a
wide range of methods, tools, and practices can enhance research by broad-
ening the approach—and the set of skills—brought to it. Alma Gottlieb uses
the playful image of a seesaw as a metaphor for the relationship between
quantitative and qualitative research methods: “As if attached by a fulcrum,
they form part of a single dynamic system, but at any given moment they
produce two different, indeed sometimes incommensurable forms of knowl-
edge.” Authors identify advantages—and pitfalls—of using a particular tool
or method and provide criteria for deciding whether that tool or method is
the optimal one for answering a given set of research questions.

Our contributing authors work within disciplines, but they do not pre-
tend to speak for or represent those disciplines. When they speak, they speak
from the heart with a candor that is wonderfully refreshing in a literature
of carefully chosen words and politically correct positions. In the authentic
voices of some of the most experienced and well-respected American social
science researchers engaged in international research today, these essays
reflect lessons learned—and wisdom gained—from years of conducting
social science research. Michael Watts tells us with brutal honesty that
“graduate training can sometimes appear like permanent crisis manage-
ment.” Michael Piore reveals that he “stumbled into” his research approach
and then “continued doing it because it was interesting and fun and seemed
to yield insights into problems I considered it important, socially and
morally, to solve. Miraculously, what I was doing attracted enough interest
and attention that I got tenure anyway, despite my research approach.”
Albert Park admits that “one of my goals [in the essay] is to provide advice
I wish I had been given at an earlier stage in my career.” Bob Vitalis boasts
that “I still have an incomplete in multivariate statistics on the books. ..
and so you won’t find me writing models.”

One is caught off guard when Andrew Schrank tells us that he gets
insights from “the acknowledgments, prefaces, introductions, and appen-
dices to my favorite books . . . [into] how they were written. . .. To whom
did the author talk? When? Why? At whose prompting? With what results?”
Or when Alma Gottlieb writes that “as you collect data, your understand-
ing of the local situation should keep changing, and attending to your own
changing understandings may well suggest reorienting your original focus”
and that “it is important to think about how your own emotional biography
may shape your research agenda.”
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And one is completely disarmed by Steve Harrell’s statement: “I suspect
that the number of pints drained in this exercise [of comparing your own
ethnographic experiences to those of others] has not diminished as the
amount of ink spilt has increased.” Or by Michael Watts’s advice on writ-
ing a proposal: “To stand a chance, your proposal must not simply be solid;
it must jump out of the pile. . . . There are several ways in which a proposal
can achieve this distinctiveness. One is to have three typos in the first line.”
Or by Michael Piore’s view that “In interpreting interviews, I do not think
sufficient attention is ever given to the possibility that the world is really
chaotic.”

Although the book does not cover all social science disciplines or all
issues concerning field methods in the social sciences, the slices we have
chosen to cover are those we and our authors consider most relevant. We
decided that the issue of ethics and fieldwork deserved a stand-alone essay
even though the topic is addressed throughout the book. For, as Alma
Gottlieb reminds us so poignantly: “Ethical issues pervade every decision,
great and small, that one makes. . .. Should you put your own position
at risk and help your long-time informant when he finds himself on the
wrong side of the law? . . . Is it better to expend a large proportion of your
scarce research funds trying to save the life of a gravely sick infant. ..
or to save the funds for others with a greater likelihood of recovery?” And
as Tamara Giles-Vernick points out, deciding what to write about can
present an ethical problem since it is sometimes necessary to “distinguish
carefully . . . between writing about sensitive or confidential concerns and
divulging these concerns.”

Sara Curran’s essay takes an in-depth look at how our usual forays into
the field frequently begin with a nod toward the regulated aspects of ethical
concerns via our applications to institutional review boards (IRBs). But a
researcher soon realizes that ethical concerns reach well beyond the regula-
tions precisely because successful fieldwork necessarily involves social rela-
tionships that are imbued with differential power and potential conflicts
of interest. Negotiating these relationships ensures access to the field and
“data” but can also be fraught with ethical compromises.

The book contains a number of invaluable bibliographies: Archives, Case
Studies, Ethnography, Oral History, Focus Groups, Surveys and Secondary
Data Sources, Study Design and Quantitative Methods, and Research
Ethics and Other Essential Reading. Within the individual bibliographies,
subsections often address specific areas of focus. These carefully constructed
bibliographies constitute a rich source of materials—both in print and on
the Web—that address or illustrate a range of quantitative and qualitative
research methods, tools, and practices and that have relevance for a wide
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range of quantitative and qualitative research methods and tools. All are
publications and websites that we consider important as one prepares to do
fieldwork in the developing world for the first time—or for the fiftieth time.

Each of the bibliographies represents a collaboration between the editors
of this volume and their consultants, on the one hand, and the original archi-
tects of the lists of reference materials that served as the foundation for these
bibliographies—some of whom are essay authors—on the other. The bibli-
ographies also include a section on the ethics of field research, a topic rarely
given the attention it deserves. The bibliographies are organized topically;
subheadings have been created to highlight the different kinds of materials
available within each category of methods or tools (e.g., archives, case stud-
ies), as well as to make it easy for readers to find the references they will find
most useful. While the bibliographies are intended to reflect a sampling of key
references in each area, the citations that appear at the end of individual
essays under the heading Supplemental References will provide a richer expo-
sure to a field.

This book, like the conferences and workshops that inspired it, is
intended to help new researchers understand how to choose the research
methods, tools, and practices that will best address the questions they are
trying to answer—regardless of whether the choices meet departmental reg-
ulations for Ph.D. theses. And like those gatherings, its aim is to provide
an opportunity for researchers to step back and reflect on the strengths
and limitations of their disciplines and to broaden the scope of their think-
ing about the methodological options available to them as social scientists.
It invites them to consider ways in which research methods and perspec-
tives from across the social science disciplines might advance their research
goals. In short, its aim is to reinvent what it means to do good research and
what it means to be prepared for it.

—Ellen Perecman and Sara R. Curran



PART I

Selecting the Right Tools

he essays to follow in Part I offer reflections from a variety of authori-

ties in the fields of anthropology, economics, history, political science,
and sociology. The authors of these essays provide readers with insight and
perspective about how different methodological approaches enhance under-
standing of a context and enrich knowledge within and across disciplines.
Each essay reflects the author’s efforts to build a stronger social scientific
understanding of people, events, history, and social change by breaching
the discipline’s methodological boundaries. Some authors write from the
vantage point of their own discipline’s methods in an attempt to reach out
to members of other disciplines. Others write about how their work has been
enriched by methods they have drawn from outside their own disciplines
(e.g., the Vitalis and Piore essays). In each case, readers are given a taste of
the author’s nitty-gritty personal experiences, of basic guidelines for taking a
particular methodological approach, and of epistemological insights into how
a method relates to theory, knowledge, and disciplinary boundaries.

Essay authors provide perspectives on how to think about their res-
pective methods of observation and analysis, where to begin and what to
consider when employing that method, and how the experience of going
into the field armed with a particular methodological approach is met with
unanticipated opportunities and constraints, often requiring alternative or
additional methodological tools. Each essay is paired with a bibliography of
relevant references.
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Robert Vitalis provides a political scientist’s perspective on archival
methods. His very personal account of how he stumbled into doing archival
research in the mid-1980s provides a telling story of how the case, the field
experience, and most important, who you are as a researcher can dictate the
methodological approach. He describes his approach to political institutions
and questions as “reverse engineering of particular processes of myth mak-
ing” through systematic collection and analysis of archival documents. He
describes his approach and archival methods generally and also debunks dis-
ciplinary stereotypes and myths in history and political science, alleviating
any potential unease on the part of nonhistorians about employing archival
research methods.

Andrew Schrank’s essay on case-based research defines case study research
and argues for its relevance as a source of causal inference, providing guide-
lines for how to do a case study, and giving a justification for how case-
based research can be used to uncover causal mechanisms. Along the way,
Schrank highlights classic studies using case-based research as touchstone
references for theory and substantive insight.

In a detailed and wide-reaching essay, Alma Gottlieb provides well-
developed examples of ethnography and how it complements other social
science field research methods. She argues that minimal fluency in a local
language, proper note-taking skills, and knowledge of hermeneutics are crit-
ical tools for ethnographic fieldwork. Gottlieb concludes her essay by out-
lining the guideposts for future methodological developments in the field of
ethnography. Her very practical essay pairs nicely with Stevan Harrell’s
insights about the history and development of the ethnographic method in
Part IT of this volume.

Tamara Giles-Vernick provides a nuanced essay on the strengths and
weaknesses of oral historical methods. She alerts readers to the pitfalls asso-
ciated with oral accounts and the hermeneutical intricacies of situating one-
self, the teller, and the historical moment, and she provides guidance on
how to avoid those pitfalls by integrating oral historic accounts with other
sources of information. She sensitizes the reader to the ethical dilemmas of
collecting, caring for, and writing about oral historical accounts, including
discussions about the construction of trust with informants, objective and
subjective interpretations of falsehoods, awareness of selective accounts, and
the political consequences of publishing particular accounts.

Focus group interviews are frequently critiqued but provide useful insights
for researchers employing mixed-method approaches. Susan Short’s essay
provides a balanced and comprehensive perspective on focus groups, offering
advice on when they can be used best and when they are not appropriate.
Her essay offers useful techniques for conducting and analyzing focus group
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interviews. And, finally, she considers the ethical constraints inherent in
focus group interviewing.

Albert Park begins his essay on survey methodology by explaining what
surveys can and cannot do and how they complement qualitative research
methods. The remainder of his essay discusses various types of surveys,
the advantages of using extant surveys, and the factors to consider when
deciding to conduct one’s own survey or collaborate with others. His essay
elaborates on key elements of survey research, including sampling issues,
questionnaire design, data collection management, and analysis of survey
data. He then addresses the pitfalls and opportunities of using surveys cross-
culturally and in developing countries. Park ends his essay with thoughts and
references on how to analyze survey data.

In the second of two essays in which authors discuss their experiences
breaching the methodological conventions of their own disciplines, Michael
Piore explores how qualitative methods have informed his study of economic
processes. His account provides valuable insights for economists going into
the field, as well as for noneconomists interested in engaging with economic
theories and methods. Like Vitalis, Piore demonstrates how he allowed him-
self to be led by his intuition and, further, allowed his field observations to
challenge economic theory. Also like Vitalis, Piore demonstrates how both
the theory and his intuition spurred a systematic collection and analysis of
open-ended interviews to better understand the motivations and behaviors
of economic actors. Piore concludes by providing a brief methodological
exercise showing how narratives can be used systematically in economic
analyses.






1

Archives

The Past Is Another Country’

Robert Vitalis

The basic point of this chapter is a simple one. If you are a social scientist
and you plan to write about the past—for example, about the ending of
the Cold War or the vicissitudes of the Venezuelan oil industry or the twist-
ing course of democracy promotion in the Philippines or in Haiti—then
you will have to adopt the method of historians.? That is, you will have
to go to the archives. Virtually all social scientists preparing to write a dis-
sertation in international or comparative or area studies today take it for
granted that they will be conducting research abroad, in the field, for 1 or 3
or 6 or 12 months, perhaps in Cairo or Jakarta, Maracaibo or Baku, Paris
or Chiapas. Much of their training before and after taking general exams or
writing qualifying papers is geared (we hope) toward developing the skills
and techniques necessary for this fieldwork: studying Tagalog or Farsi or
Spanish, designing appropriate survey instruments, making contacts with
research institutions and scholars, taking classes in and practicing ethno-
graphic methods, figuring out where to find data sets that they need or how
to build their own, and the like. Virtually no one successfully obtains fund-
ing and begins a project away from home without first demonstrating some
degree of sophistication and rigor about place and about method.

Writing seriously about a place in a time other than one’s own demands
a similar degree of rigor and methodological self-consciousness. The past is

5
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another country in which researchers must demonstrate their minimal
competence before setting out, and about which, by journey’s end, they
ought to tell us something new and significant. To write a history or histor-
ical case (or even to write the history chapter) without undertaking original
research in primary sources is akin to surveying a population while ignoring
protocols about random sampling, to testing a model but forgetting about
the problem of multicollinearity, or to spending 6 months at a site as a
participant-observer without ever taking field notes.

As you will see, taking the archival turn is less daunting than it might first
appear. Even if it were not the case, there is no getting around the issue,
assuming that you value rigor and reliability in your scholarship.

Since 1984, all the research and writing I have done as a political scientist
have involved working with primary sources of one kind or another—State
Department record sets, the files of the Ministry of Housing and Reconstruction
in Cairo, the private papers of a Saudi dissident, and the private papers of
American political scientists. Each of the projects was involved primarily with
theoretical debates within parts of political science. On conventional maps of
the discipline, these projects would be located in regions known as compara-
tive politics, political economy of development, and international relations.
But I have also published my work in history journals.

I took this archival turn in my work entirely by accident. In May 1984,
I was at the Massachusetts Institute of Technology (MIT), preparing to go
to Cairo for a year to research a dissertation on multinational corporations
in construction and infrastructure development. It was the beginning of the
wave of expansion in U.S. services overseas that would make firms like
Halliburton and Bechtel into household names. Given the close relationship
to state building, studying the engineering industries made sense. Egypt was
then an emerging market of the first rank because of the millions of dollars
in U.S. aid flowing there as a result of the American-brokered Camp David
agreement. In Cairo, the construction sector had served as a redoubt for
local capital during the experiment in Arab socialism. The dawn of eco-
nomic liberalization in Egypt seemed, above all, to be about private sector
building in both senses of the term.

One day I corralled a member of the MIT faculty, Thomas Ferguson, and
described the project to him. Ferguson, at the time the political economy edi-
tor of the Nation, possesses encyclopedic knowledge of business and politics
in New Deal America. Theda Skocpol once pinned the label “Beardsian” on
him in a footnote war the two were waging, and Ferguson wore it as a badge
of honor, as well he should have. Charles Beard (1874-1948) was the great
Progressive Era historian most famous for advancing economic interpretations
of American politics. He served as president of the American Political
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Science Association in 1926 and the American Historical Association in
1933. 1 tell you this so that you will better understand Ferguson’s basic
response to my short disquisition, which was a characteristic quip: “You
got to get the docs on these guys,” by which he meant the “documents,”
that is, the paper trail left by oilmen, bankers, and other investors in the
competitive conflicts that he argues are central to understanding the course
of American policy at any particular time.

I had no idea what this piece of advice entailed in practice, but I tried to find
its relevance in enhancing my project. Ferguson must have given me some min-
imal direction—it is a little hazy now—Dbecause one of his own favored haunts,
the business school’s Baker Library at Harvard, was the first place I visited.
The Baker Library had a copy of the original Arthur D. Little industrial devel-
opment program designed for the Egyptian military junta in 1954-1955 by
Harvard development economist Edward Mason back in the day when the
U.S. Agency for International Development was promoting import substitu-
tion industries and land reform in the Third World. The real payoff came,
however, when I went to Washington and spent a week in the declassified
State Department records. It was as if a window had opened to the political
economy of a time and place that no one knew about, to judge from the exist-
ing literature in Arabic and English. I worked nonstop again that week, read-
ing embassy telegrams, dispatches, and memoranda of conversations.

Once in Egypt, I abandoned the idea of mapping the business groups and
conflicts of the moment and instead worked backward in time to trace the
course of the business groups and investment conflicts that had shaped
the landscape of the 1920s through the 1950s. My research strategy also
changed, and I spent more time scouring libraries in ministries and elsewhere
around the city than interviewing. I found old newspaper morgues, worked
in the Egyptian National Archive (dar al-watha'iq) and National Library
(dar al-kutub), cajoled private papers and documents from a set of remark-
ably generous engineers and business families, and spent months more in
collections in Kew and Oxford in the United Kingdom; Independence,
Missouri; Abilene, Texas; MIT; and the U.S. State Department and Agency
for International Development.?

Two points stand out about my trespassing in the research domain of
historians and learning on the run that year. One point, and it is important
enough to raise here and take it up again below, is the need for precise and con-
sistent citing of records in order to satisfy the norms of transparency and veri-
fiability. Will someone who follows your trail be able to quickly identify, locate,
and assess the documents you used? The other point is about a particular kind
of competence that seems to matter to the goal of discovering new materials
and producing original insights. Among a set of source-based skills that good
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historians possess in abundance, I saw the importance of reading clues in
sources that would point me to others, ones I had not known or thought
about at first. Ludmilla Jordanova, in History in Practice, calls this skill
“thinking laterally”: “Deciding which sources are ‘relevant’ is rarely straight-
forward, and often it is a question of thinking laterally, even of finding
oblique sources that provide unexpected insights into a problem”
(Jordanova 2000, p. 184).

The book I wrote based on this research, When Capitalists Collide
(1995), challenged a familiar model of the business community. Egypt and
other countries are often described as rent by conflict between archetypal,
nationally oriented businessmen, or “class fraction,” determined to break
the bounds of dependency, and their opponents, an antinational, or “com-
prador fraction,” acting as a handmaiden of the world market.* Young
American academics had turned to this kind of dependency-informed soci-
ology of Egypt in the 1970s and 1980s, while Egyptians themselves have
been writing in this vein since the 1950s.” We called what we were writing
“political economy.” Our theories indeed seemed robust. Plenty of books in
Arabic and French included accounts of Egypt that fit as surprisingly well as
they fit Brazil, Kenya, India, and China. We ignored the critics, in particular
those among the senior faculty where we trained, whose days in the sun as
modernization theorists had passed. By the time I was through with my
research, however, things had begun to look different.®

Many scholars had been raising questions similar to the ones I was ask-
ing while trying to make sense of the records I had found of business con-
flicts in Egypt between the 1920s and 1950s, before the state nationalized
most large (and not-so-large) local and foreign-owned enterprises. For exam-
ple, political economists working on Africa in the early 1980s contested the
nature of local capital in the course of something called the Kenya Debate.
Gavin Kitching summed up the issues at stake and resolved much of the
confusion surrounding them in the following passage:

The point, then, is that on both sides in the Kenya debate a great deal of dubi-
ous inference from highly partial information is being dignified as theory(ies)
of the state and made to stand in place of the sort of knowledge of political
processes and struggle which academics do not have and cannot get. My own
guess, for what it is worth, is that every businessman in Kenya and every state
official from a lower-middle level upward could be categorized as a “national
bourgeois” from some points of view, and with reference to some of his/her
activities and aspirations, and as a “comprador” from others. They enter into
conjunctural alliances around particular struggles and issues which could be
categorized as in the interests of transnational capital sometimes in some
respects, and as hostile to those interests and nationalist in thrust at other
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times and in other respects. Such alliances at times give parts of the state
apparatus . . . one coloration and at times another. Similarly “transnational
capital” (or particular representatives of particular parts of it) is in there
too, making alliances, trying to use people who are trying to use it, at times
succeeding, at times failing wholly or partly. (Kitching 1985: p. 31).”

In short, it is all very complex and shifting, and a great deal of it social
scientists never see and cannot see.

I concluded that Kitching had been too pessimistic. By turning to the kinds
of primary sources I had mined over the past few years, social scientists, I felt,
indeed seemed to have a way to view these “complex and shifting” maneu-
vers, at least for some places and some times. It just took a lot of work.

Back then, I thought of political economy as a kind of excavation project
of material lying beneath the surface of ideology and culture. Today, I tend
to use a different metaphor for work I am finishing on business and politics
in the oil industry, on the one hand, and work I am beginning on race and
international relations, on the other. I think more in terms of reverse engi-
neering of particular processes of mythmaking.® I have tenure. I work on
what I like. There is also no denying that I do what I think I am good at.
After struggling for years to learn Arabic, I knew better than to pursue the
kinds of ethnographic projects undertaken by political scientists like, say,
Diane Singerman (1995), Lisa Wedeen (1999), or Janet Roitman (2004). I
still have an incomplete in multivariate statistics on the books, so you will
not in this colloquial sentence find me writing models. Like many modelers
and ethnographers I know, however, I do the work I do because I get great
pleasure from it.

Imagine that you see yourself occupying a position on a two-dimensional
scale farthest from where you might place me: Vitalis, toward the interdisci-
plinary (or antidisciplinary) left edge of the x-axis and down at the bottom
of the y-axis among the many other essayists and social and literary and style
and music critics. You see yourself closer to the right edge of the x-axis,
where Joanne Gowa, the William P. Boswell Professor of World Politics of
Peace and War at Princeton, and many other border guards are keen to spec-
ify what is and is not a proper international relations or comparative poli-
tics or American politics question, and who is and is not a real political
scientist. You are up high, too, on the y-axis, nearer the prophets who each
generation foresee the coming of a real science of politics.

If you locate yourself up in that northeast quadrant of the grid or you are
drifting toward the northwest, and you plan to write history or do what, I am
sad to report, some now call process tracing, then all the more reason for you
to consider that historical research raises a type of internal validity problem for
which historians have worked out a reasonably reliable solution: the archives.



10 Part1 ¢ Selecting the Right Tools

II.

Political scientists have a way of caricaturing historians, typically when the
point is to put maximum distance between Them and Us. Historians are athe-
oretical, more intent on telling stories than on constructing explanatory and
analytical narratives. A more complex stereotype is that most historians are
epistemologically naive. They are the men and women who tend to believe that
facts speak for themselves and whose goal is to write without allowing pre-
suppositions, social values, biases, or theory to interfere. The observation that
younger and more politically left-leaning historians have said the same thing
each decade since the 1920s about their older and more conservative col-
leagues would seem to support my point that it is misleading (Novick 1988).
It is also the case that historians often draw cartoons of traditional social sci-
entists, but that is a matter for historians to reflect on at some other time.

The influence of Marxism on the history profession speaks directly to the
question of the profession’s alleged distance from or resistance to theory or
theoretical frameworks. My guess is that Marxism mattered more in history
than inside other social sciences, certainly inside political science. If you
tended to read across these disciplines at the time—Marxist historiography,
historical sociology, and political economy—you would have found the
approaches, arguments, and debates hard to tell apart.

Where this convergence is even acknowledged, it is also likely to be pre-
sented as something new and unique to the 1960s, while older research tradi-
tions and scholars fade into, well, history. It is a mistake to do so, because in
earlier eras a similar convergence across disciplines was evident in progressive
social science and the “new” social history, to cite one example. There is no
point in the 20th century where the border guards of the day kept men and,
later, women from crossing disciplinary boundaries. I document the common
interpretive frameworks across disciplines at great length for the fields we now
call international studies, area studies, and development studies, and it is not
hard to see convergence. The convergence of debates is easy to see more gen-
erally in historians’ studies of the social sciences in the United States (Vitalis
2002). Unfortunately, few social scientists have read Peter Novick or Dorothy
Ross, who have written histories of the historical profession and the social
sciences. For the rest of us, our knowledge of ourselves instead tends to begin
at the point where our own professors’ careers were blooming, when we joined
the profession.

The idea that the historical profession was, back in some simpler time and
place, a community that believed facts speak for themselves, let alone that
anyone writing history today would describe his own views on the objectiv-
ity question this way, is more wrong than right. Competing accounts, rival
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interpretations, and controversies over what constituted the facts in a case
marked the modern profession from the start. Professing your own disinterest
while attacking a rival’s ideological biases got you only so far. Judgments
and debate turned on evidence from the records of the time and how
those records—of slave revolts in Haiti or Virginia, of the Versailles Peace
Conference, or of social policy making through the New Deal—could be
understood.

In a standard first-year-graduate-student class on social scientific method,
we learn about the problem of internal validity, or how to reduce the chance
that the causal relationship we have posited is a spurious one and that we
have missed the factor or variable that actually matters. Historians depend
on evidence from archival sources to rule out rival explanations and to
increase confidence in their own account. There are plenty of other things
historians may do in the course of their careers, certainly, and no one would
confuse writing a history of the civil rights movement with running an exper-
iment, even if social scientists who write history try to disguise this at times.
To deny the relationship between archives and explanation in historical
analysis would be foolish, however. It would be just as foolish to deny the
close resemblance at any particular time between what historians call histo-
riographical controversies and what social scientists call theoretical disagree-
ments among those writing on similar problems, cases, and time periods.
The fact that these disagreements among the rival accounts of historians and
among the rival explanatory frameworks of social scientists mirror one another
so closely allows what is sometimes called historical-comparative theory in
political science and sociology to be produced. There is only one problem. If his-
torians rest their case for the validity of their own causal accounts on archival
research, what is the equivalent internal validity test for all those other social
scientists who do not?

My favorite example of the problem these days is Jack Snyder’s Myzhs of
Empire, published in 1991, although many other books and articles might
be used instead of this one. Snyder, who teaches international relations at
Columbia University, uses the cases of Great Britain, Germany, Japan, the
Soviet Union, and the United States to show how realist theories that stress bal-
ance of power cannot explain the puzzle of repeated instances of imperial or
superpower overexpansion. Expansionist states seem to pursue “irrational”
policies that lead rival powers to form effective counterbalancing coalitions,
or, as in the case of the United States in Vietnam, that cost more than they
return in benefits. Yet realist theories of statecraft predict that states will act
cautiously, not recklessly. So why are the rules of realpolitik often overridden?

Snyder argues that expansionism is fundamentally a process driven by domes-
tic interest groups. In the course of building and sustaining proexpansionist
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coalitions, rationales have to be put forward that disguise the narrow interests
benefiting inordinately from expansion and that persuade others to bear the brunt
of the costs. These rationales are what Snyder calls the myths of empire, for
instance, ideas about military preparedness, domino theories, and other strategic
concepts that function as ideology in the contemporary era. The myths come to
be believed over time by some of those groups that benefit from them, as well as
by politicians and wider segments of the public, leading states to roads down
which they otherwise might not go.

Snyder offers no original evidence to support his major claims about
interest coalition behavior and state policy. Rather, he repeatedly asserts that
his model works, while referencing scholars who advance “domestic” or
“interest-based” or “social” explanations (different traditions use different
terms) that are compatible in the very broadest terms with his. To put it
slightly differently, Snyder takes historical international relations theory of
the early 1990s down a road well traveled by dozens of historians—a road
strewn with the wreckage of battles fought for and against this approach—
each decade of the 20th century.

A recent dissertation by Jon Isacoff looks carefully at Snyder’s use of his-
torians’ work in writing about the synthetic treatment of the Vietnam War.
Snyder calls Vietnam an exemplary case of strategic overextension. Isacoff
shows that in all the studies to which Snyder refers, there is no evidence for
the core claim of the book, and he goes on to say,

the conclusion that Snyder logically draws from the evidence he cites is not the
one for which he ostensibly argues. . . . Where was the foreign policy “logroll”
in the development of Vietnam policy? The answer seems to be that it is indeed
missing from the sources Snyder had at his disposal when he wrote Myths of
Empire. (Isacoff 2002, pp. 163-179)

In going back over the sources, Isacoff finds that the main works Snyder
referenced tend to prove the opposite of what Snyder asserts. Congress was
actually an impediment, not a catalyst of overexpansion (Isacoff 2002).
What I am suggesting is that there tends to be little real value added to
knowledge of the past when social scientists “synthesize” published works and
call the synthesis historical-comparative theory. If anything, a negative value
is added, to the extent that scholars are dispensing with historians’ customary
tests of validity and reliability. Among historians, learning what others have
written about the course of the Vietnam War would be considered a prelimi-
nary step in developing analytical competence to deal with the history them-
selves. It is familiarity with the primary sources and the use of them in
producing a historical narrative that historians use as a reliability test.
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One possible self-defense is that nonhistorians are bringing theory to
the ongoing interdisciplinary seminar, thus buying freedom from history’s
norms of rigor and reliability. This defense depends, however, on the myth
that historians do not think theoretically and that historiographical disputa-
tion and argument are matters of taste and preference, a world apart from
the analytical puzzles that drive historically oriented inquiries by nonhistori-
ans. Yet making this argument requires one to ignore the remarkable affin-
ity between Snyder’s innenpolitik, or domestic politics, approach and the
school of revisionist histories of Vietnam and Fareed Zakaria’s institutional-
ist-oriented explanation (1998) for 19th-century expansion and the dozens
of books and articles by historians who showed that in each of the cases of
expansion, it was the leader or the state or politics and not societal interests
that drove empire forward.

Not for the first time, social scientists have confused issues of taste,
style, and genre conventions with rigor. We have come to think that a
theory chapter coming before “the case,” the adoption of in-text refer-
ences, and a preference for parsimony somehow make history writing by
nonhistorians more scientific and, hence, more reliable than history writ-
ing that “merely” tells stories about the past. It is clear why this happens,
given the need to secure jobs, build our careers, climb the promotion lad-
der, and defend our scholarship to others in our own disciplines who are
likely to prefer another model builder to another historical-comparative
theorist sitting in the office next to theirs and teaching the graduate
course on method next September.

Rigor and reliability are values that are important to all scholars, and if
I am correct, then the already embattled interpretivist-identified researchers
who are struggling to demonstrate competency with qualitative methods
have just been presented with a dilemma. There is a serious flaw in the way
they plan their process-tracing exercise. The method to be adopted bears an
uncomfortable resemblance to the one undergraduates use when pulling an
all-nighter to complete a research paper on the Cuban missile crisis or the
first Gulf War or the Cold War’s impact on the civil rights movement in the
United States. Yet Ph.D. candidates are also likely to get away with it. What
do they do?

One might respond, “Wait. What if I make a systematic effort to com-
prehend the full range of debates in the existing literature? Surely this will
reassure my eventual readers of the validity of the historical evidence gath-
ered from secondary sources?” Yet this is no solution at all. Rather, it
is what any historian assumes to be the minimum preliminary work one
does before heading to the archives. It makes the dilemma more, not less,
obvious.
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III.

Those who choose to take the archival turn have their work cut out for
them. But there are steps to take to reduce anxiety, increase efficiency, and
make the learning curve less steep. First, it is important to recognize that
when you enter a collection and find yourself at a loss for what to do next,
you will not be alone. Doctoral programs in history emphasize the existing
literature and its flaws, how to read it, and how to critique it. Few social
science courses—or history courses for that matter—teach students about
archives or what to do there. If you do not believe me, ask the history Ph.D.
student sitting next to you in the archive.

There are certain trade-offs after the first year of courses. The historian
takes more classes and reads more extensively, not only on nationalism in
Egypt, but also on Egyptian intellectual life, the history of Cairo, and the labor
movement. The political science student may have read less on Egypt and more
on nationalism outside the Middle East and may need more familiarity with
the secondary literature on the time and place of his research. Yet, as my first
political science professor, Milton Lodge, told me, “You are always playing
catch up” in reading specialized literatures, and many researchers have reaped
windfalls precisely by bringing the sensibility of one discipline more centrally
into the other, as in the cases of the historians Marc Trachtenberg in interna-
tional relations and Elizabeth Perry in the political economy of China, among
many others. Read Tom Ferguson (1995) and Peter Trubowitz (1998) if you
want to see exemplary works by historically oriented political scientists who
have forced historians to think harder about their fields.

The one advantage that your colleague in history may possess is self-
consciousness about the limitations of archival records and thus some under-
standing about the need to interrogate these records rather than read them
naively. It is not hard to find primers on these matters, however. See the
Archives bibliography that follows this chapter for references, starting with
Ludmilla Jordanova. Or search on the Web for the reading lists in graduate
seminars. Or ask historians you know.

Interrogating archives did not begin with the linguistic turn in history and
what social scientists call poststructuralism or postpositivism or construc-
tivism. The question about privileging archival sources is now routinely sub-
sumed under these rubrics, however. By now, people training as historians
or other flavor of social scientist have made a choice either to engage with
these issues or else to act as if these issues have no role to play in their work.
I might prefer that you work harder and engage questions in the philosophy
of knowledge, but it does not matter. Most historians I know who have
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made the linguistic turn still consider immersion in primary sources to be
fundamental to history writing, even if the kind of history they choose to
write or what they believe it means to write history has changed.

I have a few practical suggestions to make. I have already stressed the need
to develop a system of precise and consistent record keeping in order to begin
to satisfy the norms of transparency and verifiability. These norms are crucial
to research of all types, of course, not just archival work. If you are unfamil-
iar with the organization of an archive and want to make it easier for others
and yourself to identify in the future the sources you use, I propose that you
take a few days to learn the protocols now, well before you are in the field.
Once in the field, your time will be short, and mistakes might be costly. The
most accessible archive for anyone in a research institution is your univer-
sity’s own archives and special collections. You will find a guide to citing the
records kept there. You will also learn how collections are filed and what aids
exist to make it easier to use the record sets. Read the papers of a professor
in your discipline. Learn something about what scholars in your discipline did
in the past and how the department evolved. You may be surprised.

Nonhistorians, you might want to talk about the relevant archival collec-
tions with a historian who works in the place and time you are interested in.
Where are they located? What will you find there? What does it mean gen-
erally to work at those sites? Are officials who will help you, such as the
head of the archive, stationed on-site? Are there printed guides that you can
consult in advance of your trip to Dakar or Beirut or London? No question
is too basic or unimportant, especially what to expect in terms of making
photocopies or using your laptop. The information and experience others
have accumulated is invaluable, and not only because you will need to
include a discussion of the records you intend to use in your proposal for
funding. The point is not to learn the hard way but to make the best possi-
ble use of your time and your funder’s money.

You will nonetheless make mistakes along the way. I would argue that
you should make some of them now rather than after you reach the field or
when you are writing your dissertation. My last suggestion, therefore, is that
you use primary sources in the next paper you write. What you work on will
depend on where you are, what kinds of records you have access to, what
questions you are interested in, and who is willing to work with you.

Not all social scientists take a historical approach or write about the
past. Those who do ought to undertake this approach with an awareness of
and facility with the methods used by those who developed them. We ask at
least as much from and on behalf of modelers, ethnographers, and survey
researchers.
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Notes

1. This essay is informed by conversations over the years with friends and
colleagues, starting at MIT. They include Catherine Boone, Jason Brownlee, Joshua
Cohen, Eric Deveraux, David Gibbs, Ellis Goldberg, Janette Greenwood, Jim Henson,
Jon Isacoff, Gregory Nowell, Gretchen Ritter, Janet Roitman, Marc Steinberg, and
Peter Trubowitz. Critics at the various Social Science Research Council International
Predissertation Fellowship Program conferences and workshops have made a differ-
ence too. Thanks to David Collier, Charles Hirschmann, Sara Curran, Alma Gottlieb,
and above all Ellen Perecman. I cannot resist: I finished this essay at the Villa
Serbelloni, although it is not what the Rockefeller Foundation invited me for, so
grazie to Gianna Celli and all her bosses. I would like to dedicate this chapter to Tom
Ferguson, a small token of thanks for making a difference that matters.

2. History is treated as a social science in some circles and on some campuses
and as a humanities discipline elsewhere. In this essay, history is treated as one of
the humanities.

3. AID records were still in the National Archives in Washington when I was
writing my dissertation; they are now at the University of Maryland in College Park.

4. Berkeley: University of California Press. Electronic edition available at
ark.cdlib.org/ark:/13030/ft7f59p 188/

5. Mitchell, Timothy. (2003). “The Middle East in the Past and Future of Social
Science.” In The Politics of Knowledge: Area Studies and the Disciplines, vol. 3,
edited by D. L. Szanton. University of California Press/University of California
International and Area Studies Digital Collection. Retrieved August 10, 20035, from
repositories.cdlib.org/uciaspubs/editedvolumes/3/3/

6. For a longer account, see Vitalis, Robert. (1996). “The End of Third
Worldism in Egypt Studies.” Arab Studies Journal 4(1), 13-33.

7. Kitching, Gavin. (1985). “Method and Evidence in the ‘Kenya Debate.”” In
Contradictions of Accumulation in Africa, edited by H. Bernstein and B. K.
Campbell. Beverly Hills, CA: Sage.

8. In the American social science tradition with which I identify, theory is some-
thing that makes criticism possible, a practice that is undertaken through inter-
pretations of texts in some cases or of events in other cases. W. E. B. DuBois was
an exemplar of the tradition, but so were one-time American Political Science
Association presidents Charles Beard and Ralph Bunche (who in his younger days
wrote the remarkable World View of Race).
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Case Studies

Case-Based Research

Andrew Schrank

hat is a case study? The International Encyclopedia of the Social and

Behavioral Sciences offers two distinct and seemingly contradictory
answers. While Anthony Orum limits his definition of the case study to an
intensive examination of “a single case of a particular phenomenon” (Orum
2001, p. 1509), Andrew Bennett expands the term’s purview to “include
both within-case analysis of single cases and comparisons between or among
a small number of cases” (Bennett 2001, p. 1513). The definitional differ-
ences need not detain us for more than a moment, however, for the one-
shot case study discussed by Orum and the more explicitly comparative
approaches reviewed by Bennett have at least three important characteristics
in common. First, the authors agree that the case study is a research design
rather than an approach to the collection or analysis of data, and case stud-
ies must involve utilization of a wide array of different data sources and a
number of different analytic strategies. Second, they agree that the case study
examines units of analysis that are not drawn from a well-demarcated pop-
ulation, and that case study authors must therefore be prepared to ask them-
selves, “What is my case a case of?” and to use their answers to advance
their broader theoretical agendas (Ragin & Becker 1992). And finally, both
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authors agree that case studies are at the center of a storm of controversy in
a number of the social sciences, and their authors must therefore be prepared
to defend their methods against the slings and arrows of their critics.

Because the merits of case-based methods are discussed in my essay in
Part II of this volume and the presumption of the volume is that social
scientists are looking for ways to use and combine different methodological
approaches, the present chapter has three principal goals. First, it highlights
an alternative, problem-oriented approach to case-based research that under-
scores the importance of concept formation. Second, it offers a perspective
on how case-based research can be used for discovering causal mechanisms.
And third, it offers practitioners of case-based research a number of prescrip-
tive rules of the road.

Case-Based Research and Concept Formation

Quantitative social scientists tend to analyze large samples of allegedly repre-
sentative cases drawn from broader populations of interest. Qualitative social
scientists tend to study small samples of purposively chosen cases of a given
event or process. Since the letter “n” is generally used to represent the size of
a scholar’s sample, I follow standard practice and refer to quantitative research
as “large-n” research and qualitative research as “small-n” research.'

Large-n researchers typically use a variant of regression analysis. They
collect data on a representative sample of a well-defined population, regress
the dependent variable on a vector of independent and control variables, and
assess the absolute size and relative magnitude of the estimated regression
coefficients. If the sample is truly representative of the broader population,
the variables are measured correctly, the model is properly specified, and the
individual regression coefficients are at least twice the size of their respective
standard errors, large-n researchers will assume that the sample relationship
approximates the “true” (i.e., population) relationship—within a known
margin of error—and that the dependent variable is indeed a product of the
posited independent variables.

Large-n fundamentalists tend to assume, not only that their inferential sta-
tistical methods are inherently superior to the case-based comparative methods
I have described, but that small-n researchers can adopt—or at least mimic—
their preferred mode of analysis by examining ever larger samples of cases.
Thus, they advise small-n researchers to “maximize leverage” by increasing the
number of cases at their disposal (King, Keohane, & Verba 1994, chap. 6).2
While maximizing leverage is often a good idea, it is by no means a universal
solution because a paucity of cases (i.e., of degrees of freedom) is only one of
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the problems confronted by small-n researchers. They are often unsure of
what their cases are cases of—that is, of the broader population parameters—
until their research is well under way, and they would therefore be unable to
choose comparable cases or to guarantee the representativeness of their
admittedly larger samples in the first place. Ragin and Becker’s 1992 book
What Is a Case? contains a number of invaluable discussions of the logic
behind case-based research.

In fact, the plea for larger sample sizes derives from—and perhaps more
important, reinforces—a fundamental misunderstanding of the goals of case-
based research. Case-based researchers are frequently engaged, not in a
misguided effort to use inappropriate methods to make invalid causal infer-
ences, as their critics would have us believe, but in a preinferential attempt
to develop the conceptual underpinnings of future social scientific inquiry.
After all, modern social science’s most enduring contributions have been
concepts rather than causal inferences, and the most fecund concepts have
originated in case-based rather than variable-oriented research. Laitin
(1995) and Caporaso (1995) make this point in their respective reviews of
King, Keohane, and Verba’s 1994 book, Designing Social Inquiry.

Consider, for example, Chalmers Johnson’s MITI and the Japanese
Miracle, where we discovered “developmental states,” “soft authoritarian”
regimes, and the differences between “plan rational,” “plan ideological,” and
“regulatory” political economies (Johnson 1982). Or Jeffery Paige’s Coffee
and Power, where we learned to distinguish the “agricultural” and “agroin-
dustrial” fractions of the agrarian elite and to recognize the unique attributes
of “democratization through socialist revolution from below” (Paige 1997).

What do these concepts have in common? I would propose a threefold
answer. First, they were not available to be operationalized until their
authors had thought long and hard about what the cases in question—MITI,
Nicaragua, and so forth—were cases of, and they were therefore produced—
rather than tested—Dby the authors of their respective case studies. Second,
they are still difficult to operationalize or measure, and they have therefore
had their greatest impact in the qualitative rather than the quantitative liter-
ature. And third, they have nonetheless been extraordinarily and justifiably
influential.

Unmasking the Japanese
Miracle With the MITI Case

Johnson’s classic account of “the growth of industrial policy” in 20th-
century Japan is most assuredly not, as Meredith Woo-Cumings has
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observed, “a deductive political science study, using Japan as a ‘country case’
in comparative politics” (Woo-Cumings 1999, p. 25). On the contrary, it is
a veteran observer’s painstaking effort to account for Japan’s unanticipated,
unambiguous, and unbelievably rapid recovery from defeat in the Pacific
War—something that was so difficult to reconcile with contemporary
economic theory that it was widely portrayed as a “miracle” at the time.
According to Johnson, however, there was nothing otherworldly about it.
Japan’s recovery was in large measure the product of an industrial policy
designed and implemented by elite bureaucrats associated with the Ministry
of International Trade and Industry (MITI), and his task was to unearth
their “hidden history” (Johnson 1999, p. 42).

Johnson’s historical methodology was dictated not by his discipline—he
was, in point of fact, a political scientist and not a historian by training and
inclination—but by the paucity of applicable theoretical approaches and con-
ceptual tools available to him when he began to examine MITI in the early
1970s. After all, Japan was neither a “market rational” society, like the United
States and Great Britain, nor a “plan ideological” society, like the Soviet Union
and China, and Johnson therefore had “no set of theoretical works, no locus
classicus such as Adam Smith or V. I. Lenin with which to start” (Johnson
1982, p. 32; see Dahrendorf 1968 on market versus plan rationality).

What, then, was Johnson to do? While his predecessors had almost
invariably accounted for the miracle by portraying Japan as “a ‘variant’ of
something other than what it is,” Johnson found neither their methods
nor their answers satisfactory, and he therefore decided to work inductively
by immersing himself in documentary sources on MITI—and the Japanese
bureaucracy more generally—in an ambitious effort to understand the
origins and consequences of industrial policy (Johnson 1982, p. 17, 1999,
p. 42, 2000, pp. xvii-xviii).

Johnson’s task would be anything but easy, however, for he was dealing
with a less-than-cooperative subject. While MITD’s efforts were an open secret
among the cognoscenti in Tokyo in the early 1970s, they were nonetheless
shrouded in secrecy. “All books that do mention MITI,” wrote Johnson in a
letter to his editor, “do nothing more than that—because nobody knows any-
thing about it, and the ministry—like all bureaucracies—prefers to remain
confidential” (Johnson 1999, p. 42, 2000, p. xviii). Thus, by writing a “one-
shot case study” of MITI, Johnson would not only expose the inner workings
of the agency responsible for “the care and feeding of the economic miracle
itself” but would also undermine a conspiracy of silence that had long united
Western observers, who preferred self-serving—if perhaps inaccurate—
interpretations of Japanese economic success, and the bureaucrats associated
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with MITI, who were more than happy to fly under the Western radar
(Johnson 1982, p. 10, 1987, pp. 137-138).

The results of his efforts are by now well-known. MITI and the Japanese
Miracle not only recast the debate over Japan’s postwar recovery but also
opened the door to a powerful revisionist critique of the prevailing neoclassi-
cal development orthodoxy. According to Johnson, the Japanese discovered
“a third way between the socialist displacement of the market advocated
by Soviet theorists and an uncritical reliance on the market advocated by
American theorists” (Johnson 2000, p. 183). They established neither a plan
ideological “command economy” nor a market rational “regulatory state” but,
on the contrary, a “developmental, plan-rational state,” which was in many
ways sui generis (Johnson 1982, pp. 19-20). Further, Johnson argues not
only that the Japanese miracle was rooted in a particular state-and-private-
sector model of development but also that it was historically contingent and
therefore difficult to generalize or replicate in other settings. Specifically,
Japan in the early 1940s was characterized by an egalitarian social structure,
expansive time horizons, and extreme nationalism, which fed naturally into
its particularistic developmental state form after World War II. And the
wartime mobilization and the institutional infrastructure (which was never
dismantled after the war) are the economic miracle’s institutional predeces-
sors (e.g., MITT is an organizational descendant of the imperial Ministry of
Munitions [Johnson 2000, p. 184, 1999, p. 41, 1982, pp. 239-241, 314]).

Is the developmental state a historically specific or a potentially general
concept? Johnson ultimately suggests that it “actually exists in time and
space in East Asia and also exists as an abstract generalization about
the essence of the East Asian examples” (Johnson 1999, p. 43; see Woo-
Cumings 1999, p. 10, for an extension of this point). His many emulators
and students would agree. But they should bear in mind that the very notion
of the developmental state would in all likelihood never have emerged with-
out a strong dose of inductive research.

“Democratization From Below” in Central America

Paige’s analysis of democratic transitions in Central America is another
example of how a case-based approach has proved profoundly influential in
shifting explanations of social change. Paige’s story is revealed in his subtitle:
“Revolution and the Rise of Democracy in Central America.” Revolution is
the explanans, or independent variable. Democracy is the explanandum, or
dependent variable. And Costa Rica, El Salvador, and Nicaragua are the
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cases. In all three countries, albeit at different times, Paige argues, traditional
elites have beaten back the forces of revolutionary socialism—and thereby
maintained their class privilege—Dby offering the masses a series of liberal demo-
cratic reforms. Thus, Paige offers an account of democratization “through
socialist revolution from below” (Paige 1997, p. 332).

At first glance, Paige’s book might appear to be a straightforward appli-
cation of Mill’s method of agreement (see Ragin 1987 as well as my essay in
Part II of this volume for a definition). After all, he introduces his cases by
noting that in the early 1980s, “it would have been difficult to find anywhere
in the world three political systems as different as those of El Salvador, Costa
Rica, and Nicaragua.” El Salvador was under the control of a military junta,
overrun by death squads, and embroiled in civil war. Costa Rica was home
to Latin America’s oldest stable democracy and Central America’s only
viable welfare state. And Nicaragua was at the time a revolutionary social-
ist outpost under constant assault from North America. In fact, in the early
1980s, Central America featured all three of Barrington Moore Jr.’s “politi-
cal routes into the modern world: through revolution from above and con-
servative authoritarianism (what he calls ‘fascism’), through revolutionary
socialism, and through democracy” (Paige 1997, pp. 5-6; Moore 1966). A
decade later, however, all three countries had begun to embrace liberal
democracy and neoliberal economic reform. What had changed? According
to Paige, the revolutions of the 1980s had decoupled the potentially pro-
gressive “agroindustrial” members of the Central American bourgeoisie
(i.e., processors and commercial agents) from their labor-repressive, and
therefore inherently antidemocratic, “agrarian” (i.e., estate-owning) coun-
terparts, and had thereby opened the door to democratization. Although
Central American landlords had traditionally been involved in a zero-sum
conflict with their semiservile laborers and had therefore been hostile toward
democracy, their agroindustrial associates occupied a more productive, and
therefore profitable, node in the coffee commodity chain and could afford to
offer concessions. As the civil wars of the 1980s raged on, therefore, and the
agroindustrial elites came to be disillusioned with—and in some cases dis-
gusted by—their retrograde allies, the prospects for democratization bright-
ened. “The entirely unexpected and, from the point of view of the left,
unintended consequence of the failed socialist revolutions in Central America
in the 1980s (and the successful social democratic revolution in Costa Rica
in 1948),” therefore, “was the triumph of electoral democracy and neo-
liberalism” (Paige 1997, p.332). While revolutionary forces had been
unable to assume or retain political power in El Salvador or Nicaragua, they
had at least been able to divide—and thus win concessions from—the tradi-
tional elite and had thereby secured, relatively free and fair elections, if not
necessarily the victory of their own preferred candidates, in all cases.
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Table 2.1 Method of Agreement Applied to Central America in Coffee and
Power (Paige 1997)

Case Outcome Revolution Land Tenure Productivity
Costa Rica, Democracy Yes Relatively Medium
1940s equitable
El Salvador, Democracy Yes Highly High
1990s inequitable
Nicaragua, Democracy Yes Inequitable/ Low
1990s variable

Viewed as an application of Mill’s method of agreement, therefore,
Paige’s story would look something like this:

Democratization is the dependent variable. Revolution is the independent
variable. And the outbreak of conflict between traditional agrarian elites and
their agroindustrial counterparts, provoked at least in part by their differen-
tial responses to the revolutionary upsurge from below, is a crucial inter-
vening variable (not shown in the table).

In short, we can interpret Coffee and Power as a straightforward appli-
cation of Mill’s method of agreement. But should we? I don’t think so. For
Paige began to study Central America in the early 1980s—Ilong before El
Salvador and Nicaragua had embarked on their democratic transitions—and
published a number of articles purporting to account for regime variation in
the region against the backdrop of “the Moore thesis” (i.e., “no bourgeoisie,
no democracy”) in the late 1980s and early 1990s (Paige 1987, 1990; Moore
1966, p. 414).

In other words, Paige embarked on his project with a different question,
a different research design, and a different hypothesis. On the one hand, he
set out to address the growth of authoritarianism in El Salvador, democracy
in Costa Rica, and socialism in Nicaragua, and he therefore implicitly
invoked a variant of Mill’s method of difference. On the other hand, he por-
trayed revolution from below as an impediment—rather than a prelude—to
democratization, and therefore characterized Central America’s future as a
struggle between socialism and authoritarianism rather than authoritarian-
ism and liberal democracy.

If Moore viewed the “making of the modern world” as a struggle between
liberal democracy and authoritarianisms of both the right and the left, Paige
viewed the making of modern Central America as a struggle between socialism
and neofascism. While Moore had portrayed the bourgeoisie as the progenitor
of liberal democracy, Paige came to view it as a threat, and he therefore placed
his hopes in an alliance of workers, farmers, and middle-class intellectuals.
After all, Costa Rica’s democratic reforms had been ushered in not by a
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Table 2.2 Method of Difference Applied to Central America in
Paige’s Earlier Work (Late 1980s)

Case Outcome Revolution  Land Tenure Productivity
Costa Rica, Democracy Yes Relatively equitable Medium
1940s (Small farmers and

urban middle classes
provide democratic
counterweight to
dominant class.)

El Salvador, Authoritarianism  Yes Highly inequitable High
1990s (No petit-bourgeois
or middle-class
counterweight to
dominant class.)

Nicaragua,  Socialism Yes Inequitable/variable Low
1990s (No petit-bourgeois
or middle-class
counterweight to
corrupt and divided
dominant class.)

progressive bourgeoisie—on the contrary, the Costa Rican bourgeoisie had
been anything but progressive in 1948—but by pressure from industrial work-
ers, the absence of a powerful, landed aristocracy, and the presence and fore-
sight of a reform-minded middle class. The Sandinistas in Nicaragua had
garnered the support of a rapidly growing informal and rural proletariat and
had thereby overthrown a corrupt regime backed by reactionary—but increas-
ingly divided—landed allies. And the military in El Salvador had assumed
power to “put down a militant, organized proletariat” on behalf of a compet-
itive agrarian bourgeoisie. The Salvadoran case therefore raised “the possibil-
ity that a bourgeoisie, agrarian or industrial, supports democracy only when it
is not faced with a revolutionary challenge from below” (Paige 1990, p. 40).

In short, Paige treats socialist revolution from below as an impediment to
democracy in his articles and as the spur to democracy in his 1997 book.
While his accounts of divergence and convergence would appear to be con-
tradictory, Paige could easily have reconciled the two accounts by retro-
actively downplaying the strength of the revolutionary impulse in late
20th-century Central America. If the revolutionary tide of the 1980s had
been seriously eroded by the 1990s, for example, democratization would not
have been so surprising in light of his earlier theory, and his accounts of
divergence and subsequent convergence would arguably have been rendered
consistent with one another over time.



Chapter 2 # Case Studies 29

But Paige pursued a different, less consistent, and ultimately more ambitious
agenda: He abandoned his earlier account and instead argued that social revo-
lution had divided the forward-looking, agroindustrial elements of the elite
from their reactionary agrarian counterparts and was therefore a necessary con-
dition for—rather than an insurmountable obstacle to—democratization in all
three cases. Costa Rica’s agroindustrial elite had deflected a revolution from
below by reluctantly embracing democratization and social reform in 1948.
El Salvador’s agroindustrialists had realized that eternal civil war—with its
incalculable attendant costs—was too high a price to pay for their traditional
alliance with the landed wing of the aristocracy in the early 1990s. And
Nicaragua’s agroindustrialists had worked with the Sandinistas in the struggle
against Somoza in the 1970s and against the Sandinistas in the counterrevolu-
tion sponsored by the United States in the 1980s. In each case, however, the
agroindustrial elites had abandoned their landed counterparts and thereby
opened the door to democratization, in response to an upsurge from below.

What had happened in Central America in the 1980s? And why did Paige
change his mind regarding the unity of the upper class? While democratic
transitions answer the first question, extensive field research answers the
second. After all, by the late 1990s Paige had interviewed dozens of leading
representatives of the agrarian and agroindustrial elites in all three countries
and had reconsidered—and therefore revised—his hypotheses in light of
their stories of elite conflict. Defenders of traditional, large-n approaches
would dismiss his strategy as curve fitting and would simply counsel the
rejection of the Moore thesis. But Paige’s book has garnered awards, influ-
enced scholars, and transformed the way we think about democratic transi-
tions, not only in Central America, but also in the developing world more
generally. It offers a historical explanation of an important political process,
a conditional theory of democratization from below, and a number of new
concepts that are almost certainly applicable beyond the confines of Central
America. It has therefore made a decidedly important contribution regard-
less of whether it has lived up to the expectations of the large-n fundamen-
talists (Kurtz 1999; Topik 2000; Wood 2000; Yashar 2002).

Industrial Downgrading in the
Middle American Garment Trade

A final example of case-based concept formation comes from my own
work on the garment industry in the Caribbean Basin. The assembly of basic
garments from imported materials would appear to constitute the lowest
wrung on the—admittedly metaphorical—ladder of industrial development.
Countries like Korea, Taiwan, and Hong Kong allegedly gained entry into
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the industrialized world by importing textiles, fabric, and even cut parts of
clothing, stitching them together into finished goods, and then exporting the
finished goods to industrial and commercial buyers in developed countries.
They subsequently “upgraded” their production profiles by learning not
only to cut, dye, purchase, and eventually make their own fabric but to
design, package, and even market their own garments. In other words, they
gradually moved from the less remunerative assembly node of the apparel
commodity chain to the more remunerative production of full packages of
clothing for foreign buyers and then to the truly profitable design and mar-
keting of their own brands of clothing for foreign consumers (Gereffi 1999).

A number of analysts have observed what appears to be a similar process
of industrial upgrading under way in contemporary Mexico (see, e.g., Bair
& Gereffi 2001). The North American Free Trade Agreement, they argue,
lured foreign buyers—who might otherwise have gone to East Asia—south
of the border, where they found scores of local firms ready and willing to
assemble their garments. The local firms gradually moved from assembly
into full-package production and may someday launch their own brands in
foreign markets as well. Thus, Mexico’s apparel firms, like their East Asian
predecessors, are undergoing a process of upgrading.

I had this upgrading story in mind when I began to study the Dominican
Republic’s garment industry in the mid- to late 1990s. And I saw many
seemingly familiar components of the process when I first ventured into
Dominican garment plants in 1998. Local investors and entrepreneurs who
had gained their initial access to world markets by assembling basic apparel
for foreign buyers were moving into more complicated activities. They were
cutting, dying, purchasing, and in a few cases making their own fabric. They
were finishing and packaging their own garments. And they were beginning
to discuss things like design and marketing. But they were neither boastful
nor complacent. Nor were they upgrading—at least not in any meaningful
sense of the word. On the contrary, they were worried because their profit
margins were at best holding constant as more and more full-package pro-
ducers came online, not only in the Dominican Republic and Mexico, but
also in Guatemala, Honduras, China, and a number of other impoverished
developing countries. These countries were not moving up the apparel com-
modity chain, I realized. The commodity chain was moving down to them.

Therefore, I complemented the established and not very controversial
concept of upgrading with the equally necessary concept of downgrading,
a process that occurs when the returns to a given economic activity are
undermined by the very act of its diffusion.’ As long as Korea, Taiwan, and
Hong Kong were the only developing countries capable of producing full
packages of clothing, I argued, they could capture relatively high returns
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from doing so and thereby upgrade their production profiles. But as more
and more countries formally mimicked their Asian predecessors by moving
from assembly to full-package production, they bid down the prices they
could charge for such packages and thereby engendered an inferior substan-
tive outcome. What fostered upgrading in Korea and Taiwan, I argued,
would foster downgrading in the Caribbean Basin and Mexico—and quan-
titative data that I collected after carrying out the fieldwork for my case
study would seem to support my interpretation (Schrank 2004).

This is not to say that the Caribbean and Central America would have
been better off avoiding the apparel industry entirely. It employs hundreds
of thousands of workers who would otherwise be unemployed. Nor is it to
say that upgrading is artificial or impossible. It is neither, as the Asian expe-
riences so aptly demonstrate.

It is, however, unlikely to occur more than a few times in the same
industry using the same organization and technology, because the returns
on a given activity or product tend to be an inverse function of the number
of suppliers of the product. In other words, as more and more firms, regions,
or countries try to upgrade their production profiles by imitating their respec-
tive first movers, they tend to turn the formal process of upgrading into the
substantive reality of downgrading—with all that it entails for human and
economic development. While T am now able to distinguish upgrading from
downgrading with cross-national quantitative data (Schrank 2004), I did not
have even the conceptual tools to understand the difference until I had under-
taken fieldwork, listened to my respondents, and come to recognize that the
same formal activity—purchasing new equipment, learning new skills, and so
on—can have radically different consequences in different times and places.

Case Studies and Causal Mechanisms

Large-n researchers tend to focus on variables to the exclusion of agents or
mechanisms (Abbott 1992; Hedstrom & Swedberg 1998), and they therefore
tend to provide incomplete accounts of the outcomes they seek to explain.
The standard regression model, for example, attributes variation in the score
of a dependent variable to variation in a series of independent variables—not
to the actions of different individuals with distinct preferences, opportunities,
and constraints. While practitioners of large-n research frequently have a
sense for the underlying causal story (i.e., Who are the individuals? What are
their preferences? And what are the various opportunities and constraints?),
they rarely explicate—let alone test—their instincts, and their explanations
are therefore at best incomplete.
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The problem is not simply the dearth of formal mathematical theory in
sociology, political science, and especially anthropology, as some analysts
have implied (see, e.g., Serensen 1998), but the fact that the same quantita-
tive evidence is frequently consistent with more than one underlying causal
explanation. Take, for example, the literature on the relationship between
governance and economic growth. A large body of evidence suggests that
good governance—defined variously to include transparency, integrity, and
administrative competence—is a necessary prerequisite of long-term growth.
Economist Lloyd Reynolds, in his magisterial 1983 survey of the topic, iden-
tified “the administrative competence of government” as “the single most
important” variable accounting for “the spread of economic growth to the
Third World” (Reynolds 1983, p. 976). Others followed in his footsteps.
And by the late 1990s, a number of investigators had deployed seemingly
sophisticated survey-based indicators of state capacity to place the relation-
ship between growth and governance on sounder empirical footing (Clague
et al. 1997; Evans & Rauch 1999; Kaufmann & Kraay 2002).

But why does good governance foster growth? To mainstream econo-
mists, the answer is obvious: Competent government officials leave private
actors to pursue their own interests. Private actors self-interestedly pursue
economic activities that are in line with their countries’ comparative advan-
tages. And their economies grow accordingly—a la the East Asian newly
industrializing economies (see, e.g., Riedel 1988).

But the answer is not necessarily so obvious. After all, critics of the main-
stream approach hold that, rather than simply allowing the economy to find
its own level, truly capable government officials build new and potentially
more remunerative comparative advantages by pushing, prodding, and cajol-
ing private actors into sectors with high barriers to entry. In other words, they
do exactly the opposite of what they are supposed to do in mainstream eco-
nomic theory. Robert Wade, for example, tells of Taiwanese customs officials
who encouraged large chemical manufacturers to turn to local input suppli-
ers by “arbitrarily” delaying their import permits (Wade 1993, p.152;
Rodrik 1997 offers a broadly similar account for Korea and Brazil). The
strategy worked in the sense of localizing high value production. But it is not
what mainstream economists think of when they hear the expression “good
governance,” let alone what they like to think of when they reflect on the
Taiwanese “miracle.”

No formal model would allow us to adjudicate between Wade’s explana-
tion of Taiwanese economic success and the explanations of his rivals. Nor
would a better-designed survey-based indicator of administrative capacity.
For the very same activity will have very different meanings and conse-
quences in different contexts and yet yield the same score on a survey
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designed to measure the quality of governance. A respondent, asked whether
import licenses are delayed “often,” “sometimes,” or “never,” may answer
“often” in both Taiwan and Kenya, and Taiwan and Kenya may thereby
obtain similar scores on a measure of the quality of governance; the under-
lying reasons for the delays and revealed differences in living standards,
however, are worlds apart—and unlikely to be adequately explained by
large-n research alone.

Another example derives from the juxtaposition of the cross-national lit-
erature on good governance and my own fieldwork experience in Latin
America. Evans and Rauch (1999) use survey data to measure the rationality
(or “Weberianness”) of the civil service in a broad sample of newly industri-
alizing countries. They ask key informants from (or on) each country a series
of questions about the nature of recruitment and retention in the country’s
civil service. One question asks how desirable government jobs are for grad-
uates of the country’s top universities. A high degree of desirability is treated
as a sign of a high-quality civil service, that is, a sign that the civil service is
able to attract the brightest graduates of the leading schools. Evans and
Rauch clearly have a Japanese or Asian model in mind. After all, the bright-
est graduates of Tokyo University have traditionally opted for the civil service
because of its high prestige, and the Japanese civil service has frequently been
portrayed as highly capable (see, e.g., Johnson 1982). But in many develop-
ing countries—including a number of the Latin American countries in which
I have carried out fieldwork—graduates of the leading universities want
government posts, not because they are prestigious, but because they provide
access to illicit wealth. Thus, a high degree of desirability signals not a ratio-
nal civil service but its opposite: a porous one (Kurtz & Schrank 2004).

My point is neither to defend Wade’s account of Taiwanese success
nor to attack Evans and Rauch’s scholarship. It is simply to defend Wade’s
method of intensive, case-based research as a necessary complement to cross-
national scholarship—whatever its substantive merits. Large-n research is
essential. But it is not without its limitations. Among other things, it tends
to treat the causal mechanisms underlying the statistical equations as a black
box. And small-n approaches will therefore retain their relevance for many
years to come.

Case Study Research:
Data Collection and Analysis

While large-n researchers treat classificatory ambiguity as a threat, small-n
researchers view it as an opportunity. “What is my case a case of?” they ask.
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“Ah, T know, it’s a ‘developmental state.”” Or an “agroindustrial bourgeoisie.”
Or a “democratic transition from below.” By answering the question “What
is my case a case of?” they invoke new concepts, develop fruitful hypotheses,
and ultimately advance their social scientific research programs in countless
ways. But in so doing, what type of data do they use? And how do they
analyze it?

There is no uniform answer. While case studies have almost invariably
been associated with qualitative data, their authors frequently invoke quan-
titative indicators and at times even deploy inferential statistical methods.
For some examples of the way quantitative data are used in case studies, see
Tilly’s work The Vendée (1964), Bates’s work on mine workers in Zambia
(1971), and Laitin’s analysis of Somalia (1971). The one commonality is that
the authors of the best case studies are methodologically catholic; they let
their questions drive their data collection and analytic procedures and not
vice versa. Do you want to know how or why X did Y to Z? Use interview
data, oral histories, or archival materials to gain insight into X’s motivations
and capacities. Do you want to know what type of people participated in Y?
Use tabular data drawn from surveys, censuses, or other publicly available
records to break down the demographic correlates of the process. Do you
want to know whether Case 1 really looks like Case 2? Use secondary
sources to gain a comprehensive understanding of the similarities and differ-
ences between the two cases. Practitioners of case-based research, in short,
need to have a lot of different tools in their toolkits and a willingness to
“purchase” even more.

Where should these purchases be made? A number of answers are obvi-
ous. Methodology classes are often a good place to start, and the fact that
departments rarely offer classes on “case study methods” per se need
not pose an overwhelming obstacle. Classes on ethnography, archival
research, comparative historical methods, research design, and even sta-
tistics will prove invaluable, as will textbooks on related themes. But I
think there are at least three less obvious places where practitioners of the
case study can gain useful insights into the processes of data collection
and analysis.

The first is dialogue with the large-n fundamentalists. Why turn to the
case study’s principal opponents for advice on how to write a case study? If
my admittedly casual observations are at all accurate, the scholars who have
authored the best case studies and comparative historical analyses have
actively engaged—rather than isolated themselves from—their critics. In so
doing, they have forced themselves to ask hard questions about just what
they were trying to learn, where and how they planned to learn it, and
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whether they could in fact defend their conclusions with their data. They
may not have found much common methodological ground in the end, but
they almost invariably seem to have profited from the interchange.

It also took me a long time to discover a second important source of
advice on data collection and analysis: the acknowledgements, prefaces,
introductions, and appendixes to my favorite books. I had once been told
that the easiest way to make it through graduate school was to read only the
bare essentials: the summary chapter of a good book, perhaps the synopsized
version of the book (published in a journal somewhere), or maybe even a
book review or two. Nothing could be further from the truth. The books
themselves not only feature essential substantive information but also con-
tain an abundance of detail on themselves: on how they were written. Much
of this detail can be found in the acknowledgments, preface, and introduc-
tory chapter. To whom did the author talk? When? Why? At whose prompt-
ing? With what results? The most useful of these works are reflexive and
self-conscious but not solipsistic. They constitute, in a sense, roadmaps to
effective fieldwork (Evans 1979).

And what do these roadmaps tell us? Well, one of the things they tell us,
almost without exception, is that our friends, sources, and interlocutors in
the field constitute a no less important source of insight into the process of
data collection. You may know a lot about social or political theory. And
you may know a lot about methodology. But unless you are a decidedly
atypical young social scientist, your “native informants,” for lack of a better
term, know much, much more about their countries and contexts than you
do. By listening to them, trusting them, and perhaps most importantly res-
pecting them, you will almost certainly guarantee yourself a pleasant as well
as productive fieldwork experience.

Notes

1. In theory, and sometimes in practice, one can apply quantitative methods
to small samples and qualitative methods to large samples. For instance, Ronald
Fisher’s “exact test” for 2 X 2 contingency tables has at times been employed with
sample sizes in the single digits. And large-n data collection efforts increasingly
combine qualitative and quantitative analysis.

2. For a critique of this argument, see Hall (2003).

3. T have no idea whether the concept or word is original in the narrow sense.
A number of other authors were floating similar notions at the same time. See, e.g.,
Kaplinsky 1998.
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Ethnographic Methods

Ethnography: Theory and Methods

Alma Gottlieb

What Is Ethnography?

Interviewing the minister of finance about current trends in the local
economy. Riding in a taxi all day with an immigrant cab driver as he picks
up and drops off his fares. Helping young mothers as they pound corn in
adjoining courtyards and gossip about recent village events. Joining in a les-
bian and gay rights march and observing relations between marchers and
bystanders.

What do these disparate activities have in common? They are all exam-
ples of ethnography—a powerful, multistranded method first developed by
cultural anthropologists and now adopted by researchers in many disci-
plines, from political scientists and economists to scholars of education and
media studies. Why is ethnography so widely used? Put simply, ethnography
offers an unparalleled set of methods for exploring and gaining insight

AUTHOR’S NOTE: I am grateful to Liora Bresler for insightful comments on this chapter; to
Philip Graham, my partner in fieldwork and life; and, from the fieldwork methods courses and
workshops I have taught over the years, to the many students who have always pushed me to
articulate and hone my ideas and who keep reminding me by their own inspirational research
that fieldwork is a process.
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into people’s values, beliefs, and behaviors. Qualitative methods, of which
ethnography is the quintessential exemplar, seek to explain what quantita-
tive observations actually mean to actual individuals. Moreover, qualitative
methods have the potential to explore ruptures between individuals’ stated
opinions and beliefs (such as those they might express in survey question-
naires), on the one hand, and their actual behaviors, on the other hand, since
the latter may not always reflect the former. Ideally, quantitative and quali-
tative methods can be harnessed to work together, as well-paired as couples
on a dance floor.

What Is the Value of Doing Ethnography?

Among the methodologies available to social science researchers, ethnography
is the only one based explicitly on the recognition of three fundamental and
interrelated presuppositions: (a) that data are not just gathered like grapes on
a vine but are also created by human effort; put more prosaically, the way
in which information is collected affects the content of the data themselves;
(b) that scholars who “produce data” are complex creatures whose perceptions
and communications are shaped at every turn by the context in which they find
themselves and the level of comfort—or discomfort—they experience in that
context; and (c) that both the quality and the content of the “data” that a
researcher “gathers” have as much to do with the researcher as they do with
the informants or research participants.

These presuppositions are in turn premised on a philosophical orientation,
developed by the branch of philosophy known as hermeneutics, that human
life is about interpretation—that developing and working with systems of
meaning constitute both the prime motive in, and the prime mode of, being
human (Berger & Luckmann 1966; Cassirer 1944; Geertz 1973a; Langer
1942). It follows from this perspective that it is crucial to pay attention to
intersubjectivity—the process of individuals encountering one another both
empirically and psychologically—in the course of conducting research.
Recent examples of works critically examining the theoretical foundations
of longstanding anthropological practices (positivist and otherwise) include,
among many others, Clifford and Marcus (1986); Harrison (1991); James,
Hockey, and Dawson (1997); and Marcus and Fisher (1986). Indeed, qualita-
tive researchers writing since the 1980s have increasingly worked through the
productive implications of such a hermeneutic approach. While some qualita-
tive methods emphasize externally imposed analytic models and downplay both
subjectivity and intersubjectivity, the orientation of this chapter is informed by
the hermeneutic perspective.
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Let me illustrate the potential value of a hermeneutically informed qualita-
tive approach—and the intellectual payoff it can offer—by way of a story from
my own research. Before I began conducting my doctoral research in a group
of small villages in Cote d’Ivoire, my graduate adviser counseled me to inau-
gurate my fieldwork by compiling basic census data in the village in which
I would settle, noting names and ages of all residents, their clan membership,
their relations to others in the household, and any other information that
appeared relevant. The strategy seemed reasonable, and soon after settling
into a village, T followed my adviser’s instructions and began trying to collect
primary census data. It was an unmitigated disaster. The residents would not
even divulge what I assumed would be unproblematic facts, such as their own
names or how many children they had, let alone clan affiliation or more pri-
vate information (Gottlieb & Graham 1994, pp. 65-69). I immediately gave
up on my census efforts and, for the next few months, settled for conducting
innocuous conversations about the weather, the names of house parts, cloth-
ing styles, and anything else I hoped would be uncontroversial. Apparently, the
residents of this village had reason to suspect my motives, and I would clearly
need to make great efforts to win their trust before they would willingly share
even basic aspects of their lives. Entrée into this community—one of my prime
goals—would apparently be a protracted process, and delicately exploring the
motives for their suspicion became a theme in my research that ultimately
helped me understand their bitter experiences with French colonial domina-
tion earlier in the century.

Pursuing participant observation—better known among anthropologists
as advanced hanging out—combined with systematically learning the local
language, proved to be my primary research method during my first six
months. Only after I could conduct a simple conversation in the local lan-
guage (Beng) did people start talking with me about issues that mattered to
them. In the end, I filled out my census cards on the run, jotting down demo-
graphic facts about lives and households as I came to know my neighbors.
When I returned to the region five years later for another research project,
one close friend confided that my initial attempt at a census had done even
more damage than I had realized: Only then did I discover that on my pre-
vious visit, people had interpreted my questions as a sign that I was a spy for
the government and intended to help the regime reinstate the French colo-
nial system of forced labor (Gottlieb & Graham 1994, pp. 287-288). Had
I initially attended to the hermeneutic dimensions of research and taken
the time to build rapport before embarking on a census, I might have saved
myself—and my Beng hosts and hostesses—much heartache.

My case is not unusual. Gaining rapport with a group of people can
take far more time, attention, and imagination than one might anticipate.
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Another real-life fieldwork story can illustrate the point well. A medical
anthropologist, Denise Allen, planned a two-year doctoral research stint in
a small town in Tanzania on the topic of childbirth and midwifery practices.
Soon after moving into the town, she decided that during her entire first
year, she would never carry a notebook with her as she walked around town.
Out of concern that taking notes in front of people would raise too many
suspicions, Allen deferred her note taking to evenings when she was alone in
her room. Her first priority was earning people’s trust, and she did this by
eating meals with her neighbors, helping out with babysitting, and asking
as few direct questions as possible. Only after a year of working to develop
comfortable relations with her neighbors did Allen begin asking formal ques-
tions about her research topic, and only then did she begin writing in her
notebook while observing births (Allen 2002).

Granted, Allen’s is an extreme case, and most researchers lack the luxury
of both time and money to carry out such a relaxed schedule. But the lesson
is worth attending to. The more rushed you are, the more superficial will be
the information you collect. Put simply, skimpy methods produce skimpy
data. Conversely, the more time you take to get to know the people whose
lives you are trying to understand, the more likely it is that they will take the
time to share their honest reflections with you.

This principle is equally relevant in more familiar settings. A researcher in
communications, Mary Anne Moffitt, envisaged a doctoral study of the read-
ing habits of teenage American girls who read dozens or even hundreds of
romance novels each year. From her formal interviews with a group of girls,
she learned what they thought about the plots of the books, but she had a
hunch that there was more to the girls’ reading experiences than what they
were telling her. To probe how the girls’ responses to a survey on their expe-
riences reading romance novels squared with their actual reading behaviors,
she decided to add a qualitative component to her study. The girls agreed to
allow Moffitt to follow them around on weekends as they spent hours at the
local mall’s bookstore. Here, Moffitt discovered the inner workings of an
elaborate exchange network that had not come to light from her more formal
surveys: One girl would buy a book and then share it with the others, with
each book passed back and forth multiple times so as to reach the entire read-
ing group. Although this project was initially conceived as a purely literary
study, the charting of the girls’ exchange networks through both a survey and
a set of ethnographic observations provided it with a dynamic sociological
perspective and helped put this initially more textually oriented study into
broader perspective (Moffitt 1990; Moffitt & Wartella 1992).

Such cases point to the difference in scope between ethnography and sur-
vey research. While a national survey conducted over a period of a month
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may obtain data from 10,000 respondents and have statistical reliability
and a low margin of error, ethnographers may spend a year living among
and studying the lives of only three or four neighboring families. An ethno-
graphic study may even focus extensively on one person’s life in order to
produce a full-scale biography of that individual, with nuanced discussions

of all stages of the life cycle. Is there a payoff for this focus on depth rather
than breadth?

Depth Versus Breadth

Think of the relationship between quantitative and qualitative methods as a
seesaw. As if attached by a fulcrum, they form part of a single dynamic sys-
tem, but at any given moment they produce two different, indeed some-
times incommensurable forms of knowledge: Quantitative methods produce
breadth but sacrifice depth; qualitative methods produce depth, revealing a
complexity that quantitative methods might miss, but they sacrifice breadth.
Of course, this perfunctory description is something of a caricature; the best
quantitative studies also build on at least some level of depth, and the best
qualitative methods also offer at least some level of breadth. But at their
most extreme, the two approaches have very different goals (on quantitative
methods, see Chapter 7 in this volume).

Ethnography often produces spectacular results in terms of depth. A beau-
tifully written ethnography based on long-term involvement in a commu-
nity and fluency in the local language allows the reader to virtually taste
the flavors of the local cuisine and smell the sea breezes. Most important,
it allows the reader to gain a deep understanding of, and empathy for, lives
lived and values held in a very different fashion from one’s own (see, e.g.,
Bowen 1954; Briggs 1970; Cesara 1982; Dumont 1978; Fernea 1965, 1975;
Lareau & Shultz 1996; Powdermaker 1967; Read 1965; Rabinow 1977,
Stoller & Olkes 1987). Sometimes this understanding is of a group of people
defined by their gender, as with Abu-Lughod’s sensitive portrait of Bedouin
women in Egypt (1993b); sometimes it is of a group of people who are related
by affiliation to a political ideology, as with Crapanzano’s disturbing portrait
of racist whites living in late-apartheid South Africa (1985); sometimes it is
even of a single individual whom the reader gets to know in exquisite detail,
as in Shostak’s renowned and intimate biography of a !Kung woman leading
a somewhat traditional hunter-gatherer lifestyle in southern Africa (2000) or
Crapanzano’s provocative portrait of a male Moroccan tile maker (1980).
All these results could be achieved only through fine-grained ethnographic
research conducted extensively or even exclusively in the local language.
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In the best of all possible worlds, every study would provide for both
optimal depth and optimal breadth. In generously funded projects, this
might be achieved through research teams consisting of both quantitatively
and qualitatively oriented researchers who collaboratively design a study to
take advantage of the skills and training of each team member. In more mod-
est projects, a single scholar might seek training in both quantitative and
qualitative research methods so as to craft a well-integrated research agenda
aiming for a balance between the statistical breadth of quantitative methods
and the cultural depth of qualitative methods (see Chapter 7 in this volume).

Ethnography as Social Science:
Some Ethnographic Techniques

What techniques do ethnographers use in creating such evocative portraits
of individuals and their social universe?

Many cultural anthropologists used to argue that ethnography is such a
personal process that it cannot be taught. By contrast, nowadays few cul-
tural anthropologists would espouse this quasi-mystical perspective. In fact,
the current generation of anthropologists aims to demystify the process.
Despite the uniqueness of each fieldwork experience, many scholars now
suggest that much can be learned in advance from thinking and reading
about others’ experiences and mistakes in conducting research.

Graduate programs in anthropology often offer courses in fieldwork
methods that are open to students in any discipline, and the National Science
Foundation often offers such summer courses at one or more campuses
around the United States. Most such courses provide an opportunity to con-
duct a modest fieldwork project locally, on the premise that it is preferable
to make your worst mistakes during a trial run, when the success of your
major research will not be affected.

A good field-methods course should offer intellectual and emotional tools
to help you analyze and learn from your mistakes and deal with the frustra-
tions that you will inevitably encounter in any fieldwork project. Let us
explore briefly a few formal techniques that are often taught in such courses.

Language

The first and perhaps most important tool for conducting effective ethno-
graphy is language. If most residents of your research site speak a language
other than one in which you are already fluent, you will reap great rewards



Chapter 3 & Ethnographic Methods 53

if you work to become competent in that language before you embark on
your study. If you are a U.S. citizen working on your doctorate at a U.S. uni-
versity, you can apply for the federally funded Work-Study Program and for
a FLAS (Foreign Language and Area Studies) fellowship, which funds a full
year of language study on your campus. If your campus does not teach the
language you need to learn, you can find a campus that does and then apply
for a FLAS fellowship to study there for a summer or a semester. Even with-
out a FLAS fellowship, you may be able to study a foreign language relevant
to your research. Your institution may be part of a regional agreement that
funds students to take courses at other universities. Ask your adviser or col-
lege dean about funding opportunities for language study both on and off
campus. For suggestions on how to improve your knowledge of a new lan-
guage through means other than formal coursework, and a general “pep
talk” to give you courage if you are intimidated by language study, see
Farber (1991).

Perhaps you will protest, “It takes too long to learn a language. I have to
complete my doctorate in five years, and I can’t possibly do this if I am tak-
ing extra courses outside my field.” Well, perhaps it is the (folk) custom in
your home department to complete a doctorate in five years. But folk cus-
toms are often far more pliable than they at first appear. Do not give up on
studying the language before exploring the options!

If you will be conducting research in a developing nation, even if you
already know the colonial language that is spoken in your planned field site
(e.g., French, Spanish, or Portuguese), it is wise to spend some time learning
the indigenous language that is native to most residents. The more people
you can converse with comfortably in their first language, the richer your
research will be. One graduate student I worked with devoted extraordinary
energy in studying four languages before embarking on his doctoral research
in a multilingual region of Senegal. His competence in the appropriate lan-
guages greatly strengthened his applications for dissertation research, which
was ultimately funded by two national agencies. Equally important, his lin-
guistic competence allowed him to hit the ground running once he began his
research (Westgard 2006).!

Still you may object, “Why go through all this trouble when English
is now a global language?” Contrary to increasingly common perceptions,
only about 8% of the world’s citizens are currently considered competent
in English (Gordon 2000). Moreover, in many parts of the world where
English is the official language, relying on English in effect means limiting
yourself to speaking to elites and excluding the majority of the citizenry, who
will inevitably have very different perspectives on whatever topic you are
aiming to research.
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Is it necessary to become fully fluent in the local language? Most people
are genuinely touched when outsiders try to learn their language, and no
matter how modest your level of competence, your attempts will probably
be greatly appreciated. Winning people’s trust and willingness to share their
opinions can be accomplished far more easily and quickly once you have
convinced them that you are on their side. And making at least some effort
to speak their language is a prime way to demonstrate this.

A final objection you might have to language learning involves translation
and interpretation. Surely ignorance of the local language will not prevent
me from having access to non-English speakers, you may be thinking, since
I can always engage the services of a reliable interpreter.

My response to this frequent objection is that interpreters can themselves
create problems, however inadvertently (Gentzler 2001; Newmark 1991;
Pochhacker & Shlesinger 2001; Schiffner & Kelly-Holmes 1995; Tymoczko
& Gentzler 2002; and Wagner, Bech, & Martinez 2001, pp. 62-81). First, as
in all skills, some interpreters are better trained and more competent than
others, but you may not have much choice in whom to hire as an interpreter.
You may discover the hard way that hiring an interpreter can be risky—for
instance, when you find that your interpreter has mistranslated or incom-
pletely translated essential conversations. Political agendas can also interfere
in the delicate process of translation. Consider this example from my own
research. In my first months of fieldwork in Cote d’Ivoire, I discovered that the
young man I had engaged as an interpreter was delighted to translate pleasant
conversations and information about traditional customs, but he refused to
translate disputes and conversations about unpleasant or controversial topics.
He hoped my work would bring renown to the Beng people via an imagined
Voice of America radio broadcast, and he was adamant that I represent his
people in a positive light. Our agendas were at loggerheads, and we eventually
had to part company (Gottlieb & Graham 1994). As this example suggests,
you will generally be much better off becoming as competent as you can in the
local language(s) and using interpreters just to check your own understanding.

Once you have attained some level of competence in the locally spoken
language(s), you can consider a range of ethnographic methods that will
allow you to understand what people think about a particular issue or topic
and how they experience some aspects of their lives.

A Potpourri of Ethnographic Methods

The classic formal ethnographic method remains the long interview with,
ideally, several follow-up interviews. A short version of this is the one-shot,
quick-and-dirty, prescheduled, short interview. This is certainly better than
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no interview, but it is far from optimal. The sorts of information and
opinions that a person will give you in a short, structured conversation are
quite different from—and often far more superficial than—the sorts of infor-
mation and opinions that same person will give you in a more leisurely but
less structured situation once he or she has come to know you and feels com-
fortable sharing more heterodox, complex, or even intimate thoughts with
you. Fortunately, helpful guidelines on a variety of techniques for conduct-
ing different kinds of interviews are now readily available (see, e.g., Arksey
& Knight 1999; Briggs 1986; Fontana & Frey 2000; Holstein & Gubrium
1995; Ives 1995; Kvale 1996; McCracken 1988; Rubin & Rubin 1995;
Spradley 1979; also see Chapter 4 in this volume).

After your first interview, jot down further questions that occur to you as
you read through your notes. Then try to schedule a follow-up interview. If
your informant seems congenial, suggest a more informal venue for the sec-
ond conversation. What your informant is willing to talk about in, say, a park
or out-of-the-way café may be quite different from what he or she might say
in an office or a living room crowded with noisy relatives. In Africa, I have
had some of my most productive interviews in buses, where my informant
and I spoke a language that the other passengers did not know, and my inter-
locutor felt free to share opinions about quite sensitive issues and even to
divulge otherwise secret information (although for ethical reasons, I never
published the latter). If you look creatively at your surroundings, you can pro-
pose a site where your respondents will feel relaxed enough to confide their
thoughts. Ideally, you will be able to conduct a series of follow-up interviews
in such sites, with greater levels of depth occurring each time.

Focus groups offer an intriguing variation on the individual interview.
Citizens of democratically oriented nations may be aware of focus groups
largely through reports that journalists provide, in which they summarize
opinions offered by members of focus groups concerning political campaigns
or issues. However, the relevance of this research technique goes far beyond
the journalistic. Social scientists can make exciting use of focus groups in any
number of research projects. The key lies in the selection of the focus group:
The researcher should aim to assemble a set of individuals who will offer an
informative spectrum of ideas about a particular subject but whose back-
grounds are not so diverse that comparing their opinions becomes meaning-
less. Fortunately, excellent guides now exist to help you avoid the possible
pitfalls, and make use of the great potential, of this valuable research method
(see, e.g., Chapter 5 in this volume).

Attending to social connections among individuals leads us to consider a
more active technique: the ethnographic charting of social networks. From
work conducted in the mid-20th century in London (Bott 1971) and southern
Africa (van Velsen 1964), social scientists have developed techniques to trace
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the networks that individuals maintain across a variety of identity factors and
social groups (Freeman, White, & Kimball 1989; Schensul et al. 1999; Scott
1991; Wasserman & Faust 1994; Wasserman & Galaskiewicz 1994; Wellman
& Berkowitz 1988). Researchers in several disciplines have expanded this
method to study topics as diverse as AIDS (Frey 1989), conspiracy (Davis
1984), and organized crime (Klerks 2001)—and most recently, Al Qaeda
networks (Krebs 2002a, 2002b).

Related to the charting of social networks is another classic technique long
used by anthropologists and taught in many fieldwork courses and texts: the
construction of genealogies. Even with the shrinking of families and their
dispersal across the globe—or perhaps because of these epic changes—family
relations remain key to many individuals. Uncovering what such relations
mean to people in the face of new reproductive technologies, intercultural
adoption, and other contemporary means for creating families is a central
endeavor for many in the current generation of anthropologists (e.g. Franklin
& McKinnon 2001; Franklin & Ragoné 1998; Graham 1996; Lomnitz &
Lizaur 1987; McKinnon & Silverman 2005; Stone 2001; Strathern 1992;
Weston 1991; Yanagisako & Delaney 1995). With helpful resources available
for teaching the novice, you will not find it hard to learn how to develop an
efficient shorthand to chart genealogies as a first step to exploring the mean-
ings of kinship (whether biologically based or otherwise) in contemporary life
(see, e.g., Barnard & Good 1984; Crane & Angrosino 1984, pp. 44-52).

Anthropologists have developed additional techniques to analyze other
specific domains of social life. For example, scholars interested in rituals and
other symbolically resonant events often make use of an analytic method
created by the renowned anthropologist Victor Turner (1967). To under-
stand the complex meanings embedded in any given site of cultural produc-
tion, the analyst, Turner urged, should explore three levels of inquiry:
exegetical (explicit exegesis or interpretations offered by informants), oper-
ational (how a symbol is actually deployed in a particular cultural practice),
and positional (the range of culturally meaningful events in which a given
symbol is deployed). Furthermore, to investigate the performative nature of
legal proceedings, Turner developed the concept of “social drama” and asso-
ciated methods for investigating such dramas (1957). Although Turner
developed these two methods to understand initiation rituals and village-
level legal battles, respectively, among the Ndembu of Zambia, he later
adapted them for investigating sacred and secular rituals and performances
of modern Western life as well (Turner 1975, 1988), and the methods
remain impressively adaptable in any number of cultural settings.

So far, all the methods discussed in this chapter rely on verbal techniques,
with the practice of asking people questions being central to these methods.
Although ethnographers uncover impressive layers of meaning when they



Chapter 3 & Ethnographic Methods 57

talk with people, conversation does not afford the only means of gaining
insight into social life. If “a picture can tell a thousand words,” ethnographers
have begun to make good on this claim by incorporating visual images into
their work. Even a casual museumgoer discovers the dramatic truths that the
visual can uncover for the viewer. As research tools, still and video photo-
graphy have the potential to harness such truths. We may not all be Walker
Evans, but surely the way his photographs awakened an earlier generation of
Americans to the appalling realities of poverty in rural America—or the cen-
tral role of photojournalists’ images from Hurricane Katrina in putting pres-
sure on the Bush administration to attend to the ravages of race and class in
America, the disturbing inefficiency of our federal emergency organization,
and the risks of deferring prevention upgrades for large-scale infrastructural
technologies such as levees—reminds us of the power of the visual (for engag-
ing examples of the visual used to good effect in contemporary social science,
see the journal Visual Anthropology). The development of digital technology
in both still and video modes makes it increasingly appealing for ethnogra-
phers to explore these technologies as they become both more affordable and
more user-friendly (see, e.g., Barbash & Taylor 1997; Bauer & Gaskell 2000;
Biella 2001; Collier & Collier [1967] 1986; el Guindi 1998; Harper 1998).
Although visual methods such as still and video photography challenge the
verbal domination of most scholarly research methods, all these methods nev-
ertheless depend on the single sense of vision for making their point. Yet,
as many thoughtful scholars have pointed out, privileging the visual sense
dooms us to neglect the other senses, all of which play an active role in how
we as humans experience the world (e.g., Howes 1991; Mauss [1938] 1973;
Stoller 1989, 1997; Strathern 1997). Trying to put into operation this philo-
sophical observation, some ethnographers have begun employing body-based
techniques. For example, some researchers have developed a notational sys-
tem called labanotation to chart bodily movements in dance and other body
practices (see, e.g., Farnell 19935). Taking seriously the body and all the ways
it communicates meaningfully to others can also allow us to pay attention to
a group of people that most social scientists other than psychologists rou-
tinely neglect: infants (Gottlieb 2004). Developing means of analyzing body-
based communications affords us new theoretical insights into important
domains of human experience that Western scholarship often ignores.

Field Notes

Many issues present themselves with reference to the use of field notes. First,
no matter which methods you employ, you will need to spend significant peri-
ods of time writing, reading over, and thinking about your notes while you
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conduct your research. Previous generations of scholars tended to regard the
process of note taking as transparent and unproblematic, comprising an objec-
tive record of verifiable facts. By contrast, most contemporary ethnographers
now view the practice as a site of cultural production that is deeply (if invisi-
bly) informed by both cultural values and systems of unequal power relations.

Bresler (1997) explores the emotional consequences of the researcher’s tran-
sition from quasi-member of a community to distant observer of the commu-
nity during the process of taking and writing up research notes. Ottenberg
(1990) goes so far as to question the hegemony of the written field note, point-
ing out that the process of thinking about, interpreting, and reinterpreting
data—a process he intriguingly dubs headnotes—may be at least as important
as the process of physically recording the data. As Ottenberg points out,

the words in my written notes stay the same. ... But my interpretations of
them as my headnotes have altered. My headnotes and my written notes are in
constant dialogue, and in this sense the field experience does not stop. (p. 146)

A small but growing body of social science literature discusses a variety
of these and related provocative issues raised by the process of taking notes
(Emerson, Fretz, & Shaw 1995; Sanjek 1990; Vermeulen & Roldin 1996).
At the same time, computer software is now being developed that makes the
task of writing up research notes appealingly systematic (e.g., Coward,
Moore, & Wimbish 1998; Richards & Richards 1998).

In spite of the fact that ethnographers regularly make use of relatively
formal, learnable techniques such as those discussed above, ethnography
nevertheless remains as much art as science (Wolcott 1995). Thus, most
ethnographers will tell you that intuition, the hallmark of artistic practice,
can be as important as rational plans in making for successful research.

Ethnography as Art

First, there is the matter of serendipity. A beautifully planned research project
may prove hopelessly unviable due to changed political circumstances that
may necessitate dramatic revamping. For example, cultural anthropologist
Michelle Johnson changed her doctoral research field site from West Africa to
western Europe when the country in which she had already conducted a year
of predissertation research, Guinea-Bissau, became embroiled in civil war.
After moving her dissertation project to an expatriate, refugee community of
Guineans living in the former colonial metropole of Lisbon, she began writing
and publishing on previously unanticipated topics (Johnson 2002, 2006).
Even when changes in research design are not necessitated by political
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upheavals, ethnographers may choose to alter their strategies and aims based
on early findings. Another cultural anthropologist, Shanshan Du, originally
intended to focus her doctoral research on the disturbing number of love-pact
suicides among the Lahu, an ethnic minority group in Southwest China. But
while conducting interviews, she discovered the extent to which a basic ideol-
ogy of gender equality accounted for the suicide pacts and decided to focus
instead on the broader issue of egalitarian gender relations among the Lahu
(Du 2002).

Both these stories underscore how important it is to remain flexible
in conducting research (Moore 1973). As you “collect data,” your under-
standing of the local situation should keep changing. Attending to your
own changing understanding may well suggest reorienting your original
focus.

In addition to serendipity, there is also the human factor in conducting
social science research. Attending to the humanity of research subjects
suggests a consideration of our own humanity as researchers as well. If a
previous generation of social scientists assumed the positivist premise com-
monly espoused in the natural sciences—that all researchers work as neu-
tral observers in conditions that should approximate as much as possible
the laboratory conditions of the physical sciences—many in the current
generation of social scientists challenge this epistemological orientation.
Rather than trying to neutralize our identities—a quest that many contem-
porary researchers think is doomed—many of us now ask, How do our
own identities shape our research questions? And how do they shape the
answers we receive from our informants?

One productive way to approach these questions is to assess the extent to
which you are an insider or an outsider in your research community. This may
appear to be a simple query, but globalization now produces such a complex
interweaving of identities that the answer to this question is often murky.
More and more of us are “halfies,” straddling two—or more—identity bor-
ders (Abu-Lughod 1991). Let us take the case of two recently minted scholars.

Jonathan Zilberg, a middle-class student and sculptor of European/Jewish
background born and raised in Harare but later educated in the United
States, returned to Zimbabwe to conduct doctoral fieldwork. Most of his
informants were black Christian Zimbabwean artists, some were white
Christian or Jewish Zimbabwean art gallery owners, and later some were
European gallery owners who dealt in Zimbabwean art. Was Zilberg a
native in any of these communities? He embarked on this research in his
homeland as if he were returning as a native, and he was treated as such by
successful black sculptors among the artistic elite. Yet he was acutely aware
that his skin color and class brought him privileged status compared with
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other sculptors who were quite poor and struggling (Zilberg 2000; also see
Zilberg 1995a, 1995Db).

Or consider another case that complicates the issue of “native.” Cultural
anthropologist JoAnn D’Alisera is an Italian American raised in a working-
class neighborhood near New York City who conducted research with immi-
grants and refugees from Sierra Leone living in the metropolitan Washington,
D.C., region. Initially she was teased by some peers and professors for doing
“easy” fieldwork, not only in her home country, but in a familiar urban envi-
ronment as well. The criticism ceased when she demonstrated that she had
discovered an Africanized Washington that was as culturally different from
her American experience as was the small village in northern Sierra Leone
where she had conducted predissertation research (see D’Alisera 2004). Both
these cases remind us that while one’s national citizenship contributes to one’s
cultural identity, the two are not necessarily the same. For other recent stim-
ulating discussions of this issue, see, for example, Altorki and El-Solh (1988),
Amit (2000), Bresler (2002), D’Amico-Samuels (1991), Fahim (1982), Hong
(1994), Jones (1982), Khare (1983), Kuwayama (2003), Messerschmidt
(1982), Narayan (1993), and Ohnuki-Tierney (1984).

In any case, being fully native to a local community is not necessarily
a guarantee that fieldwork will proceed smoothly. To the contrary, being a
native can produce its own intellectual and emotional challenges. For exam-
ple, Matti Bunzl, a gay, Viennese-born Jew who has conducted extensive
research with gays and Jews in Vienna, found that the most serious challenge
he faced during fieldwork was creating sufficient distance between himself
and his research subjects to see them as subjects and not just friends (see
Bunzl 2004).

In recent years, an outpouring of writing has explored such human
factors in research (see the bibliography accompanying this chapter for some
examples). Your own fieldwork will surely present its idiosyncratic challenges.
Reading about others’ experiences should at least help you mentally prepare
for some of them and reduce the likelihood that unexpected challenges will
overwhelm you.

What are the Pitfalls of Doing Ethnography?

For all its satisfactions, ethnography can also be deeply frustrating. Where
there are people, there are inevitably misunderstandings, disputes, and
imbroglios. As Nietzsche once wrote somewhat cynically, “Whether in con-
versation we generally agree or disagree with others is largely a matter of
habit: the one tendency makes as much sense as the other” ([1878] 1999,
aphorism 334).
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Ethnographers have documented all manner of conflicts they have encoun-
tered with neighbors, rivals of their hosts, and even the police (see, e.g.,
Geertz 1973b; Straight 2002). In my own case, halfway through my doctoral
fieldwork in Cote d’Ivoire, I found myself in a local village court holding a
trial against the powerful chief of the village in which my husband and I were
living (Gottlieb & Graham 1994, pp. 181-194). Although disputatious situ-
ations can become unpleasant and even dangerous, the hermeneutic perspec-
tive suggests that it is best to treat them as part of, rather than an obstacle
to, your research, and as valuable lessons to be learned from your research
experiences—as opposed to hindrances to your “real” study.

The topic of conflict raises a related issue: How do you know whether
your informant is lying? And if you discover an informant is lying, what
should you do about it? Even if your informant is not deliberately trying to
deceive you, is the informant telling the whole story (Bernard et al. 1984;
Nachman 1984; Salamone 1977)? Cross-checking information among several
individuals is a classic technique whose nuances are explored in fieldwork
methods literature and courses. At a more general level, the value of in-depth
ethnography becomes apparent in this context: The longer you know your
informants and the more fluently you can communicate with them in their
own language, the better you will be at judging their reliability.

Still, the question itself raises certain epistemological issues. If you assume
that there is a single, whole story to be told, you will probably never be
satisfied. Indeed, with such an assumption, cross-checking all information
across several informants may prove an exercise in frustration as each infor-
mant offers a variation of the previous informant’s claims. Acknowledging
the inevitability of this reality, many contemporary ethnographers operate
on the more hermeneutic principle that every story is by definition incom-
plete, and that the richest ethnographic portrait comes from collecting and
presenting several stories across divergent lines of class, ethnicity, religion,
and gender rather than seeking just one as the single, authoritative version
(Altheide & Johnson 1998).

Sampling decisions become critical with this set of assumptions. The
hermeneutic approach insists that both the psychological and the demo-
graphic profile of any person you decide to ask about any given topic will
determine the information you learn. It follows that you should give careful
thought to how to select your informants. Consulting a reliable guide on this
subject (e.g., Johnson 1990) will alert you to consider many factors that, at
least ideally, should help guide your selection of informants. At the same
time, it is important to acknowledge that you may not always have full con-
trol over who participates in your research. Some potential informants move
away, fall sick, or refuse to join in the project for reasons of their own that
you have no choice but to respect. Following the protocols of your campus
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institutional review board also legally obliges you to adhere to ethical
guidelines in all your dealings with your research community.

Ethical Issues

Implicit in all the above is the more general question of ethical conduct.
Most fieldwork courses and textbooks include a unit or chapter on ethical
issues. But the truth is that ethical issues pervade every decision, great and
small, that one makes during ethnographic research, and scholars now grap-
ple with a far-ranging set of ethical questions that inhere in any qualitative
research project.

In fact, submitting forms for approval by the institutional review board
of your campus will alert you to a host of ethical issues that you will do well
to think about while you are still in the early stages of designing your pro-
ject. Perhaps most obvious among such issues looms the question of com-
pensation. How can you avoid exploiting your research assistants (see, e.g.,
Sanjek 1993)? It is essential to consider how you will compensate informants
for their participation. The time is long past for social scientists to expect
people, especially impoverished people from developing world nations, to
take time away from their own labor or other affairs to freely provide infor-
mation for the sake of disinterestedly contributing to the goals of science.
At the same time, notions of what constitutes acceptable forms of compen-
sation are intimately bound with cultural values. A careful reading of
Mauss’s classic text (2000) on the nature of reciprocity will prepare you to
think carefully about the general issues involved in gift-giving.

In some settings, cash payments will be most appropriate; in other settings,
however, cash might be considered insulting or disruptive (Srivastava 1992).
Bars of soap, bags of salt, bottles of peanut oil, baby clothes, and small cash
payments were all gifts that young mothers especially appreciated in a study
I conducted in West Africa concerning infancy and child rearing (Gottlieb
2004, pp. 3-37). Rather than such tangible goods, residents in other devel-
oping world and rural settings may prefer services that visiting researchers
can provide, such as nursing care, translation into the colonial language, help
with filling out complicated bureaucratic forms, help with reading for those
with limited literacy skills, transportation to town, and information on spe-
cific topics of interest to those with little formal schooling. By contrast, a copy
of your published works might be the most appropriate gift to offer highly
educated elites in a different sort of project. Keep in mind that people in some
places may feel perfectly comfortable specifying how they would like to be
compensated for their time while others might consider it inappropriate, rude,
or even taboo to discuss the question of compensation.
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Beyond the immediate issue of how to appropriately compensate partici-
pants in your study loom many additional challenges that may be harder to
anticipate. Field researchers often find themselves in difficult, even threaten-
ing positions that require immediate responses whose ethical implications
are far from apparent in the heat of the moment. For example, is it better to
expend a large proportion of your scarce research funds trying to save the
life of a gravely sick infant with only a 50% chance of survival or to save the
funds for other infants with a greater likelihood of recovery (Gottlieb 2004,
pp. 249-260)? What are the particular challenges posed by conducting
research on especially sensitive issues (Lee 1993; Renzetti & Lee 1992) or
with specific populations, such as infants and children (Fine & Sandstrom
1988; Gottlieb 2004)? Is it ethical to use your professional expertise to help
the U.S. and European military in their efforts to combat violence commit-
ted in the name of Islam (Gusterson 2003; Wax 2003)? By contrast, is it
ethical to avoid conducting research in war-torn areas when so much of
the contemporary world is, in one way or another, victimized by violence
(Hoffman 2003)?

Broader issues concerning the shape of scholarly careers should also be
the object of some reflection on your part as you think beyond the immedi-
ate research situation and contemplate writing plans. Should you use pseu-
donyms for specific individuals and places in your writings, and if so, how
should you choose them (see, e.g., van der Geest 2003)? In what ways should
“developed world” scholars collaborate with “developing world” scholars
to avoid paternalism and racism, however inadvertent (see, e.g., Louis &
Bartunek 1996; Smith 1999)? One of the most effective ways to anticipate
how best to address dilemmas and issues posed by such questions is to read
a broad selection of frank memoirs of field research written by anthropolo-
gists and other scholars who write honestly of the ethically complex situa-
tions they faced and how they responded (see the bibliography following this
chapter) as well as to read more theoretical texts addressing the intellectual
implications of ethical issues such as those broached above (see, e.g., Appell
1978; Bresler 1997; Brettell 1993; Caplan 2003; Cassell & Jacobs 1987;
de Laine 2000; Fluehr-Lobban & Rhudy 2003; Katz, Ruby, & Gross
2003; Kimmel 1988; Kirsch 1999; Lee 1993; Mitchell 1993; Punch 1986;
Salzano, Ferling, & Hurtado 2003; Scheper-Hughes 1995; and see Part II of
this volume).

Personal Issues

Attending to the hermeneutic foundations of research means considering
very personal issues. Increasingly, social scientists are acknowledging that
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what all researchers bring to their work is colored as much by emotional
as by intellectual factors. It is important to think about how your own
emotional biography may shape your research agenda—the basic question(s)
and issue(s) you have chosen to address, the sorts of people you feel com-
fortable seeking out for answers, and the ways you intuitively tend to deal
with whatever challenges you may encounter (Hunt 1989; Kleinman &
Copp 1993; Wengle 1983).

Gender plays an enormously determinative role in shaping one’s research
experience, but until recently it has been a somewhat invisible factor (Bell,
Caplan, & Karim 1993; Caplan 1988a, 1988b; Golde 1986; Gregory 1984;
Keesing 1985; Kirsch 1999; Lewin & Leap 1996; Warren 1988; Whitehead
& Conway 1986; Wolf 1996). Even now, it is mostly discussed in relation
to female researchers but rarely male researchers. And issues specific to gay
and lesbian anthropologists are only now beginning to be discussed (Lewin
& Leap 1996). A related issue for fieldworkers concerns the intimate ques-
tion of the impact of family members (spouse, children, or others) who may
accompany you during your research. A few scholars have begun to write
about the profound ways in which a spouse’s presence may shape fieldwork
(see, e.g., Ariéns & Strijp 1989; Firth 1972; Gottlieb & Graham 1994;
Oboler 1986), but this remains an underresearched topic. More has been
written about the impact of having your children accompany you to the field
(Butler & Turner 1987; Cassell 1987; Sutton & Fernandez 1998), although
this question raises many issues that need to be explored further; I am not
aware of any published discussions of the role that other relatives may play
in accompanying field researchers.

By contrast, loneliness can be a significant component of one’s field expe-
rience, especially if one is not accompanied by family members. While some
have questioned the possibility of friendship between a researcher and a
member of the community being studied, given the inevitable power rela-
tions involved, others argue that meaningful friendship is indeed possible
(Grindal & Salamone 19935). The interpersonally knotty as well as ethically
problematic issues raised when such relationships become sexual have only
recently begun to be broached in print (Kulick & Willson 1995; Tierney
2002; Watkins 2001).

At the same time that fieldwork can lead to personal entanglements—for
better or for worse—with members of an adopted community, it can also
lead to changes in intellectual orientation toward the world. A recent collec-
tion of essays documents some ways in which the rational world view that
is a hallmark of Western thought has been challenged through ethnogra-
phers’ profound encounters with non-Western cultural traditions (Young &
Goulet 1994).
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Over the past two decades, ethnographers have begun thinking both criti-
cally and creatively about their lives, not just as researchers, but also as
authors (see, e.g., Geertz 1988). Rather than making the positivist assump-
tion of previous generations of social scientists that ethnographic texts eas-
ily reflect a single objective and nonproblematic reality, many ethnographers
now take a hermeneutic perspective and see texts as products created by the
scholar-as-author on the basis of the author’s interpretation of the data col-
lected. Starting from this perspective, ethnographic writing can become a site
for creative experimentation with voice and authorship. Some recent exper-
imental ethnographies include Behar (1996), DeLoache and Gottlieb (2000),
Narayan (1994), Stack (1996), Stoller (1999), Tedlock (1990), and Wolf
(1992), among others. At the same time, two scholarly journals encourage
experimental writing in the social sciences and related fields (Anthropology
and Humanism and Cultural Studies<>Critical Methodologies), and the first
of these journals now offers prizes in ethnographic poetry and fiction.

Complementing these somewhat literary works are a host of theoretical as
well as pedagogical texts that critically examine the writing of ethnography
(see, e.g., Becker 1986; Ben-Ari 1987; Davis 1992; Denzin 1997; Marcus &
Cushman 1982; Richardson 1990, 1998; Thornton 1988; Van Maanen 1988;
Wolcott 1990). A recent series of articles appearing in the widely circulated
monthly newsletter of the American Anthropological Association reports
on a “Writing Culture Planning Seminar” (held at the School of American
Research, Santa Fe, New Mexico, October 2004), at which a small group of
distinguished scholars and authors brainstormed about how to transform the
discipline of anthropology into one that values good writing (Anthropology
News, February 2005, March 2005, April 2005, May 2003, et al.). As you
move from conducting fieldwork to writing about it, you may find yourself
inspired to write not only clear, scholarly prose but also accessible texts that
may make your expertise available to a broad educated readership. I tell the
students in my Writing Ethnography classes: If a research project is worth
funding, it is worth sharing your findings with the general public. Finding the
voice to convey your passion for your subject to a broad readership may be an
unexpected pleasure encountered as you write up your findings.

Conclusions

In this chapter, I have outlined both major satisfactions and major challenges
posed by ethnographic research. For any given research project, how does
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one decide whether ethnography can contribute to answering the questions
one hopes to address?

By way of example, let us consider an article recently published in a schol-
arly journal. In “War and Children’s Mortality,” Carlton-Ford, Hamill, and
Houston (2000) use statistical tools to analyze the many ways in which
children become casualties of contemporary wars, from direct combat
to more indirect but nonetheless potent pathways of destruction. Noting
that the data available to them are incomplete, the authors signal the gaps
in data concerning access to safe water, and they question “the reliability of
information about involvement in war” (p.416). They conclude that “a
more finely grained measurement of involvement in war should reveal more
precisely how war has its impact on children’s mortality” (p.417; my
emphasis).

A qualitative ethnographic investigation of these issues would have filled
in these frustrating gaps in the extant data sets. Such an approach would
have added a human dimension to this statistical report on children and
war, providing a portrait of suffering that would lend a human face to the
numbers. Elsewhere, scholars have taken up the daunting challenge of con-
ducting ethnographic field research in war zones, and recent texts resulting
from qualitative research carried out in zones of violence are moving indeed
(see, e.g., Hoffman 2003; Kelleher 2003; Nordstrom 1997; Nordstrom &
Robben 1995; Quesada 1998; Sluka 2000).

In the end, as this case suggests, the complementarity of quantitative and
qualitative methods can only enrich the findings of the research. Whether
you are a researcher already trained in quantitative methods or a student just
beginning your training in the social sciences, making qualitative techniques
central to a research project should prove exciting because of their potential
to make the human stories behind large “data sets” and theoretical models
come alive.

Note

1. If the language that is spoken locally in your research site is still undocu-
mented and not yet taught anywhere, do not despair. Generations of travelers and
scholars have managed to learn unwritten languages while living in a community.
Try to prepare yourself ahead of time for the general grammatical and other lin-
guistic structures you are likely to encounter by taking a field linguistics course. If
this proves impossible, read a guide such as Burling’s Learning a Field Language
(1984).
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Oral Histories

Oral Histories as Methods and Sources

Tamara Giles-Vernick

ral history methods can illuminate dimensions of the past that other

methodologies investigating the past, such as archival or statistical
tools and sources, cannot. In places where documentary evidence is slim
(such as in parts of Africa for certain historical periods), oral histories can
provide insights into the past that might otherwise remain inaccessible
to social scientists. Such methods have usefully revealed the ways in which
particular people recall past livelihoods, conflicts, political authority, self-
conceptions, and social practices.

Oral history as a source and a method has been central to the develop-
ment of African history. White, Miescher, and Cohen have recently observed
that “no element has served as a clearer signature of and for African
historiography than the development of a central position for the oral source
and oral history within the programs of recovering the African past” (2001,
p.2). The late-19th-century African American activist and intellectual
George Washington Williams was among the first to employ oral history
methods, interviewing Africans who suffered the abuses of the Congo
Independent State (Dworkin 2003). And in the 20th century, anthropolo-
gists’ and folklorists’ studies of oral epics profoundly influenced Africanist
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historians, who contended that oral traditions could illuminate African
societies’ pasts (Finnegan 1970, 1977; de Heusch 1982; Ong 1982; Scheub
1975, 1977).

Even where copious documentary sources exist, researchers can fruitfully
employ oral history as a research tool. Studies of a workers’ strike, a riot, the
establishment of a new church, a particular educational process, an eco-
nomic depression, and the development or demise of a political movement,
for instance, might be substantially richer if social scientists could under-
stand how participants in these past events and processes understood them-
selves, how these events and processes unfolded, and why certain people
chose (or refused) to participate in them (Passerini 1987, 1992; Portelli
1991, 1997). This rationale was partly the basis of the development of oral
history methods and evidence in the mid-20th century. Historians sought to
investigate new subjects of historical inquiry and to recover the “voices” of
eyewitnesses to and participants in major historical changes. Among the
earliest transcripts at the Columbia University Oral History Research Office
(begun under historian Allan Nevins in 1948) is an oral history of draft riots
during the American Civil War. The development of social and later feminist
histories, which sought to excavate “history from below,” facilitated the use
of oral accounts to shed light on the experiences of former slaves, workers,
and women.

This impulse to elucidate the perspectives of ordinary people has persisted
for decades. Allen Isaacman’s (1996) study of peasant labor processes and
their interaction with the colonial state in Mozambique focuses, not on the
well-documented colonial administrators and markets, but rather on cotton-
producing farmers, especially women. Basing his analysis on extensive inter-
views with these farmers, Isaacman traces the diverse material effects of
forced cotton cultivation and also farmers’ “cultural understanding of how
work should be defined and valued” (1996, p. 5). Whether these methods can
shed light on what “actually” happened is up for debate, but they can allow
researchers to gain insight into what Stephan Miescher has described as
“moments of subjective reflection about the past” (2001, p. 163), a focus that
can be of critical use in exploring not only changing notions of the self but
also political, cultural, and economic processes and practices in the past. Oral
history methodologies can also tell us something about the ways in which
people produce, evaluate, and transmit knowledge about the past, and thus
these methodologies can be useful in studies of popular or elite intellectual
change (Basso 1984; Behar 1986; Brown 2001; Casey 1987; Connerton
1989; Fentress & Wickham 1992; Halbwachs 1992; Klein 2000; Malkki
1995; Matsuda 1996; Monson 2000; Nora [1984] 1997; Roberts & Roberts
1996; Samuel 1994; Shaw 2002; Tonkin 1992).
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Hence, the major advantages of oral history methods lie in the fact that
they, unlike other investigative methods into the past, can help to illustrate
in specific, rich, and deeply engaging ways that people understand their
changing selves in relation to broad historical processes. Without oral
history methods, we cannot hope to gain any insight into ordinary people
who did not write about their conceptions of themselves or of the historical
moments in which they lived (Barber 1991; Behar 1993; Brown 2001;
Comaroff & Comaroff 1992; Fabian & Matulu 1997; Giles-Vernick 1996;
Hunt 1999; Roberts & Roberts 1996; Tonkin 1992; Vaughan 2001). Some
historians have argued that oral histories can shed light on “historical con-
sciousness,” but they have not interrogated what historical consciousness
is or its relationship to history as a discipline (Vaughan 2001). If remem-
brances have the capacity to illuminate how people understand themselves
and interpret their own pasts, then oral historians must heed Alon Confino’s
caution concerning “memory and mentalités.” Historians, he argues, need to
distinguish “memory as a heuristic device and memory as part of the mental
equipment of a society, of an age” (1997, p. 1403).

Oral history methods provide a glimpse into how people of the past
constructed their worlds—what they believed, imagined, and valued. These
methods can translate for readers what large, seemingly impersonal
processes might have meant to those who participated in, contributed to,
ignored, opposed, or even imagined them. That our informants filter such
interpretations through their perceptions of contemporary personal, social,
political, and economic relations makes them all the more exciting and
revealing as sources.

In addition, while some scholars once criticized oral historians’ predomi-
nant focus on “oral traditions,” many now recognize that the collection and
analysis of such sources can provide valuable glimpses into the making of elite
power. Pioneering oral historian Jan Vansina, working on the precolonial past
in equatorial Africa, initially based his methodology on “oral traditions,”
accounts passed down for more than one generation, and not on “oral
histories,” which he defined as eyewitness accounts of past events. He and
others argued that oral traditions could illuminate African societies’ pasts
through careful extraction of historical truths from spoken texts (Vansina
1965, 1985; Irwin 1981; Henige 1974, 1982). But after African independence,
historical scholars, some of whom were Vansina’s former students, criticized
the elite perspectives embedded in oral traditions and sought instead to focus
on broader, more variegated perspectives on political, social, and economic
change in the past and to recover how ordinary people lived, acted, and exer-
cised “agency” in past historical events and processes (Cohen 1977, 1989;
Miller 1980; Tonkin 1992). Africanist and South Asian scholars, focusing on
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the more recent colonial and postindependence eras, produced numerous
analyses based largely on such oral accounts.

Oral historical methods can illuminate the contemporary processes by
which tellers of oral traditions help to constitute elite power through their
recitations of the past (Austen 1999). Similarly, in examining other genres of
oral historical expression, social scientists have highlighted how tellers, singers,
and celebrants perform such genres to affirm political power and relations or
to articulate political autonomy or dissent (Guss 2000; Yankah 2001).

Finally, oral history methods enable researchers to gain insight into how
people use their pasts (Cohen & Odhiambo 1989, 1992; Jewsiewicki &
Newbury 1986; Ogot 2001; Shaw 2002; Thompson 2000; Vansina 1994;
Vaughan 2001). While oral historians once assumed that the process of col-
lecting oral accounts and integrating them into a master narrative produced
histories that informants found useful, more recent debates over the nature
of oral historical methods and evidence have propelled these researchers to
distance themselves from the notion that they write histories for their infor-
mants. Rather, a researcher drawing from oral histories can produce studies
that may achieve “an understanding of a people, through a study of their
treasure chest, the profounder aspects of their culture, knowledge of their
history, literature, and world-view . . . not for curiosity, or out of antiquar-
ian interest, but as fit explanation for contemporary situations” (Ogot 2001,
p. 32). And these productions provide narratives for informants to express
their own conceptions and interpretations of their pasts and to deploy those
interpretations in their own contemporary struggles (Cohen & Odhiambo
1989, 1992; Cinnamon 2002; Maddox forthcoming; Ranger 1999).

The very nature of oral histories and their relationship to other research
methods and sources, including ethnography, have not only been debated by
researchers themselves but have also recently come under scrutiny by govern-
mental and academic institutions. Until 2003, oral historians were subject to
institutional review board (IRB) oversight. This oversight required that oral
historians submit extensive documentation to these review boards about their
research projects. In their effort to ensure protection of human research sub-
jects, IRBs would thus evaluate the aims and methods of oral history studies,
the selection of informants, the acquisition of informed consent, and the spe-
cific advantages and risks associated with the research. But in 2003, the U.S.
Office of Human Research Protection (part of the U.S. Department of Health
and Human Services) concluded an agreement with the Oral History
Association and the American Historical Association affirming that oral
history projects differed fundamentally from other kinds of research involv-
ing human subjects and thus no longer needed clearance and supervision by
IRBs. These organizations concluded that there were several justifications for
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this exclusion, the most important of which was that oral histories do not rely
on standardized questionnaires and do not produce “generalizable” or “pre-
dictive” knowledge. Rather, oral historians generate highly specific knowl-
edge about the past. Some critics' have deplored this exclusion of oral
histories from institutional and Health and Human Services oversight, argu-
ing that oral historians “ced[ed] their scientific research credentials.” Many
oral historians, however, would embrace the highly specific nature of the
knowledge that their methods generate. Moreover, some academic institu-
tions, including the University of Minnesota, continue to require that oral his-
torians submit to IRB oversight.

The challenges of oral historical methods are several, from their collection
to their interpretation and writing. In the first place, it may be easy to iden-
tify potential informants when writing a proposal, but locating actual people
and encouraging them to talk about their pasts may prove more difficult.
Sometimes potential informants move away permanently or temporarily
from the researcher’s region of research. They can fall ill or die. Indeed, some
oral history projects documenting historical events in the first decades of the
20th century are now impossible to conduct because of the difficulty of find-
ing living informants. I recently had to revise significantly a research project
that relied heavily on oral histories, because so few people were still living
who could talk about the events I had hoped to investigate. The demands of
informants” work or social relations may make it difficult for them to find
time to talk about the past. In agricultural societies, for instance, leisure time
is scarce during the growing season, and researchers may have problems
finding people who are willing to recount or discuss their pasts. Sometimes,
potential informants fear interacting with researchers and talking about their
pasts because this act could have dangerous political consequences. Political
disputes may provoke some people to dissuade a researcher from interacting
with potentially valuable informants, or even worse, researchers may find
themselves unwittingly embroiled in disputes simply because of the people
with whom they interact (Adenaike & Vansina 1996; Geiger 1997).

Even once researchers have identified and located real informants, they
also need to recognize that the transmission of historical knowledge is a spe-
cific social process in which they are participants. Researchers cannot simply
“open up” an informant as they do a book or an archival dossier to retrieve
historical evidence. And they cannot appear before a complete stranger and
demand that he or she describe in intimate detail an event that happened
50 years ago. The historical “evidence” that one seeks through oral histori-
cal methods is often part of a body of knowledge about the past that certain
people possess. In some societies, such as Mande societies in West Africa,
jeliw (griots or bards) are specialists trained to learn, elaborate on, and
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perform historical knowledge. Elsewhere, tellers of oral histories do not
undertake special training, but they do possess knowledge of the past for
particular social, political, or cultural reasons. Hence, a researcher may have
to develop appropriate social relations with potential informants before
learning about the past, just as young people within that particular society
must. Such efforts may require a substantial investment in learning the lan-
guage(s) of informants. But most important, they demand a commitment
to developing a sense of mutual comfort, respect, and trust between the
researcher and informant. (Indeed, the very term “informant” seems an
impoverished one for the rich, dynamic interactions between researchers and
the people who teach them about the past). The process of creating such a
relationship can take a significant amount of time (Brown 2001).

Although researchers and their informants may have cultivated such
relationships, the process of using oral history methods (as well as the result-
ing accounts) has the potential to confuse and disappoint both parties.
Sometimes, informants simply do not understand what a researcher wants to
know; perhaps the researcher does not know their language well enough, or
perhaps there exist specific ways of asking about the past that the researcher
has not yet mastered (Briggs 1986). Nor are all informants equally knowl-
edgeable or eloquent about their pasts. They may forget, too, although this
process of forgetting is never “natural” but needs in itself to be explored
(Passerini 1987; Vaughan 2001; White 2000; more generally, see Trouillot
1995). And finally, informants can decide to recount their pasts for many rea-
sons and in many different ways. Relations with audiences (real or imagined),
with the researcher, and with the broader political and economic processes
can all profoundly influence the interactions between the researcher and the
informant, the conduct of oral historical methods, and the accounts that
tellers recount (Ibrahim 2001; Malkki 1995; Mbilinyi 1989; Peel 1984;
Tonkin 1992; Vaughan 2001; Willis 1996). Tellers can omit, elide, or pre-
varicate for any number of reasons, all of which investigators need to explore
(White 2000). And in some contexts, tellers may decide to use an investiga-
tor’s oral historical methods as a means of expressing their own political and
economic agendas. Researchers thus need ample time and research support,
not to mention an inclination to develop these social relations, to learn appro-
priate ways of asking questions and to weather the disappointment of encoun-
ters with preoccupied, inarticulate, or forgetful informants.

Mundane as it may seem, the actual technological process of “capturing”
and storing an oral account can pose real challenges. There are many ways
of recording an account, from taking notes to recording on digital video
recorders. And they all have their risks. Taking notes of words, gestures, and
interactions while at the same time concentrating on the significance of all
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these expressions and pondering future questions can befuddle even the most
experienced field researcher. And nobody rests tranquil knowing that it is
easy to lose notes or to see them destroyed by hostile political authorities or
even by fire, water, or termites (Sanjek 1990). Recording equipment may do
a better job of documenting the social interactions and performance of his-
torical knowledge, but it is never foolproof. Not only might some informants
feel ill at ease when recorded, but equipment can break down, get stolen or
lost, or muffle or even erase previous recordings. To my chagrin, I have lost
more than my share of recordings because my equipment faltered in humid
conditions. To avoid these problems, researchers should choose a technology
with which they are comfortable and be sure to make additional copies of
notes and recordings, storing them in multiple (and safe) locations.

Researchers also need to grapple with how to interpret the complex and
multilayered meanings of oral histories. In the 1970s, as oral historians
began to reject the elite perspectives of purveyors of oral traditions in favor
of recovering what they imagined to be the “voices” of ordinary people, they
adopted a broad range of methods that they anticipated would capture the
perspectives of the previously “silenced.” Profoundly influenced by social
and feminist histories, they sought to excavate an alternative narrative of
the past, assuming that ruling elites had ignored and suppressed a nonelite
“voice” that could provide a different and perhaps more authentic rendering
of past events. They conducted formal and informal interviews, amassed life
histories from dialogues with informants, engaged in informal conversations
with individuals and groups, listened to tales and praise poems, and learned
songs—all methods that remain widely used today (Bozzoli 1991; Briggs
1986; Davison 1989; Mbilinyi 1989; Menchu 1984; Miller 1980; Mintz
[1960] 1974; Smith 1964; Vail & White 1991). But scholars interpreting
oral histories need to remain aware that these methods and the narratives
that they generate do not provide unmediated access to truths about the past
any more than any other form of historical evidence can. Informants can
speak in many, and sometimes contradictory, “voices” for diverse purposes
and audiences; the very process of interpretation extracts informants’ words
from a complex social and political context and integrates these words into
scholars’ master narratives. As Megan Vaughan has emphasized,

Voices are voices, not choruses; they cry in the wilderness of history and speak,
apparently directly, to experience. They represent another kind of fantasy
of authenticity, our access to the “real thing.” ... Inserted into our texts at
appropriate moments, “African voices” could also help the historian, espe-
cially the non-African historian, to negotiate the politics of the production of
knowledge, for through these “voices” we could feign “to make the world
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speak itself and speak itself as a story.” Completely inadequate as this was as
a response to certain postcolonial criticisms, it has shown a capacity to fend
off a few of the tamer wolves, for if you gave space to “voices” of the Africans
oppressed in your text, then you were also “giving voice,” or so it seemed to
some. (Vaughan 2001, pp. 65-66)

And just as scholars need to remain skeptical of assumptions about the
univocality and authenticity of the “voice,” so too do they need to examine
carefully the genres that those “voices” generated. Of life history methods,
Corinne Kratz has usefully queried, “How does a conversation become ‘a
life’> And how do conversational lives become ‘life histories’?” (Kratz 2001,
p. 127). She astutely concludes that “A life told at different times and set-
tings may present different selves and emphasize different themes. . .. My
own attempts to ‘do life histories’ . . . demonstrated the variable forms that
these conversations can take” (Kratz 2001, p. 150).

What scholars now subsume under the rubric of “historical accounts” can
include embodied expressions, objects, and sites that are linked to, but are not
themselves narrative accounts of, the past. A researcher needs to remain attuned
to the specific and multiple ways in which people express their pasts, as well as
what such expressions illuminate about those pasts. Peter Nabokov’s A Forest
of Time (2002) explores the myriad ways through which American Indians
have interpreted, expressed, and deployed their histories. And although there
are numerous critiques of interpreting the products of oral history methods as
“authentic” and “true,” it remains very difficult, particularly for historians, to
resist interpreting oral historical narratives as depicting the past “as it really
happened” and thus to privilege such accounts as “truth” (Hacking 1995;
Confino 1997). But when we confront fantasies and falsehoods in such narra-
tives, these interpretive strategies seem altogether inadequate. Several historians
and social scientists have urged researchers to resist this temptation and instead
to examine the subjective “worlds” that informants create through such fan-
tasies and falsehoods. White, for instance, has compellingly argued that a false
testimony (as well as misunderstandings and confusion) can provide “a rich and
vivid account when read for what it describes; but it is an account historians
cannot use if they seek to label it true or false.” Indeed, she contends,

A false section of an interview is ... not a problem; the words of a reliable
informant might be reliable but have no particular authority. False sections of
testimony do not make the informant unreliable but may make her reveal
more. . .. (2001, pp. 298-299)

Researchers frequently use their oral historical accounts along with other
kinds of historical evidence. In interpreting the diverse genres that oral
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history methods produce, they must also consider what relations they want
to draw between those diverse kinds of evidence. White has criticized the use
of “documentary material to flesh out, contextualize, and even explain the
words of . .. informants” (1995, p. 1381). This interpretive strategy effec-
tively boils down such accounts to a series of claims that can be verified or
proved false, and it fails to account for the ways in which people situate
these claims within bodies of historical knowledge and the epistemologies
that they use to evaluate and to interpret the past (Fabian & Matulu 1997;
Giles-Vernick 2002; Nabokov 2002; Skaria 1999).

Finally, one has to decide what to write about, an ethical problem that
ethnographers share. As in ethnographic work, part of the very process
of oral historical method involves creating a social relationship between
researchers and their interlocutors, who might divulge information that they
do not want imparted to others. Moreover, oral historical researchers do
their work in contexts that may be politically volatile, and their writings may
have profound implications for how contemporary disputes play out. In such
contexts of shared confidences, researchers have an ethical responsibility not
to divulge secrets that betray confidences, endanger the lives or livelihoods
of their informants, inflict shame on informants or their families, or provoke
violent political struggles. Steering clear of these ethical breaches and poten-
tial political conflagrations in the processes of writing and publication is not
always so straightforward, and some social scientists have found that they
have had to distinguish carefully in their publications between writing about
sensitive or confidential concerns and divulging these concerns (McCurdy
1996). Moreover, in some contexts, informants have seen researchers as a
conduit for disseminating their own interpretations of the past and present.

Obviously, oral history methods are not appropriate for every social
science investigation. Their usefulness depends partly on the questions a
researcher wants to pose, and also on the very nature of the researcher. Oral
history methods cannot, of course, contribute much to studies unconcerned
with historical inquiry, nor will they yield unassailable evidence for recon-
structing the past “as it actually happened.” And researchers have to decide
for themselves whether they feel comfortable scouting out informants, gain-
ing their confidence, and asking difficult questions about pasts that may be
uncomfortable, awkward, or even painful to recall. Not every researcher
possesses an overwhelming desire to pry into other people’s most personal
recollections or to badger potential tellers of the past to “teach history.” Not
everyone wants to engage in the painstaking task of transcribing and trans-
lating the words of informants. And not every historical moment may be
appropriate for recounting of the past; much still depends on how potential
tellers understand their own places within contemporary political, economic,
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and social contexts. Hence, not every researcher should feel compelled to
integrate oral history tools into his or her methodologies. Nonetheless, in
historical studies that focus on subjective understandings of social, political,
economic, intellectual, or cultural change, and in contexts in which potential
informants are alive and willing to speak, researchers may find that oral
history can be a most powerful tool of inquiry.

Note

1. Among the critics is a reviewer of this volume.
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5

Focus Groups

Focus Group Interviews

Susan E. Short

magine eight 30-something single women sitting around a table over

coffee discussing the advantages and disadvantages of the pill, the
diaphragm, the condom, and other forms of contraception. A moderator
facilitates their discussion, and a note taker and tape recorder capture their
interaction for a researcher to review and analyze at a later date. This
description is an example of a focus group interview.

The moderator could be the lead researcher on the project but often
is not. The women could be acquaintances or intimates but are probably
strangers who have something in common. A similar geographic or social
space may facilitate their participation. They will agree and disagree, inter-
rupting one another from time to time. Some will talk more than others.
Some will talk about themselves. Others will talk about other people they
know. The discussion heads in unanticipated directions on several occasions.

AUTHOR’S NOTE: I am grateful to Abigail Harrison, Brooke Harrington, Ellen Perecman,
and Sara Curran for their helpful comments on this chapter.
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Focus groups, or small group interviews characterized by group interactions,
have a long history in the social sciences (Bogardus 1926; Merton, Fiske, &
Kendall 1990; Morgan 1997). They are also common in health education
research (Kitzinger 1994). In applied settings, they are widely used in market
research (Manoff 19835).

Researchers have debated and rarely agreed on the advantages and dis-
advantages of focus group discussions. As a method, focus groups occupy an
intermediate space that is not the usual terrain for either quantitative or qual-
itative researchers of the more purist ilk. Focus group interviews can share
characteristics of survey research in that individuals are asked to participate in
what is usually a structured interview on a predesignated topic, often with a
moderator or researcher who “drops in” for the interview and then leaves with
data to be analyzed back in the office. At the same time, focus group interviews
can share characteristics of ethnographic research in that the emphasis is on
open-ended questions that produce text-based data that need to be transcribed
and analyzed with a qualitative tool kit. The individuals who participate are
often strategically selected for attributes deemed relevant to the research ques-
tion, and researchers may develop relationships with informants over time
through repeated local interviews. Focus groups can differ along numerous
axes, including formality, degree of structure, familiarity of participants with
one another, and the involvement of lead researchers. Focus groups are some-
times used in combination with established quantitative methods and in sur-
vey research (Knodel 1997). Open-ended discussion on themes related to a
planned survey can aid in the development of survey questions or help to refine
an instrument before pretesting. Focus groups have also been used to assess
construct validity or to aid in the interpretation of quantitative results (see,
e.g., Entwisle et al. 1996; Knodel, Havanon, & Sittitrai 1990; Short et al.
2002). While a regression model might suggest an association between two
variables, it does not explain why such an association exists. Focus groups
designed to include individuals who might provide insight into a particular
relationship can be used to develop interpretations for observed relationships.

Focus groups have also been used in combination with established quali-
tative methods. Focus group interviews on violence can yield different data
from individual interviews on violence (Hollander 2004). Group interviews
can be used to gain insight into normative understandings of issues. They
can provide insight into the way individuals discuss (or do not discuss)
selected topics. Body language, uncomfortable pauses, and patterns of eye
contact, in addition to verbal cues, can indicate topics of greater or lesser
comfort (Wellings, Branigan, & Mitchell 2000).

In research I conducted on family relationships in the context of high
HIV/AIDS prevalence in southern Africa, I found that informal group
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interviews provided valuable insights beyond those generated by structured,
in-depth interviews. The group discussions were especially useful for elabo-
rating the normative prescriptions against HIV testing and condom use
among couples in serious romantic and sexual relationships. Discussions in
the group context focused more on what can and cannot be done in rela-
tionships today, while parallel discussions in individual interviews focused
more on individual-level explanations for behavior. The group laughter at
the idea of a couple seeking (free) HIV tests before initiating a sexual rela-
tionship, and the conversations that ensued, yielded rich data about rela-
tionships in this context. As a result, the individual-level and group-level
data complement one another in ways that enhance ongoing analyses.

Whether focus groups are appropriate as a stand-alone method of data
collection is a subject of ongoing discussion. Michell (1999) argues against
using them to the exclusion of other methods, citing the potential for the
silencing of voices, especially when group members have ongoing social rela-
tions. Because of small-group dynamics, minority opinions can be silenced,
or group members with less power may be less willing to present their views
(Hollander 2004; Morgan 1997). For this reason, some researchers conduct
individual interviews as well. Others recognize the influence of group con-
text on product but do not pair focus groups with individual interviews;
indeed, numerous researchers have published useful studies based solely or
primarily on focus group data (e.g., Henderson et al. 2000; Krause et al.
2000; Peracca, Knodel, & Saengtienchai 1998), although sometimes the
larger research projects from which their analyses were drawn included
other forms of data.

Overall, T suggest that focus group techniques are most valuable when
researchers (a) adopt this method when they seek data best provided by group
interaction; (b) design and carry out the interviews so that they elicit the
desired group interaction; and (c) analyze the data in a way that reflects
the method by which they were collected. The key is to use focus groups
deliberately to achieve a specific research goal. Because focus group inter-
views feature small group interaction, they are not a substitute for individual
interviews.

Focus Group, Focused Group, and Group Interviews

What are the characteristics that make a group conversation on a research-
relevant topic a focus group interview? Do focus group interviews require a
particular interview technique? Can group discussions that occur in the field
as part of a village ethnography be called focus group discussions? The
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semantic debate that surrounds focus group interviews can be bewildering.
At issue is the slippery meaning of the term “focus group interview” or
“focus group discussion.”

Morgan defines focus groups as “a research technique that collects data
through group interaction on a topic determined by the researcher” (1997,
p. 6). This definition is inclusive of interviews with groups that gather natu-
rally in a particular space, as long as the conversation of the group is orga-
nized around a research-relevant topic. Others prefer to reserve the term
“focus group interview” for a more narrowly defined set of group interviews
in which participants are invited because they meet a set of inclusion criteria.

The term “focus” (or “focused”) refers to the fact that a moderator inter-
venes to shape the discussion using a researcher-determined strategy. Often,
the discussion will be orchestrated around a topic or common experience,
but it is possible to design a research strategy that elicits conversation within
a strategically selected group on participant-initiated topics that emerge.

Part of the semantic confusion surrounding “focus group interviews”
stems from the conflation of the term “focused interview” with “focus group
interview.” The former was described by Merton, Fiske, and Kendall (1990)
in The Focused Interview: A Manual of Problems and Procedures, a book
on research methods originally published in 1956. Paraphrasing the authors
(1990, p. 3), the “focused interview” is a research method in which (a) inter-
viewees experience a particular situation; (b) the particulars of the situation
are analyzed by a social scientist, who generates hypotheses based on this
analysis; (c) interview guides based on the hypotheses are developed; and
(d) interviews are conducted that focus on the subjective experiences of
the interviewees and ascertain their “definitions of the situation.” Example
situations include listening to a particular radio program or participating in
a social situation such as a political rally. Significantly, the authors include
a chapter on the “group interview,” but most of the volume focuses on the
research technique as it relates to individual interviews.

In the introduction to the second edition, Merton suggests that there is
intellectual continuity between what he and colleagues called “focused inter-
views” and what others call “focus groups” (Merton et al. 1990, p. xxix).
Indeed, parallels exist. My reading suggests the difference is emphasis. Merton,
Fiske, and Kendall (1990) described a specific, four-part interview strategy
that emphasizes the “focus” in an interview. They describe how to create
and capitalize on focus, such as by providing a common stimulus and
exploring a priori hypotheses, when interviewing individuals or groups. By
contrast, more recent usage of the term “focus group” highlights the group
aspect of the interview. Interview formats, including the degree of focus and
structure, can vary considerably, but the group aspect is universal.
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One final term deserves introduction: “focus group discussion.” Some
researchers substitute “discussion” for “interview” to highlight the interac-
tion among participants in focus group interviews. More recently, some
researchers have used the term “peer group discussion” to refer to a specific
type of focus group discussion that involves adolescents. With peer group
discussions, familiarity among participants is acknowledged or encouraged.
Peer group discussions can take place among school children who attend
the same school and as a consequence have a relationship with one another
before and after the interview, or they can be carried out by designing
longitudinal focus groups that bring together the same children repeatedly
(Barbour & Kitzinger 1999; Bohmer & Kirumira 2000; Harrison, Xaba, &
Kunene 2001).The focus group definition used here, namely, a research tech-
nique that generates data based on group interaction, does not require that
the topic of a focus group interview be predetermined by the researcher,
though most often it will be. This definition also highlights the group aspect
of the interview rather than the interview strategy.

Emphasizing the Group in Focus Group

Social science research, and sociological research in particular, is predicated
on the assertion that groups or collectivities are more than simple sums of
the individuals who comprise them (see, e.g., Wolff 1950 on Simmel). It fol-
lows that it would be a-sociological to use the group interview as a conve-
nient way to interview many individuals at once.

How do focus group interviews and individual interviews differ? A key
difference is the unit of analysis. With focus groups, the unit of analysis is
the group, not the individual. Participants respond directly to a moderator’s
questions and also to comments made by other members of the group. The
discussion (and any individual response) is affected by the social contexts rep-
resented by the group. For example, adolescent boys discuss their attitudes
toward girls differently in individual interviews than in focus group discus-
sions with other adolescent boys. We might surmise that their responses
would be even more different had they been expressed in groups that included
adolescent girls. This issue is not unique to focus group interviews but is per-
haps exaggerated by the group format. It is a feature that researchers might
seek to use to strategic advantage. By contrast, in individual interviews, in
which the individual is the unit of analysis, some researchers might attempt
to minimize the effect of interaction, or “interviewer effects.”

Good focus groups capitalize on process. They can be especially genera-
tive when group members interact to develop an explanation or accomplish
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a task. Participants ask questions of one another that differ from those of the
researcher or moderator, and their responses to one another introduce alter-
nate interpretations of the ongoing dialogue. The same individual might
offer one view early in the interview and later revise it as others in the group
react, comment, and express their own ideas.

There can be a discomfort with focus groups among those who take the
epistemological position that positivistic research paradigms are the most legit-
imate research paradigms. Focus groups, arguably more than other interview
techniques, require comfort with interactionist perspectives. Their very design
is often built around variations in context. For example, a researcher inter-
ested in the organization of child care might interview young parents.
However, recognizing the importance of context to the discussion, the
researcher might design focus groups that include three sets of interviews: one
set with mothers only; another with fathers only; and a third with mothers
and fathers together. The sensitivity of responses to the context of a focus
group can raise concern about response validity, or the “truthfulness” of par-
ticipants. However, answers that shift with shifting contexts need not point
to poor validity. They more likely point to an opportunity for insight.

How are participant-observation methods different from focus group
interviews? For one thing, participant-observation methods are usually much
less “contrived” or formal than focus group interviews and allow for observa-
tion of group interaction in a more naturalistic environment. As such, partici-
pant observation may be better suited than focus groups to research related to
reasons for attending Alcoholics Anonymous meetings, for example. On the
other hand, focus groups might be particularly useful for exploring normative
ideas about what it means to be a “good mother” among women with differ-
ent employment experiences, a conversation likely difficult to observe in a
naturalistic setting.

Because group discussion can seem natural and easy in daily life, it is rea-
sonable to think that group interviews would be easy to orchestrate. But
without explicit goals and careful planning, one is likely to end up with a
scenario in which the moderator asks questions and the individuals sitting in
a circle respond in turn, as in the following sample transcript:

Moderator asks first question.
Participant A answers.

Participant B answers.

Participant C answers.
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Participant D answers.

Participant E answers.
Then the pattern repeats itself:

Moderator asks second question.
Participant A answers

Participant B answers.

)

Participant C responds “I don’t know.’
Participant D responds “don’t know.”

Participant E answers.

And so on.

This sample transcript mirrors an actual interview shared with me by
another researcher puzzling over the lack of group interaction. The “don’t
know” responses indicate that each group member thought he or she was
expected to give “an answer” as opposed to entering into a discussion. Focus
groups in which there is limited verbal interaction fail to take advantage of
the strength of the focus group design.

Fortunately, there are now numerous books that provide guidance on
how to conduct focus groups (see the 6-volume Focus Group Kit published
by Sage, for example; also Edmunds 1999; Greenbaum 2000; Krueger 1994;
Morgan 1997; Stewart & Shamdasani 1990). They provide terrific detail on
the mechanics of carrying out interviews, particularly structured group inter-
views in the United States, but tend to be less useful in helping social science
researchers decide when focus groups are appropriate or how best to con-
struct appropriate content. Those decisions require that researchers consider
carefully their research question and how data collected in group interviews
can best contribute to specific research goals.

Sorting Through Relationships

The relationship between the researcher and the research participants varies
considerably among those who use focus groups. At one end of the contin-
uum are those who hire professionals to conduct focus groups for them.
While these researchers may set the inclusion criteria for the focus group
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interviews, it is unlikely they will ever meet the participants or see or listen to the
interviews. If they have contact with participants at all, their contact will proba-
bly be limited to analyzing the transcripts of the sessions. Some researchers may
choose to hire professional moderators because the researchers do not have the
requisite language skills to conduct or observe the interviews. Or given that per-
sonal characteristics of the moderator, such as age, gender, and class, are
known to influence the focus group discussion, a researcher may judge it inap-
propriate for him or her to moderate, or even observe, a particular group.
Indeed, power and identity are critical to “access” in the collection of research
materials (Harrington 2003).

At the other end of the continuum are researchers who view focus group
interviews as an appropriate vehicle for participatory research. In successful
focus groups, the ideas that emerge in the course of the discussion are devel-
oped, shaped, and interpreted by the participants. In this way, focus group
participants might be seen as collaborators in the research endeavor. Krueger
and King (1998) adopt this view and suggest a nuts-and-bolts approach to
involving community members in focus groups. They emphasize the training
of volunteers to conduct focus groups and highlight the advantages of pro-
cess over product for the purposes of evaluation research. Baker and Hinton
(1999) also approach the arena of participatory research with an emphasis
on collaboration. They explore how focus groups can be used to create
valid results as well as a partnership between researchers and the informant
community and define focus group exceedingly broadly, as follows:

any group-based research activity that is grounded in regular interaction
among the participants such that it becomes a social and political forum in its
own right . . . [including] focused discussions in natural groupings, structured
group exercises with targeted participants, and debate or activities facilitated
by community members. (Baker & Hinton 1999, p. 79)

As participatory research methods gain acceptance in mainstream social
science, it seems plausible that focus groups will increasingly be used as a
tool to help formalize the incorporation of community members in research.
At the same time, scholars caution that careful attention must be paid to
power differentials in the design, execution, and analysis of these interviews
(see, e.g., Baker & Hinton 1999). Participation does not necessarily produce
co-representation.

It is not just relationships between researchers and participants that matter.
The relationships among participants are an equally important design detail
when planning focus group interviews. Researchers must decide whether
homogeneous or heterogeneous groups best serve the research goals. This is
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a critical design issue for at least two reasons. First, group composition
can affect elicitation, although perhaps not in as formulaic a way as once
thought. Groups of like members can produce comfortable venues for
expression. At the same time, groups of unlike members can generate dis-
agreement and greater cause to explain individual points of view (Hollander
2004). Second, if group variation is used strategically, it has the potential to
facilitate investigation of the ways in which social context shapes discussion
of the issues under study.

Last, if groups are not observed in naturalistic settings, researchers also
need to weigh the advantages and disadvantages of recruiting individuals
who know one another. While researchers used to favor strangers over
acquaintances or intimates, more recently there is growing recognition that
degree of familiarity is yet another aspect of interview context that can be
manipulated systematically to achieve research goals. One research strategy
may be to facilitate familiarity and shared history among participants who
may not have known each other at the start of an interview. For example,
Bohmer and Kirumira (2000) and Harrison, Xaba, and Kunene (2001) used
repeated focus groups with adolescents over time to develop a context more
conducive to discussion of sexual behavior.

Ethical Issues

Ethical issues arise in the course of any research project. Several that pertain
to group interviews deserve specific mention. The first is confidentiality.
In individual interviews, researchers have a high degree of control over the
information that is shared during the course of an interview. As part of any
informed consent procedure, they can elaborate what will and will not be
done with this information. In group interviews, participants are usually
asked to agree to keep information confidential. However, it is difficult, if
not impossible, for any researcher to enforce confidentiality.

Dynamics during the interviews, as they relate to confidentiality, can also
be especially complicated when participants know each other. For example,
it can be difficult to prevent participants from making disclosures about
others in the group. When they do so, they may reveal information that
other group members would have chosen to keep private.

At the same time, Kitzinger and Farquhar (1999) argue that, whenever
possible, “sensitive moments” should not be suppressed. They note that such
situations can be analytically useful in the research process because they
serve to map out the boundaries of acceptable discourse (p. 156). A unique
challenge for focus group researchers is the need to protect the welfare of
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participants while at the same time creating a safe space for sensitive
moments in discussion.

Next Steps

The available manuals and books can be very helpful for planning and exe-
cuting focus group research. Morgan (1997), in particular, is a straightfor-
ward treatment and a good introduction. It reflects more of a social science
orientation than some of the other “how-to” books. Barbour and Kitzinger
(1999) will appeal to those with no or little experience using focus group
techniques, as well as those who already use them. It is an edited volume that
features examples of research with focus groups. Interactionist in orienta-
tion, many of the chapters address methodological questions concerning
focus group interviews. Morgan and Krueger’s (1998) the Focus Group Kit
is oriented to research in the United States. It may be useful as a reference
for researchers thinking through specific organizational issues, such as how
to craft invitation letters and whether to serve food.

Analysis of Focus Group Data

The analysis of focus group data is an underdeveloped area in sociological
research methods. Handbooks for the analysis of qualitative data more gen-
erally might be useful. Volume 6 in the Focus Group Kit (Krueger 1998)
addresses the topic of analysis. However, while it is written for focus groups
specifically, much of the volume highlights in bullet format general princi-
ples related to analysis rather than specific strategies for the analysis of focus
group interviews. Basic coding of content is addressed in Frankland and
Bloor (1999); analysis of sensitive moments in Kitzinger and Farquhar
(1999); and conversation analysis in Myers and Macnaghten (1999).

Nuanced analysis of focus group data ideally takes into account the group
aspect of the interview (Wellings, Branigan, & Mitchell 2000). As the field
increasingly moves toward software for textual analysis, how best to incor-
porate the group in analysis will require careful consideration; narrative
thread can be especially complex in group interviews. Interruptions, the
absence of material, and sequencing of comments can complicate analysis,
as can the insertion of observational data. Yet these challenges deserve sys-
tematic consideration.

Let me close with one observation and one practical suggestion. First,
the location of focus group research on the quantitative-qualitative research
continuum is a factor that leads to criticism of the method. There are those
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who dismiss focus group techniques because they are often conducted with
a nonrandom sample of individuals, and so inferences to a population can-
not be drawn easily; or, generalizability, a characteristic of research highly
valued by quantitative researchers, is not met. At the same time, others
criticize focus group techniques because they fall short by ethnographic stan-
dards. There is often very little individual-specific context. Research partici-
pants are essentially abstracted from the social landscape, coming together
in an unnatural environment to contemplate issues not typically discussed by
strangers. I hope this chapter has served to clarify why one might use focus
group interviews. Focus group techniques are not inherently good or bad;
their value and appropriateness depend on how they are integrated into a
research project.

Finally, I offer a practical suggestion. To determine whether focus group
interviews are an appropriate data collection technique for your qualitative,
quantitative, or mixed-method project, it might be helpful to think about
the broadest range of group techniques possible. In order to gather relevant
information when reviewing the literature on focus groups, consider search
terms that include “group interviews,” “group discussions,” “focused inter-
views,” and “focused group interviews.” Even if you plan highly structured
focus group interviews, the materials from this broader set of research tech-
niques may be helpful in developing your project.
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Surveys and Secondary
Data Sources

Using Survey Data in Social Science
Research in Developing Countries

Albert Park

he goal of this chapter is to introduce some of the major issues related

to the use of survey data in social science research in developing
countries. I will not address all aspects of survey research; nor will my treat-
ment of the issues selected be comprehensive. Rather, my intention is to pro-
vide a broad roadmap of important issues to be addressed so that scholars
embarking on field research in developing countries can think more system-
atically about (a) the potential value of quantitative data in research design,
(b) how to find and use survey data collected by others, (c) when and how to
conduct one’s own survey, and (d) how to best utilize survey data in one’s
analysis. My insights are drawn from my own field research experiences as an
economist, primarily in China, and come disproportionately from studies of
economic development. Nonetheless, the main points are relevant to social
scientists in other fields as well. One of my goals is to provide advice I wish
I had been given at an earlier stage in my career, even though I am quite sure
that many lessons can be learned only through firsthand experience.

117
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Quantitative Data in Research Design

Ever since Charles Booth (1889) first attempted to measure poverty among
the working class in England at the end of the 19th century, there has
developed a rich tradition of quantitative data analysis to answer empirical
questions in the social sciences. The great advantage of survey data is that
they facilitate quantitative analysis that allows for generalization to an entire
population. This ability to generalize relies on the very powerful properties
of sampling and statistical theory. The epistemological basis of quantitative
analysis contrasts quite sharply with that of qualitative research methods,
such as ethnography, which rely more on inductive logic and the researcher’s
ability to synthesize a complex array of multiple sources of information. As a
result, the choice of quantitative versus qualitative methods often depends
on the research question. Surveys by their very nature are designed to reach
a large number of respondents, but they provide only limited information
on each unit of observation. They are thus often ill suited for the study of
nuanced questions related to identity, subjective experience, or historical
causation. But surveys are well suited to studies of political opinions; social
attitudes; economic decisions and outcomes; and easily observable social
behaviors such as fertility, migration, living arrangements, or visits to the
doctor.

For many research questions, there can be great advantage to combining
quantitative and qualitative approaches. In fact, these inherent complemen-
tarities underlie the value of interdisciplinary research and area studies. Thus,
scholars for whom generalization is not a priority should consider the possi-
bility that survey data can be useful to their research. Similarly, those who
consider generalization the primary objective of their work should not dis-
count the importance of informing their analysis with less-structured inter-
views and observations.

How might the use of survey data complement qualitative studies? First,
surveys can help frame questions or identify case sites for in-depth study. For
example, if a researcher is interested in studying sites in both rich and poor
regions, or in regions with both extended families and nuclear families, sur-
vey or census data can point to appropriate locations. Often, one will want
cases that are reasonably representative of a certain typology or that exhibit
multiple characteristics (e.g., industrial and ethnically diverse communities).
While informants can steer you in the right direction, quantitative evidence
documenting whether a case is representative may be more convincing to
many audiences. Depending on the number of cases, it might be appropriate
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to use quantitative data as the basis for randomized selection of cases to be
studied in greater depth.

Survey data can also complement qualitative work by providing context
for or confirming the findings of qualitative work. For example, if interviews
reveal that rural women complain about greater work burdens on the farm
when husbands move to urban areas for temporary work, it could be useful
to elaborate that finding with data from a quantitative study of the extent
of migration in the region or changes in female participation in agricultural
work in migrant and nonmigrant households. Such data may be available in
household surveys.

Quantitative data analysis is becoming increasingly accessible to social
scientists across the disciplines as more and better data sets become avail-
able, as advances in computing speed and user-friendly software make it pos-
sible to learn how to analyze survey data with reasonable time investments,
and as methods of analysis become increasingly powerful.

Census and Survey Data

A census is a complete enumeration of a population. It can be considered a
particular type of sample survey in which the sampling rate is 100%! Many
national governments carry out a population census once every 10 years. This
is an enormously expensive undertaking, but it provides valuable if limited
information on the entire population. The very large scale of a census, and for
that matter any large-scale survey, inevitably leads to problems of data qual-
ity. Certain populations, such as the illiterate or those who move frequently,
may be difficult to enumerate, and the training of a large number of field staff
may be difficult to regulate properly. Because they are undertaken infre-
quently, population censuses quickly become out of date for policy-making
purposes. Of course, it is possible to conduct censuses on a smaller scale, for
example by surveying all households in a village or all traders in a market-
place. However, for many research questions, social surveys that use proba-
bility sampling can provide a much more economical way to collect data since
survey data enable one to make inferences from a small sample to a larger
population.

Surveys may be conducted for a variety of reasons and by different types
of individuals and organizations. Governments often carry out regular mon-
itoring surveys to track outcomes of policy interest. For example, labor force
surveys track changes in unemployment and other labor outcomes; income
and expenditure surveys track changes in living standards, poverty, and
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inequality; and enterprise surveys monitor changes in investment and
production. Government offices also keep administrative records of all
types, usually based on reports made by lower-level government offices or
other reporting units (e.g., tax payments, educational enrollment in schools,
number of doctors and beds in hospitals). Such records can be a valuable
resource for quantitative data analysis or for use as sampling frames for
social surveys. However, both sampling error (a sample that is nonrepresen-
tative of the population) and nonsampling error (reporting bias) may be
major issues in interpreting administrative data.

In recent years, a large number of high-quality surveys have been con-
ducted in developing countries throughout the world, and many of these
data sources have become publicly available, often through the Internet. In
fact, the first national general social survey in the world was established
in a developing country in 1950—the Indian National Sample Survey. This
fact should help allay concern that surveys cannot be conducted reliably in
developing-country settings. The “Secondary Data Sources” section of the
Bibliography following this chapter provides information on some useful
places to begin searching for publicly available survey data from developing
countries. The Inter-university Consortium for Political and Social Research,
founded in 1962, has a large archive of well-documented, publicly available
data sets from more than 130 countries. In 1980, the World Bank estab-
lished the Living Standards Measurement Study (LSMS) to explore ways of
improving the type and quality of household data collected by government
statistical offices in developing countries. LSMS surveys have been con-
ducted in 30 developing countries, and the data are publicly available on
a website managed by the Bank’s Development Research Group. Demo-
graphic and health survey data are available for 68 developing countries.
These surveys build on a long history of active social surveys in the demo-
graphy field (knowledge, attitudes, and practices, or KAP, surveys of fertil-
ity in the 1960s; the World Fertility Survey and Contraceptive Prevalence
Surveys in the 1970s and 1980s). The Roper Center for Public Opinion
Research maintains a data archive of opinion research in more than 30
countries. Finally, research institutes such as the International Food Policy
Research Institute and RAND have directed surveys in many developing
countries. The U.S. government, through the National Science Foundation
and the National Institutes of Health (NIH), has also supported surveys in
developing countries. The National Institute of Child Health and Human
Development, an institute under NTH, maintains a website providing access
to surveys it has supported in eight developing countries.

Increasingly, surveys are conducted explicitly for research purposes. For
example, two longitudinal household surveys that have been very influential
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in development economics are the International Crop Research Institute for
the Semi-Arid Tropics data set in India and the Indonesia Family Life Survey.
Both have been the source of numerous research articles in the development
literature. For low-budget surveys often conducted by academics, especially
doctoral students, the feasible sample size may be much more limited.
However, this limitation can be offset in many cases by the ability of
the researcher to include original survey questions that address new and
interesting questions. Many influential research papers across social science
disciplines have been published using data sets with several hundred obser-
vations or fewer.

Using Survey Data Collected by Others

If one is interested in examining survey data for a specific country, one
should actively search for existing data sources on the Internet and at national
and local government offices, libraries and archives, research institutes and
universities, or even enterprises or other community organizations. The dis-
covery of such information can alter one’s research design. But be prepared
to abide by stipulations governing data use or to be asked to pay for the data.

If one finds that an existing data set may be valuable, it is helpful to ask
questions about the data to assess its quality, possible biases, and appropri-
ateness for one’s research question. First, who collected the data and for
what purpose? Sometimes, the announced goal of a survey can influence the
type of responses elicited. For example, businesses are likely to underreport
revenue and profits to the tax authority. An evaluation survey of a project
conducted by the implementing organization could be biased toward pro-
ducing a positive assessment. Second, what sampling method was employed?
Third, what was the response rate? Fourth, how are key questions worded
or key variables defined? If the definitions are vague or nonstandard, or if
the measurement is prone to error, one might think twice about relying on
such data. Fifth, how was the survey conducted? Who developed the ques-
tionnaires, and how? Are the survey procedures well documented? How did
training and supervision take place? Is there a substantial amount of missing
data? Finally, who else has used the data? One can learn a great deal about
the data by talking to other people who have used it.

If one decides to use survey data collected by others as a main part of
one’s research, it makes sense to invest in learning more about the data. It
can be extremely informative to visit some of the surveyed areas and ask
questions about topics that will be the focus of your study. This step can pro-
vide insights into local institutions, cultural practices, and social behaviors
that may affect how you interpret the data. It is also a good idea to talk with
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researchers, government officials, or enumerators (the people who actually
interviewed the respondents) involved in the survey. Ask them about their
views of the strengths and weaknesses of the data. Sometimes you may learn
that there were difficulties with the survey in some sites but not in others or
difficulties with some sections of the questionnaire but not others. This is the
type of information that one learns as a matter of course in running one’s
own survey but that can be obtained only through inquiry—and even then
only to some extent—when using data collected by others.

Sometimes, extant data do not exist, or the questions you are trying to
answer have not been asked in a survey. At this point, it may be important
to consider conducting your own survey. In the next section, I briefly discuss
various factors to consider when conducting a survey of your own design.

Conducting Surveys in Developing Countries

Should You Conduct Your Own Survey?

Conducting one’s own survey in a developing country can be a major
undertaking, and the costs of such a project in terms of both time and money
should not be underestimated. The decision to conduct a survey is a decision
to become not just a scholar but also a project manager, a fundraiser, a survey
methodologist, and a motivator and supervisor of others. On the other hand,
because one’s own survey can be tailored to specific research questions and
yield data never before analyzed by others, it carries high potential to yield
truly new insights. There probably is no better way to develop reliable intuition
about what issues are empirically (not just theoretically!) meaningful than to
spend extensive time in the field conducting one’s own survey. The experience
of conducting a survey also provides insights that help one better evaluate
the quality of empirical research conducted by others. Working with local
colleagues on surveys strengthens collaborative relationships that can form the
basis of future work. From this perspective, conducting a survey can yield long-
term benefits to one’s research that go far beyond the actual data collected. For
good overall reviews of issues related to fieldwork in developing countries, see
Bulmer and Warwick (1993) and Devereux and Hoddinott (1992).

Collaboration

Nearly all successful surveys in developing countries depend on the sup-
port of energetic, capable research collaborators from the host country who
know how to get things done within the country’s institutional, political, and
social environment; are skilled at interacting with government officials and
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community leaders; have developed reputations within the country that
build trust; and have valuable substantive insights into the research ques-
tions. On the flip side, collaborators pursuing agendas at cross-purposes
with those of the researcher can easily frustrate research plans.

In some cases, researchers, and especially junior researchers, have limited
ability to control either the organization or the individuals with whom they
must deal. In such cases, it becomes critical to cultivate a positive working
relationship. Part of this involves making sure that the collaborators perceive
benefits to making the collaboration a success. The benefit bestowed can
be intellectual—get them excited about the important contribution of the
research; offer a course or lead a reading group on current research ques-
tions or methods; encourage collaborative research products; or help the col-
laborators realize their own intellectual goals (for example, through a visit
to your institution). It can also be material—always provide adequate com-
pensation for services, be as generous as possible to the host institution in
the project budget. Finally, it might be personal—take the time to develop
personal relationships, be helpful and friendly. In many cases, collaborators
will be generous with their time and support, and it is important to recipro-
cate by sharing one’s research results and giving back in other ways, espe-
cially by building research capacity in the host institution. However, if for
any reason you lose trust in those with whom you are working, be proactive
in changing your collaborators even if the change is awkward or costly.

Combining Surveys With Natural
Experiments and Randomized Interventions

Recently, there has been growing interest in combining social surveys with
natural experiments or randomized interventions to enable more convinc-
ing causal inference. Natural experiments are unusual circumstances with a
random element that facilitates comparisons. For example, a new national
policy such as universal health care or a major infrastructure investment pro-
gram might facilitate a comparison between individual behavior before and
after the introduction of the program. Or a lottery to determine whether one
is drafted, wins money, or can send children to a new charter school can be
used to compare treatment and control groups that have similar characteris-
tics. Randomized interventions can also be incorporated directly into research
designs (Duflo & Kremer forthcoming). Early studies of randomized health
insurance policies (Manning et al. 1987) and randomized worker training
programs (see Lalonde 1986 for a review) remain extremely influential.
Recent examples in developing countries include the provision of education
tuition subsidies for primary students in Mexico (Schultz 2004), the provision
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of school supplies such as flip charts and textbooks in rural Kenya (Kremer
2003), and the provision of iron supplementation to adults in Indonesia
(Thomas et al. 2003). These projects are often partnerships between researchers
and governments or nongovernmental organizations. Randomized interven-
tions bring their own challenges. Members of control and treatment groups
may react to the intervention in ways that are confounding (for example,
individuals move from areas without interventions to areas with interven-
tions), or the intervention may have spillover effects on the control group (for
example, recipients of development project loans could have more funds to
lend informally to nonrecipients).

Combining Surveys With Existing Surveys or Data Sets

If conducting one’s own survey seems daunting or impractical, another
model is to design a supplemental survey that can be combined with informa-
tion from a survey that has already been completed or is ongoing. Whether this
is a realistic option depends on whether one can find appropriate partner sur-
veys and whether the project managers for those surveys are cooperative.

Joining forces often offers advantages to both sides. The most obvious is
that with cost sharing, the sample size can be increased. Also, the researcher
can benefit from the institutional capacity that has already been developed
for the preexisting survey, while the manager of the partner survey may gain
from the energy and expertise of the researcher. The disadvantage to the
researcher is lost control over many key aspects of the survey, including
timing, coverage, and content.

Because surveys are such major undertakings, it is wise to fully explore
the possibility of collaborating with others. Even government monitoring
surveys are fair game because many government organizations are keen to
earn extra revenues or may be interested in your research topic and so might
consider allowing you to add supplemental questions to a subsample of their
survey. If a local research organization has already completed a survey with
questions you find interesting, you might work with researchers at that orga-
nization to resurvey the same sample. The advantages of resurveys are the
saved costs from using data that have already been collected and the possibil-
ity of collecting longitudinal data, which follow respondents over time. One
disadvantage may be difficulty locating all the earlier respondents, leading to
nonrepresentativeness caused by nonrandom attrition of the sample over time.

Keep in mind that collaboration is sure to involve many compromises. To
ensure that such compromises are likely to be acceptable to both sides, each
side should communicate its priorities and expectations clearly, especially
regarding key survey-related issues such as sampling and monitoring.
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Researchers should be attentive to the critical importance of being able to
verify the quality of the survey (i.e., sampling, training, data collection, and
monitoring). Agreements should be put in writing.

Sampling

Sampling is one of the most critical aspects of any survey because it forms
the basis for the key claim of generalizability, which is the main strength of
quantitative research. Sampling designs can be very complicated, depending
on the goal of the research (Kish 1965 is a classic reference). For example,
researchers can stratify the sample to ensure sufficient variation in an inde-
pendent variable of interest (e.g., first divide the population into income
groups and then sample randomly within each group). Members of specific
groups of interest (e.g., the poor) may be oversampled, or sampling may be
based on an outcome of interest (e.g., participants and nonparticipants in a
program). The choice of sampling design often balances research goals and
the costs of conducting the survey.

At the heart of sampling is the pursuit of representativeness through ran-
dom selection. However, intuitions about sampling can be tricky. For exam-
ple, one might randomly and with equal probability pick a set of villages in
an area and then randomly sample a fixed number of households in each
village. But if poor villages are systematically smaller in population than
nonpoor villages, such a sampling scheme will overrepresent the poor. There
are three possible solutions to this problem: (a) make sure the probability
that a village is chosen is proportional to its population, and sample a fixed
number of households per village; (b) sample a fixed proportion rather than
an absolute number of households in villages selected with equal probabil-
ity; or (c) use the above approach and record the population of sampled vil-
lages to create sampling weights that could be used to correct the bias when
using statistical methods later.

The first step in sampling is to clearly define the population of interest,
such as rural households in the country or region or those 60 years of age and
older who live in a household with children. The next step is to develop a
sampling frame, or a list of possible respondents. First, one should seek out
appropriate census data or administrative records (e.g., village household
registers). Be aware that outdated lists will underrepresent newly formed
households or individuals. In many cases, unfortunately, preexisting lists are
unavailable or require updating. In China, for example, rural migrants living
in cities are notoriously difficult to study because they have left the country-
side, are highly mobile, and often do not bother registering with local com-
munity offices in cities. In such cases, one must expend resources to create a
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sampling frame from scratch; that is, send enumerators to all households in the
neighborhood or settle for a population slightly different from that of theoreti-
cal interest, such as registered migrants rather than all migrants.

A common approach to sampling is to first divide the population into
geographical sampling units, such as villages. In a first stage, sample villages
are selected based on existing village-level information about population,
income, and so on. An individual sampling frame is then constructed only in
the sampled villages. Statistics using data from multilevel, or clustered, sam-
pling must adjust for the likely correlation in characteristics of observations
drawn from the same cluster. Some surveys have also adopted spatial sam-
pling approaches, often with the assistance of aerial or satellite maps. The
unit of observation becomes a dwelling, and enumerators visit dwellings and
interview whomever they find there. An application of this method using
GPS technology in urban China, where unregistered migrant workers are
numerous, is described in Landry and Shen (2005). GPS technology is also
making it possible to collect, at reasonable costs, geographic data such as
location, elevation, land size, and so on, as part of household village surveys.

Armed with a sampling frame, one can randomly select respondents to be
surveyed. However, there is no guarantee that all the selected individuals
can be found and will participate in the survey. Nonresponse can lead to an
unrepresentative sample. Appropriate timing of visits can help increase the
response rate (e.g., visit during evening hours if individuals work during the
day, or visit on holidays, when household members are normally at home).
Introductions by village or neighborhood leaders can help reduce refusal
rates. A protocol should be developed to deal with nonresponse. Enumerators
should be required to visit a respondent on several different days before
giving up. If the respondent is replaced, the replacement should be randomly
selected from a backup list sampled at the same time as the original sample.
If the sampling frame provides information on the characteristics of the indi-
vidual or household, one can choose replacements that resemble the original
household, although this approach does not eliminate the possibility of bias.

Researchers must consider trade-offs among sampling error, nonsampling
error, and cost in making decisions in the field regarding sample selection.
For example, very remote villages may be inaccessible by vehicles, thereby
substantially increasing survey costs. Similarly, some individuals may be illit-
erate and unable to answer the questions in the survey reliably or in a rea-
sonable period of time.

Another important aspect of sampling is the choice of an appropriate
sample size. Statistically, a larger sample makes it possible to measure the
relationships between variables with greater precision. More formally, the
outcome of statistical inference has four components: sample size; effect size;
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significance level (required statistical confidence level, usually set at 95%);
and power, or the odds that one will observe a treatment effect if it occurs.
The minimum sample size necessary for precise estimation depends on
the strength of the empirical relationship, which sometimes can be roughly
approximated ex ante by making use of results from other studies. A useful
reference for evaluating the power of statistical tests given a chosen sample
size is Cohen (1988). In my experience, sample sizes of fewer than 200
observations often make it challenging to employ appropriate empirical
methods or to produce results that are statistically significant.

Questionnaire Design

Clearly defining the research question is the first step in designing an
effective questionnaire. One common mistake made by researchers inter-
ested in a specific issue area is to ask an exhaustive set of questions about
everything that is important, unusual, or interesting about the issue without
having a clear research question or methodology in mind. The result often
is a long and unwieldy questionnaire that still omits critical information.
Survey methodologists have shown that the quality of information that sur-
vey respondents provide declines significantly after more than 30 minutes,
and the length of the questionnaire also dictates the amount of time enu-
merators must spend on each interview. Thus, there are costs in terms
of both data quality and money if survey questionnaires are too long.
Interesting but inessential questions should be eliminated.

In designing questionnaires, do not try to reinvent the wheel. Many smart
people have spent a lot of time refining questions to study different topics,
taking many factors into consideration. You should spend time finding out
what other surveys have been conducted on the same or related issues, both
in your country of interest and elsewhere. Ask for copies of questionnaires;
most researchers or government officials are happy to provide copies of
blank questionnaires. There are advantages in making questions comparable
to surveys done elsewhere or to official statistical conventions used in
the country; doing so can facilitate comparisons that will allow you to better
contextualize or generalize your results. A particularly valuable resource for
designing questionnaires for household surveys in developing countries is
the edited volume by Grosh and Glewwe (2000), in which experienced
experts summarize the current state of the art in questionnaire design for
various topics (e.g., income and expenditure, agricultural production, self-
employment, rural credit, education, health, etc.).

It goes without saying that questions included in survey instruments
should be worded in culturally appropriate language. Active participation by
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local collaborators, informants, and study subjects is invaluable. Questions
should be simple, direct, and familiar to respondents. Each question should
be stated in a neutral, not a leading, manner and whenever possible should
be written out completely to avoid misinterpretation. Because it is difficult
to know what circumstances respondents will attribute to a hypothesized sit-
uation, hypothetical questions should be resisted. Two common criteria used
to evaluate a question are reliability (whether the question produces a con-
sistent response) and validity (whether the question is actually measuring
what it was intended to measure). The former can be tested through pretest-
ing, and one check of the latter is to translate and retranslate the questions.
It takes a surprisingly long period of time and quite a few iterations to design
an effective questionnaire. Some references that discuss more specific aspects
of questionnaire design include Fowler (1995); Warwick and Lininger
(1975); and Brislin, Lonner, and Thorndike (1973).

One common pitfall in questionnaire design is inadequate budgeting of time
and resources for presurvey work, which often starts with open-ended inter-
views and ends in pretests of survey instruments to be used in the main survey.
Often, time and resources to complete the project are limited, and researchers
want to save resources to maximize the amount of data they can obtain from
the main survey. However, the quality of the data is no better than the ques-
tionnaire, and many serious problems can arise if you do not do adequate
pretesting in multiple survey sites. Seemingly straightforward questions may be
interpreted by respondents in ways the researcher did not intend or predict.

Fielding a Survey and Managing the Data

Enumerators are the individuals responsible for interviewing respondents
and so play a critical role in determining the quality of survey data. They can
be university students (undergraduates or graduate students), research insti-
tute staff, or professional survey staff (e.g., those who work for a government
statistical agency or other established survey organization). An advantage of
using students is that they are usually bright, energetic, willing to follow the
directions of supervisors, and relatively cheap to hire. The disadvantage is
that they lack survey experience, are less socially mature, and may lose inter-
est if the work is unusually difficult or tiring. The advantage of professional
staff is that they are experienced, understand local circumstances and so are
less likely to misinterpret questions, and have well-established relationships in
local communities. The disadvantage is that they may be inflexible about their
work procedures and motivated primarily by financial gain.

Training of enumerators should include basic interview techniques (e.g.,
polite, respectful behavior and attitude; how to avoid asking questions in a
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leading way); explanation of the goals of the research; and discussion of survey
protocols, the meaning and purpose of each survey question, and protocols
to follow when respondents do not understand questions or refuse to answer.
A good training program should provide written materials that summarize
key points and are easy to read (to serve as a reference for enumerators),
include extensive practice interviews, and require that enumerators demon-
strate competence through a formal evaluation exercise. Videotapes of positive
and negative examples of enumerator behavior can serve as an effective teach-
ing tool. When the survey starts, less experienced enumerators and experienced
enumerators should visit households together for the first several interviews.

It is critical that the work of enumerators be monitored systematically. In
surveys that I have directed, supervisors review completed questionnaires
each evening and discuss problems with enumerators before the next day’s
work. After several days, the frequency of mistakes declines substantially.
One can also ask enumerators to check each other’s questionnaires. A writ-
ten set of standard internal consistency checks (e.g., components add up
to their sum, labor activities match up with reported income sources) should
be provided to enumerators and be the basis of supervision checks. If the
survey is occurring in several places at once, frequent communication during
the earlier stages of the survey can ensure that issues that arise in the field
can be addressed in a consistent manner.

It is important to revisit a subset of respondents to verify that enumera-
tors actually interviewed respondents. If households have phones, such
checks can be done by telephone. Usually, asking just a few questions from
different parts of the survey instrument is sufficient to complete a check.
Enumerators should be required to revisit any households with substantial
discrepancies, and if one enumerator has multiple problem surveys, the enu-
merator should be fired, and all the households visited by that enumerator
should be revisited by another person. Ideally, some monitoring should be
done by individuals from an organization different from that of the enumer-
ators. Both enumerators and their supervisors should be given incentives in
the form of praise, bonuses, or prizes.

Once survey questionnaires have been completed, a number of decisions
must be made about data entry and cleaning. Because entering data into
computers is labor intensive, it is often cost effective to enter the data while
in the host country. One can usually find staff of research institutes, univer-
sity students, or private companies to do the work. The price should always
be based on work completed (number of forms) rather than time spent. The
contract should include financial incentives for fast completion, be based on
quality standards evaluated by a method agreed on in advance, and stipulate
final payment only after all the work has been completed.
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If the questionnaire is short and relatively straightforward, spreadsheet
software such as Excel can be used for data entry. However, in general, one
will want to use a database program for which entry screens can be designed
to look exactly like the questionnaires themselves (e.g., Access, dBase). The
software should make it possible to enter range restrictions, such as not allow-
ing months to be greater than 12, and internal consistency checks, such as
requiring that children’s ages be less than parents’ ages or that total expendi-
tures equal the sum of the components of expenditure. It takes some invest-
ment of time to learn the software and create the database structure and entry
screens, so it may be a good idea to budget resources for an experienced pro-
grammer, if necessary. In developing countries, computers may have limited
capacity, and recent versions of software requiring large memory may run
slowly or not at all. T have had great success using an old version of a simple
software program based on a disk operating system. The software provides
essential functions but can run easily on even primitive computers.

If possible, data entry should occur in a fixed location with a supervisor
familiar with the questionnaire always present to troubleshoot questions,
such as how to deal with specific coding problems or use the software.
Special codes should be used for different types of missing data (e.g., the
respondent did not know the answer, the respondent refused to answer, the
question was not applicable) since these distinctions can affect interpreta-
tion of results. If possible, data from each form should be entered twice,
preferably by different individuals, and the two entries should be compared
(this usually requires some programming). If double data entry is too costly,
one must at least design an entry-checking protocol for manually checking
the entered data against the questionnaires. Hard copies of questionnaires
should be archived for future reference.

Some surveys now enter the data in the field, by means of notebook com-
puters, so that problems can be discovered almost immediately and enumer-
ators can make return visits to households without delay. While this practice
can reduce the cost of revisits and improve data quality, it requires greater
advance preparation and can increase costs because of greater hardware
requirements and the need to support living expenses of data entry staff in
the field. A usually prohibitively costly option is to equip enumerators them-
selves with notebook computers and bypass paper questionnaires altogether.

Analyzing Survey Data

Advances in statistical software, both in user friendliness and in the capacity
to conduct various types of statistical analysis, make it increasingly easy to
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analyze empirical data with just a modest investment in learning new
software. Among empirical economists and many other social scientists,
Stata has become by far the most popular software for data management
and statistical analysis, while SPSS (originally known as Statistical Package
for the Social Sciences) remains a popular choice among sociologists and
political scientists. These software packages now include excellent tutorials
that make it relatively easy to summarize data (i.e., calculate sample and sub-
sample means), produce tables and figures, and run regressions.

A good introduction to recent empirical methodologies for analyzing
household surveys in developing countries is Deaton (1997). Another useful
reference is Sadoulet and de Janvry (1995). Space constraints preclude a
detailed discussion of the statistical analysis of survey data, but I will point
out a few useful but frequently overlooked analytical tools that are easily
implemented in many software packages:

e In reporting differences in the mean values of variables for two dif-
ferent groups, it is usually a good idea to test whether the reported
differences are statistically significantly different from zero.

e The sampling design of the survey may require that sampling weights
be used in statistical calculations. Multistage clustered sampling
designs usually require that standard deviations and standard errors
of regression coefficient estimates be adjusted for likely within-cluster
correlations (Deaton 1997).

e Recently popularized nonparametric methods can produce revealing
visual pictures of the distribution of a variable or the bivariate rela-
tionship between two variables that allow the slope relationship to
vary over different parts of the distribution (Deaton 1997; Pagan &
Ullah 1999).

e One common problem is estimating how x affects y even though y
may also affect x, or some third factor may affect both x and y. Panel
data (multiple respondents observed over multiple periods) can facili-
tate over-time comparisons that control for bias from many omitted
variables (Hsiao 1986; Wooldridge 2002). If such data are com-
bined with a natural experiment or a randomized intervention, one
can compare the change that occurs in the treatment group with the
change that occurs in the control group, the so-called difference-in-
difference estimator (Wooldridge 2002). Another common statistical
approach to identifying the effect of x on y is to use instrumental vari-
ables, which are variables that strongly affect x but do not affect
y independently of x (for a clear explanation of this method, see
Wooldridge 1999).
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Final Thoughts on Research Involving Survey Data

Defining a research question is an iterative process. It often starts with a
researcher’s initial interest in a topic, stimulated by personal experience; the
interest and encouragement of an adviser, mentor, or colleague; close reading
of the existing literature in a particular discipline; or knowledge of an issue or
circumstance in a specific region of the world. One useful question to ask one-
self in choosing among potential research questions to be studied in a specific
country or region is, “Why is this question of particular interest in this country
or region?” This helps avoid a common mistake of mechanically deciding to
address a currently popular question in the country of one’s area expertise.

Once a question is chosen, the process of field research almost invari-
ably alters the way in which the question is framed or posed, as well as the
research design. All social scientists who have engaged in extensive field
research in developing countries have a story to tell about how the substan-
tive focus of a research project changed dramatically after they spent time
in the field. Iteration frequently occurs when field research presents new
insights into the question or reveals new opportunities for collecting infor-
mation (e.g., the unexpected discovery of an archive; a useful informant or
contact; a natural experiment; or an interesting social behavior, policy, or
outcome). This circumstance may cause a rethinking of the research question
itself or of the strategy for studying the question.

Many unexpected things can occur during field research, such as delays
due to political events, natural disasters, institutional factors, and so on. The
demands placed on you may change (e.g., demands for more money, restric-
tions on research activity), or you may find that your interests shift or your
original idea proves infeasible. It is a good idea to think about contingency
plans for accomplishing your research goals well ahead of time, just in case
things do not go as planned.

In the old days, when costly transport and communications isolated
the researcher in the field for months at a time, many of these judgments had
to be made alone. In the new world of cheaper air flights, long-distance call-
ing cards, and the Internet, it is possible for researchers to iterate between
field research and academic reflection and consultation while residing at
their home institution or in the field. Such an approach is strongly recom-
mended because it is easy for researchers to lose perspective when fully
immersed in field research. Udry (2003) argues that surveys themselves can
be designed to incorporate iterative learning and that such a design, while
costly in time, can allow survey researchers to be more creative and more
responsive to surprises.
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The goal of this chapter has been to provide a general introduction to the
use of survey and census data in social science research in developing
countries. I have argued that the collection or use of such data can be a
useful component of many field research plans and research designs, whether
one plans to rely primarily on quantitative or qualitative methods. The
increasing availability of data sets and the rapid advances in the ability of
computing software to manage and analyze data make it more feasible than
ever before to use survey and census data in one’s research.

However, conducting surveys in developing countries can be challenging,
and numerous factors at every stage of the survey process, from sampling
to questionnaire design to data entry, can affect the quality of the data and
so the quality of the research. Much of this chapter has been spent pointing
out potential pitfalls in the collection of one’s own data and issuing warn-
ings about quality issues in survey data produced by others. T hope that
social scientists across the disciplines will feel confident in using survey data
in their research and will find such data a valuable component of their
research methodology.

Supplemental References

Booth, Charles. (1889). Labour and Life of the People. London, UK: Macmillan.

Brislin, Richard, Walter J. Lonner, and Robert M. Thorndike. (1973). Cross-
Cultural Research Methods. New York: John Wiley.

Duflo, Esther and Michael Kremer. (Forthcoming). “Use of Randomization in the
Evaluation of Development Effectiveness.” In Proceedings of the Conference
on Evaluating Development Effectiveness, July 15-16, 2003. Washington, DC:
World Bank Operations Evaluation Department.

Kremer, Michael. (2003). “Randomized Evaluations of Educational Programs in
Developing Countries: Some Lessons.” American Economic Review 93(2),
102-106.

LaLonde, Robert. (1986). “Evaluating the Econometric Evaluations of Training
Programs with Experimental Data.” American Economic Review 76(4),
604-620.

Manning, Willard, Joseph Newhouse, Naihua Duan, Emmett B. Keeler, and Arleen
Leibowitz. (1987). “Health Insurance and the Demand for Medical Care:
Evidence From Randomized Experiment.” American Economic Review 77(3),
251-277.

Schultz, T. Paul. (2004). “School Subsidies for the Poor: Evaluating the Mexican
Progresa Poverty Program.” Journal of Development Economics 74(1), 199-250.

Thomas, Duncan, Elizabeth Frankenberg, Jed Friedman, Jean-Pierre Habicht,
Mohammed Hakimi, Jaswadi, Nathan Jones, Gretel Pelto, Bondan Sikoki,



134 PartI & Selecting the Right Tools

Teresa Seeman, James P. Smith, Cecep Sumantri, Wayan Suriastini, and
Siswanto Wilopo. (2003). “Iron Deficiency and the Well-Being of Older Adults:
Early Results From a Randomized Nutrition Intervention.” Unpublished paper.
Retrieved November 2, 2005, from http://72.14.207.104/search?q=cache:
w4Gd_5ly1FU]J:emlab.berkeley.edu/users/webfac/emiguel/e271_s04/friedman.
pdf+Iron+Deficiency+and+the+Well-Being+of+Older+ Adults:+ Early+Results+
From+a+ Randomized+ Nutrition+Intervention&hl=en

Udry, Christopher. (2003). “Fieldwork, Economic Theory and Research on Institutions
in Developing Countries.” American Economic Review 93(2), 107-111.



Bibliography: Surveys and
Secondary Data Sources

1. Overview and Essentials

Alreck, Pamela and Robert Settle. (1995). The Survey Research Handbook:
Guidelines and Strategies for Conducting a Survey. Chicago, IL: Irwin Press.

Babbie, Earl. (1990). Survey Research Methods. Belmont, CA: Wadsworth.

Bulmer, Martin and Donald Warwick. (1993). Social Research in Developing
Countries: Surveys and Censuses in the Third World. London, UK: University
College London Press Limited.

Caldwell, John C. (1985). “Strengths and Limitations of the Survey Approach for
Measuring and Understanding Fertility Change.” In Reproductive Change in
Developing Countries, edited by John Cleland and John Hobcraft. Oxford, UK:
Oxford University Press.

Devereux, Stephen and John Hoddinott, eds. (1992). Fieldwork in Developing
Countries. New York: Harvester Wheatsheaf.

Fink, Arlene. (1993). Evaluation Fundamentals: Guiding Health Programs,
Research and Policy. Newbury Park, CA: Sage.

, ed. (1995). The Survey Kit Series. Thousand Oaks, CA: Sage.

Freedman, Ronald. (1987). “The Contribution of Social Science Research to
Population Policy and Family Planning Program Effectiveness.” Studies in
Family Planning 18(2), 57-82.

Grosh, Margaret and Paul Glewwe. (2000). Designing Household Survey
Questionnaires for Developing Countries: Lessons From 15 Years of the Living
Standards Measurement Study, 3 vols. Washington DC: World Bank.

Hess, Jennifer, Jennifer Rothgeb, and Andy Zukerberg. (1998). “Developing the
Survey of Program Dynamics Survey Instruments.” Statistical Research
Division Working Papers in Survey Methodology, no. SM98/07, U.S. Bureau
of the census. Retrieved September 8, 2005, from www.census.gov/srd/www/
byyear.html

Hess, Jennifer and Eleanor Singer. (1995). “The Role of Respondent Debriefing
Questions in Questionnaire Development.” Statistical Research Division
Working Papers in Survey Methodology, no. SM95/18, U.S. Bureau of the
Census. Retrieved September 8, 2005, from www.census.gov/srd/www/byyear

.html

135

=
=%
=3
=
Q
vic}
=
0
ae]
=
=
w
[=1
]
<
)
<
172}
w
o
[w)
Q
=]
o
I
5]
<
)
©
-+
Y
w
Q
[=1
=
o)
o
172}




7]
]
3]
]
=]
-
w
<
-
<
A
a3
]
<
et
=)
Q
]
L
[95]
%]
>
v
>
]
=]
5]
g‘
=
=%
<
]
en
©
-
=
bl
/M

136  Ellen Perecman ¢ Sara Curran

Michigan Program in Research Methodology, Institute for Social Research at the
University of Michigan, accessed September 8, 2005, at www.isr.umich.edu/
gradprogram/

Oksenberg, Lois, Charles Cannell, and Graham Kalton. (1991). “Strategies for
Pretesting New Questions.” Journal of Official Statistics 7(3), 349-365.

Rea, Louis M. and Richard A. Parker. (1997). Designing and Conducting Survey
Research: A Comprehensive Guide. San Francisco, CA: Jossey-Bass. See Chapter 1
(“An Overview of the Sample Survey Process”), Chapter 2, Chapter 3, Chapter 4
(“Administering the Questionnaire,” in particular, sections on “Precoding the
Survey Instrument” and “Editing the Completed Questionnaire”), Chapter 5,
Chapter 6, Chapter 7, and Chapter 8.

Rossi, Peter, James D. Wright, and Andy B. Anderson. (1983). Handbook of Survey
Research. Orlando, FL: Academic Press.

Schutt, Russell L. (1998). Investigating the Social World. Thousand Oaks, CA: Pine
Forge.

Sudman, Seymour and Norman M. Bradburn. (1982). Asking Questions: A Practical
Guide to Questionnaire Design. San Francisco, CA: Jossey-Bass. See Chapter 2,
“Asking Non-Threatening Questions About Behavior”; Chapter 3, “Asking
Threatening Questions About Behavior”; Chapter 4, “Questions for Measuring
Knowledge”; Chapter 5, “Measuring Attitudes: Formulating Questions”; Chapter 6,
“Measuring Attitudes: Recording Responses”; Chapter 7, “Using Standard
Demographic Terms” (skim); Chapter 8, “Order of the Questionnaire”; Chapter 9,
“Format of the Questionnaire”; and Chapter 10, “Designing Questions for Mail
and Telephone Surveys.”

Warwick, Donald P. and Charles A. Lininger. (1975). The Sample Survey: Theory
and Practice. New York: McGraw-Hill.

Weisberg, Herbert and Bruce D. Bowen. (1977). An Introduction to Survey
Research and Data Analysis. San Francisco, CA: W. H. Freeman.

2. Planning, Proposing, and Sampling for Survey Data

Cohen, Jacob. (1988). Statistical Power Analysis for the Behavioral Sciences.
Hillsdale, NJ: L. Erlbaum Associates.

Grosh, Margaret and Paul Glewwe. (2000). Designing Household Survey
Questionnaires for Developing Countries: Lessons From 15 Years of the Living
Standards Measurement Study, 3 vols. Washington DC: World Bank. See asso-
ciated website: www.worldbank.org/lsms/index.htm

Kish, Leslie. (1965). Survey Sampling. New York: John Wiley.

Krathwohl, David. (1988). How to Prepare a Research Proposal: Guidelines for
Funding and Dissertations in the Social and Behavioral Sciences. Syracuse, NY:
Syracuse University Press. See Chapter 8, “A Checklist for Critiquing Proposals.”

Landry, Pierre and Mingming Shen. (2005). “Reaching Migrants in Survey
Research: The Use of the Global Positioning System to Reduce Coverage Bias
in China.” Political Analysis 13(1).



Bibliography ¢ Surveys and Secondary Data Sources 137

Ross, Kenneth N. (1992). “Sample Design Procedures for a National Survey of
Primary Schools in Zimbabwe.” In Issues and Methodologies in Educational
Development no. 8. Paris, France: International Institute for Educational
Planning, UNESCO.

Singleton, Royce A., Bruce C. Straits, and Margaret Miller Straits. (1993). Approaches
to Social Research. New York: Oxford University Press. See Chapter 6,
“Sampling.”

3. Qualitative Inquiry in and Beyond the Design Process

Bunte, Pamela A., Rebecca M. Joseph, and Peter Wobus. (1992). “The Cambodian
Community of Long Beach: An Ethnographic Analysis of Factors Leading to
Census Undercount.” United Cambodian Community, Inc., and Center for
Survey Methods Research, Bureau of the Census. Ethnographic Evaluation of
the 1990 Decennial Census Report no. 9. (EV92/09). Retrieved September 9,
2003, from www.census.gov/srd/www/byyear.html

de Vaus, David A. (1996). Surveys in Social Research. London, UK: University
College London Press. See Chapter 1, “The Nature of Surveys”; Chapter 2,
“Theory and Social Research”; Chapter 3, “Formulating and Clarifying
Research Questions”; and Chapter 4, “Developing Indicators for Concepts.”

Fuller, Theodore, John Edwards, Sairudee Vorakitphokatorn, and Santhat Sermsri.
(1993). “Using Focus Groups to Adapt Survey Instruments to New Populations:
Evidence From a Developing Country.” In Successful Focus Groups, edited by
David L. Morgan. Newbury Park, CA: Sage.

Massey, Douglas. (1987). “The Ethnosurvey in Theory and Practice.” International
Migration Review 21(4), 1498-1521.

Newby, Margaret, Sajeda Amin, Ian Diamond, and Ruchira T. Naved. (1998).
“Survey Experience Among Women in Bangladesh.” American Behavioral
Scientist 42(2), 252-275.

Rynearson, Ann M., Thomas A. Gosebrink, and Leslie A. Brownrigg (with Barrie
M. Gewanter). (1990). “Barriers to Censusing Southeast Asian Refugees.”
Bureau of the Census Ethnographic Exploratory Report no.10 (no. EX90/10).
Retrieved September 9, 2005, from www.census.gov/srd/www/byyear.html

Trochim, William M. (1999a). “Sampling.” In The Research Methods Knowledge
Base, 2d ed. Cincinnati, OH: Atomic Dog Publishing.

. (1999b). “Language of Research.” In The Research Methods Knowledge

Base, 2d ed. Cincinnati, OH: Atomic Dog Publishing.

4. Developing Good Questions: Fundamental Concepts

Converse, Jean and Stanley Presser. (1986). Survey Questions: Handcrafting the
Standardized Questionnaire, Series No. 07-063. Beverly Hills: Sage.

Fowler, Floyd. (1995). Improving Survey Questions: Design and Evaluation.
Thousand Oaks, CA: Sage.

=
=%
=3
=
Q
vic}
=
0
ae]
=
=
w
[=1
]
<
)
<
172}
w
o
[w)
Q
=]
o
I
5]
<
)
©
-+
Y
w
Q
[=1
=
o)
o
172}




7]
]
3]
]
=]
-
w
<
-
<
A
a3
]
<
et
=)
Q
]
L
[95]
%]
>
v
>
]
=]
5]
g‘
=
=%
<
]
en
©
-
=
bl
/M

138 Ellen Perecman ¢ Sara Curran

Freedman, Deborah, Arland Thornton, Donald Cambum, Duane Aiwin, and Linda
Young-DeMarco. (1988). “The Life History Calendar: A Technique for
Collecting Retrospective Data.” Sociological Methodology 18, 37-68.

Kalton, Graham. (1983). “Introduction to Survey Sampling.” Sage University Paper
Series on Quantitative Applications in the Social Sciences, Series No. 07-0335.
Beverly Hills, CA: Sage.

Sudman, Seymour and Norman M. Bradburn. (1982). Asking Questions: A Practical
Guide to Questionnaire Design. San Francisco, CA: Jossey-Bass. See Chapter 1,
“The Social Context of Question Asking,” and Chapter 11, “Questionnaire
from Start to Finish.”

Sweet, James, Larry Bumpass, and Vaughn Call. (1988). “The Design and Content
of the National Survey of Families and Households.” University of Wisconsin
Center for Demography and Ecology NSFH Working Paper no. 1. Madison:
University of Wisconsin. Retrieved September 9, 2005, from www.ssc.wisc
.edu/cde/nsthwp/

5. Pretesting: Rationale and
Overview of Field Techniques

DeMaio, Theresa, Jennifer Rothgeb, and Jennifer Hess. (1998). “Improving Survey
Quality Through Pretesting.” Statistical Research Division Working Papers in
Survey Methodology, no. 98/03. Washington, DC: U.S. Bureau of the Census.
Retrieved September 9, 2005, from www.census.gov/srd/papers/pdf/sm98-03.pdf

Foddy, William. (1998). “An Empirical Evaluation of In-Depth Probes Used to
Pretest Survey Questions.” Sociological Methods and Research 27(1), 103-134.

Schechter, Susan, Johnny Blair, and Janet Vande Hey. (1996). “Conducting
Cognitive Interviews to Test Self-Administered and Telephone Surveys: Which
Methods Should We Use?” University of Maryland Survey Research Center
Working Paper.

6. Data Precoding, Coding, Cleaning, and Management

de Vaus, David A. (1996). Surveys in Social Research. London, UK: University
College London Press. See Chapter 14, “Coding.”

Ross, Kenneth, T. Neville Postlethwaite, Marlaine Lockheed, Aletta Grisay, and
Gabriel Carceles Breis. (1990). “Improving Data Collection, Preparation and
Analysis Procedures: A Review of Technical Issues.” In Planning the Quality of
Education: The Collection and Use of Data for Informed Decision-Making,
edited by Kenneth Ross and Lars Mahlck. Paris, France: UNESCO.

7. Administration

Biemer, Paul P., Robert M. Groves, Lars E. Lyberg, Nancy A. Mathiowetz, and
Seymour Sudman, eds. (1991). Measurement Errors in Surveys. New York: Wiley.



Bibliography ¢ Surveys and Secondary Data Sources 139

de Vaus, David A. (1996). Surveys in Social Research. London, UK: University
College London Press. See Chapter 7, “Administering Questionnaires.”

Jenkins, Cleo R. and Don Dillman. (1995). “Towards a Theory of Self-
Administered Questionnaire Design.” Statistical Research Division Working
Papers in Survey Methodology, no. SM95/06. Washington, DC: US Bureau of
the Census. Retrieved September 9, 2005, from www.census.gov/srd/www/
byyear.html

Lyberg. Lars E. and Daniel Kasprzyk. (1991). “Data Collection Methods and
Measurement Error: An Overview.” In Measurement Errors in Surveys, edited
by Paul P. Biemer, Robert M. Groves, Lars E. Lyberg, Nancy A. Mathiowetz,
and Seymour Sudman. New York: Wiley.

Weeks, Michael. (1992). “Computer-Assisted Survey Information Collection: A
Review of CASIC Methods and Their Implications for Survey Operations.”
Journal of Official Statistics 8(4), 445-465.

8. Fieldwork in Principle and Practice

Billiet, Jacques and Geert Loosveldt. (1988). “Improvement of the Quality of
Responses to Factual Survey Questions by Interviewer Training.” Public
Opinion Quarterly 52(2), 190-211.

Current Population Survey Interviewers Manual. US Bureau of the Census.
Retrieved September 9, 2005, from www.bls.census.gov/cps/bintman.htm. An
example of an interview, examples of training, and interview manuals.

Fowler, Floyd J. (1993). Survey Research Methods. Newbury Park, CA: Sage. See
Chapter 3, “Nonresponse: Implementing a Sample Design.”

Frey, James H. and Sabine Mertens Oishi. (1995). The Survey Kit Volume 4: How
to Conduct Interviews by Telephone and in Person. Thousand Oaks, CA: Sage.
See Chapter 3, “Interviewer Selection and Training.”

Hua, Haiyan et al. (1997). “Field Supervisor’s/Enumerator’s Manual.” In Girls’ and
Women’s Education Project Documentation. Katmandu: World Education
Nepal. Examples of training and interview manuals.

. (1997). “GWE/Nepal Literacy Study Hypotheses and Indicators.” In Girls’ and

Women’s Education Project Documentation. Katmandu: World Education Nepal.

. (1997). “GWE Survey: Program and Site Selection Information.” In Girls’ and
Women’s Education Project Documentation. Katmandu: World Education Nepal.

Igoe, Lin Moody, ed. (1993). China Economic, Population, Nutrition and Health
Survey 1993 Work Manual. Beijing, China, and Chapel Hill, NC: Chinese
Academy of Preventive Medicine and Carolina Population Center.

Examples

Rea, Louis M. and Richard A. Parker. (1997). Designing and Conducting Survey
Research: A Comprebensive Guide. San Francisco, CA: Jossey-Bass. See
Chapter 4, “Administering the Questionnaire.”

=
=%
=3
=
Q
vic}
=
0
ae]
=
=
w
[=1
]
<
)
<
172}
w
o
[w)
Q
=]
o
I
5]
<
)
©
-+
Y
w
Q
[=1
=
o)
o
172}




7]
]
3]
]
=]
-
w
<
-
<
A
a3
]
<
et
=)
Q
]
L
[95]
%]
>
v
>
]
=]
5]
g\
=
=%
<
]
en
©
-
=
bl
/M

140  Ellen Perecman ¢ Sara Curran

Watkins, Susan Cotts (with Naomi Rutenberg, Steve Green, Charles Onoko,
Kevin White, Nadra Franklin, and Sam Clark). (1995). “‘Circle No Bicycle’:
Fieldwork in Nyanza Province, Kenya, 1994-1995.” University of
Pennsylvania Population Studies Center, Social Networks Project. Retrieved
September 9, 2005, from www.ssc.upenn.edu/Social Networks/Level %203/
Papers/PDF-files/Circle-No-Bicycle.doc

Weinberg, Eva. (1983). “Data Collection: Planning and Management.” In
Handbook of Survey Research, edited by Peter H. Rossi, James D. Wright, and
Andy B. Anderson. New York: Academic Press, Inc. Focus on pp. 350-358.

9. Analysis of Survey Data

Deaton, Angus. (1997). Amnalysis of Household Surveys. Baltimore, MD: Johns
Hopkins University Press for the World Bank.

Hsiao, Cheng. (1986). Amnalysis of Panel Data. Cambridge, UK: Cambridge
University Press.

Pagan, Adrian and Aman Ullah. (1999). Nonparametric Econometrics. Cambridge,
UK: Cambridge University Press.

Sadoulet, Elisabeth and Alain de Janvry. (1995). Quantitative Development Policy
Analysis. Baltimore, MD: Johns Hopkins University Press.

Wooldridge, Jeffrey M. (1999). Introductory Econometrics: A Modern Approach.
Cincinnati, OH: Southwestern College Publishing.

. (2002). Econometric Analysis of Cross Section and Panel Data. Cambridge:

Massachusetts Institute of Technology Press.

10. Secondary Data Sources

International Labor Office

International Labor Office: http:/laborsta.ilo.org/

United Nations

United Nations Development Programs. [Annual]. Human Development Report.

New York: Oxford University Press, various issues, also see www.hdr.undp.org/

World Bank

World Bank. [Annual]. World Development Report. New York: Oxford University
Press.

World Bank Data and Statistics Division, accessed September 9, 2005, at
www.worldbank.org/data/

World Bank, Living Standards Measurement Survey, conducted throughout the
world; accessed September 9, 2005, at www.worldbank.org/html/prdph/lsms/



Bibliography ¢ Surveys and Secondary Data Sources 141

Some Recent Surveys Available Online

African Ideational Diffusion Project, accessed September 9, 2005, at www.acap
.upenn.edu/

Demographic and Health Surveys, accessed September 9, 2005, at www.measuredhs.
com/

Indonesia Family Life Survey (IFLS) longitudinal survey of 30,000 individuals living in
13 of the 27 provinces in the country, RAND-directed surveys in 1993/94, 1997,
1998, and 2000, accessed September 9, 2005, at www.rand.org/labor/ FLS/IFLS/

International Crop Research Institute for the Semi-Arid Tropics (ICRISAT) Village
Level Study Panel Data, accessed September 25, 2005, at www.econ.yale.edu/~
egcenter/special.htm [available through the Yale Economic Growth Center
Center for Data Sharing by request].

International Food Policy Research Institute, accessed September 9, 2005, at www
.ifpri.org/

Inter-university Consortium for Political and Social Research, accessed September 9,
2005, at www.icpsr.umich.edu/

Latin American Migration Project, accessed September 9, 2005, at lamp.opr.princeton
.edu/

Mexican Migration Project, accessed September 9, 2005, at www.pop.upenn.edu/
mexmig/

Nang Rong Surveys, accessed September 9, 2005, at www.cpc.unc.edu/projects/
nangrong/

National Institute of Child Health and Human Development, National Institutes
of Health, accessed September 9, 2005, at www.nichd.nih.gov/about/cpr/dbs/
res_ss_large.htm

RAND, accessed September 9, 2005, at www.rand.org/services/databases.html

RAND Family Life Surveys from Indonesia, Malaysia, Bangladesh, and Guatemala,
accessed September 9, 20035, at www.rand.org/labor/FLS/

Roper Center for Public Opinion Research, accessed September 9, 2005, at
www.ropercenter.uconn.edu/

South African Household and Livelihood Survey, accessed September 9, 2003, at
www.worldbank.org/html/prdph/lsms/country/za94/za94home.html

World Fertility Surveys, accessed September 9, 2005, at opr.princeton.edu/archive/wfs/

=
=%
=3
=
Q
vic}
=
0
ae]
=
=
w
[=1
]
<
)
<
172}
w
o
[w)
Q
=]
o
I
5]
<
)
©
-+
Y
w
Q
[=1
=
o)
o
172}







/

Combining Qualitative
and Quantitative Tools

Qualitative Research:
Does It Fit in Economics?

Michael J. Piore

his chapter focuses on qualitative research, particularly in economics.

It is largely a reflection on my own work. Thomas Kuhn argues that
science has to be understood first as social practice and only afterwards as
an intellectual endeavor. A scientific discipline is a social community, and
people enter it through a process of initiation and imitation (Kuhn 1970).
What we learn in the university is not scientific theory and certainly not a
theory of how to do science. We are exposed to practices: the practices of
our teachers in the classroom and laboratory and the practices they admire,
which we read about in the articles they assign us. The theory of how science

AUTHOR’S NOTE: A version of this paper was originally prepared for presentation at the
conference Do Facts Matter in Elaborating Theories? Cross Perspectives From Economics,
Management, Political Science and Sociology, at Centre de Recherche en Gestion-Ecole
Polytechnique, Paris, in October 2002, and will be published in similar form in the conference
volume.
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should be done is almost never taught. And even the theory that explains the
practices and articles to which we are exposed and that gives the discipline
some coherence is constructed after the fact. It is not always taught directly,
is always incomplete, and is often internally contradictory. Kuhn’s view of
science is, of course, very much contested (Sardar 2000). But it certainly cap-
tures how I came to do what I am doing.

L.

I will begin with a characterization of my own research, which has cen-
tered around particular policy problems and focuses on particular domains
of activity. Using a research “methodology” centered on unstructured,
open-ended interviews with economic actors, I have addressed a range of
issues, including labor markets, migration (Piore 1979a), adjustment to
trade (Piore 1998), technological change (Piore 1968), and trade union
decline (Piore 1983).

I began looking at the internal labor markets of large manufacturing firms
in order to understand the impact of technology on employment and entered
the debate in the 1960s about structural unemployment (Piore 1969;
Doeringer & Piore 1971). I turned quickly to the contrast between these jobs
and low-wage work in what we came to view as the secondary sector in
order to understand the problems of black workers and the failures of
employment and training policy to successfully address them (Piore 1968).
I am currently working on the shift in labor market “regulation” from col-
lective bargaining driven by economic identity to legal regulation driven by
political mobilization around social identities such as race, sex, and ethnic-
ity, and on the organization of product design and development as a window
into new forms of business organization.

Despite the variety of subjects, however, my research approach has been
fairly consistent. It is often described as a case study approach (Chapter 2 in
this volume), and in a way it is. But case studies as practiced in the social
sciences tend to be viewed as essentially offering empirical results. I have used
my “case study” findings, however, not as empirical evidence but as inputs to
the construction of theory. In principle, I could be building tight mathemati-
cal (or symbolic) models conventional in economics—and increasingly in
other social sciences—out of the material drawn from the case studies. And
several of my students over the years have in fact done so. The results could
be tested empirically, but not by replicating the case studies to achieve a
larger n. However, I chose to develop that theory in a narrative form instead,
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reinforcing the “qualitative” flavor of the research, which I conceive of as a
question of style (a style which I will not try to justify here) rather than of
substance.

This is not an approach to research that I chose deliberately or self-
consciously. I stumbled into it in my dissertation research in a way that I
have described elsewhere (Piore 1979b). It was in part a considered reaction
to the limitations and failings I discovered when I tried to apply the more
conventional research approach. The courage to react in this way came, as
Kuhn suggests, from the example of my thesis adviser, John Dunlop: I found
most interesting and original the work that grew out of his practical experi-
ence as a labor arbitrator and mediator and from the contrast between the
world he encountered through those experiences and the world of economic
theory (Dunlop 1957, 1958; Livernash 1957). I continued doing it because
it was interesting and fun and seemed to yield insights into problems I con-
sidered it important, socially and morally, to solve. Miraculously, what I was
doing attracted enough interest and attention that I got tenure anyway,
despite my research approach. It has been only recently, when I reached an
age august enough that people could believe—mistakenly—that the canons
of the profession were very different when I was a young researcher, that I
have felt a need to justify what I was doing back then.

I1.

The use of open-ended interviews as a research technique depends on the
ability to draw out of the interview material something that is interesting and
meaningful. It depends, in other words, on the ability to “read” the inter-
views or, to use a term that is perhaps more apt (but in this context also
more ambiguous), to “interpret” the interviews. For me, interpreting inter-
views has always been at least as much a matter of intuition and instinct as
of systematic methodology; one has the feeling of flying by the seat of one’s
pants. That feeling makes the research process exciting (and scary) relative
to standard theoretical or econometric approaches. Nonetheless, it depends
on an appreciation for the open-ended interview as a research instrument.
For me, this appreciation emerged only gradually through practice over time.

Initially, I saw the open-ended interview as preliminary to the interview
proper. It was the idle conversation you engaged in with the respondent—
the social amenities—Dbefore you got down to the “real” business of posing
specific questions. To my surprise, I found these interviews substantively
more interesting than the answers I got in response to the questionnaire, and
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occasionally—more than occasionally, I must confess—I indulged myself
and the respondent by prolonging the interview even though I had the sense
that it was not part of the real research process. But I also discovered rather
quickly that many of the same respondents who were easy to engage in the
preliminaries did not tolerate the formal questions well. I could not seem to
get them to answer my questions directly or in the right order. When I fol-
lowed the formal interview format too tightly, they clammed up or provided
answers that seemed designed to get me out of the office as quickly as
possible. Truth and honesty became very secondary considerations. What
worked in interviews was letting the respondents tell their stories. Indeed,
I came to believe that this was the only thing that worked consistently. It
seemed as though people agreed to be interviewed in the first place only
because they had a story to tell, and the formal questions I asked basically
became an excuse to let them tell that story. When I tried to forestall the
story, I lost the interview.

One can generally reconfigure the interview material into a questionnaire
format after the fact, although in principle, the questionnaire should be
designed before the interview. One of the advantages of open-ended inter-
views is that the respondents often answer questions you would not have
thought to ask. An elementary textbook in sample survey analysis will tell
you that data generated in this way are subject to all sorts of biases because
questionnaire results are sensitive to the precise wording of a question and
the order in which questions are asked. This is not an insurmountable prob-
lem in survey research, where the biases are consistent. They are unlikely to
be consistent in reconfigured open-ended interviews. But it is not clear that
responses to a formal questionnaire that are driven by the respondent’s wish
to be rid of the whole thing would be any less biased.

What open-ended interviews do yield, and yield consistently, are stories
the respondents tell. The story is the “observation.” The stories are basically
narratives. The question is thus what to do with the stories. Typically, sto-
ries are not analyzed as statistical data; stories are “interpreted.” I have used
the stories not as data points but to suggest particular revisions in theory.

III.

The problem plaguing open-ended interviews as inputs into the reconstruc-
tion of theory is that they appear to be so personal and idiosyncratic. They
depend on the capacity of the individual researcher to generate surprises, to
recognize patterns, and to organize those patterns to form a theory. It is dif-
ficult and potentially counterproductive to delegate the task of interviewing
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to a colleague or a research assistant because one never quite knows in
advance what will turn out to be important. It is even difficult to delegate
the task of transcribing the interviews because what turns out to be impor-
tant is not necessarily the direct response to a question but rather the back-
ground detail or the apparently random aside that the question provokes in
the respondent. The interpretation can depend on a detail far removed from
the goals or substance of the interview, a detail of which the researcher is not
even aware at the moment it presents itself. The interpretation emerges
through a chain of factoids that come together, often in an epiphany, at
some odd moment when the material lies dormant in the back of one’s mind.

An example of such a chain is the clues to the origins of the Italian indus-
trial districts in central Italy that Chuck Sabel and I visited, which ultimately
led us to develop the argument of The Second Industrial Divide (Piore &
Sabel 1984). Our trip to Italy was motivated by a completely different
research project: undocumented immigration to the United States and the
inability to find an underground labor market, which the extralegal status of
the immigrants had led us to expect. We went to Italy to find out what such
a market would look like once it emerged. We thought we might find it in
New York City, but we missed it there because we did not know—or
thought we did not know—what to look for. In any case, we expected to
find in Italy a set of markers that would signal its development in advance
if it had not had time to develop. We were surprised by what we found.
The first surprise was that many of the supposedly underground, retrograde
firms were, in fact, open, aboveboard, and technologically dynamic and that
even the underground firms (of which there were many) seemed to be mov-
ing in this direction. This discovery would never have led to a theory of the
end of mass production, however, had Sabel and I not already been engaged
in a debate with each other about the division of labor, a debate that we con-
ceived of as completely separate from and independent of the immigrant
project that had brought us to Italy in the first place.

An important factor in the emergence of these dynamic, small firms was
a complex intergenerational effect. The founders of these firms were skilled
craftsmen with extensive practical knowledge but no formal education. They
had acquired their skills in large companies and had been laid off in one
of the several waves of Italian labor militancy that, as the aristocracy of the
working class, they tended to lead; they had founded their own companies
with the large severance payments that their employers were obliged by law
to pay. These older workers had transferred their practical knowledge to
their children, who worked with them in the family business after school and
during vacations. But the children—unlike their parents—also had a formal
education, which provided technical knowledge and exposure to the wider
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world and its markets. The children had planned to take that education and
move with it into large firms and government bureaucracies in what they
(and we) thought of as the modern sector. But the economic and social
rigidities of Italy in the 1970s, the rigidities that their parents’ militancy had
created, manifested themselves in very high youth unemployment. These
upwardly mobile, educated children were unable to find work when they left
school and were forced back into their parents’ firms. It was these kids who
created what we called “flexible specialization,” combining advanced tech-
nology, to which they gained access through their formal education, with
their practical knowledge in traditional industries to cater to niches for spe-
cialized products in world markets. The clue to all this was the old men who
took us on tours of the family factory because their children were too busy
managing the enterprise to take us. When you visit a manufacturing plant—
whether it is a family shop making high-fashion wedding dresses or a 2,000-
worker factory assembling jet engines—there is always a factory tour (the
factory tour is part of the ritual of this kind of research). You would never
think to make a note of who gave you the tour or where the tour guide stood
in the management hierarchy or what role he or she had played in the history
of the enterprise. You invariably have to make conversation with your guide,
but you do not think of the conversation as an “interview.” A formal inter-
view with our factory tour guide in Italy would not have captured the pride
of the father in his son’s accomplishments, because that pride was conveyed
by the tone of his voice and the look in his eyes as much as by the substance
of what he was saying. And yet that pride, remembered months later in an
idle moment, was the clue to the role of intergenerational transition in the
emergence of the Italian industrial districts.

What can one do to stimulate epiphanies of this kind? Does it all depend
on luck and personal intuition? One sure way of broadening the interpretive
process is to work in teams. It is difficult to delegate the interviews, but they
can be shared by having a colleague or a research assistant present during
your interview, hearing the same things you hear, “seeing” the same ges-
tures, the hesitations and fumbling that cannot be captured in the transcript
or on tape. It is no accident that The Second Industrial Divide was a collab-
orative endeavor. The team works to best advantage when its members dis-
cuss what they have seen and can bring different perspectives to the situation
because they come from different backgrounds.

This approach is actually captured in our case studies of product design.
It is one of the ways in which designers work. For example, each year, Levi
Strauss sends a team of its designers, accompanied by people from the tex-
tile houses that provide its materials and the laundries to which it subcon-
tracts its finishing operations, to Europe to “look.” They spend their days
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walking the streets, watching what people wear, shopping in stores, and
listening to people talk to each other about the clothes on the rack. Then
they come back to the hotel at night and sit around comparing notes and
arguing with each other about what they have seen and what it implies about
the possible directions in which fashion might evolve and how Levi Strauss
might lead it (Lester & Piore 2004).

IV.

In point of fact, existing theory can play a role similar to that of the design
team. It sits in the back of your mind as you ruminate about the interview
material. Because the theory is so strong and so demanding, it is as if a team
of your colleagues were there beside you arguing about what the interviews
mean. It is like being engaged in a continual debate with the rest of the pro-
fession about what you are finding and what it means.

The use of theory to stimulate the interpretation of interviews should be
possible in any social science discipline. But it seems to me, the hostility of my
colleagues notwithstanding, that it is both easier and more important to do in
economics because it plays off two characteristics of economics as a disci-
pline. First, economics is highly structured. Second, the discipline has a strong
normative disposition. Economics is structured in the sense that it operates
from a very tight body of theory and an equally tight, and theoretically
grounded, set of empirical techniques. Economics is normative in the sense
that it seeks to evaluate economic arrangements and prescribe improvements.
The high theory is structured around the notion of Pareto optimality, which
defines normative criteria in a very precise way. Applied economic research
is directed at the solution of a set of specific, and in the end well-specified,
social problems. The theory itself is built around the idea of rational individ-
uals pursuing their self-interest in a competitive market, where they interact
indirectly with each other through price signals. The theory seeks to produce
as its outcome a stable equilibrium; normative judgments are derived by
comparing alternative equilibria.

The vulnerability of economics is that it is addressing problems in the
world. When the solutions it proposes do not seem effective, the theoretical
apparatus is challenged. But that apparatus is so tightly woven that it has
great difficulty responding to that challenge in a systematic way. You could
question any one of the assumptions on which the basic model is built, but
there is no guide as to what alternative assumption to put in its place. In
addition, when you actually try to think through the relationship between
the necessarily simplified and abstract theory and the real world in which the
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problems that theory addresses arise, there are so many assumptions to
reconsider that even if you knew how to select alternatives, it would be hard
to know which ones to reconsider.

In this sense, what my case study methodology has amounted to is using
the material from open-ended interviews to identify the assumptions of con-
ventional theory that seemed to be wrong and the alternative assumptions to
put in their place. The research “worked” because it was problem oriented:
The problems were real and important, people were looking for solutions
to them, and the prescriptions derived from conventional theory were not
working. I have to say that it “worked” for a second reason as well: Because
it drew on the actors themselves and their actual motivation and behavior
(or what they told me were their motivations and behavior), the actors
recognized themselves in the theories I was constructing and thus “certified”
my “results.” Whether a theory needs to be built around “realistic” assump-
tions and whether the actors should be able to recognize themselves in a
theory are, of course, much-debated methodological issues (Friedman 1953;
Machlup 1946; Lester 1946). I have no special wisdom to offer on this score.
Personally, I have always felt more comfortable with theories of this kind
and certainly more comfortable with this kind of theory than with theories
that actors themselves reject as characterizations of their behavior. But this
is probably because I tend to judge theory (especially theories that we use to
make policy) as a story or narrative; people who have an aesthetic that gives
primary weight to logical coherence and consistency—a criterion that, inci-
dentally, I also think is important—tend not to care about the storyline in
this sense. But whatever its methodological validity, the fact that the actors
certify the theory gives it enormous legitimacy in the face of an overtly hos-
tile profession. My work on low-income labor markets has benefited espe-
cially from this legitimation. The dual labor market hypothesis suggested
that workers and employers in the secondary sector behaved differently from
those in the primary sector. Although this hypothesis violated the strong pre-
sumption in economics that there is a unified theory of behavior, workers
and employers recognized themselves in the distinction. My work on migra-
tion, in which the conventional assumption regarding economic man was
limited to first-generation migrants, was intuitively plausible to government
officials working in migrant communities and to employers who hired these
migrants, as well as to the migrants themselves.

More to the point, the problem of how one goes about revising theory is
central to research within the discipline of economics, whatever one thinks
of my own particular solution to it. The most systematic approach to this
problem in the discipline at the moment is the newly emergent field of exper-
imental economics, which derives both the conventional assumptions it
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questions and the alternatives it puts in their place from controlled (and,
one might argue, contrived) psychological experiments. The broader field of
behavioral economics seems to be defined by a general willingness to try out
alternative behavioral assumptions. Another approach has been to focus on
a particular set of assumptions and to introduce apparently ad hoc alterna-
tives (ad hoc in the sense that they have no empirical content) in their place.
An example of this second approach is the focus on the assumption of per-
fect information by the group of economists awarded the Nobel Prize in
2002 (Akerlof 2002; Stiglitz 2002). Joe Stiglitz traces his preoccupation with
information to experiences in Kenya in his early career that are a somewhat
less systematic version of my own case studies. However, one suspects that
his preoccupation is also due to the analytical tractability of this problem in
the profession as a whole. That tractability derives, I believe, from the fact
that econometrics, the empirical branch of economics, is essentially a theory
of rational inference from incomplete information. Neither behavioral eco-
nomics nor, Stiglitz aside, the approach focusing on a particular set of theo-
retical assumptions is motivated by policy concerns (although of course they
have implications for policy). The innovations in economic theory that grew
out of the great depressions—particularly Keynesian economics—are coun-
terexamples; it was the policy problem that created both the motivation and
the space within the discipline for an alternative theory to emerge. But the
particular assumptions on which the new theories focused and the alter-
native assumptions around which they were built are not so obvious. Still
another approach—the one that is generally offered in textbook science—is
the conflict between theory and empirical results. But the empirical branch
of economics does not lend itself to this role. I take it as an empirical fact
that it does not; why it does not is a much more profound question. It has
always seemed to me that the reason it does not stems from an interaction
of two factors. On the one hand is the strength of our attachment to eco-
nomic theory. On the other is the empirical theory, which is extremely com-
plex and sophisticated relative to the techniques that are actually used in
practice to analyze data. As a result, the empirical analyses always seem
inadequate. When theory and empirics conflict, it has proven easier to ques-
tion the empirics than to question the theory.

The use of case studies for the construction of theory is not limited to eco-
nomics (see Chapter 2 in this volume). Indeed, in my own use of case stud-
ies, for the most part, economics has provided a hard set of theoretical
expectations against which to react. My own research has been less a reac-
tion to theory in the strict sense and more a reaction to my surprise at hear-
ing what the actors were telling me. And when I tried to identify the source
of the expectations that led to that surprise, I found it to be the story about
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the world that economic theory seems to tell. Hence, I ended up trying to
track down systematically the “surprise” that violated my expectation—the
part of the story that created the expectations and thus the way those expec-
tations were embedded in the more formal and parsimonious version of
economic theory. Any discipline creates a series of expectations; ultimately,
those expectations derive from theory. Thus, the “methodology” of looking
for the surprise in the interviews, tracing its source in theory, and then try-
ing to identify how the theory might be amended to incorporate the surprise
is as applicable to social science in general as it is to economics.

Economics does present a special problem, however. Among the social
sciences, the discipline of economics is unique in conveying the sense of a
system of interactive elements. It leads one to be skeptical of the responses
given by individuals, but not because we assume the actors are lying, which
would present a different sort of problem. Rather, economics encourages
skepticism because it assumes that outcomes are not generally affected by the
actions of any single individual and instead reflect the interactions among
many individuals. Thus, abstracting the behavior of individual actors from
interviews is only the first step in “modeling” the process at issue. It can
nonetheless be a critical step.

V.

The revision of theory is an especially acute problem in economics, but it is
an issue in any scientific discipline. Using interview material to revise theory
poses the same problem raised by using empirical data, that is, whether to
challenge the theory by parsing the material into a set of theoretical cate-
gories or by using the narrative directly as the “observation.” And it leads to
a distinction between what I will call a minimalist approach and a more rad-
ical approach to this kind of research. To make this point, I need to briefly
discuss the structure of conventional economic theory.

The theory has two components: a theory of individual behavior and a
theory of how, given their behavior, individuals interact and cohere to form
a larger economic system. I could illustrate my point with either of these
components, but I will focus on the theory of individual behavior. Behavior,
in that theory, is understood as a series of discrete acts. Each act is self-
conscious and deliberate, the outcome of a specific decision. The decision is
instrumental, meaning the decision maker is presumed to make a sharp dis-
tinction between means, ends, and a causal model connecting the former to
the latter. Decisions are rational in the sense that the decision maker orga-
nizes the means so as to maximize the ends, given his or her understanding
of the underlying causal relationships.
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The minimalist approach to the use of open-ended interviews would take
each step in the decision-making process as a potential point of entry into
the revision of the theory. Thus, one might infer from these interviews the
means available to the actors, the ends, or the causal models used to solve
the problems. This approach tries to parse the material collected in narrative
form into the standard set of theoretical categories. In this sense, it is the the-
oretical analogue of the approach that parses the answers in a formal ques-
tionnaire and uses them to generate data for empirical research.

A different approach is to take the narrative itself as the observation. This
is—at least in my understanding—what statistical theory would suggest.
What might that mean? It could mean that the narrative itself becomes
a functional part of the working of the system. For example, I have recently
been studying identity groups based on race, sex, ethnicity, and the like,
within the engineering profession. Many of these groups meet regularly to
“network” but also to hear a speaker, generally a member of the identity
community, talk about his or her career. The speaker’s talk is invariably pre-
sented in narrative form. These narratives, one can argue, create models or
pathways through the labor market in an economy in which careers are
no longer based on well-defined professions or the lines of progression in
bureaucratic organizations (Arthur & Rousseau 1996). Thus, they come
directly to influence behavior in the economy. Treating the narrative as an
observation in this way is clearly different from breaking the narrative into
a series of components, which are then abstracted from the narrative context
itself. It actually contravenes a component of the aesthetic of economic
theory that I have not talked about: the notion that the variation among
individuals is smooth and continuous and not lumpy and discontinuous. But
one is still interpreting the narrative material in terms of the basic categories
of instrumental decision making.

A second approach to treating the narrative as the unit of observation is
to analyze it in terms of its characteristics as a narrative. There is a literary
tradition about interpreting narratives with an enormous theoretical litera-
ture that seems potentially helpful here. I cannot claim to have mastered this
literature. Indeed, it is so vast that I have not even tried. I have, however,
read around in it. And although I still have the hope that the key article is
just over the horizon, I have not found this literature very helpful. The prob-
lem is that it focuses on a set of abstract characteristics like the structure of
the plot or the use of time, which do not map in any obvious way to the
structure of economic theory (Lieblich, Tuval-Mashiach, & Zilber 1998).

The focus on the narrative itself as the unit of observation leads to a still
more radical departure from the conventional framework (and, incidentally,
one in which the literary tradition of narrative analysis could come to play
a role): The narrative may be taken as a marker of a pattern of cognition and
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behavior totally different from that hypothesized in economics and in rational
choice behavioral models more broadly. Here, the key assumption of the eco-
nomic view of behavior is not that it is instrumental or rational but that it
consists of a series of discrete acts, each of which is deliberate and hence moti-
vated. An alternative is to think of behavior as ongoing in time, moving in a
particular direction or toward a particular object, but deflected (or redirected)
by situations the actor encounters along the way (Dreyfus 1991). Because nar-
rative links together actions in time and highlights the kind of encounters that
redirect action, it reflects the way in which the actors think about behavior
of this kind. Their understanding of others is an “interpretation” of such nar-
ratives, and their own behavior is conceived in terms of a similar narrative in
which they imagine themselves to be acting. In the hands of the German
philosopher Martin Heidegger and the hermeneutic theory, which develops
this idea of behavior, the key is not just the narrative but the meanings that
are ascribed to it. (Hermeneutics is also discussed in Chapter 3 of this vol-
ume.) Those meanings are in turn developed through interaction between
people in a process that resembles conversation and in the way in which lan-
guage evolves through conversation. This interaction complicates the open-
ended interview because it suggests that the observation in the interview is
not actually the narrative itself but the interpretation of the narrative.
Moreover, because the act of interpretation is conversation-like, the inter-
viewer becomes implicated in the process as an interlocutor with the respon-
dent in the interpretive process.

Because this is so far from the conventional model, it is hard to see exactly
what its implications for economic analysis are. At the Industrial Performance
Center at MIT, we have been addressing the problems of industrial design
and product development in a series of case studies in terms of this view of
behavior. We are trying to understand economic processes through a dual
perspective that uses both the conventional approach of behavior as rational
decision making and the alternative, hermeneutic approach, and we are using
the material of open-ended interviews as yet another window into economic
activity (Lester & Piore 2004).

From my early work on internal labor markets, for example, I gained the
insight that workers saw their wage rate as an end in itself and not as a
means either to efficient resource allocation in the enterprise or to higher
levels of consumption (as is presumed in conventional theory). But I also dis-
covered that workers understood causal processes in production very differ-
ently from the way an engineer or a manager understood those processes,
even though everybody in the shop used the same vocabulary. Another
example is the use of the equivalent of open-ended interviews with corporate
management to argue that the firm maximizes growth rather than profits
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(Marris 1968; Galbraith 1972) or that managers are not rational (but only
boundedly rational).

Pursuing this approach to interpreting interviews, one can make a number
of additional points. I will make three here. First, in most narratives the
actors’ behavior can be explained by a combination of several analytical
models. Respondents also include in the narratives events that they do not
understand analytically; they use the mere proximity of events in space and
time as a substitute for an analytical model (Bruner 1990). As the researcher
thinks through the interview material, the goal should be to separate these
different elements, which is not easy. Second, one is ultimately looking for
analytical models because that is what we, as social scientists, use to think
about social problems. Thus, the narratives contain several different kinds of
information. For example, they offer us analytical models of the behavior of
actors themselves. These models can be important in and of themselves, and
hence a plausible theory should be able to account for them. As noted ear-
lier, these models are of tremendous forensic value in the policy-making
process since the actors are attracted by arguments in which they recognize
themselves (which is not to deny the forensic importance of models that pre-
sent actors not as they are but as they would like to be). Third, the actors’
own models of their behavior are clues to the way the larger social system
behaves. That behavior cannot, of course, be inferred directly. But since
actors operate within that larger social system, one can ask what social
system would be consistent with the actors’ own models of their behavior.
What would the social system have to look like for it to allow actors to hold
and believe in the models they carry around in their heads?

To my mind, it is on this last point that social science, and particularly
economics, has been most deficient. The deficiency lies in the failure to give
sufficient importance to the distinction between information and the frame-
work in which the information is processed and understood (Piore 1995).
There is not even a standard vocabulary for making this distinction,
although sometimes it seems to be conveyed by the distinction between
information and knowledge. In econometrics, it is the distinction between
data (observations) and a structural model. The key question is, What alter-
native models are used to analyze the same data and where do they come
from? The supposition is that at the very least, the models that the actors use
are consistent with their experiences.

A final point: In interpreting interviews, I do not think sufficient attention is
ever given to the possibility that the world is really chaotic; it doesn’t fit any-
body’s models, not those of the social scientist and not those available to the
actors. Sometimes the actors themselves recognize this, as when they link
together events that do not actually have a causal relationship, using proximity
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in time and space as a kind of pseudocausality. The great movement toward
decentralization of power in large enterprises in the 1980s is a case in point.
We tended to see this trend as a deliberate effort to adapt to a newly unsta-
ble and uncertain environment in which local knowledge had achieved much
greater importance than it had in the past. I still believe that the movement
was largely defined by this development. Nonetheless, it is hard to distin-
guish what one might call principled decentralization from a kind of de facto
decentralization that occurs when the center loses confidence in its under-
standing of the situation and simply leaves decisions to be made at lower
levels of the hierarchy, by default.
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PART Il

Essentials for the
Conduct of Research

In Part 1T of this volume, we offer five essays that reach across methods
and pertain to the essential aspects of starting and conducting a field-based
research project. Stevan Harrell and Andrew Schrank provide snapshots of
two methodological techniques discussed at greater length earlier in the vol-
ume that are essential aspects of social science fieldwork: ethnography and
case studies. By choosing to do fieldwork, social scientists across the disciplines
necessarily assume the mantle of these two approaches: They choose to speak
with an ethnographic voice and argue for their particular case. In doing so,
they create the texts bridging disciplines and deepening our understandings of
places, people, and methods. Social scientists returning from, or departing for,
the field will find in these essays touchstone references and ideas for reflection
that will amplify and perhaps elucidate their own experiences.

Harrell provides a historical perspective on ethnography and suggests ways
to approach the literature and method. His suggestions invite reflection about
how and what to write and on the stance one takes as a social scientist and an
individual in the field, gender dynamics, the fluidity of meaning and findings
in the field, and the ethics of fieldwork. Schrank offers an argument for the
case study as a source for causal inference. In his argument, he provides the
critical justification for why social scientists, especially those trained to do
large-n studies, are encouraged to do fieldwork. His essay also provides essen-
tial material for social scientists needing to develop the merits of their case.
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The remaining three essays consider the challenges of initiating a project
(Michael Watts), the ethical dimensions of research (Sara Curran), and the
necessity of maintaining perspective throughout (Shrank). Watts provides a
witty, irreverent, but nonetheless serious perspective on the importance of
getting started early, seeking frequent feedback from different experts, revis-
ing once and revising yet again, preparing through language study and back-
ground research, anticipating problems, and developing backup plans and
alternatives. He uses his essay to acknowledge how graduate training typi-
cally shortchanges “what it means to do ‘independent research,’” especially
field-based research. Drawing on his own experiences, his years as an out-
standing mentor to numerous graduate students, and his service on many
scientific review panels, he offers tangible examples for any social scientist,
whether a new graduate student or a well-established scholar.

In her essay on research ethics in cross-cultural settings, Curran considers
first the history, emergence, and role of institutional review boards. She
offers examples from her own experiences to suggest what to expect from
and how to interact with these boards. In the second part of her essay, she
briefly summarizes ethical concerns that go beyond regulatory control,
also mentioned by other authors in this volume, especially Gottlieb, Giles-
Vernick, Harrell, Schrank, and Watts.

The concluding essay in this section offers a retrospective reflection by
Schrank on his own fieldwork experience as an International Predissertation
Fellowship Program fellow. Here he offers up sage advice for keeping aca-
demic work and the fieldwork experience in perspective. His dramatic and
honest narrative brings to life the angst and worry, as well as the sense of
accomplishment and independence, that come from having worked hard
and persevered through a research project in another cultural setting. His
very personal narrative reiterates and powerfully summarizes the numerous
lessons offered by the other authors in the volume.

Finally, the bibliographies in this section include texts considered essen-
tial by the contributors to this volume and then some.
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Ethnographic Methods

Stevan Harrell

he process of doing ethnographic research was a kind of insider infor-

mation until about 1970, when Peggy Golde edited and published
Women in the Field. Until then, the prevailing wisdom was that fieldwork
was something individual and idiosyncratic to be learned by doing and
therefore not teachable. There were accounts of fieldwork, to be sure, but
their role was primarily to enhance the mystique of the heroic anthropolo-
gist braving unfamiliar customs, suspicious natives, and horrible hygiene in
order to add to the Science of Man. Once you had done it, you could sit and
drink beer and swap stories by the hour. But fieldwork was like combat in
that you had no idea what it was like until you had done it. What was writ-
ten in those days was a series of research narratives about how it was done
but not about how to do it, about the information that was gathered as
opposed to an analysis of how it was gathered.

Since 1970, everything has changed, and the process of fieldwork has been
scrutinized repetitively (and sometimes repetitiously) from many angles. The
stimuli for this scrutiny seem to be two: the realization that we can learn
from each other and in fact have an obligation to share information, and the
troubling thought that fieldwork, as an unsystematized process, embodies
biases that we hardly realize are there. Thus, two rather different but related

163



164 Part II & Essentials for the Conduct of Research

literatures have sprung up: one on how to do it (techniques) and one on what
it is really doing (critiques). Techniques are covered in more detail elsewhere
in this volume. In this essay, I concentrate on the narratives and the critiques.

One can read just about any ethnographic monograph from the “classic”
era between the two World Wars (and some of the more modern literature)
and find an account of what the anthropologist did in the field. Particularly
enlightening, not only about the methods employed by the old masters, but
also about their attitudes toward their work, are the introductory sections of
several works written when ethnographic methods were just becoming pop-
ular. These include introductory material in works of British social anthro-
pology in Oceania: Bronislaw Malinowski’s Argonauts of the Western
Pacific (1922) and Raymond Firth’s We, the Tikopia (1936); and in Africa:
E. E. Evans-Pritchard’s The Nuer (1940); as well as the introduction to a
later American work whose field circumstances were nevertheless quite sim-
ilar: Napoleon Chagnon’s Yanomaméo, the Fierce People (1968). Perhaps the
most introspective and thus most valuable of the works dealing with this
early period are the chapters on fieldwork from Margaret Mead’s autobio-
graphy, Blackberry Winter (1975), which describe her experiences in the
Pacific from the late 1920s through the 1940s. All these works share a fine
command of English prose, a firm belief in the worth of the ethnographic
endeavor, and, at least in the case of Mead and Evans-Pritchard, just a hint
of self-doubt about how good the work might actually be. They cover a
stretch of time when ethnographic fieldwork was a daring and often dan-
gerous adventure, when a lone ethnographer went to a faraway and difficult-
to-reach place, was out of touch for weeks or months at a time, had to
self-medicate when he or she got sick, and was usually dealing with a lan-
guage known to very few outsiders. It was easy for the anthropologist to act
the hero then, at least in retrospect. In addition, there was no point in ques-
tioning the accuracy of the information collected, because there was no way
to check on it. And the “natives,” the objects of the field research, were usu-
ally illiterate and unable to evaluate what was being written about them.
Combine this with the general attitudes of racial or at least cultural superi-
ority among Europeans and Euro-Americans at that time, and the complex-
ity of fieldwork was really reduced to two elements: how to get it done,
physically and emotionally, and how to negotiate the barriers of language
and custom that prevented understanding. It is easy to see how the heroic
narrative of the anthropologist was established in these kinds of circum-
stances. They are so different from even today’s most remote field situations,
which are nevertheless reachable by satellite phone and where local residents
usually know all about research and anthropology. But much of the psychic
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or emotional experience is the same: Our self-doubt, loneliness, suspicion,
and frustration, and even the sense of triumph or just accomplishment when
the job gets done, are probably not very different from what Malinowski or
Mead or Evans-Pritchard experienced.

More accounts of what it was like, written just at the beginning of the
era of methodological and critical scrutiny of the fieldwork process, can
be found in Golde’s Women in the Field (1970). Beginning with Laura
Bohannan’s lightly fictionalized Return to Laughter (1964/1986), written
under the pseudonym Elenore Smith Bowen, a different genre emerges: the
book written primarily to narrate the field experience itself rather than just
to use the field experience to establish the bona fides of the anthropologist.
Paul Rabinow’s Reflections on Fieldwork in Morocco (1977) and Jean-Paul
Dumont’s The Headman and I (1978) are influential early examples of this
genre. Another outstanding personal account, with a purpose of narrating
the process rather than validating the results, is Alma Gottlieb and Philip
Graham’s Parallel Worlds (1994). In these works, the story is no longer nec-
essarily triumphalist or self-congratulatory. Rather, the works are pervaded
with a kind of epistemological self-doubt, a worry about what, if any, real
knowledge might come out of the ethnographic encounter. One can see in this
kind of work an implicit critique of the process of knowing gained through
ethnographic research, but the critique in these books stays implicit; rather
than spelling out what might be wrong or just worrisome about this way of
collecting information, the authors narrate the process and leave the reader to
draw conclusions.

Reading narratives, of course, does not tell one much about how to actu-
ally do ethnography, but if one is interested in technique, there are plenty of
manuals, almost all published in the 1970s and 1980s. These include works
by Robert Burgess (1982), Werner Schoepfle (1987), R. F. Ellen (1984),
Pertti Pelto and Gretel Pelto (1978), and James Spradley (1979, 1980). All
these are full of useful tips about how to gather information. And when
read in conjunction with the narratives described above and the critiques
described below, they can provide a useful balance to too much soul-searching,
as well as a helpful guide when one does not have the luxury of just reading
and thinking about ethnography but actually needs to do it. But manuals do
little to still the critique of ethnographic methods.

The general critique of anthropology as a politically and socially embed-
ded endeavor, rather than an objective science, began in earnest with
two edited books published in 1973/1974: Talal Asad’s Anthropology and
the Colonial Encounter and Michelle Rosaldo and Louise Lamphere’s
Woman, Culture, and Society. The first questioned the colonial roots of the
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discipline, the other its implicit and unexamined gender bias. This general
critique of the discipline’s epistemological groundings and social biases quite
naturally carried over into the literature on the fieldwork process; this
critique demoted and quite possibly enriched ethnography from positivistic
science to literary endeavor that may or may not be scientific. The most
influential collection in this vein has been James Clifford and George
Marcus’s Writing Culture (1986), which was heavily influenced by the post-
structuralist literary criticism and philosophy of that time and whose mes-
sage can be oversimplified to say that there are questions about whether
anthropology is a science at all and about whether ethnography can produce
scientific results. Therefore, we should see ethnography as a particular kind
of literary text with no particular scientific validity. The slightly more opti-
mistic volume by Marcus and Michael Fischer, Anthropology as Cultural
Critique (1986), offered ethnographers more of a way out, showing how
such literary texts might still be very useful in understanding how human
cultures and societies worked and how anthropology might serve just as use-
fully as a mirror of our own predicament as it would as documentation of
cultural diversity. Also noteworthy (and shorter, easier, and wittier) is
Clifford Geertz’s Works and Lives (1988), which takes anthropology as lit-
erature very seriously and shows how some of the pioneers we have met
before, particularly Evans-Pritchard, made very effective use of certain kinds
of ethnographic writing to validate their own results.

Recently, there have been attempts to combine critical with methodolog-
ical thinking, to extract anthropologists from the epistemological bind cre-
ated by the early critiques. Both Tony Larry Whitehead and Mary Ellen
Conaway’s Self, Sex, and Gender in Cross-Cultural Fieldwork (1986) and
Roger Sanjek’s Fieldnotes (1990) contain many valuable pieces; the latter
work in particular is noteworthy because it deals with the way observations
become notes that, in turn, become analysis.

It is almost certainly true that, despite the extensive literature on ethno-
graphic methods, narratives, and results that has been published in the past
30 years, all of it makes much more sense to those who have done ethnogra-
phy than to those who are planning to do it but have not had the experience.
But if one is determined to get a vicarious taste or a reassuring preview, there
are some useful exercises one might perform. One might begin by reading the
introduction to Evans-Pritchard’s The Nuer (1940), in which he details the
travails of a British anthropologist in what was essentially enemy territory,
living with a group that the British colonial authorities were having a hard
time trying to subdue. One could follow this up with critiques of Evans-
Pritchard’s approach in Clifford Geertz’s Works and Lives (1988), in James
Clifford’s “On Ethnographic Authority” (in his The Predicament of Culture,
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1988), and in Renato Rosaldo’s “From the Door of His Tent,” in Clifford
and Marcus’s Writing Culture (1986). Then ask yourself if you feel like doing
ethnography. If so, how would you do it?

Go on to read two articles on the relationship between qualitative and
quantitative methods: John J. Honingman’s “Sampling in Ethnographic
Fieldwork,” in Burgess’s Field Research: A Sourcebook and Field Manual
(1982), and Allen Johnson and Orna Johnson’s “Quality Into Quantity: On
the Measurement Potential of Ethnographic Fieldnotes,” in Sanjek’s Fieldnotes
(1990). Feel any better? Why or why not? Does the definiteness of quantitative
methodology make you feel better about the validity of the enterprise?

Another useful exercise begins with Napoleon Chagnon’s Yanomamo, the
Fierce People (1968) and Studying the Yanomamé (1974), both of which con-
tain autobiographical accounts of very difficult fieldwork, written by a master
of English prose. Chagnon’s books about his field adventures in the South
American rain forest are the most popular texts ever written in anthropology
because of the captivating narrative. But then read the popular critique in
Patrick Tierney’s Darkness in El Dorado (2002), which accuses Chagnon and
others of all sorts of unethical acts in the service of information gathering. At
that point, surf the net for critiques of the critique in the Web pages of the
American Anthropological Association (AAA) and several universities. Among
these are the AAA El Dorado Task Force Report: www.aaanet.org/edtf/index
.htm; the statement from the University of Michigan provost: www.umich
.edu/~urel/darkness.html; and the preliminary report from the University of
California, Santa Barbara: www.anth.ucsb.edu/ucsbpreliminaryreport.pdf; as
well as the thoughtful review by David Stoll in The New Republic. (See also
Bibliography on Ethnography in this volume.) The questions here are not so
much epistemological as ethical, and they are certainly not limited to ethnogra-
phy: What actions are justified in the pursuit of knowledge?

As a final exercise, you can return to the Old Mistress herself. First, read
Derek Freeman’s attack on Margaret Mead in Margaret Mead and Samoa
(1996), which claims that Mead, a naive young woman at the time of her
Samoan work, was basically hoodwinked by mischievous informants and
her own gullibility. Then, go back and read the original work by Mead,
Coming of Age in Samoa (1928). Finally, read the special issue of the
American Anthropologist in 1982, in which several area specialists discuss
the question of the scientific value of Mead’s findings. At the end, do you
stand with or against Mead? Or is it impossible to tell anymore, given the
thick haze of time and criticism enveloping her original work?

Ethnography has moved from being ideally intuitive, individual, and pur-
portedly inspirational to being public, methodological, and critically scruti-
nized. This may or may not mean that young ethnographers—no longer
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armed only with the notebooks, antimalarials, and exhortations of old, but
now with tomes of theory and reams of critique—are better prepared for
their adventures in the field than were their founding grandmothers. They
may or may not gain insight or even useful tips from all that has been writ-
ten about their craft. As mentioned above, I think the material is much more
useful after one’s field experience, when one can use it to reflect on that
experience, rather than beforehand, when all one has are expectations and
anxieties. There is still no substitute for doing ethnography. In addition,
after one has done it, one craves information on someone else’s experience
to compare, to evaluate, and to observe critically. I suspect that the number
of pints drained in this exercise has not diminished as the amount of ink
spilled has increased, but a lot of the material is worth reading for the ret-
rospective insight it can provide.

As ethnographic methods move increasingly out of anthropology and into
other academic disciplines, it is also worthwhile to consider the extent to
which they are useful to those trained in different theoretical paradigms and
expectations. Political scientists or historians who have become ethnogra-
phers have so far written little about their experience but have produced
notable works of ethnographic reporting. Perhaps reading about anthropol-
ogists doing ethnography provides a good bridge until we can begin to hear
about the ethnographic experiences of colleagues in other disciplines.



9

Essentials for the

Case Study Method

The Case Study and Causal Inference

Andrew Schrank

hough everyone who writes about case studies defines a case study

differently, the Oxford English Dictionary offers a suitable working
definition, describing it as an “attempt to understand a [my emphasis] par-
ticular person, institution, society, etc., by assembling information about his
or its development.”' The information can be either qualitative or quantita-
tive or a combination of the two. It can be collected by an individual or a
team. It can consist of interviews with key informants, surveys of represen-
tative populations of actors, archival materials, observations by participants
(ethnographies), or any other widely accepted source. And it can be analyzed
using one or more of a wide variety of analytical methods, including, but by
no means limited to, close reading, historical interpretation, the construction
of “analytical narratives,” and even the use of inferential statistics. Consider,
for example, Robert Putnam’s study of “civic traditions in modern Italy” in
Making Democracy Work, which relies on surveys, key informant inter-
views, secondary sources, and the statistical analysis of subnational political
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performance. For the most part, however, case studies are distinguished
from other social scientific methods by the indefinite article “a” in the afore-
mentioned definition. A case study investigates a person, institution, or
society rather than people, institutions, or societies more broadly.

The case study is the unappreciated workhorse of the contemporary social
sciences. It has made—and continues to make—enormous contributions to
every social scientific discipline. The classic works of sociology and political
science involve case studies. Anthropologists, geographers, and historians
use the approach all the time. And mainstream economists are quick to
underscore the virtues of a well-designed case study, at least when it suits
their rhetorical or polemical purposes.?

Nevertheless, the methodological literature on the case study is for the
most part defensive rather than instructive (Feagin, Orum, & Sjoberg 1991;
Levi 2000). For every book or article offering insight into the practice of case-
based research, one finds a half dozen books or articles debating the very
merits of the approach—and most of those works, by the way, are critical.

Nor does the asymmetry end with books and articles. Think about it: We
extol the virtues of works like Charles Tilly’s The Vendée (1964), Guillermo
O’Donnell’s Modernization and Bureaucratic Authoritarianism (1973), and
Chalmers Johnson’s MITI and the Japanese Miracle (1982) in our thematic
seminars, but we deride their research designs—and therefore, at least
implicitly, their authors—in our methodology classes. They have selected
their cases on the dependent variable. They have omitted potentially relevant
control variables. And they have “degrees of freedom” problems that just
won’t quit. Any reasonably well-trained third-year political science, sociol-
ogy, or geography graduate student can effortlessly recite the list of method-
ological transgressions—and that, in a sense, is the problem.

Our methodology classes tend to discourage students from pursuing
the types of projects they come to admire in their “substantive” classes: well-
informed, detailed inquiries into the interests, ideas, and behaviors of real
people in real places at decisive historical conjunctures. One wonders whether
dissertations like Seymour Martin Lipset’s Agrarian Socialism (1950), Nora
Hamilton’s The Limits of State Autonomy: Post-Revolutionary Mexico
(1982), or William Reno’s Who Really Rules Sierra Leone? (1985) would be
proposed—Iet alone welcomed—in our own departments. Increasingly, I fear,
the answer is “no.”

Don’t get me wrong. Truly exceptional work will always rise above
momentary fads and fashions, and I, for one, feel no need to challenge
Margaret Levi’s assertion that the first books of “such distinguished
contemporary comparativists as Robert Bates or David Laitin or Sidney
Tarrow” would, if written today, “still be published by a major university
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press” (Levi 2000, p. 20). In fact, I would go even further and say that if they
were written today, they would still be classics in their respective fields. But
I am not at all sure that they would be written today, for many graduate
students in some disciplines have been turning their backs on the detailed,
single country (or community, region, firm, movement, etc.) case study for
more than a decade now in a potentially misguided effort to meet a uniform,
textbook standard of methodological rigor that holds that quantitative data
are necessarily better than qualitative, large samples are necessarily better
than small, and deduction is necessarily better than induction.

In fact, the prevailing view of the case study owes much to the critique
offered by Donald Campbell and Julian Stanley in their classic exposition of
Experimental and Quasi-Experimental Designs for Research in 1966. Accord-
ing to Campbell and Stanley, the “one-shot case study” entails the observa-
tion of a “single group” that has allegedly been exposed to “some agent or
treatment presumed to cause change” (Campbell & Stanley 1966, p. 6). If X
is the treatment (e.g., the “deepening” of import-substituting industrialization
described by O’Donnell in Modernization and Bureaucratic-Authoritarianism,
1973) and O is the outcome (i.e., the onset of authoritarian rule), X is allegedly
responsible for O.

The limits to the one-shot case study are by now well-known. Absent
either a baseline measure of the outcome variable (e.g., an assessment of the
political situation prior to the process of deepening) or a control group (e.g.,
data on countries that failed to deepen their industrial structures), one can
neither be certain that a change in the status of the outcome variable has
actually occurred nor attribute the alleged change to the ostensible cause
with any degree of certainty. As a result, the case study methodology suffers
from “such a total absence of control,” in the words of Campbell and
Stanley, “as to be of almost no scientific value” (1966, p. 6).

A number of well-known analysts have responded to Campbell and
Stanley’s critique by undertaking “comparisons between or among a small
number of cases,” in Bennett’s terminology, and thereby increasing their
sample sizes.” The most commonly used small-n approaches derive from
John Stuart Mill’s “method of difference” and “method of agreement.” The
former (Table 9.1) looks for two or more cases that are similar in all critical
respects except for a dichotomous outcome variable and a dichotomous
independent variable, which is assumed to be the “cause” of the outcome in
question.

The latter (Table 9.2) looks for two or more cases that differ in all criti-
cal respects except a dichotomous outcome variable and a dichotomous
independent variable that is therefore assumed to be the “cause” of the out-
come in question.
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Table 9.1 Mill’s Method of Difference

Case Outcome Independent Variable Control Variable 1 Control Variable 2

1 Yes Yes Yes No
2 No No Yes No

Table 9.2 Mill’s Method of Agreement

Case Outcome Independent Variable Control Variable 1 Control Variable 2

1 Yes Yes Yes Yes
2 Yes Yes No No

According to Theda Skocpol, perhaps the foremost contemporary practi-
tioner of small-n comparative research, the comparative method is nothing
more than “that mode of multivariate analysis to which sociologists necessarily
resort when experimental manipulations are not possible and when there are
‘too many variables and not enough cases’—that is, not enough cases for sta-
tistical testing of hypotheses” (Skocpol 1976, p. 177; Skocpol & Somers 1980).

Nevertheless, Mill’s methods have been criticized on a number of
grounds. They are vulnerable to selection bias, measurement error, and
curve fitting. They rely on an epistemologically untenable, deterministic
notion of causality. And they are confounded by interaction effects, omitted
variables, identical patterns of concomitant variation (i.e., situations in
which multiple predictors exhibit the identical pattern across cases), and
multiple causes of the same outcome. Consequently, Stanley Lieberson, per-
haps the foremost contemporary critic of small-n causal analysis, holds that
“the fundamental underpinnings of the Mill methods are indefensible.”*

Lieberson’s critique is powerful but not unassailable. While the case study
is by no means the appropriate research design for each and every social
scientific problem and is indeed ill suited to traditional, probabilistic causal
analysis, it is anything but useless. After all, Campbell himself concluded—
in a “partial recanting” published years after his magnum opus had become
the industry standard—that the case study offers more control than his
previous “caricature” would have implied, for the authors of case studies
frequently find that their prior beliefs are untenable when they reach the
field—an unlikely outcome in the absence of at least some form of control
(Campbell 1975).



Chapter 9 & Essentials for the Case Study Method 173

When might a case study be appropriate? A number of situations exist:

e When it promises to yield fundamental insight into a rare but impor-
tant process or event that offers no obvious point of comparison
(March, Sproull, & Tamuz 1991; Adams, Clemens, & Orloff 2005).

e When it addresses an ambiguous, obscure, or otherwise inhospitable
population that is difficult to reach through traditional methods (Geis
1991).

e When it explores a crucial, deviant, or negative case that will shed
light on an established theory (Stinchcombe 1968; Lijphart 1971;
Emigh 1997).5

e When a case study approach is used in conjunction with a large-n
statistical study to flesh out underlying causal mechanisms (King,
Keohane, & Verba 1994; Ragin 1987; Skocpol & Somers 1980; Paige
1975; Romer 1993; Kurtz & Barnes 2002).

e When it is combined with a small-n comparative approach to assess
necessary causal conditions or conditional theoretical statements (Dion
1998; Paige 1999).

e When it can be evaluated against an established body of theory
that offers multiple observable implications (Campbell 1975,
pp. 181-183).

e Or when no adequate body of theory exists, and the relevant hypoth-
esis or control group is therefore unclear (Walton 1992).

Any or all of these situations would justify the use of case-based methods,
regardless of whether they would foster valid causal inferences in the narrow
sense of the term. For ongoing discussions about the approach, see the
websites for the Consortium on Qualitative Research Methods (www.asu
.edu/clas/polisci/cqrm/) and the American Political Science Association’s
Qualitative Methods Section and associated newsletter (www.asu.edu/clas/
polisci/cqrm/QualitativeMethodsAPSA.html).

It took me a long time to realize that small-n researchers and large-n
researchers could profit from mutual dialogue. Large-n researchers have to
compromise nuance for generalizability; small-n researchers compromise
generalizability for nuance. In both cases, the goal is mostly to understand
social processes and their implications, and both methods are fraught with
fundamental study design concerns that allow only partial answers. But in
mutual dialogue, the two methodological enterprises can yield more com-
plete insights into social processes.
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Notes

1. Oxford English Dictionary, 2d ed. (1989). Oxford, UK: Oxford University
Press. Retrieved September 23, 20035, from dictionary.oed.com/cgi/entry/50034022/
50034022se53?single=1&query_type=word&queryword=case+study&first=1&
max_to_show=108&hilite=50034022se53.

2. The latter point is perhaps best illustrated in Srinivasan and Bhagwati (2001)
in the Bibliographies at the end of Part II.

3. Bennett, Andrew. (2001). “Case Study: Methods and Analysis.” Pp. 1513-1519
in International Encyclopedia of the Social and Behavioral Sciences, edited by Neil J.
Smelser and Paul Baltes. Amsterdam, The Netherlands: Elsevier. Quotation is from
p. 1516.

4. Lieberson, Stanley. “More on the Uneasy Case for Using Mill-Type Methods
in Small-N Comparative Studies.” Social Forces 72(4), 1225-1237. Quotation is
from p. 1236.

5. Examples of the various stages would include Barrett and Whyte (1982),
Barnett (1990), and Emigh (1998). See the Bibliographies at the end of Part II.
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In Search of the Holy Grail:

Projects, Proposals, and Research
Design, but Mostly About Why Writing
a Dissertation Proposal Is So Difficult

Michael Watts

There is too little emphasis [in the U.S. academy] . . . on what it
means to do independent research.

—William Bowen and Neil Rudenstein,
In Pursuit of the Ph.D. (1992)

AUTHOR’S NOTE: A version of this chapter was delivered at the International Predissertation
Fellowship Program (IPFP) Annual Fellows Conference in October 2002. I am grateful to the
participants, to Ellen Perecman in particular, and to the army of IPFP fellows who have
struggled with the sorts of questions I try to raise here. More critically, much of what I have
to say here has emerged from 15 years of running dissertation workshops at the University
of California, Berkeley (globetrotter.berkeley.edu/DissPropWorkshop/), a system focused on
proposal writing that emerged in the careful hands of David Szanton while at the Social Science
Research Council.
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he art of writing a research proposal is a curious and paradoxical exercise.

It is indisputably a foundational moment in graduate student training and
professional formation. Indeed, it is arguably one of the most difficult and
exacting tasks confronting students. And yet it is one of the great curiosities of
academia that proposal writing, and research design and conduct more gener-
ally, is so weakly institutionalized within the university and within graduate
programs throughout the social sciences. This is precisely what Bowen and
Rudenstein (1992) gesture to in their rather extraordinary, but nevertheless
sadly accurate, claim that universities lay too little emphasis on what it means
to do “independent research,” in other words, what we would all take to be the
bedrock of the academic enterprise. The same claim might be made of field-
work, so often a constituent part of the research design on which any good pro-
posal rests. Whether “the field” is a village in northern Uganda, a barrio in Los
Angeles, a legal firm in Paris, or an archive in Pittsburgh, the actual conduct of
independent research in the field is an exemplary case of what Bruno Latour
(1987) calls “black boxing.” Fieldwork, which typically has a central place in
the social scientific study of the developing world, has the aura (and anxiety) of
any rite of passage. But with a difference. It is a learning-by-doing ordeal for
which there is presumed to be no body of preparatory training (i.e., course
work) and for which the measure of success is Darwinian in nature: Those who
succeed return; those who do not presumably were not good at fieldwork and
were bound for academic extinction.

It is perhaps for all these reasons that Bowen and Rudenstein, in their
important book In Pursuit of the Ph.D. (1992), characterize the period
between the end of graduate course work and the engagement of a disserta-
tion topic as one of the most fraught and difficult in graduate formation. The
selection of a topic, they say, is “a formidable task,” and students must be
encouraged to engage with their dissertation projects in the first and second
years of study at the graduate level. In practice, they rarely are so encour-
aged in the social sciences or in the humanities, and the transition from
course work to dissertation project, from writing nifty critical literature
reviews on organization theory or poststructuralism to “the research ques-
tion”—another rite of passage—is often paralyzing. There is no obvious
road map to facilitate this transition or the discovery of a robust, credible,
interesting, and original project. And the fact that students have been swim-
ming along merrily in a sea of high theory—hegemony practices, disciplinary
discourses, or transaction costs—does not necessarily help much either.
(“How exactly am I going to ‘operationalize’ my Foucauldian study of the
microphysics of political power in San Francisco’s credit unions?”) The dis-
covery and articulation of a compelling research project and robust research
design are often a source of radical bewilderment and anxiety. It is, after all,
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about making fundamental choices: Brazilian social movements and not
schooling in Oregon, an engagement with neo-Weberian theory rather than
rational choice, and so on. And not least, it necessitates decisions that engage
the intellectual with the personal: Can I take my companion and child to
Tierra del Fuego for a year and a half? Can I really hack it in Calgary for
two winters? All this talk of emotion and reason may sound terribly West
Coast-ish in tenor, but we cannot ignore the truth that in their most demand-
ing form, research and writing require a state of mind and a way of being
that most people in the world spend their lives trying to avoid: withdrawal,
obsession, panic. This is the stuff of the research enterprise, and yet it is sur-
prising how many classic monographs cover their tracks and obfuscate the
mistakes, errors, and panic of how the book emerged, ignoring the lived real-
ities of working in the field. It is interesting to reflect on why the research
proposal or research design has become a sort of “public secret” on cam-
puses and indeed why, in my view, it has all too often not been an object of
serious scrutiny in the past few decades. Perhaps the poststructural skepti-
cism toward method and truth and the attraction of the conditions under
which knowledge is produced have contributed to a sort of flight from
research design.

I want to introduce a number of issues pertaining to research design and
proposal writing and to lay out in broad terms the kinds of concerns and
knotty problems that enter into the long and complicated process of fram-
ing, designing, conducting, and obtaining funding for a researchable project.

The Funding Regime

Before I turn to the nuts and bolts of the proposal-writing process, let me say
a few words about the political economy of funding and proposal writing.
Some readers may wish to consult some interesting work by the anthropolo-
gist Don Brenneis, who has conducted ethnographic work on the proposal
review process (see Brenneis 1994), posing questions such as the following;:
What actually transpires in the course of peer group assessment? What sort
of normalization transpires as multidisciplinary or theoretically contrary aca-
demics “review” a proposal? What indeed is the canon that defines the
“good proposal”? Students depend on a variety of funding sources: federal
agencies, such as the National Science Foundation and the Fulbright
Program of the Institute of International Education; private foundations,
such as the Ford Foundation, the Carnegie Foundation, and the MacArthur
Foundation; small donors, such as the American Association of University
Women; and nongovernmental organizations (NGOs), such as the Aspen
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Institute and the Social Science Research Council (SSRC). These organizations
have quite different interests, forms of governance, and review and may
require markedly different sorts of proposals (a 2-page précis vs. an elaborate,
20-page research proposal). Such variability in the interests and foci of fund-
ing programs points directly to a need to consider and reflect on the institution
(the funder), the program (the substance), and the process (review and evalu-
ation). Let me begin with several self-evident, but nonetheless important, start-
ing points for thinking about the relation between the intellectual project and
the mundane need to bankroll it:

o Identify the panoply of organizations that might consider funding your
project; the Foundations register (a listing of all foundations, available
through www.nootherfoundation.org) and university research offices
are obvious places to begin.

e Be creative and flexible in reading the rubric of a funder and of the spe-
cific grant program in question and consider the ways in which you
might package your interests (take note: not compromise your inter-
ests) in order to be eligible for funding through a particular program.
A funder may have a program on peace and security or technological
innovation that precisely rests on the desire to think expansively and in
cross-disciplinary ways about such issues and may readily encompass
what you do.

e Excavate background information on the funding agency to learn, for
example, what sorts of projects it has funded in the past, who the
members of the selection committee are, and whether they have priv-
ileged or encouraged certain sorts of approaches or problems.

o Take careful note of the deadlines and requirements of each applica-
tion to give yourself time to prepare a proposal; two weeks or even
two months will not do. The process is long, iterative, and time con-
suming. Any proposal that leaves the author’s desk without having
been read by a large number of people and subjected to rigorous crit-
ical feedback is, almost by definition, vulnerable.

e Recall that all research competitions are competitions! Getting sup-
port is competitive and is becoming more so. The consequences are
rather obvious. You have to submit a proposal that represents your
best effort; you cannot submit a wildly disorganized and incomplete
project proposal just because the deadline comes around and hope
that something is better than nothing. Experts in your field will be
judging what you write.

e Your project will be (for better or worse) assessed relative to others’.
Research monies are tight, and competition is intense. A reviewer or
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screener might be reading 30 proposals and have to eliminate 20. To
stand a chance, your proposal must not simply be solid; it must jump
out of the pile. It must, in other words, excite the reader. There are
several ways in which a proposal can achieve this distinctiveness. One
is to have three typos in the first line. Another is to bury the hypoth-
esis in the trivial details of a footnote on page 8. I would not recom-
mend either of these strategies. Your proposal must grab the reader: a
tight, compelling, well-written, and clever opening paragraph does
wonders.! A meandering “fishing expedition” or a poorly articulated
alleged association between modernity and protest will ensure that
your proposal is headed for the wastebasket. Crude and harsh,
perhaps, but these are the conditions under which your project is
reviewed, and accordingly, they demand some serious reflection.

e Because you have only one chance for success and most (although not
all) programs have one deadline per year, allow yourself time to think,
write, and plan for the deadline. You simply cannot begin too early.
I would suggest the first day of graduate school.

Primary Objectives and Parameters

For the purposes of this chapter, I am making a number of assumptions
about the construction of a research proposal as an exemplar of research
design. I do this because I am assuming that most readers are in the process
of drafting a research proposal or are thinking about dissertation projects
and that they intend to conduct something like fieldwork, namely, a process
by which they generate evidence. There is, in my view, something like a
canon of what a good proposal looks like and what properties and qualities
the reviewers of proposals, or dissertation committee members for that mat-
ter, look for and privilege. I propose a walk through the process of design-
ing a research proposal as a way of flagging issues that we all need to think
about because the process is so difficult, so demanding, and so drawn out.
In passing, I shall draw on my own experiences conducting research in West
Africa (Nigeria and Senegambia), in South India (Kerala), and in California
(the Sacramento Valley), which, like most everyone else’s, reflect a combi-
nation of systematic, contingent, accidental, and occasionally ridiculous
human practices. My interests have focused, in particular, on peasants, rural
transformation, social movements, and a variety of agrarian issues, includ-
ing household dynamics and gender questions. These interests shape the
sorts of examples I provide here, but the principles I seek to emphasize are
as valid in the humanities and social science professions (law, public health).
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Let me immediately say that this chapter will not be a primer on the
problems of research design. This is not an occasion for a crash course in
designing surveys, training assistants, thinking about respondent bias, or
working through the problems of evidence or a genealogy of hermeneutic
theory (other chapters in this volume explicitly address such questions).
Neither should this chapter be construed as a treatise challenging or even ques-
tioning the theoretical or disciplinary approaches one might adopt as an eco-
nomist, anthropologist, or historian. Of course, I have my own biases, and in
the interests of full disclosure, I will try to make them explicit now. First, I take
seriously the notion that one should consider a variety of methodological
approaches to a research problem and look into multiple methods (an exem-
plary case would be Paul Lubeck’s book Islan and Urban Labor in Northern
Nigeria, 1987). Second, I will emphasize some key moments in research design
and proposal writing (for example, linking evidence to a particular question)
as a way of driving home the point that you need to be as clear, as self-
conscious, and as explicit as possible in explaining how you will conduct your
project (e.g., you have arrived in rural Idaho with your U.S.-made pickup truck
and gun rack to study the militias. Now what are you going to do?). A good
research design makes research life in the barrios of Los Angeles or Bogota
much easier. Given all the unknowns associated with doing fieldwork and col-
lecting data, a research proposal is a sort of security blanket. By definition, a
proposal pushes you to construct something more deliberate than a fishing
expedition (“I’ll go and poke around and see what is there”). A well-thought-
out research proposal provides you with an identifiable problem; a tentative
hypothesis, claim, or proposition; a road map of necessary evidence; and at least
some ideas about how and where that evidence can be located or generated. To
leave the warm and cuddly academic groves of Berkeley or Cambridge for “the
field” without having thought carefully through all such matters is to invite
catastrophe, or at least more confusion and anxiety—the state most people are
in when they start thinking about a dissertation topic. We can all do with less
of this. A proposal, then, has the merit of identifying a hypothesis or a hunch
or an argument or a paradox to be explained. How else could one begin?
There is something worse than a bad hypothesis, idea, or proposition, and that
is no hypothesis, idea, or proposition at all.

Let me briefly define a research proposal as a text that links—in a more
or less formal way—theory, method, and evidence (Burawoy et al. 1991). A
more elaborate definition would be that a research proposal presents a ques-
tion or problem theorized in such a way that it generates a claim or argu-
ment (a hypothesis, if you wish), attached to which are evidentiary needs on
the one side and a series of means (methods) for generating, locating, and
assessing evidence on the other. How these pieces are articulated or linked—for
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example through a comparative study of three country cases using a large-n
sample—represents what I would call the research design. As I have already
implied, different funders impose different requirements and organizational
templates, and the institutional culture of disciplines may vary with regard
to how formal (let us say, how amenable the evidence should be to statistical
interpretation) such proposals should be. In some disciplines, the language of
hypothesis testing may seem remote or outright anachronistic. But all the social
sciences and humanities have to grapple with the intellectual and practical prob-
lems of conducting independent research, namely, that some evidence is theory
laden, that some questions have particular evidentiary demands, and that some
methods may not be appropriate for answering certain questions or for gener-
ating certain sorts of information. Researchers are in the business of writing
narratives of differing sorts. Some sustain arguments and propositions; others
provide different explanations and understandings of social life.

Put it this way, independent research seems straightforward and, perhaps,
pedestrian. But, of course, it isn’t. It is the most difficult thing you will do,
even more difficult than writing the dissertation. There are very good rea-
sons why Bowen and Rudenstein (1992) emphasize anxiety and paralysis in
their account of the genesis of a research project. The process is loosely insti-
tutionalized; it is often confounded by bad advising and poor training; and
it is certainly made no easier by the profound arbitrariness of arriving at a
topic. How can something predicated on logic and reason so frequently be
so contingent or accidental? Why on earth did I choose beer-brewing coop-
eratives in Burundi and not national dental organizations in Des Moines? Is
beer or teeth more or less likely to get me a job? There really is no avoiding
this reality. Selecting and designing a research project is hard, exhausting,
and unsettling; it is also thrilling, exhilarating, and exciting.

But the difficulty of designing and writing a good research proposal is
unquestionably compounded by the fact that students come to it relatively
late in their graduate careers. Because of highly structured course work and
the impending nightmare of qualifying exams, when a student steps into the
field, the planning horizon for dissertation research is typically the immediate
and the short term rather than three years down the way. Graduate training
can sometimes seem like permanent crisis management (perhaps not unlike
Trotsky’s account of capitalism). But it is, in fact, impossible to start thinking
about a research project too early, for several reasons. First of all, the identi-
fication of a place and a problem—household dynamics and commercializa-
tion in northern Kenya, for example—carries with it enormous implications
as regards the skill set required to carry out the research: fluency in the local
language, an area studies background, and training in large-scale social
survey design, to say nothing of training in theory, which is the bread and
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butter of graduate formation. Starting as early as you can is key to building
into your graduate formation a series of integrated needs for conducting a
project. (It is rather difficult to pick up Chinese late in the game.) Second,
the process of writing a research proposal is deeply and profoundly recur-
sive. The proposal can change radically between the sixth and the tenth
drafts, which take into account feedback from your committee, friends, and
peers. To expect this process to take anything less than six months is myopic.
Proposals undergo radical change from the first to the tenth draft; if
you look at the University of California, Berkeley, Dissertation Proposal
Workshop website (globetrotter.berkeley.edu/DissPropWorkshop/), you will
see examples of precisely what is entailed in this recursive process of fram-
ing, reframing, refining, sharpening, and so on. Third, the practical start-up
demands of a project are time consuming, particularly when the project is to
be conducted in a non-native environment. There is ideally a need to make
regular predissertation visits to establish scholarly contacts, affiliations, and
academic networks; there is a need to scout out possible field research sites
and perhaps improve language skills; and most of all, there is a desire to test
one’s primitive ideas on the local scholars who are familiar with the subject
at hand. To ensure such preplanning requires time and flexibility.

The great value of a research proposal carefully crafted early on in one’s
graduate training is that it acts as a foundation on which a program of work
can be constructed. It provides an intellectual and methodological road map.
For example, you may want to study the ways local transnational organiza-
tions shape the agendas and practices of local green groups—perhaps a case
study of the relations between local Ecuadorian environmental NGOs and
U.S.-based transnational environmental organizations that fund them—and
such a project generates immediate demands for graduate training. In other
words, it requires that you put yourself in the best possible position both to
secure funding for the project and to complete a well-organized and effective
field project. Quite specifically, one might anticipate that you will identify
the following as (minimally) necessary:

e Spanish language training, and perhaps training in a local vernacular
as well, should the Ecuadorian NGOs be representative of indigenous
peoples

e Theoretical work on transnational organizations and transnational
networking

e Methodological training in interviewing, ethnography, and participant
observation

e Conceptual work on interorganizational behavior, management, and
practice
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e Background work on environmental movements and organizations,
including funding, structure, and governance

e Literature searches on Ecuadorian green movements

o Affiliations and contacts with organizations in the United States and
Ecuador that will provide the case studies for the study

What makes for a good and compelling research proposal? A 10-15 page
research prospectus that includes sections on theory, method, design, and
plan of work will typically be required by the funding organization, and this
template will provide the basis for my discussion below. There is no one way,
one narrative structure, or one proposal organization to link problem, theory,
method, and evidence. But I would say that there are some generic demands
(“principles”) that any compelling proposal must respond to, namely:

e Transparency

e Clarity

e Methodological precision
e Theory-driven expectations
e Plan of work (“doability”)

By transparency, I mean that the logic by which theory, evidence, and
method are connected must be explicit. This implies two things. The reader
must be able to understand, first, the design of your project and, second,
why you have chosen this particular approach to your problem or question.
If you are proposing to study the nature of social and economic differentia-
tion among peasants in northern Thailand in relation to the neoliberal
reforms since 19835, then it must be clear how you are going to measure dif-
ferentiation (what criteria, how many people), what means you will use to
collect data appropriate to the measures you have chosen, and how you plan
to separate the effects of the neoliberal reforms on differentiation from other
“causal” forces (say, farming ability and household size). Transparency,
then, is simply the legibility of the process by which you construct a prob-
lem, pose a hypothesis or question, and explore the evidentiary needs of your
research and validity of your results. The implications of transparency are
that a reader must be able, without effort, to understand clearly how you
link a theorized problem with a claim, with evidence, and with method.

Clarity refers to the need to strike a balance between the specialized lexi-
con of theory and discipline and the need to be able to “walk” a reader
through a proposal in such a way that the reader fully and easily grasps
the internal logic or architecture of the study. The demand for clarity does
not imply a linguistic or expressive dilution (a dumbing down) but rather
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highlights the dangers of obfuscation (what exactly is this proposal suggesting?),
ambiguity (how many people will the researcher be interviewing?), and a lack of
sufficient information (what exactly is the researcher proposing to do in the
name of ethnographic fieldwork, or “hanging out” in the village?). The clarity
question can quite easily be tested by asking two or three people to read your
proposal and explain to you, in a few sentences, the central problem and cen-
tral claim. Let me assure you, this is always a rather humbling experience.

Methodological precision asserts the importance of focusing on the
“how” question. Typically, funders scrutinize with particular care the part
of the proposal that addresses the knotty problems of evidence and data col-
lection, yet students fudge that very part or gloss it over. How large must the
sample be? How will the sample be selected, especially in view of the total
absence of any reliable survey data? Is representativeness an issue? How can
one confidently assume that data on peasant credit relations will be reliable?
How exactly can evidence be collected on state espionage? The key point I
wish to make here is that there are lots of exciting and creative and innova-
tive questions that we as scholars can pose but that generate evidentiary
demands that cannot be met (e.g., they might presuppose that we have access
to the internal records of large transnational oil companies or require taking
up arms and fighting for a liberation movement in a small African country).
This may sound perfectly obvious in the abstract, but all proposals must be
able to convince a reader that reliable, valid, and quality information appro-
priate to the question can be collected under the conditions of fieldwork in
an ethically responsible way.

The demand that the proposal meet certain expectations derived from
theory is perhaps counterintuitive and somewhat controversial. It reflects the
idea that the ways in which you couch your problem—the theoretical tradi-
tion in which you have chosen to operate—provides something more than a
context for the research to which you gesture in a literature review. It is the-
oretical precisely because it leads us to expect certain outcomes or to gener-
ate specific hypotheses. One can argue over the extent to which theory
predicts or overdetermines the research process. But theory must be useful.
As Gilles Deleuze (1993) put it, it is a sort of toolbox that you have decided
to deploy, and to this extent, it leads you to a hunch about what is going on,
what you expect to find. The hunch may be wrong—your research will dis-
cover this—but a proposal must contain such a hunch and, through the prin-
ciples outlined, convince a reader that your proposition is plausible and
worth exploring. A compelling proposal cannot stop at the point where you
pose a question; you must have something to say about it (a claim, an argu-
ment, a hypothesis), and this is what theory does for you (see Pryke, Rose,
& Whatmore 2003).



Chapter 10 ¢ Essentials for Research Design 185

Doability highlights practical considerations that will shape the “fundabil-
ity” of the proposal—and indeed, your ability to pull off the project! It is one
thing to have a theoretically brilliant and well-designed study of financial
markets and transnational capital flows; it is another to have the time,
money, and resources to analyze vast data sets and complete the analysis in
several months. Typically, driven by a sort of data insecurity, most proposals
vastly overestimate both the quantity of evidence that they need and their
capacity to generate or collect it. That is why one of the most common
responses to the first draft of a research proposal is, “Interesting, but this is a
lifetime’s work!” I remember vividly one of the first proposals I read in 1980
for the Dissertation Fellowship Competition of the SSRC Africa Committee.
It was a project on peasant differentiation in Kenya with a sample of 4,000
households, which the applicant hoped to interview in three months. Another
applicant hoped to explore the problem of runaway children in Nigeria using
police records. Comparisons often confer great explanatory power, but the
costs in terms of time, skills, and practicality are accordingly enhanced. The
doability question is both practical and epistemological in nature.

In adhering to these principles, the reader of a proposal should be fully
able to appreciate the nature of the problem, how the researcher is approach-
ing the study, and how it is to be conducted (when, where, how). In this
way, a good proposal offers the reader a clear answer to the following three
questions:

e What will we learn that we do not already know?
e Why is it worth knowing?
e How will we know whether the findings are valid?

All these questions are in some measure shaped by field and by discipline.
For example, validity may be one thing for a rational choice analysis of col-
lective action and something rather different for an ethnographic analysis of
a social movement. But you must always keep these three questions in mind
because they represent an important set of criteria by which your project will
be assessed and evaluated. It is always a useful exercise to put yourself in the
position of someone reading and evaluating a proposal. For this reason, a
Dissertation Proposal Workshop on the SSRC model, which turns everyone
into a reviewer, can be a powerful learning experience.

At this point, let me say a word about the construction of a proposal in
relation to the reader—or more precisely, reviewers, screeners, and selection
committees—and in relation to its assessment. I have already stressed the
competitiveness of the selection process and its political economy, for want
of a better phrase. One can, of course, become almost immobilized by the
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prospect of second-guessing what funders need or are looking for.
Nevertheless, there are a number of narrative devices, tricks of the trade, and
obvious dos and don’ts that bear reiteration.

e Powerful opening: Get straight to the point; do not drift around in
some aimless way. The opening paragraph is your first salvo. You must
have a way of encapsulating what this project is about in a few sharp,
snappy sentences.

o Freshness or originality: There is no simple way to make a proposal
stand out, and the process of crafting a research project must not be an
excuse for showiness, fashion, or superficial cleverness. Nonetheless, one
way of giving a project some panache is to construct your study around
a puzzle, a paradox, or a conundrum. Consider the following illustration:
The rise of political Islam has been associated with particular social pat-
terns of recruitment and a rejection of certain liberal ideals; case X in
Jordan, however, stands as a striking contrast. Why? Or, my theory would
lead you to expect that people would vote in one way, but in practice they
did the opposite. Why? Or, why does Y movement in Nigeria that attacks
ethnic politics as a stain on the Federation have ethnic identification as its
basis for political mobilization? Paradoxes, exceptions, crises, and compar-
isons are powerful ways of making a scholarly statement.

e Candid attitude toward ignorance or sensitivity: Even the best plans
and early proposal writing can come up short, and the best plans are con-
founded by unexpected crises and risks. A student preparing to conduct
fieldwork in Chiapas in 1994 or in lower Manhattan in mid-September
2001 obviously had to confront unexpected political and practical difficul-
ties. The point is that there will always be absences and deficiencies in one’s
training and knotty practical and ethical difficulties to be confronted. Never
bury these problems or attempt to hide them. Respond to them directly. If
your language skills are not terrific, explain your plans to improve them. If
you are working in a sensitive war zone, explain why you think you can
conduct work there safely without endangering your life or the lives of
others. If you are collecting large-n data of a social-survey sort but have
no training in survey design, explain how you intend to acquire these
skills. You might consider a summer intensive course at the University of
Michigan’s Institute for Survey Research, in which case you should say so
and include it in the budget! A reviewer of a proposal will fully understand
that one cannot know everything in advance and that all questions cannot
be answered at the time of writing, but these inevitabilities are no excuse
for sloppiness or inexactitude. What the reviewer wants is evidence that at
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the very least you have thought about these things and have something to
say about them.

e Security in ambition: Conducting a project is always anxiety provoking,
given the unknowns and insecurities. How could it be otherwise? One com-
mon response to the combination of practical and personal insecurities (Am
I the person to do this? Am I up to it?) is to add more wood to the research
fire, such as by adding questions, expanding the theme (do I have enough?),
and adding more data (a sample of 800, not 80). Insecurity breeds ambition.
But this response can work against doability. One of the most common
refrains of the dissertation adviser or the screener is, “It’s just too big.”

e Self-promotion: Never be reticent about making clear why you are the
person to do this project. You are fluent in the necessary language(s), have
work experience and personal connections in the region, and have made
several predissertation trips. Explaining why you are the person to do the
project is imperative.

e Say, don’t fudge: There will always be unknowns in any project.
Which village will T select? How will I select my snowball sample? Can I
interview people on sensitive issues like credit? The tendency is to defer
judgment on these issues (“I’ll figure it out when I get there”). There are
good reasons, perhaps, for improvisation in fieldwork. Sometimes, things
do not work out, or local contingencies shape outcomes and choices. But
such logic can breed either complacency or a sense in the proposal that you
have not thought through (as best you can) what you might do. Give it your
best-reasoned shot; don’t obfuscate, don’t fudge. Convince a reader that
you have thought about these questions in the context of not knowing all
the relevant details and that you have plausible and credible answers.

e No shopping: A research design cannot be a reconnaissance trip or a
shopping expedition. A huge shopping list of generally unstructured ques-
tions does not make a proposal.

e Specificity (or, You can rarely be “too specific”): Any adviser would
rather read a proposal that has all the details in place (even if not justified!)
and all the specifics addressed than a proposal that is full of vague histori-
cal associations and fuzzy speculation.

Entry Points and Using Evidence

At this point, let me step back a little and reflect on how we identify a
researchable problem or question (what I shall call points of entry) and the
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ways in which such a question or problem can be framed (what I shall refer
to as logics of inquiry). I have taken this language and the discussion that
follows from an, alas, unpublished book project, Epistemology and Social
Science (1985), by professors Paul Lubeck and Bob Alford, of the University
of California, Santa Cruz. I am grateful to Paul Lubeck for sharing this work
with me. A similar approach is outlined in Andrew Sayer’s Method in Social
Science (1992). Often we start with an ill-defined interest that takes the form
of an association or a broad relationship, ill-specified and general in its
articulation. For example, we might be interested in the relation between
migration and intrahousehold dynamics or between Hindu nationalism and
neoliberal reforms or between armed struggle and forms of democratization.
Just how and why we get to these entry points really does not matter, and
we should not spend too much time figuring out why we are drawn to vio-
lence or gender or class conflict (though these might be interesting topics
for us and our therapist). These entry points are all important, but they do
not address critical middle-level questions and specifics: What are the local
forms of armed struggle? What are the specific aspects of neoliberalism, and
how do they have causal efficacy? What sort of evidence would we need to
identify this or that variable?

Entry points, then, usually take the form of a particular sort of question or
query, and their goal is to identify the right research question. Often, this
process is treated as one of individual choice or as a curious process of osmo-
sis, in which the field of knowledge is transmitted to the researcher or emerges
inexorably from the data. In practice, there is, of course, a complex tacking
back and forth between theory, question, and data. One cannot over-
emphasize the importance of struggling to formulate a coherent—that is to
say, conceptually integrated and empirically grounded—research question.
The question does ultimately commit or obligate the scholar in key ways: to
mastering literatures, to identifying with a theory, and to plowing through
sources of data. All this effort is likely to lead to dead ends and paralysis
unless you are explicit and self-conscious about the theoretical and empiri-
cal decisions you have made.

Whatever the entry point, you will need at some stage to generate a specific
question rooted in empirical circumstances and with a particular design and
scale (perhaps a large-n, perhaps a national comparison, perhaps a single-
village case). Each entry point typically generates a different sort of question
and may provide the groundwork for the elaboration of a research program.
Practical questions might emerge from a student’s experience working in a
nonprofit, the Peace Corps, or a government agency. How can an Indian
NGO deliver better family planning advice to south Indian women in deeply
patriarchal households? How might organic grape growers in the Napa
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Valley improve their market share? Why the hell do the farmers who are at
the tail end of the irrigation system never get water? One’s practical concerns
must be located with respect to a theoretical framework and within a logic
of inquiry if they are to qualify as action research. By action research, I mean
a theorized and scholarly program of work with direct practical implications
emerging from the object of study.

Another entry point or research question is empirical. Empirical questions
can also take a variety of forms: Some are abstract (How is class conscious-
ness shaped by social interactions among persons of equal status?), some are
concrete (Were Catholics more involved than Muslims in the genocidal
activities in Rwanda in 1994?), and some are historical (How did the dis-
course of the 1946 rebellion in X differ from the rebellion in 1978?). And
finally, some questions are theoretical: Does bureaucratic authoritarianism
reduce the legitimacy of rule? Under what historical circumstances does
social integration increase? How do members of militant movements con-
struct beliefs about the meaning of life that justify suicidal acts?

The question then becomes how to push this question forward, develop
and refine it, and convert a hunch into a research proposal. There are sev-
eral immediate responses to this impulse. One is to figure out a conceptual
tool kit that can help you refine your question but can also generate hypo-
theses or propositions to be tested or evaluated. Another is to identify the
sort of evidence that is appropriate to the questions and the means by which
valid evidence can be collected. A third is to try to understand how a
particular approach to linking evidence and theory is shaped by practical
considerations: limited time, energy, and resources. In quality research insti-
tutions, much time is rightly spent on teaching students a road map of theory
appropriate to the discipline and to the selection of concepts relevant to the
research project. Often, much less attention is given to the perhaps banal and
pedestrian questions of evidence, both what constitutes evidence for a par-
ticular approach to a problem (and why) and the mundane issues of acquir-
ing such evidence, however constituted. As I have already mentioned, it is
customarily the methods section of the research proposal that is weakest,
and it is often weak because it is underspecified—for example, “I shall
engage in participant observation.” But it may also be weak because the
connections—the rules—by which evidence is linked to theory or theorized
claims are often opaque.

Let’s take three projects for illustrative purposes. One is a study of a farmer’s
movement in India, with a focus on the question of the meanings of being iden-
tified with the movement. Another examines the particular historical conjunc-
ture out of which the Mafia was born in mid-19th-century Sicily. A third is an
analysis of strike action in relation to rational choices made by different actors.
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One might categorize these questions, which, incidentally, could be approached
through differing sorts of theoretical tool kits, into one of three “logics of
inquiry”: phenomenological, historical, and causal. Such logics provide ways of
linking theory and evidence. They do not help you answer your questions but
rather highlight the choices that have to be made given the fact that working
with one set of tools limits what can be pursued as well as the manner in which
it can be pursued. Logics of inquiry offer the opportunity to formulate and
reformulate a question within different approaches and to see the choices avail-
able to you regardless of the content of the question.

Let me examine each of these logics, drawing on Lubeck and Alford and
on Sayer as a way of showing how the logics of the different rules linking
theory and evidence confer different options.

Causal Logic: One broad class of procedures attempts to distinguish the rel-
ative importance of different causal factors, to discover the causal structure
that explains variation in the social world. It explains variations in the attrib-
utes of different units of analysis by deploying a multivariate analysis. In
order for evidence to be recognized by theory (whether Marxian, rational-
choice, or neoclassical), it must be transformed into variables. This approach
is frequently grounded in, and draws strength from, positivism. The model
for this logic is the natural sciences, which assume that the world is know-
able, real, and divisible into autonomous parts; that observations can be repli-
cated; and that bias can be controlled. The most important variables cannot
be manipulated by investigators. Rather, they must assume that classification
into subgroups substitutes for experimental manipulation and that one can
draw data from a sample and measure the variables of interest without rup-
turing the actual social relations among individuals and groups from which
the data are drawn. A survey is the most typical quantitative example of mul-
tivariate analysis. A survey is appropriate when some degree of independence
of the independent variables can be defined. (See Chapter 6, this volume.)
Objectivity requires the careful specification of variables and their measures
and the reporting of all relevant data and how they were gathered. The
observer is assumed to be at some distance from the observed. A basic task is
obviously to reduce interview bias and measurement error. A model of causal
logic might be Emile Durkheim’s study of suicide (1897/1997).

Phenomenological Logic: This is an interpretive logic of inquiry. The various
theories that make use of it assume that social reality is constructed by and
through symbolic and cultural interpretations, webs of meaning, and signifi-
cation built and used by human actors. It is typically based on a phenome-
nological philosophy and is customarily associated with field observations of
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real-life situations, participant observation, and ethnographic methods and
secondarily with the interpretation of key texts. Within this logic, there is
a sort of causal connection between categories in the actor’s mind and his or
her actions, between the roles being played and the rules of the game. But, as
Lubeck and Alford note, the open-ended, negotiated, self-conscious charac-
ter of social interaction means that causation is not linear; relations are
contingent and subject to continual change. Meaning symbols and dis-
courses are the theoretical categories that identify and locate relevant evi-
dence for analysis. Observations of actual interactions, events, movements,
and gestures would typically be qualitative data. Participant observation is
the method that links phenomenology to interpretive theory and to qualita-
tive field notes as the form of evidence (see Burawoy et al. 1991; Burawoy
et al. 2001). Objectivity results from self-conscious checking of the observer’s
perceptions and his or her relations to those observed. The researcher partic-
ipates in social life, and categories of observation cannot be separated from
those activities. While questions of meaning—for example, which symbols
in the discursive political struggles of a particular expression of political
Islam are problematic sources of conflict and differing interpretations?—are
associated with cultural theory and the humanities, there is no a priori reason
why surveys might endeavor to collect systematic data on some symbolic ques-
tions. A model of interpretive logic might be Michael Gilsenan’s Recognizing
Islam (1990) or, in a different register, Clifford Geertz’s account of thick
description in Interpretation of Cultures (1973).

Historical-Dialectical Logic: This approach is based on a historicist philoso-
phy and draws strength from the observation and belief that contingent
sequences of events take place within an interdependent historical totality.
Evidence is primarily, but not wholly, textual, and the method is to construct
a narrative sensitive to conjunctures, contingencies, and contradictions.
Historical analysis assumes that all relationships and processes are inter-
dependent and change over time in relation to one another. The essential
concepts are totality (a single case changing over time), conjunctures (overde-
termination, and multiple factors changing together), and chronology
(sequences of concrete events). Historical events are discrete moments in time
that can stand in for a variety of forces at work within a totality. Theoretical
categories that identify empirical units of observation are, for example, the
Depression, the Great War, and the New Deal. They sum up the meaning of
a particular period, and each of these events is a complex totality that derives
its meaning from a larger context but also becomes the mechanism for
gathering and interpreting specific historical data. According to Lubeck and
Alford (1985), the ideal example of the historical logic of inquiry focuses on
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a single case seen as a totality of interdependent elements that constitute each
other and cannot be separated from their relations with each other. Blok’s
(1974) account of the genesis of the Mafia in 19th-century Sicily is a case
in point. The sequences of events are contingent outcomes that cannot be
attributed to separable causes; the process is, in other words, dialectical. A
search for patterns and changes is the method linking philosophy of history
to historical theory, and the unit of analysis is the global, societal, or subso-
cietal entity that constitutes a whole. The interplay between structural forces
and conjunctural or contingent events is an intrinsic theoretical issue within
the historical logic of inquiry. There is a sort of causation at work here, too,
but causes are neither linear nor independent; they are interdependent and
dialectical. A model might be Karl Marx’s The 18th Brumaire of Louis
Bonaparte (1960).

The descriptions of these logics that I have provided above are abbrevi-
ated and stylized, but I want to refer to two key points about them. First,
each type of evidence for a project located with respect to one of these log-
ics must be converted to a form recognized by the theory in order to be
defined as appropriate for explanation. A causal theory recognizes only pri-
mary data that can be converted into a variable. Texts or narratives of events
are key to historical logics. They must be converted into variables through
some sort of coding if they are to be deployed by causal logic, although this
coding may be qualitative as well as quantitative. Interpretive theory may
use field notes, but within the historical logic, they are a text, and for causal
analysis they must be rendered into multivariate form. Second, in practice,
a research project may deploy two or more of such logics of inquiry—great
works typically do—and a research program may indeed involve using spe-
cific data in a variety of ways (if possible) to make it appropriate for differ-
ent types of analysis. Whether and how, for example, a historical text can be
converted into a variable is an important and complex question. Analyses of
quite different sorts located in different theoretical traditions may all locate
their study in one of these logics. Marxist, neoclassical, and institutional
analyses of household economic behavior may all adopt a causal analysis
by deploying similar sorts of multivariate data. Similarly, a Marxist analysis
could be located in theory in any of the logics of inquiry (though there will
be a ferocious debate over whether causal logics are consistent with some
versions of Marxian political economy). The key point, however, is that
focusing on these various logics makes clear the sorts of choices that are
available once a question has been formulated.

Once you have made your choices, for example, a Marxian analysis of the
culture of work in south Indian textile factories or an institutionalist analysis
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of the ejido reforms in Mexico, you can begin to seriously explore the sorts
of evidence you need and the knotty questions of validity and reliability and
so on. This is not the place to work through these complex issues. But I
would, in passing, take note of a number of issues that are typically lost sight
of in many projects falling within the international studies arena.

National Accounts: Virtually all dissertations addressing some aspect of
development typically refer to and make use of macroeconomic and national
accounts data (even if the object of scrutiny is the village or the household).
Yet anyone who has worked in Africa or Indonesia is acutely aware of deep
problems associated with the most basic economic data. For a period in the
1980s, for example, the Nigeria Central Bank published no financial and
monetary data; the disparities in estimates of Malian staple food output made
by the World Bank, the Food and Agriculture Organization of the United
Nations, and the U.S. Department of Agriculture can be, and often are, enor-
mous. Clearly, the epistemology of numbers warrants more attention than
is customarily granted to the duplicated World Bank table or the U.N.
Development Programme statistical roll.

The Archive: The use of historical sources deployed by the social sciences,
such as colonial archives, missionary archives, and business archives, has also
become an almost standard part of field research in many parts of the world.
But how can you be confident that you can derive the sorts of data you need
from historical texts? This question is not only one of textual interpretation
but also one of whether such information was indeed collected and whether
and how it can be located! Simply because you are interested in prostitution
in colonial Nairobi or communal violence in colonial South India does not
mean that the archive is laid out in a fashion that will expedite the discovery
(a colonial file entitled “Prostitution” waiting for your arrival), or indeed the
interpretation, of the information you need. To invoke the archive as a source
of evidence is simply a beginning, not an end. As Luise White points out in
her book on prostitution in Kenya, The Comforts of Home (1990), one needs
in some way to understand the social and epistemological organization of the
archive—the “colonial mind”—in order to figure out where certain sources
of information might be located.

The Assistant: Many dissertation projects have quite limited budgets, but the
use of assistants in conducting surveys or as interpreters is ubiquitous. Much
has been made in anthropology of the deployment of the assistant (or the “key
informant,” who may be in effect an assistant). I simply want to raise here the
practical dimensions of using enumerators and assistants, the dull details of
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employment, and the hermeneutic complexities of a sort of intellectual
intermediation, of obtaining information twice removed. What kind of people
does one recruit as assistants? From where? With what background? With
what local understanding and connection? How are they to be trained? And
what is their contractual or other relation to you, the principal investigator
(PI)? What salaries and benefits should they receive? Whether all this needs to
be documented in a research proposal is an open question. But to simply indi-
cate in a methods section that you will make use of interviewers can only raise
flags if these issues are not addressed.

The Survey: Survey design is an art in itself, and any project involving large-n
samples and a survey designed by the PI must establish that the PI has the
training to undertake such a project. Surveys generate substantial amounts
of data, and a proposal must therefore be able to address the demands and
resources associated with large-scale data collection, management, and analy-
sis. Saying that you have put in the budget a $5,000 request for a new pow-
erful laptop will not suffice! Finally, some sections of the social sciences and
the humanities shy away from using survey data (“I do not collect that sort
of data,” “I prefer ethnography,” and so on). Given the value of multiple
methods in research design, I would encourage the use of surveys in research
even if they are not a central data collection device because they are a pow-
erful tool for scanning, probing, and assessing the landscape in which your
study will be located. In other words, spillover and synergistic effects and
insights can be derived from the collection of data in a rather mundane base-
line survey. It has also been my experience that the need for systematic data—
which can be generated only by a survey—may emerge in the course of a
project whose need for such data was not anticipated. Being prepared for
such eventualities then has a particular payoff.

Violations, Pathologies, and Eyes on the Prize

It is precisely because these principles of proposal writing are so intractable
and demanding that one can better understand certain “pathologies” or vio-
lations that attend the crafting of a research proposal: the flight into high
theory (to avoid the demands of “operationalization”) or the descent into
data and empiricism (to circumvent the demands of theorizing a problem).
All this in turn feeds the necessary and inevitable panic and self-doubt asso-
ciated with a first cut at thinking about a dissertation project. One would
have thought that opportunities—formal or informal—to share these anxi-
eties and to benefit from collective experiences of others would have been
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institutionalized in some way in every department. And yet, they rarely are.
It all seems to be ad hoc and word of mouth. On the Berkeley campus, for
example, it is almost impossible to find a course on fieldwork, ethnography,
or writing a proposal. The moral of the story is clear: Create such opportu-
nities, seminars, and courses in your own program! Organize! Organize!

Let me turn to one final issue. The research proposal that you craft is ulti-
mately a “big hypothesis.” I mean this in at least two senses. First, you may
discover in the course of your research that things are not quite what you
expected: The problem of out-migration is less significant than you thought,
or the ease with which you can study domestic violence has been greatly
exaggerated. Second, the world—and the world of your research site—
changes. You may find yourself in a war zone; you may get sick for long
periods of time; you may simply be unable, for reasons of sensitivity, to
approach a problem because of shame or embarrassment or the threat of
violence. All these sorts of contingencies constitute the necessary and inevit-
able risks and uncertainties of doing research. They drive home the point
that no matter how theoretically brilliant and methodologically sound the
proposal is, it may—and often does—confront a real world and lived expe-
rience, including your abilities to do what you think you can do. When it
does, it will demand flexibility, improvisation, and an ability and willingness
to go back and think again, or tweak the research, or perhaps, at its worst,
abandon the project. All of which is to say that the research process is dialec-
tical and recursive; there is a complex feedback between the document you
prepare (and may have received funding for) and the risks, unknowns, and
contradictions of actually “doing research.” Perhaps none of us can be pre-
pared for such eventualities. But even the best-laid research plans cannot—
and should never—be cast in stone. It is, for this reason, that good advisers
(and funders) constantly reinforce the need to write regular reports on what
you have achieved, how things are going, and the ups and downs of data
collection, as well as the need for a return trip from the field at some point
during your research. Standing back from the day-to-day grind of what you
are doing—seeing the forest instead of the trees—is a key requirement for
conducting a research project and for having the vigilance and self-reflection
to see where and how you might be going off the rails.

To emphasize the contingencies of research and of research in action takes
me far from where I began. The same can be said for the completion of data
collection and the long and arduous process of making sense of field notes,
surveys, and interviews and, not least, for writing the dissertation (Zerubavel
1999). Here is not the place to reflect on how to organize our field notes,
how to prepare for our return to the university after a spell in Africa or
France, or how to begin the arduous process of writing. But they are all part
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and parcel of this complex thing called “doing research.” Writing a research
proposal is, of course, a foundational moment in this process, and this
chapter is by no means intended to generate panic or massive depression. But
I would be the first to acknowledge that intellectual and academic work
must necessarily engage with the emotions. It is perhaps inevitable that mak-
ing explicit the silences and absences in graduate training programs—of
actually talking about and taking seriously the business of doing indepen-
dent research—raises the bar and, by definition, makes clear the challenges
that we all face.

Note

1. Ispeak from the bitter experience of having read at least 100 proposals a year
throughout the 1980s and 1990s for the SSRC, the National Science Foundation,
and other funders.
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Research Ethics are Essential

Ethical Considerations for
Research in Cross-Cultural Settings

Sara R. Curran

S tories from the field frequently involve varying degrees of ethical angst
among researchers. The angst will sometimes appear directly in publi-
cations or documents, in conversations among researchers, or as words of
wisdom to the next generation. Sometimes, the angst can be observed
between the lines in the recorded or observed behaviors and attentions a
researcher bestows on subjects, respondents, or communities during and

AUTHOR’S NOTE: This essay benefited from my tenure on the selection committee for the
SSRC/ACLS’s International Predissertation Fellowship Program. In addition, I have drawn
heavily on numerous discussions during my ethics seminar, “Ethics of Research Practice in
the Social Sciences,” required of all Ph.D. students at the Woodrow Wilson School for Public
and International Affairs at Princeton University. From 2002 through 2004, my coinstructor,
Harold Shapiro, and the 30 students who took the course at various times have provided valu-
able insights and perspectives. I am grateful for research assistance from Sarah B. Martin and
editorial assistance from Melanie Adams.
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after the fieldwork. Ethical angst in the field is inevitable when the work
involves others—whether they are colleagues, respondents, assistants, or
people in positions of authority. Research is not a solo enterprise, and social
relationships are invariably imbued with many different meanings entailing
responsibilities, obligations, and entitlements that may or may not be obvi-
ous at any one time and certainly evolve as a research project progresses.
These social aspects of research mean that participants in a research project
have varying interests, which sometimes coincide and at other times collide.
Such conflicts of interest are at the heart of most ethical dilemmas.

Preparing for the possibility of ethical dilemmas, learning how to get dis-
entangled from them, or resolving them is not easy. Compounding these dif-
ficulties is the fact that social science graduate training about the ethics of
research is frequently haphazard. Often, training in the ethics of research or
the profession includes at least one of a number of episodic moments, but it
is rarely sustained or revisited. For example, researchers and students may be
required to take an online human subjects research training module, their fac-
ulty mentor may informally advise them about ethical issues, a methodology
course may address ethical issues during one week of a semester, or they may
be required to attend one or two hours of a seminar on the topic. Although
it is difficult to prepare for ethical dilemmas that may arise during fieldwork,
and there may be instances that could not have been anticipated with any
amount of training, there is now a large and rapidly growing collection of
work that addresses ethical issues in social science research. This corpus of
work can be found in books, edited collections, specialized journals, as well
as special issues of journals and online. Throughout this essay, I will refer to
some of that material, but I can only scratch the surface because the ethics lit-
erature is growing at such a rapid rate. Rather than provide a complete ethi-
cal guide to fieldwork practices, I offer some basic guidelines that I hope will
sensitize researchers to potential ethical concerns. This essay is no substitute
for regular visits to virtual or real libraries and conversations with experts in
this area.

If there is one message that shines brightly through the essays in this vol-
ume, it is the message about transparency. Whether it is transparency in the
exact methodological procedures or whether it is the more hermeneutic
transparency revealed through delineating how one’s feelings affected the
outcomes of an interview or the interpretation of events, many of the
authors in this volume consistently reiterate the importance of revealing
the complexities of the data-gathering process. In so doing, they argue, the
researcher furthers science writ broadly. The emphatic attention to this con-
cern leaves the reader with an ethical obligation and responsibility that come
with the entitlements of being a social science researcher.'
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The first half of this chapter addresses issues concerning human subjects
and institutional review boards (IRBs). One of my goals is to briefly explain
the history of the IRB, the reasons for IRB scrutiny in social science, and its
limitations for social science researchers and to provide some perspective on
how best to interact with local IRB panels. I show how IRB scrutiny goes
only so far, that is, that social science fieldwork can result in ethical dilem-
mas that are not covered by enforced regulations.

The second half of the chapter goes beyond regulations to discuss issues
that occur outside formal regulatory scrutiny: how one recognizes an ethical
dilemma, the kinds of contexts in which ethical dilemmas arise, and some
particular examples of ethical concerns in the field and afterward. I conclude
by suggesting implications contemporary research practices may have for
future research practice and ethical dilemmas.

Ethics in a Regulated Environment

In early spring of 1990, I had just joined a team of social scientists conduct-
ing research on community contexts and contraception in Thailand. I was a
graduate student at the time, and my involvement in the project included
helping manage a database, creating variables, conducting analyses, and
writing internal reports and memos to assist the principal investigators. By
the summer of 1990, we had discovered interesting patterns of contraceptive
prevalence across the 50 villages. Survey data from all the women in these
villages, who were between 15 and 49 years old, indicated village-based clus-
ters of particular kinds of contraception. In some villages, the predominant
method was the pill. In other villages, the predominant method was the
IUD. In still other villages, the predominant method was sterilization. The
research team was surprised and puzzled and decided to go into the field to
investigate this phenomenon. By the fall of 1990, plans were under way to
conduct, with the collaboration of colleagues in Thailand, a series of focus
groups in select villages. These focus groups were designed to discuss family
planning, access to health care, sources of information about contraception,
and perceptions about contraception. The focus groups were to be limited to
married adults, and discussions with men and women were to be conducted
separately.’

Prior to going into the field, though, one of the lead investigators sug-
gested that we request human subject approval. She took the lead and duly
submitted a request to conduct the research, including information about the
questionnaire guideline and the study design and protocols, to our univer-
sity’s IRB.
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Our request was rejected. It was a stunning moment. The rejection meant
our study could not go forward under university regulations. The reason for
the rejection: Our topic was too sensitive to be discussed in a group setting.
With that response, the investigators regrouped. I was sent off to the library
to find ethnographic references and evidence from previous studies about
family planning and contraception in Thailand. Our Thai colleagues were
asked to write letters of support (at that time, their institution did not have
an IRB) and provide explanations about the feasibility of the study design and
its cultural appropriateness in the Thai context. Armed with local knowledge
and background materials explaining the discursive norms and cultural
context in Thailand, the lead investigator provided further justification
for our study design and resubmitted our application to the IRB. In addition,
the lead investigator discussed concerns with the IRB members during a for-
mal meeting, answering many of their questions. In the end, the study was
approved.

This was my first encounter with the power of the IRB, and at the time,
it seemed more like a barrier than a research aid. Although it appeared to be
an appropriate venue for vetting research that involved invasive procedures
in psychology or biology, I had the distinct impression that it was not
appropriate for social science. Of course, at the time, I was not aware of the
precedents in social science necessitating IRB scrutiny. I have since come to
better appreciate the value and limitations of the IRB.

Since my first exposure to the IRB, I have had several professional affili-
ations in different academic institutions and watched how various individu-
als, centers, and departments struggle to relate to the IRB and prepare their
graduate students for interactions with it. In general, there is reluctant com-
pliance and the widely held perception that this is a bureaucratic hoop not
particularly relevant to well-intentioned social science researchers. On the
other hand, I have also witnessed the proliferation of IRB panels in nonaca-
demic social science organizations and in many academic institutions around
the world. Increasingly, funding sources outside the public sector are also
requiring IRB approval prior to allocating funds. A rise in interdisciplinary
research also exposes more social scientists to research practices in the med-
ical and biological fields, where human subject research protection is a
matter of course. And finally, a growing number of scientific journals are
requiring formal indication of official human subject approval before they
will publish study results. Globalization and the forces of isomorphism mean
that whatever one’s personal opinion about the relevance of IRB panels for
social science research, they are likely here to stay and will become a routine
aspect of the research process for all social science research.
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Our current regulatory environment primarily stems from concerns about
biomedical research that can be traced back to the 19th century (Faden &
Beauchamp 1986; Katz 1972). Most concerns about this research derive from
invasive procedures that harmed subjects. But some cases are recognized
because they violated rights to privacy or because research participants were
coerced or deceived (King, Henderson, & Stein 1999). It was not until the
middle of the 20th century that formal guidelines and codes were developed.
The development of these guidelines was spurred by the egregious findings
from the Nuremberg trials and resulted in the recognition of the Nuremberg
Code of research ethics (circa 1947-1949).% Despite the Nuremberg Code,
U.S. researchers continued to use protocols that raised serious ethical con-
cerns. Several of these cases have now become touchstones.

The U.S. Public Health Service’s Tuskegee syphilis study,* the Jewish
Chronic Disease Hospital case,’ the Willowbrook study,® Milgram’s obedi-
ence study,” and the Stanford Prison Experiment® were highly publicized stud-
ies that took place from the 1930s through the early 1970s. These cases all
imposed serious physical and psychological harm on subjects and involved
either incomplete consent or deception. These improprieties were exposed
publicly during the late 1960s and early 1970s, coincident with growing civil
rights consciousness in the United States (King, Henderson, & Stein 1999).
During the same period, the Wichita Jury Study and Humphrey’s “tearoom
trade” study (for more details, see Faden & Beauchamp 1986) were also con-
demned, not because they imposed physical harm on subjects, but because
they purportedly violated the rights and interests of subjects.

As a result of the publicity surrounding these projects, the National
Commission for the Protection of Human Subjects of Biomedical and
Behavioral Research issued the Belmont Report in 1979.° In the Belmont
Report, three moral principles are put forth to guide research practice:
respect for persons, beneficence, and justice. Derived from a principlist par-
adigm that emerged from the European Enlightenment, these moral princi-
ples were subsequently codified in the United States by the Commion Rule in
1991.1° The Common Rule describes the research that is to be regulated, the
procedures and the institutions that regulate the research, and the guidelines
for upholding the principles established by the Belmont Report. It was the
Common Rule that required the establishment of an IRB panel within any
research organization receiving federal funding.

The assumption that a modified biomedical model for standard ethical
review can and will fit all purposes is increasingly recognized as problematic
and limited in its effectiveness as a tool for monitoring and compliance in
social science research (King, Henderson, & Stein 1999; Lederman 2004).
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At the same time, social science researchers also need to teach IRBs about
the different conventions and contexts of social science research so that the
boundaries of appropriate, bureaucratized reviews are better defined in the
interests of researchers, the subjects of research, and researchers’ institutions.

An IRB panel is usually composed of representative scientific peers and
community members. Every university or college structures its IRB differ-
ently, and it behooves researchers to be well aware of the composition of the
panel. Depending on the size of a university or college and whether it has a
medical or public health school, scientific peers may include research clini-
cians from biomedical disciplines, as well as psychologists and other social
scientists. Smaller universities or colleges without large medical research pro-
grams are likely to have IRB panels composed of scientists from disciplines
spanning the spectrum from biomedicine to economics. In larger universi-
ties, some IRB panels are convened specifically for social science research.
Community members vary across IRB panels; often there is a standing
member, but ad hoc members can be invited on a case-by-case basis for
particular types of projects. It is to an IRB that a researcher files a human
subject approval request. In addition, each IRB must publish its guidelines
defining the kinds of research included in and exempt from review.

Common Rule regulations are periodically revisited, and over the past 20
years, social scientists have marshaled several efforts to redefine what kind
of research is covered by the Common Rule and what kind of research might
be exempt.'! Suffice it to say that the main tenets of the regulations are
unlikely to change dramatically. But the scope of research covered by the
Common Rule is likely to change, and the ways in which individual IRB pan-
els enforce their guidelines may also vary to some extent. Keep in mind that
since most research conducted under the auspices of an academic institution
is considered the property of that institution, the Common Rule holds those
institutions responsible for research misconduct and proper implementation
of the regulations, particularly if those institutions are recipients of federal
monies (even if the study at hand is not federally funded).

The three principles—respect for persons, beneficence, and justice—have
also yielded a standard set of adherent practices.!? Respect for persons recog-
nizes that individuals are autonomous agents who can enter a research project
only voluntarily and with adequate information about the consequences of the
research to evaluate their decision to participate. Greater protection is required
for persons with diminished autonomy (typically defined as children or the
incapacitated, including prisoners). The adherent practice for the principle
of respect for persons is informed consent, which has three components:
information, comprehension, and voluntarism. Information to convey to res-
pondents includes a statement informing the individual about the research



Chapter 11 o Research Ethics are Essential 203

project’s purpose, procedure, risks, and anticipated benefits; a statement
offering the individual the opportunity to ask questions and to withdraw at
any time from the research; an explanation of how participants are selected;
and identification of the person responsible for the research.'® Ensuring a
potential respondent’s comprehension includes consideration of the manner
and context in which the information is conveyed, including the organization
or pace at which the information is conveyed. If the subject cannot comprehend
what is being said, someone who can comprehend and who is responsible for
the well-being of that individual must be found and should be allowed to
observe and to decide whether to withdraw the subject from the study.
Voluntarism is observed with a formal agreement to participate in research and
acknowledgment that the decision was made voluntarily. It requires conditions
free of coercion and undue influence. Coercion occurs when an overt threat of
harm is intentionally presented by one person to another in order to obtain
compliance. Undue influence, by contrast, occurs through an offer of an exces-
sive, unwarranted, inappropriate, or improper reward or other overture in
order to obtain compliance. Also, inducements that would ordinarily be accept-
able may become undue influences if the subject is especially vulnerable.'

Beneficence is an obligation to make an effort to secure respondents’
well-being. It has two aspects: the duty to do good and nonmalfeasance, or
the duty to refrain from causing harm or increasing harm. Beneficence in
the research context governs both the design and the conduct of research,
including not only immediate risks and benefits to subjects but also con-
sideration of whether the research is “worth doing” in light of long-term
expected results and their societal implications. There are some aspects of
research that can clearly be evaluated based on harm and benefits, but
assessing long-term benefits is always more difficult than assessing immedi-
ate harm and benefit.

Justice is the least-developed principle as applied to research and has a
variety of formulations. Its purpose is to eliminate biases against groups of
people. It is meant to fairly distribute the benefits and burdens of research
among cultural, social, gender, racial, and ethnic groups (King, Henderson,
& Stein 1999, p. 9). In recent years, the justice principle has gained more
attention because it forces consideration of respondents as members of com-
munities with identities and concerns that may be quite independent of the
individual participant’s. It is not easy to adjudicate researchers’ obligations
and responsibilities against the entitlements of the community or the respon-
dent. Simultaneously bringing the community and individual into focus
requires attention to issues of power and its distribution in the past, present,
and future. This focus on justice and the distribution of power can generate
an internal inconsistency with the earlier principle of respect for persons and
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for individual autonomy. Most recently, these issues have become particularly
salient with regard to research about HIV/AIDS in developing countries. In
these circumstances, “Researchers are increasingly questioning their positions
of privilege and their relationships with powerful others, such as funders,
policymakers, and their academic community, causing them to rethink what
research they are willing to do and to pay much closer attention to how they
ought to do it” (King, Henderson, & Stein 1999, pp. 9-10)." Some extreme
examples from HIV/AIDS research in developing country settings are worth
considering. Benatar (2002), for example, points out how the descent of a large
team of biomedical researchers into the homes of villagers can be disruptive for
community relations and possibly compromise individual members’ position
within a community. Even if HIV/AIDS were not a stigmatized disease within
that setting, cultural norms may privilege the community over individuality.
Getting permission from the community leaders may be culturally appropriate
but may also compromise an individual’s health (Benatar 2002).

When researchers apply to an IRB for human subject approval, they typically
complete a questionnaire based on the three principles. This questionnaire asks
about the purpose of the study, the anticipated risks and benefits, the study
protocols (sampling procedures and the conditions of participation), the way
informed consent will be ascertained, and the way subjects will be protected
(whether there will be anonymity and how the data collected will be cared for
to protect participants’ privacy).

In social science research, there are some red flags that cause IRB panels
to pay special attention to the study. These red flags are the following;:

e Any indication that participants will be deceived.

e Topics that are perceived to be sensitive and to put respondents at
some emotional or mental distress.

e Potential that respondents might be vulnerable (besides children,
prisoners, and mentally challenged respondents, other vulnerable pop-
ulations might be victims of violence, refugees, or respondents partici-
pating in illegal activities).

e Nonwritten forms of consent (see Fluehr-Lobban 1994 for suggestions)

e Unusually large gifts in exchange for participation in the research or
inducement rewards for recruiters of subjects, which unintentionally
coerce respondents’ participation.

By highlighting these red flags, I do not mean to suggest that one should
never pursue sensitive topics or give gifts and so forth. Instead, researchers
need to do their homework ahead of time and prepare the necessary justifica-
tions, given the validity of the study design and the benefits of the research.
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On this latter point, in my experience, although IRB panels rarely critique a
project’s scientific study design, they will evaluate the merits of the study and
decide whether the merits include significant benefits. If it appears to them that
the study design is so poor or that the benefits of the research are not enough
to merit wasting participants’ time, then they may fail to approve a project.

To minimize red flag reactions from an IRB panel, especially when one is
about to set off to do research in a very different cultural or legal context,
it is critically important to allocate enough time to prepare and receive
approval before departure. IRB approval is not a “last minute” hoop to
jump through. Collect extant information about the data collection
approach you will use to demonstrate prior risks and benefits. Find former
panel members to advise you on whether there are potential red flags and
how to address them. Talk to other researchers who have been to the field
and, even better, those who have been to your site. Read ethnographic and
historical material on your site and document the cultural context that sup-
ports the research approach without undo harm or risks to participants.
Contact your on-site collaborators (individuals and institutions) to at least
get their feedback and formal approval (especially if there is a local IRB).!®
Most important, do not obfuscate the study design. Be as transparent as
possible. Panel members are scientists. They know how to evaluate study
designs and will reject projects that are not clearly described.

In sum, IRB panels are here to stay, and it behooves researchers to be pre-
pared when submitting an application. Doing so reduces the possibility of
delays in research schedules. And because IRBs are a given, make the most
of the experience by approaching it as an opportunity for exchange and
learning, in which the researchers are teachers as much as panel members are
evaluators. IRB panels and their jurisdiction and rules are not fixed in stone.
At the very least, by treating the encounter as an opportunity to enlighten
the panel on the method and its appropriateness in a particular context, you
are providing a public service to other social science researchers in the future.
Finally, in as much as the encounter with an IRB can be the first time
ethical considerations about a project are considered, the exercise can be
worthwhile, especially as attention to issues of justice becomes increasingly
important for IRB panels and for social science research more generally.

There are several limitations of IRB panel procedures and human subject
approval. First, follow-up is rare, and subsequent required reporting to the
IRB panel is limited. Second, the scope of ethical considerations does not
completely address the nature of social science research, especially if the pro-
ject is of some duration, the initial approach is exploratory and open-ended,
and the social dimensions of the project are complicated. As research pro-
jects lengthen and relationships with those in the locale deepen, the research
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may become richer, but the burdens on the individual respondents and the
community may be taken for granted. Or if the research is exploratory, there
may be heightened concerns about whether the research procedures will
really reveal anything new or open up possibilities for taking research in
unanticipated directions that may have subsequent ethical considerations
warranting some ethical review. But even more important, social science
research is necessarily socially interactive, and by definition, ethical stances
and expectations will be invoked in the development of trustworthy rela-
tionships between researchers and those in the research site. Thus the weight
of ethical responsibilities lies with the researcher and the coping skills gained
through disciplinary training (Lederman 2004).

For other formal guidance on ethical concerns that exist within the regula-
tory domain and beyond it, researchers can sometimes turn to their discipli-
nary codes of ethics. These, however, vary dramatically across disciplines, and
for some disciplines they are nonexistent. Anthropology, sociology, history,
political science, and psychology have well-publicized codes.!” Each of these
disciplines offers guidelines about the ethical issues pertaining to its method-
ological approaches as well other dimensions of the profession and discipline.

Other Ethical Considerations:
Before and After Regulatory Approval

Going into the field and being in the midst of fieldwork can frequently call
into question the assumption that the ethical stance outlined in the first half
of this essay is universally true and applicable. Inevitably, the social science
researcher comes face to face with the possibility of a relativist paradigm that
presumes shifting positions and relationships rather than a principlist
and universal paradigm. This is because our studies include individuals and
groups, are context-based (studying gender, culture, race or ethnicity, place,
others), are likely broad rather than narrow, have significant duration
involving longstanding social relationships, and evolve during their course
(King, Henderson, & Stein 1999, p. 135).

For example, one moment during my fieldwork seems relatively minor
with the perspective of time but has stayed with me for many years. It encap-
sulates, in particular, the importance of entrée, the inevitable and sometimes
necessary reshaping of relationships, and the need for reflective engagement
throughout a research project. In 1992, T had been living in a small Thai vil-
lage for three months, learning Thai through immersion, and working with a
research assistant to conduct a household census. My research assistant was
a university student studying for her master’s degree in medical anthropology.
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I had hired her to help me do the census, and she was ideal, having come from
the region (albeit from an urban center in the region) and being fluent in the
local dialect. But she was also a very urbane young woman in dress and man-
ner. After finishing the household census, she returned to her studies while 1
remained behind to begin more in-depth observation. Shortly after her depar-
ture, I was casually discussing my research with my host family one night
after dinner when the conversation suddenly began to reveal several miscon-
ceptions about who I was and what I was doing in the village. The first was
that T was working for my research assistant. The second was that she was
working for a local NGO that had a relationship with the villagers that was
not entirely positive. I was stunned. As I proceeded for the next few months,
it became clear that my host family was not the only group of villagers to hold
these misconceptions.

The revelation forced me to reshape and clarify my relationships with the
villagers, my research assistant, and the local NGO. It called into question
the preceding months’ conversations, which may have been affected by these
perceptions and therefore represented more guarded observations than I had
initially assumed. In the process of repositioning myself within the commu-
nity, I also had to acknowledge that there were lots of anomalies about me
that were hard to reconcile within the local context and that I had to nego-
tiate in my everyday relationships and in the context of my research. These
anomalies were fundamental to villagers’ ways of establishing my relative
status in a society that values status distinctions. For example, I was married
but still in school. I had been married for four years but had no children. I
was studying for a doctorate but was only barely literate in Thai script. I was
cagey about my income and did not seem to be working, but I always seemed
to have enough money. And I dressed more casually and more like them than
any other university person they had encountered. On reflection, I realized
that I had defied many gender and social status categorizations and that my
doing so meant members of the community had had trouble reconciling my
presence there. Along many dimensions, I could not be put in a neat social
box, making it difficult for them to situate me comfortably in relation to
themselves. This partially explained the ease with which they had come to
the conclusion that this was not my research.

The other part of the explanation resided with my mode of entrée. The
presumed association with the local NGO was the result of my having been
driven to the village initially by one of the NGO staff members in the NGO
car (with the label of the NGO prominently displayed on the car’s side
panel). During those first few months, that NGO staff person made a point
of frequently stopping by to “check-in” on Pui (my research assistant) and
me. There was another, younger American woman volunteering at the NGO
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headquarters who also came to visit Pui and me once. Our entrée and the
apparent connection to the NGO were all too apparent to villagers. All this
despite the fact that each of the household heads in the village was informed
about my project through a written informed consent form and a verbal dis-
cussion. The perceived association with the NGO heightened my concerns
about my apparent power over and access to resources that would distinguish
and separate me from villagers and might limit my capacity to really learn
from them about their lives. These concerns were further heightened as I began
to learn more about the considerable skepticism and distrust directed toward
the NGO by some villagers. Because I did not want to be in the middle or be
seen as on one side or the other, the act of resituating myself relative to the
NGO and the villagers came to feel like walking an ethical tightrope and
meant that it took a bit longer to win the confidence of some villagers.
Although the preceding example may appear to be a mere misunderstand-
ing, it demonstrates how unanticipated ethical dilemmas may emerge during
fieldwork. In what follows, I draw on my own experiences as well as others’,
including those in this volume, to make two sets of observations about the
when, where, how, and what of ethical dilemmas, beyond those that might be
raised by following the prescriptions of your local IRB. These observations are
meant to provide some tools during the research process for anticipating, rec-
ognizing, and deconstructing the dimensions and scope of an ethical dilemma.
There usually is no easy answer at one point in time or a definitive answer over
time, but more often than not, some sort of clarity can be gained through sys-
tematic reflection outside the field setting, either by physically removing your-
self or by engaging in a dialogue with somewhat disinterested others who
reside outside the field context.'® My observations can be divided into two
kinds: overarching contextual considerations and particular considerations
relating to fieldwork, from choosing topic or site to publishing results.

Considering Overarching Contexts of Power

Whenever personal relationships are defined by differential access to
resources, rights, entitlements, and obligations, then power structures emerge,
and with them comes the possible emergence of conflicts of interest and
justice concerns throughout a project. Anticipating and addressing these
concerns require a disciplined reflectivity on the part of the researcher as well
as openness, flexibility, and responsiveness. And, as Alma Gottlieb points out
so eloquently in Chapter 3 of this volume, a hermeneutic approach to the
emergence of a “problem” can also yield greater intellectual insight about the
place and its people in the long run. Not only does it yield insights on those
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“others,” but, Gottlieb notes, these moments also reveal a lot about oneself,
one’s comfort levels, and one’s own issues of identity. Together, they inform
the necessary, hermeneutic narrative about the research and its results.

There are two issue areas concerning contexts of power that I will high-
light here: collaborations and funding. In the third part of this essay, I will
also highlight a number of other moments in the fieldwork process when
ethical dilemmas might arise.

Conflicts of interest arise when competing interests compromise obliga-
tions and responsibilities to respective parties within a relationship. Despite
good intentions, we frequently face moments, under any circumstances, when
our own interests may be at odds with the interests of those we are working
or living with. Recognizing and then deconstructing the elements of a conflict
of interest as it arises or just before it arises help minimize negative fallout.
Conflicts of interest usually arise when we occupy several different positions
of obligation, or put more colloquially, “wear many different hats.” For
example, a graduate student piggybacking a dissertation research project onto
an ongoing larger project may simultaneously be a research project manager,
a student, a teacher, and a grant recipient. At some times, a graduate student
may have obligations to the project that shortchange the dissertation. Or
dissertation research results may not be obviously independent of the larger
project, calling into question concerns about authorship and rights to data.

Concerns about justice are related to conflicts of interest over adjudica-
tion of obligations, entitlements, and responsibilities. In addition, justice
concerns may reach more broadly. For example, research may be taking
place in contexts of severe exploitation or conflict where violence is being
inflicted by some on others. Such conditions may warrant a response by the
researcher quite independent of the narrowly defined ethical requirements
laid out by the Common Rule or the IRB. Philippe Bourgois’s thoughtful and
provocative essay on this topic indicates a number of ways one can put
ethical responses into perspective (Bourgois 1990). Justice issues also emerge
when you consider the voices to privilege in ethnographic fieldwork or
whom to sample from a population when you are conducting a survey. Of
recent concern, especially in light of the controversies surrounding
HIV/AIDS research in developing countries, are the justice issues surround-
ing researchers’ obligations to improve the lives and well-being of the vul-
nerable and disadvantaged; the possibility that exploitation has contributed
to disparities, creating interesting research on how studies may perpetuate
inequality, especially as researchers from more advantaged countries take
data and use information for their own country’s interests; and the need
to build research capacity, including research ethics adjudication capacity,
among colleagues in research locales (Benatar 2002). A second growing
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justice concern has to do with research that identifies unique communities
for research—singling them out because of particularly high incidences
of any outcomes, but usually those identified with physical or social ills.
Typically, research protocols look to individuals for consent to participate
and are less likely to call for community consent. Considering community
interests raises a whole host of concerns, including how a community is
defined, how community representation is determined, whether community
and individual interests can be reconciled, and how research benefits are to
be distributed (Kaufman & Ramarao 2005).

Whether it is access to research sites, movement around a country, legiti-
macy, academic resources, getting one’s foot in the door, gaining entrée into
an archive, finding a place to live, having an office to go to, finding research
assistance, getting medical help, or being introduced to important elites,
collaborations will multiply during the process of fieldwork. Although one
can think narrowly about collaborations as those among academic col-
leagues, many of the authors in this volume suggest a broader definition,
which includes collaborative relations one develops. In that sense, the rela-
tionship is clearly defined as one of exchange and mutuality rather than a
vague acquaintanceship. And as research approaches broaden to actively
include participatory ones, the relationship between researchers on the one
hand and subjects-informants-participants on the other becomes less distant
and brings into relief the researchers’ responsibilities and obligations toward
those they interview and learn from. Defining relationships as collaborative
also pushes a researcher to consider that simple cash payments may not
constitute adequate or fair compensation and may even harm long-term
access to assistance (see Chapter 3 in this volume for some good examples).
Instead, collaborations may mean that a researcher offers in-kind services,
builds capacities, or helps create networks of access for underserved popula-
tions. In some contexts, the power dynamics between researcher and subjects
may be reversed, revealing the many preconceived notions about that rela-
tionship in other settings and challenging standard operating procedures. For
example, Alan Benjamin describes how, during his dissertation research, his
access to a religious community was proscribed by a legal contract that was
drawn up by congregation leaders and ceded considerable control of written
products to the congregation (Benjamin 1999). In the process of negotiating
the contract, determining his own research questions, and working with his
adviser, Benjamin ran up against considerable opposition to his contractual
accession from his professional colleagues, who felt he had given up too many
intellectual property rights and academic freedoms (see Fox 1999 and Estroff
1999, companion essays to Benjamin 1999).
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A final concern with regard to contexts of power is the issue of money.
As graduate students enter the field, their sources of money are universities,
national and private scientific foundations, or some combination of all
three. Typically, these funding sources have no separate, special interest in
the particular outcomes of the research but instead require competency,
reporting, and follow-through with the project. Michael Watts (Chapter
10) eloquently describes the obligations and responsibilities of graduate
students concerning topic development and proposal preparation. But as
research careers develop, funding sources may widen to include a broader
array of sources, including corporate sponsors or government sponsors
with special interests (e.g., Defense or National Security funding). During
the 1960s and 1970s, the U.S. government funded Project Camelot in Latin
America and similar projects in Southeast Asia, all of which came under
particularly intense scrutiny because social scientists were funded by the
U.S. Department of Defense to study and report on rural villages at risk
of becoming places of communist insurgency. Wakin (1992) describes the
angst of anthropologists in the United States over village-based research in
Thailand supported by the U.S. Department of Defense during the Vietnam
War. After the terrorist attacks of September 11, 2001, and with consider-
able growth in funding for research on terrorism and national security as it
pertains to understanding human behavior, an increasing number of social
scientists will probably revisit the ethical dilemmas of Project Camelot and
Southeast Asian village-based studies. Behavioral research about health out-
comes is also receiving more attention from the private sector. Barry Popkin
has described his research team’s ethical concerns with accepting money
from corporate sponsors when studying breast feeding and infant nutrition
issues (Popkin 1999). Popkin, in combination with the essays by Kopelman,
Brandt, and Freidenfelds in the King, Henderson, and Stein volume (1999),
delineates the full array of issues surrounding funders with special agendas.
But a researcher’s consideration of ethical concerns about funding should
include those relating to the recipient as well as the funder. In fact, since
researchers typically conduct their research in a country or community that
is significantly less well off than their own, it is highly likely that they will
begin to support a variety of individuals and activities within the com-
munity. In Chapter 3 of this volume, Gottlieb outlines several ways in
which to consider money in the context of research. Downplaying or over-
playing money runs its own risks. It is essential that a researcher be well
prepared through background research and discussions with experienced
researchers or language instructors or anyone well versed in cultural norms
of the study area.
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Considering Particular Conditions
for Emergent Ethical Dilemmas

The preceding discussions of conflicts of interest, justice, collaborations, and
funding deserve their own special section because these considerations infuse
most aspects of the research process. But that process requires a step-by-step
approach, and ethical dilemmas may emerge at several other moments that
deserve mention at this point.

As Watts and Gottlieb point out numerous times in their essays, there is
no better way to be prepared for fieldwork than to have invested significant
time in language training and cultural immersion. Language and cultural
skills enhance access and build trust. Most important, decent language and
cultural skills necessarily diminish opportunities for misunderstandings, a
root cause of many ethical dilemmas.

Upon arrival in the field, it is critical to begin establishing perceptions,
trust, and reliable collaborations. Taking one’s time in gaining entrée can
frequently minimize opportunities for ethical dilemmas. Learning the “lay of
the land” and not jumping into research activities (like going door to door
to conduct a household survey) or overstating plans or goals can give a
researcher the space to figure out the best way to begin. In fact, time, like
money, and in combination with money, is a resource that can create ethical
dilemmas. Rushing to get through a project or basing a decision on expedi-
ency may yield long-term unintended consequences.

The process of doing research raises a host of issues. I list them here as
questions. There are many resources to draw on for guidance in identifying
some answers to these questions, including the essays in this volume by
Schrank, Chapter 2; Gottlieb, Chapter 3; Giles-Vernick, Chapter 4; Short,
Chapter 5; and Harrell, Chapter 8. But the best sources for answers are the
experts with experience in the locale. Should you hire someone to help you?
Who will you hire? How will you pay them? Will they be from the commu-
nity or from outside the community? When interviewing your respondents,
where is the best place to talk to them? Where will they be most comfort-
able? Under what circumstances can you have a conversation with an entire
group? About which topics? How do you go about double-checking your
informants’ facts and stories? What do you do with competing information?
What kind of gifts should you give your informants? If you are in the field
for a long time, how likely are your respondents and now friends to forget
that you are doing a research project? When should you remind them? How
often? When you have collected your data, notes, pictures, or evidence and
are ready to depart from the field, how do you say “thank you”? When
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should you return? Do you have an obligation to share your findings with
those who gave their time to you?

It is also possible that unusual circumstances may occur that you can never
prepare for. As Watts in Chapter 10 and many others in this volume observe,
managing fieldwork is about being flexible and recognizing that you are not
alone at that moment. Others are there to help you, and others have experi-
enced something similar. The uncertainty, awkwardness, or discomfort is not
yours alone to experience. As Schrank cautions in Chapter 12, do not panic
and rush to judgment. Trust your intuition and learn from the moment.

The preceding thoughts brush the surface of the kinds of ethical questions
and moments a researcher might confront. Again, these comments are not
exhaustive but are meant to be evocative and prepare a researcher for the
necessary reflective approach to the research process.

Conclusion

In conclusion, let me return to the broader ethical issue that Michael Watts
introduces in Chapter 10 of this volume. This is the weak institutionalization
of the most formative experiences in graduate training: dissertation and pro-
posal writing. In reading Watts’s essay, I immediately harked back to the one
lecture on ethics T was required to attend during my graduate training. In that
lecture, the speaker (unfortunately, I cannot remember who it was) argued that
the hardest part about Ph.D. work was not the first part of the experience—
the courses, the general exams, the short papers—but the latter half. This, he
argued, is when ethical dilemmas are most likely to arise. Weak institutional-
ization of training, long periods with little contact with advisers, fatigue,
money shortages, emotional limbo, and other factors can prompt shortcuts
that might otherwise not be taken. And, as Watts points out, responsibilities
and obligations lie with both the student and the institution. Watts carefully
delineates all the responsibilities for graduate students and implies that acade-
mic institutions should formalize more training for independent research.

Nevertheless, throughout the essays in this volume, including this one,
contributing authors have made remarks that bear repeating at this point
because they are touchstones for social science. The first is an obligation to
truth as best as one can discern it. The second is transparency in method and
narrative. The third is reflection. And the fourth is frequent interaction and
communication with knowledgeable others to enhance one’s own account-
ability. These are not new messages, but they certainly resonate in the liter-
ature on the ethics of research practice.
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approval from your home institution. Interestingly, the proliferation of IRB panels
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17. See, for example, The American Association of University Professors website,
accessed September 15, 2005, at www.aaup.org/statements/Redbook/Rbethics.htm;
the American Sociological Association website, accessed September 15, 2005, at
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html; the American Anthropological Association website, accessed September 135,
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18. By referring to “somewhat disinterested others,” I am suggesting that col-
leagues not in the field—whether peers, advisers, or mentors—might be good sound-
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Maintaining
Perspective Is Essential

Bringing It All Back Home:
Personal Reflections on Friends,
Findings, and Fieldwork

Andrew Schrank

At the heart of the present volume lies an implied paradox: While the
authors of the individual chapters have almost invariably described
their own methods as “intuitive,” “instinctual,” and “idiosyncratic” (see,
e.g., Chapter 6, Chapter 3, and the Part II overview), they would appear to
believe that their approaches can be learned—or else they would not have
wasted their time and energy contributing their individual stories to the col-
lection. Is the portrait of the intuitive, instinctual field-worker compatible
with the need for a guide to the process of fieldwork, and if so, how? I hope
to answer the question by arguing that fieldwork is a craft and that, like
craftspeople, field researchers would do well to study the efforts of their
peers and predecessors not because they expect to find ready guidelines and

recipes—the knowledge involved in craft production is inherently tacit and
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noncodifiable—but to immerse themselves in the cultures and customs of
their communities; that is, to understand a complicated ethos rather than to
find a simple formula.'

Seen in this light, a book like this one is perhaps different from most
“methods” texts, for it is designed to offer an introduction to the craft of
fieldwork rather than a guide to the—to my mind nonexistent—science of
fieldwork. If it serves to demystify the craft of field-workers, to introduce a
culture and community, and to translate and naturalize a language, then it
will have achieved its goals.

I learned the craft of fieldwork the hard way—by making mistakes. I
entered the field as a member of the first cohort of fellows of the Social Science
Research Council’s (SSRC’s) International Predissertation Fellowship Program
in 1992. T hoped to study what at the time seemed a fascinating empirical puz-
zle: the presence of a large community of Haitian migrants in the Dominican
Republic, itself the source of an enormous outflow of migrants to the United
States. I wanted to know how and why a small, low-income country like the
Dominican Republic could simultaneously attract and disgorge migrant
laborers. Why would Haitians migrate to a country so poor as to expel tens
of thousands of its own citizens every year? And why would Dominicans
employ immigrant Haitians rather than their own compatriots? I hoped to
answer the question by drawing on theories of race, ethnicity, and labor mar-
ket segmentation in plantation economies of the developing world.

Little did I know, however, that the question of Haitian immigration had
already been addressed—and addressed in a very sophisticated manner—by
scholars in the Dominican Republic. On arriving in Santo Domingo in early
1992, I scoured the local bookstores and libraries and found a number of
compelling monographs and countless scholarly and popular articles on the
subject—many of which I would later discover in my own university library
(see, e.g., Bdez Evertsz 1986; Moya Pons 1986; Lozano 1992). I simply had
not known where or under what author and subject headings to look for
them before entering the field, meeting local scholars, and talking to local
librarians and booksellers.

Confronted by the potentially anachronistic nature of my research pro-
posal, however, I faced a choice. I could either continue down the path I had
set for myself and carry out yet another study of Haitian migrants in the
Dominican Republic, or I could look for a new research question and refor-
mulate my plans. Of course, the easy thing would have been to contact my
advisers back in Wisconsin and ask their advice. But I was so embarrassed
at having written—and, indeed, sold them on—what I now considered to be
a “stupid” proposal that I was loathe to acknowledge what was going on. If
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this book had been available to me, I would have read Michael Watts’s
discussion of research proposals (see Chapter 10) and realized that “even the
best-laid research plans cannot—and should never—be cast in stone” and
that, in any event, I should have been in touch with my advisers all along.
They would have welcomed periodic updates, not viewed them as a burden.

But I did not know this. I knew only that I could not in good conscience
spend a year of my life and thousands of the SSRC’s dollars essentially repli-
cating somebody else’s research and publishing it under my name. So, all but
debilitated by “ethical angst” (see Chapter 11), I chose Plan B and spent the
next few months looking for a new topic.

Fortunately for me, I found one rather quickly. In the early 1990s, the
Dominican Republic was undergoing a profound and largely unantici-
pated socioeconomic transformation. On the one hand, the sugar planta-
tions, which had traditionally constituted the backbone of the Dominican
economy—as well as the chief locus of Haitian employment—were in crisis.
North American soft drink producers were beginning to use artificial sweet-
eners. North American sugarcane and sugar beet farmers were beginning to
demand protection. And the U.S. government had therefore decided to cut
the Dominican sugar quota in half. On the other hand, the country’s labor-
intensive, export-oriented manufacturing sector was booming. Asian gar-
ment manufacturers had reached the limits of their export quotas to the
United States. North American apparel firms and retailers were demanding
new, more proximate sources of supply. And Washington was therefore
encouraging the spread of export processing zones (EPZs) in—and foreign
direct investment to—the Caribbean Basin.

Thus, I set out to investigate the social origins and consequences of export
diversification in the Dominican Republic—that is, the underpinnings and
impact of the country’s rapid transformation from an exporter of bulk agri-
cultural commodities in the so-called old international division of labor to an
exporter of low-cost, labor intensive manufactured goods in the new interna-
tional division of labor (see Frobel, Heinrichs, & Kreye 1980). I hypothesized
that the EPZ—a geographically circumscribed “free market island” (Schrank
2001)—would constitute the modern-day institutional equivalent of the plan-
tation, and at first, the parallels seemed uncanny. EPZs not only required
ready access to roads, ports, and large volumes of unskilled, easily repressed
labor, like the plantations that had come beforehand, but were in many cases
built on top of the old plantations themselves—for the Dominican govern-
ment had deliberately transformed a number of the country’s more vulnera-
ble sugar estates into EPZs (see Safa 1999). Nor was I the only observer
to note the uncanny parallels. Tom Brass and Henry Bernstein had recently
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outlined the similarities in the Journal of Peasant Studies (1992), and Michael
Lind would eventually argue that “the EPZ is nothing new; it used to be
called the plantation” (Lind 1995).

Thus, I returned to the United States and prepared to write a dissertation
that would unpack the variegated ways in which the “banana republic,” in
Lind’s words, was being replaced by the “sweatshop republic” as “national
middle class capitalism” gave way to “global plantation capitalism” (Lind
1995). T took a host of methods classes, not only in sociology, my home
discipline, but in statistics, geography, and urban planning as well. I read
everything I could find on EPZs and labor-intensive, export-oriented manu-
facturing more generally. And I returned to the Dominican Republic to pur-
sue exploratory fieldwork in the summer of 1996, armed with my newfound
knowledge of theory and methods.

In a sense, my trip was a fruitful one. I carried out open-ended interviews
with a number of public- and private-sector officials who had ties to the
EPZs. 1 gained access to a treasure trove of primary documents on U.S.
efforts to promote the export manufacturing sector in the 1980s and early
1990s. And I gathered valuable survey data from a number of government
agencies. But the evidence contravened my hypothesis in at least three ways.
First, while the EPZs were frequently located on or near old sugar planta-
tions, they utilized a distinct labor force. The plantation labor force had been
almost entirely male and largely immigrant. The EPZ labor force was dis-
proportionately female and almost entirely native born. Second, while the
EPZs were located near the old plantation ports, they almost invariably
shipped their materials from the country’s largest containerized port, in
Santo Domingo. And finally, and perhaps most important, while a plurality
of the country’s EPZs were located in the traditional eastern sugar zone, the
most successful EPZs—in terms of attracting and retaining investment,
developing local linkages, and “upgrading” their production—were located
in the traditional tobacco, coffee, and cocoa territory to the north. Thus, my
empirical findings flew in the face of my theoretical expectations. The EPZs
were not simply the modern incarnations of the old sugar plantations.

Furthermore, the north’s achievements were particularly vexing, for
tobacco, coffee, and cocoa had not been grown on plantations at all but had
customarily been grown by commercialized family farmers and exported by
large trading houses in the relatively prosperous interior city of Santiago.
Why, given its remote location and relatively high factor costs, had Santiago
come to dominate the low-cost export-manufacturing sector? On my return
to the United States, I tried to ignore the question and to treat Santiago’s
success as nothing more than an anomaly—the sort of thing that goes in
the error term of a multivariate equation—rather than to “incorporate the
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surprise” into a revised version of my hypothesis, as suggested by Michael
Piore (Chapter 7).

As time went on and a return to the field—this time to complete my dis-
sertation fieldwork—drew closer, however, my hypothesis grew less and less
tenable, and alternatives came to seem more and more attractive. Why? On
the one hand, I had by now taken enough mainstream methodology courses
to be convinced of the merits of at least a moderate version of “falsifica-
tionism,” and if ever a hypothesis had seemed falsified, it was my “sweat-
shop republic” idea. On the other hand, I had begun to notice a recurrent
pattern in the comparative historical literature on secondary cities, that is,
that secondary cities are often more dynamic than their primary counter-
parts (see, e.g., the various references in Hirschman 1968).

Therefore, I began to acknowledge Santiago for what it was: not an
exception to be ignored or explained away but the basis for a new theory of
export diversification. Perhaps, I reasoned, the residents of Santiago—a geo-
graphically and culturally remote secondary city—had little choice but to
abandon agriculture for industry. While the public sector offered residents of
the capital of Santo Domingo at least a modicum of prosperity and upward
mobility, low factor costs guaranteed the flow of foreign investors to the
southeastern sugar zone. Santiago had neither public-sector jobs to dole out
nor the lure of particularly low-cost labor, however, and as its agrarian econ-
omy began to decline in the late 20th century, its relatively cohesive elite was
all but forced to pursue export manufacturing with a vengeance. Hence, the
success and domestication of the northern EPZs.

I therefore returned to the field once more in early 1998, hoping to
explore the variety of agro-industrial transformations under way in the
Dominican Republic: the EPZ as a modern-day plantation in the southeast-
ern sugar zone and the EPZ as a potential stepping-stone toward sustainable
industrial development in the northern coffee, tobacco, and cocoa zone. So
far so good. But on my arrival, I was forced to confront a new—and literal—
crisis. The EPZ sector was in turmoil, and firm after firm was closing up shop.
The culprit, according to almost every factory owner I interviewed, was the
North American Free Trade Agreement (NAFTA), which offered Mexico
both tariff and factor cost advantages that the Caribbean Basin could not
duplicate. My respondents carried on incessantly about the unfairness of
it all, the inevitable disappearance of the Dominican Republic’s new lead-
ing sector, and the likely arrival of “una pobreza espantosa” (a terrifying
poverty) in short order.

Except for one. One elderly and experienced factory owner, when asked
about the crisis, denied its very existence. “Have you looked at the aggre-
gate export data?” he asked. “No,” I replied, “but I’ve seen the bankruptcy
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figures.” “Look at the aggregate export data,” he advised. And so I did.
And much to my surprise, the Dominican Republic’s textile, clothing, and
footwear exports—the chief products of the EPZs—had continued to grow
in the wake of NAFTA’s implementation in the mid-1990s. The rate of
growth had diminished, of course, but the volume of exports had grown,
and by 2000, the number of workers employed in the country’s EPZs had
grown by several thousand over the pre-NAFTA level.

What, then, was going on? A shakeout, my source suggested, induced
not so much by NAFTA as by broader changes in the industry. I need not
rehearse those changes at great length here. I have done so elsewhere, and I
feel confident in my—and my source’s—assessment (Schrank 2005). Suffice
it to say, however, that I had stumbled onto a much more interesting story
than the one I had gone looking for in 1992, 1996, or even 1998. And it gets
more interesting as time goes on (see Chapter 2, on case studies).

What does this have to do with the craft of fieldwork? Well, I would like
to think that in the course of getting my story straight and learning how to
tell it—that is, how not only to understand but to explain the Dominican
Republic’s unanticipated and yet undeniable transformation—I also learned
how to do fieldwork. But I did not do so as an individual or an isolate. The
differences between my first visit to the field and my last included, not only
the fact that I had taken courses back home and that I now had experiences
from my previous trips to draw on, but also, and not least importantly, that
I had had exposure to dozens of other scholars who had themselves under-
taken fieldwork. When I first went to the Dominican Republic, I was a year
out of college. Not only had I never been to the field, but almost none of my
peers had either. I was not even an apprentice yet. I was a novice. By the time
I reentered the field to undertake my dissertation research, however, almost
all my peers had undertaken fieldwork, and we had spent countless hours
discussing our experiences: our successes, our failures, and what we would
do differently if we had it to do over again. I was, in other words, part of a
community of craftspeople, and our craft was fieldwork.

This book is the product of such a community. It contains many of their
stories, and I cannot help but think that if I had had it, or something like it,
in 1992, I would have learned faster and perhaps more efficiently what I ulti-
mately learned over a period of six years. I know that at the very least I would
have learned what I ultimately learned with less “ethical angst” and fewer
sleepless nights. For it most assuredly would have helped me deal with what
I thought at the time was a unique situation but now realize is all but univer-
sal in our craft: the overwhelming sense of distress one feels when one reaches
the field and realizes that one’s project is either undoable, already done, or
not worth doing: “I’ve invested all this time and energy, pulled up stakes,
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moved to a foreign country where ’'m a complete stranger to everybody, and
for one reason or another, my time here is going to be worthless.”

What is the appropriate reaction to such a quandary? I think the chapters
in this volume point to a few important lessons: First, don’t panic. When I first
went to the field and found that my project was anachronistic, I thought I was
the only one ever to encounter the situation. When I encountered similar situ-
ations later on, however, I had a number of peers to turn to. One friend, in
particular, had studied at Berkeley with Michael Watts. He told me that Watts
had warned him that when he reached the field, he would inevitably find that
his proposal was either undoable or undoable as planned; that he would need
to make the necessary adjustments; and that the ability to do so was the mark
of the true scholar—all points which, perhaps ironically, he reiterates in his
contribution to this volume (see Chapter 10). Just knowing that there was a
tenured professor out there at Berkeley who had not only gone through a sim-
ilar situation but described it as normative or typical calmed me down, and 1
now realize—as Watts and a number of other contributors to this volume have
underscored—that such unanticipated shocks are part of the normal course of
events in our profession. It is how we deal with them that matters.?

And how do we deal with them? A second friend quoted his adviser,
an American historian, as saying that a topic was not overstudied until it
had generated as many books as Abraham Lincoln’s life. The Library of
Congress contains several hundred biographies of Lincoln, and I am not sure
every problem requires so many. But the basic point remains: We tend to
think that if a problem or phenomenon has been studied at all, it is no longer
worth studying. Nothing could be further from the truth. Scholarly progress
occurs when we study and restudy an old problem in order to garner new
insights. And the best studies are often the latter ones—precisely because
they engage and build on their predecessors.

Nevertheless, sometimes we really do encounter a problem that is not
worth the effort. In my case, it was not simply that the issue of Haitian
migration had been studied to death or that there was nothing new to say
on the matter, although the former was close to the truth and the latter a
distinct possibility. But many Dominican scholars had already staked their
claims in the area, and out of ethical concerns like those discussed by Sara
Curran in Chapter 11, I did not wish to encroach on their territory. I did not
abandon the project, however, until I had found a more interesting—to
me—area to move into. The lesson here, I believe, is not to abandon ship
until you have found a reliable lifeboat.

Where are you likely to find such a lifeboat? In Chapter 10 of this volume,
Michael Watts suggests a focus on empirical puzzles. Arthur Stinchcombe
makes a similar point in his classic work on Constructing Social Theories
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(1968). Historically, the great social scientists have been problem solvers, he
argues. Marx, Weber, and Durkheim “did not work mainly at what we now
call ‘theory.’ Instead, they worked out explanations of the growth of capital-
ism, or of class conflict, or of primitive religions” (Stinchcombe 1968, p. 3)—
and thereafter used their findings to build more general theories. When they
are good, according to Stinchcombe, scholars like de Tocqueville, Trotsky,
and Smelser are doing the same thing: using history and empirical facts to
build theory, not vice versa (Stinchcombe 1978, pp. 2-3).}

And finally, how do we know where the puzzles are—let alone how to
solve them? Here, I would second the advice of Harrell, Gottlieb, Giles-
Vernick, Piore, and Vitalis in this volume and say, at least in part, “Let your
sources tell you.” The sources may be living or dead, found in archives or on
street corners, but they almost certainly know as much or more about their
surroundings than you do, and by listening to them and trusting them, by
treating them as your friends and guides, you will almost certainly make
yourself a better field-worker.

That said, however, there is still no substitute for the actual practice of
fieldwork. After all, Michael Piore (Chapter 7) and Charles Sabel note that
skilled craftspeople require a wide array of expertise and ability; that the rel-
evant knowledge is often tacit rather than codifiable; and that they are there-
fore unlikely to be adequately prepared by “book learning alone” (Piore &
Sabel 1984, pp. 273-274). The same holds true of field-workers. While books
like this can go a long way toward demystifying the process and opening the
door for the novice, actual mastery demands entry into—and immersion in—
a community of experienced scholars. As a number of the preceding chapters
have argued, however, one need not wait to reach the field before beginning
the initiation process. Most universities have archival resources worth perusing
(Chapter 1). Many departments offer courses that foster practical experience
in ethnography (Chapter 3). And almost all have statistical software and
access to online survey data (Chapter 6). Thus, there is no obvious barrier
to initiation. It simply takes the willingness to explore new approaches and to
learn by doing. Better to begin sooner rather than later.

Notes

1. T would like to express my sincere gratitude to Michael Piore, who has not
only taught me most everything I know about craft production and a good deal of
what I know about fieldwork but has also served as a model of an intellectually
acute, publicly engaged, and downright generous comparative social scientist—as
well as a good friend. See Piore and Sabel (1984, especially pp. 273-275) on the
training of craftspeople and craft workers in general.
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2. Watts echoes these sentiments yet again in his discussion of the “necessary
and inevitable risks and uncertainties of doing research” in Chapter 10 of this
volume (p. 195).

3. Michael Piore (Chapter 7) describes a microlevel version of the same process:
using individuals and their stories to build theories. As C. Wright Mills would have
noted, the individuals and their stories scale up to constitute what we call “history.”
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