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Preface

This is a book about the technological foundations of the next generation of
wireless networks, including the so-called third generation, or 3G, for the
mobile Internet. It is a vast subject, encompassing a variety of new services,
applications, and air interfaces. In this book I have focused on the lowest
layers of the system: how the wireless information-bearing signal is con-
structed, and the choice of physical-layer transmission techniques and cod-
ing strategies capable of withstanding the extreme environment of the
wireless channel.

I have tried to emphasize the general lines of technical development
and core principles, rather than focusing on specific air interface standards.
Underneath the wide variety of prospective technical solutions, there are a
few common engineering challenges. The third generation and other new
wireless standards must operate at much higher bit rates, and must deliver a
much cleaner signal. Conventional approaches to managing the physical
channel will not suffice. We are entering a new historical phase of intensive
innovation, in which I believe that wireless technology will again become the
leading edge for communications engineering in general. This book is
planned as the first of three or four related volumes on this next generation
wireless. Subsequent volumes will deal with higher-level architectures
designed to support multiple access in wireless networks, as well as the
emerging suite of wireless applications (beyond voice) that will soon trans-
form these networks into an infrastructure for true multimedia services.
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This is also a book about an intellectual revolution, the outlines of
which are just now becoming visible. The source of illumination is the chal-
lenge of optimizing the wireless channel (although its effects will undoubt-
edly extend to all corners of communications and information science).
Today we are beginning to realize that many of our received ideas no longer
entirely fit the physical and engineering realities of the systems we are build-
ing. As has often happened in the history of science, engineering solutions
are outpacing the standard models. Our ways of thinking about communica-
tions problems are in flux, and our explanations are far less coherent than we
like to imagine.

The historical reference point—our ancien regime—is a body of
thought we may call the Shannon theory.1 For more than 50 years, the field
of communications engineering has oriented itself around the work and
insights of Claude Elwood Shannon (1916–2001). His seminal 1948 article
on the mathematical theory of communication packaged a set of powerful
ideas about information, coding, and the communications process that from
the very beginning has seemed both unusually cogent and nicely self-
contained, or complete, at least in principle. Although the Shannon theory
was for a long time something of an intellectual curiosity (rather than a prac-
tical engineering program), it held sway over us as a kind of ontological proof
(an “existence proof”) that laid down a metaphysical foundation for what has
become the core of our “information age,” a technological infrastructure
based on the manipulation of digital signals. It seemed to draw clean limits
and boundaries, to define the game board of communications—just as a
chess game is defined by 64 squares and a few simple rules of movement for
the chess pieces. The Shannon theory might not “solve” the engineering
equations of interest (any more than the basic rules of chess disclose the
winning strategy), but it created the right sort of finiteness for taming a com-
plex subject, and a deterministic framework to prove that a solution does
exist. A decade or so after Gödel had shown that arithmetic and other axio-
matic systems in mathematics were hopelessly open-ended, Shannon began
the perpetual search for the grail of perfect computability all over again.

There is often a mundane problem at the fulcrum of the paradigm
shift. Copernican astronomy was motivated (it is said) by the problems of
calendar construction. The practical spur for Newtonian mechanics is
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sometimes said to have been the need to forecast the tides [1]. The Shannon
problem is capacity. Roughly, this means: How fast can we send digital sig-
nals in a given channel? Is there indeed a limit, or is the effective signaling
speed only a function of our hardware? If our communications systems were
unconstrained in terms of capacity, there would be no need to seek efficient
coding schemes. If there were not a mysterious trade-off at work between
signal power and capacity (or bandwidth), noise would not really be a prob-
lem—we could just crank up the power and shout louder. Indeed, the pre-
Shannon engineering world view was defined by such assumptions. The idea
of a signal-to-noise ratio (SNR) existed, but the implicit solution to a poor
SNR was to increase the power of the signal. In fact, within very broad lim-
its, the wireline telecommunications world is unconstrained with respect to
capacity. With a few exceptions, it is always possible to add capacity to a
wireline network, just by running new wires. It is also—with a few excep-
tions—relatively unconstrained by noise, at least in principle. If we are will-
ing to spend the money, we can boost the bit rate by using better quality
wireline facilities, more repeaters, and so forth. Most wireline protocols until
recently have assumed an essentially error-free transmission environment.

The wireless channel is clearly another matter. For one thing, capacity
is ultimately hard-limited by the finiteness of the radio spectrum. For
another, it soon became apparent that shouting louder does not increase
realizable system capacity. Wireless capacity is not merely a function of the
willingness to invest in transmitter power. As wireless communications
belatedly achieved mainstream status in the 1980s and 1990s, Shannon’s
ideas about how to construct a signal to optimize for channel capacity finally
found fertile soil and began to produce a new suite of engineering solutions.
Techniques such as source compression of analog sources and intensive
error-correction coding began to find widespread application in second-
generation wireless systems. The era of “classical” Shannon engineering was
ushered in and soon extended to other sorts of “constrained” communica-
tions applications—notably the problem of how to transmit high-speed data
signals over existing local loop wireline links.

Inevitably, a theory applied is a theory revealed (or perhaps, exposed).
What we have come to understand in the last 20 years or so is how and
where Shannon’s ideas are undergirded by certain critical assumptions
(which may not have been clearly understood at first). These assumptions
are often (as we might expect) simplifications. Some are implicit limitations
on the scope of the theory. Some are more provisional and questionable,
based upon a perhaps imperfect conceptual analysis of certain aspects of the
communications process. Some are apparently wrong. As well, we see more
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and more examples of countertheoretical results and techniques coming into
use, as engineers have simply stumbled onto tricks that work without check-
ing first for orthodoxy.

The instantiation of these statements is a main theme of this book,
requiring us to go deep into specifics, and I will not attempt a detailed
resumé of the matter here, but I feel certain that, by the end, the reader will
at least be prepared to agree that there are a great many new and interesting
developments in the wireless communications technology that do not easily
fit into the classical Shannon model. This is the substance, then, of the
admittedly provocative phrase “post-Shannon communications.” Whether
the response of the theory (and the theorists) to new data is to amend, to dis-
card, or to supersede the Shannon theory, it will remain a landmark in the
history of science. In any case, it is clear that large new conceptual exten-
sions are required, which will bring in results from many fields lying outside
the traditional bounds of the Shannon chessboard. It may be some time
before we see either an amendment or a new theory that will cohere as well
as Shannon’s ideas have done for the past 50 years.

Here is the plan of the book: Chapter 1 is an introduction to the capac-
ity problem in wireless, from a historical and a market perspective, to set the
stage for the sudden relevance of the Shannon theory for working engineers.
Chapter 2 is a synopsis of Shannon’s life and core ideas. Chapter 3 offers a
terminological framework for the rest of the book, and sets out the key engi-
neering challenges that define the wireless technology agenda. Chapter 4 is
a synopsis of the main technology strategies: signal hardening, signal shap-
ing, and signal reconstruction or recovery. It reviews in a shorter space the
material contained in Chapters 5 through 7.

Chapter 5 is devoted to signal hardening strategies, especially channel
coding. It also deals with diversity techniques. Chapter 6 deals with signal
shaping strategies, especially source compression. It also addresses base-
band and RF shaping and adaptive system architectures. Chapter 7 deals
with receiver designs that are intended to recover or reconstruct a damaged
signal. A key topic is the understanding of the channel transfer function and
how it adds information to the received signal. Technologies addressed
include equalization and RAKE receiver designs.

Chapter 8 focuses on three approaches to constructing a more robust
signal by forcing it to spread or expand in space, time, and/or frequency. Sig-
nal architectures such as direct sequence spread spectrum, OFDM and its
variants, and space-time coding are presented. Chapter 9 is an epilogue
devoted to a reconsideration of the role of the Shannon theory in this new
era.
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Overall, I find that even as only the first of several volumes, this book is
overly ambitious and inevitably falls short of my own expectations. There are
many topics that I have had to skim, a few to consciously neglect, and many
of the conclusions I would have liked to have driven home decisively remain,
at best, half-illuminated. Even the central theme of capacity optimization is
only partially developed, since the real payoff of capacity enhancement is
realized at the next higher level in the architecture—the multiple access
scheme whereby many users contrive to share the finite channel resource.
The discussion of multiple access technologies will be the focus of a forth-
coming volume, and I may be able to close a few of the open loops at that
point.

Reference

[1] Hall, A. R., From Galileo to Newton, New York: Dover, 1963.

Preface xvii



.



1
The Golden Age of Wireless

1.1 The First Golden Age, 1890–1940

Radio was hot, once.
The first golden age of wireless lasted about 50 years—from roughly

1890 until 1940—and while it lasted, it was the paradigm of what we now
call high-tech. It combined technical wizardry, greed, and glamour. It
attracted the best engineers. It seduced the money men. One would have
heard the word Radio whispered urgently all along Wall Street back in 1929,
as the brokers’ slang for RCA, a hot company and a hot stock, and an epit-
ome of the bull market. The golden age was dominated by volcanic person-
alities: entrepreneurs like Marconi, De Forest, Sarnoff, and Armstrong, who
fought each other bitterly for the priority of their ideas and their commercial
interests. They sued each other over patents. They embroiled the courts in
antitrust litigation. They urged Congress to create or dismantle monopolies.
They lobbied and spent and bought and sold in the influence markets, and
hired journalists to write their perfected versions of events. The public knew
their names and counted their wives.

However, radio was something even more, a more distinct departure
from its historical context than the modern term high-tech connotes. The
consumer society at the turn of the twentieth century was still largely horse
powered, and technology was mostly about steel and coal and gears and the
transmission of mechanical force. The industrial revolution, reaching its
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climax during this same period, was based on well-known technological
themes: the standardization of products, the division of labor, the centraliza-
tion of the means of production, a transportation revolution (mainly rail-
roads), and the substitution of steam and electric power for human muscle.
It was the age of the dynamo, of force, of hardware, and the mechanical arts.

Radio was a totally new kind of technology. For one thing, it was not
mechanical. No one could look at a radio receiver and think of it as a
machine in the conventional sense. Even the telephone network was argua-
bly a great mechanical contrivance, built around switching centers that
underwent intense automation during this period, replacing human labor
(switchboard operators) with complex mechanical switches. However, radio
was based on different principles than those governing gears and levers and
steam pistons. There was “hardware” to be sure, although it was of a strange,
delicate sort—crystals and glass vacuum tubes. Nor did radio seem to have
much to do with mere mechanical force. There was something else, which
wasn’t hardware or force at all: the signal. Telephones had signals, too, of
course, generated in a deceptively straightforward way by the acoustic
energy of the voice itself, translated directly into an electrical waveform, but
radio signals had to be constructed in very precise and complex stages. A car-
rier frequency had to be synthesized and modulated with the desired infor-
mation. The frequency of the modulated carrier might be stepped up or
down, and eventually tuned to a precise frequency for actual transmission.
Engineers gradually came to see that building a radio system was mostly
about signal construction.

Physically speaking, those signals were deeply mysterious. The idea of
instantaneous communication across vast oceans, with signals that somehow
penetrated through solid matter, yet might reflect off of strange layers in the
atmosphere, was beyond true comprehension. Radio was a window opening
into a parallel universe, where even the physics were different. The engi-
neers led the way, in the way that engineers do, by making things that
worked, but De Forest no more understood the quantum principles of his
vacuum tube than I do. Marconi was a shrewd businessman who understood
the importance of patents and monopoly power, but his radio-telegraphy sys-
tem was a brute-force affair. The so-called spark transmitter worked by cre-
ating electromagnetic explosions—like miniature lightning bolts—that
splattered energy all over the radio spectrum. These explosions could be
sequenced in a Morse code pattern, which is one way to communicate—just
as burning down the henhouse is one way to roast a chicken.

Even Armstrong, the inventor of FM, and the most subtle-minded of
the three great inventors, approached his problems from a strictly practical
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perspective. His demonstration of FM transmission in 1936 in New York was
the last technology milestone in the golden age. He showed how to construct
a new kind of signal that could be transmitted with great precision and effi-
ciency, and he glimpsed the underlying principle—that he was trading what
we would now call bandwidth for power, expanding the bandwidth in a con-
trolled way to reduce the power required for successful transmission, while
at the same time, strangely, increasing the robustness of the signal. His fre-
quency modulation created a weaker signal that was somehow also a stronger
signal. This paradox was a pregnant seed, but lay in a semidormant state.

In any case, by 1940, the golden age was over. Marconi had died in
1937 and in tribute the world had observed the very last moment of radio
silence that there will ever be as long as the human species prospers on this
planet [1]. De Forest, Fessenden, Alexander, Pupin, and all the rest were
also gone, or retired, or in decline. Armstrong donated his patent on FM to
the U.S. army in support of the war effort, which probably helped to delay its
commercialization after the war (by eliminating the chance for a new
monopoly). He struggled with Sarnoff and RCA to try to advance the cause
of FM as a superior transmission system—which it clearly was—and grew
frustrated and bitter over the resistance he met. One day in 1953, he walked
out onto the balcony of his apartment in New York City and stepped off the
edge.

The principal legacy of the golden age was the creation of broadcast
radio and television. Technically, this involved the slow evolution of practi-
cal transmitters and receivers, capable of being manufactured at a low cost
and sold as a consumer product. The progress during the 50 years of radio’s
development was tremendous; we have only to gauge the difference between
the receiving stations built by the Marconi company at the turn of the cen-
tury for transatlantic radio-telegraph service, which were the size of large
buildings (several national monuments along the east coast of North Amer-
ica preserve these relics), to the compact radio receivers that had penetrated
a large majority of American households by the late 1930s.

Commercially, the major milestone was the creation in 1919–1920 by
the federal government—by force—of a patent pooling arrangement and a
commercial entity to administer it, in order to consolidate what had become
a highly fragmented and stalemated patent landscape for wireless technol-
ogy. For the preceding two decades, the pace of technology development for
both transmitter and receiver designs had been vigorous. A successful com-
mercial system needed access to many branches of technology, because, of
course, both transmitters and receivers had to be interoperable. Yet no single
party held enough patent cards to do what AT&T had been able to do with
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the far simpler technology of the telephone: create a unified network. Dur-
ing the war, even the U.S. Navy had experienced difficulties in obtaining
radio equipment because of patent problems. The prospects for commercial
development were in jeopardy—as Armstrong later testified to the Federal
Trade Commission: “It was absolutely impossible to manufacture any kind
of workable [radio] apparatus without using practically all the inventions
which were then known” [2, p. 99]. The Marconi interests could block the
De Forest interests, and many other important patents were outside of the
control of either. The result was that by the end of World War I, the technol-
ogy of radio was ready to go to market, but no one could proceed to the busi-
ness phase (except for very limited applications like Marconi’s ship-to-shore
service, which was already technologically obsolete). The U.S. government
was determined to break through this stalemate in the national interest.

The solution was the creation of a new monopoly, a “radio trust”—the
Radio Corporation of America (RCA). Between 1919 and 1923, RCA was
able to pool the rights to more than 2,000 issued patents including “practi-
cally all the patents of importance in the radio science of that day” [2, p.
107]. The logic of the trust-builders proved correct. Radio broadcasting
became an overnight success in the early 1920s. Radio technology pene-
trated the consumer market more rapidly than any other major new product
before or since.1 What had been a small and constricted business up until
that point was energized by phenomenal injections of capital to build the
new network infrastructure. Even greater than the economic impact was the
new cultural power the networks began to wield. Steel and coal and other
industrial commodities had supported the creation of huge business
empires, but radio (and later TV) changed the world permanently. It is cer-
tainly possible to imagine the United States or any other country functioning
quite well today without steel mills or coal mines of its own; it is impossible
to conceive of the modern polity without the broadcast networks. This is the
enduring legacy of the golden age.

1.2 A Quiet Interregnum, 1940–1990

The tremendous commercial success of radio did not accelerate the inven-
tive process. Quite the contrary—after 1940, the field entered a period of
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relative quiescence for the next 50 years. Technology froze around the new
broadcast standards. Radio engineering focused on cost reduction and vol-
ume manufacturing. Probably the biggest new thing to happen, commer-
cially and technologically, in this entire era was the advent of the “transistor
radio”—a device-level innovation of great significance for achieving the pro-
duction goals of manufacturers of radio and TV receivers, but not a funda-
mental advance in wireless technology itself.2 The reduction in size and cost
was impressive, but the performance and basic system capabilities were the
same. I am old enough to remember the excitement of holding a transistor
radio (Japanese-made, wonder of wonders!) in my hand in the late 1950s,
and it was certainly exciting to be able to walk around with a radio that you
did not have to plug in to the wall. But it was still “just a radio.”

In fact, by the early 1980s, when I began my career in the wireless
business, radio communications engineering had become a technological
backwater. No fundamental new invention had broken through into the com-
mercial sphere3 within the active career span of anyone still working in the
business. Indeed, I remember that in 1980, if you wanted to hire an RF engi-
neer, you quite often found yourself talking to someone in his sixties or even
his seventies. These were the survivors of the last wave of students who went
into the “hot” field of radio at the end of the first golden age. By 1980, radio
was so non-hot that few new engineering students chose to go into it. Why
waste time in the slow lane? The technology hot zone of the late 1970s and
early 1980s was the world of digital electronics. Integrated circuits were new
and powerful, software was becoming the watchword for value creation, and
the personal computer was expanding the commercial scope of the industry
a hundred-fold. Anyone looking to do exciting engineering would have natu-
rally gravitated to the digital world. Radio was not an option that most new
students considered, which was why recruiting an engineering team was so
hard. Our early business plans sometimes depended on keeping someone
out of retirement.

Another factor in the relative stagnation was that the radio in telecom-
munications (as opposed to broadcasting) had indeed never really taken off.
Of course, it was still (as in Marconi’s day) the only good way to communi-
cate with ships and airplanes, but the mainstream telecommunications
industry in 1980 was almost completely wireless free. Point-to-point
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microwave systems were used in the long-distance network, and indeed
were becoming the dominant long-haul technology, such that a lot of people
were vaguely aware of microwave towers and their strange horn-shaped
structures, but except for small groups inside Bell Labs and the AT&T Long
Lines Division (the long-distance monopolist, it should be remembered),
very few telecommunications engineers or managers had much exposure to
any sort of wireless system or technology. It was true that someone at Bell
Labs had written a prescient paper in 1948 describing a new idea for a wire-
less phone system, based on the idea of creating what the author called cells
for reusing the limited frequencies many times in a confined geographical
area. But even by 1980 there was still no such thing as “cellular radio.”
Moreover, the cellular idea was basically an innovation in the switching
architecture, not in radio technology. The radios that were to be used for a
cellular system were based on Edwin Armstrong’s FM technology from the
1930s and were not fundamentally different (in terms of RF technology)
from the mobile radios that had been used by police and some industrial
users, and by a very, very limited number of mobile phone subscribers, for
many years.

So, in the mid-1980s, when the FCC and various industry players
launched a “revolutionary new service” called cellular radio, it was
still—from an RF engineer’s point of view—rather old news. The innova-
tions in the cellular switching systems did not seem to depend much on the
nature of the wireless transmission technology. In fact, faced with the option
to consider newer types of transmission technologies (which we shall turn to
in a moment), industry leaders Motorola and AT&T chose to go with FM,
even though it was 50 years old and fully mature, and likely offered few
opportunities for further fundamental improvements in economics or per-
formance. As it turned out, this was a blunder, which became quite clear
within a year or two, and which probably cost the industry fully 10 years in
its commercial development cycle. (Unlike either the telephony business or
the broadcasting business, most cellular carriers lost money for a consider-
able period of time.) The blunder was understandable, perhaps, given that
“wireless” had played almost no role in the plans of any telecommunications
company at that time. It was a peripheral field, expertise was scarce, and the
potential was not fully appreciated.

It was a common view in the early and mid-1980s that cellular radio
would be simply another value-added service, another noncore line of busi-
ness, along with selling data modems and the odd satellite transponder. The
idea that in anyone’s lifetime there might be a wireless network that would
surpass the wired telephone network in its subscriber base was completely
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unforeseen. I can remember attending a Supercomm trade show in Atlanta
in 1985 or 1986 (Supercomm was the main industry trade show for the tele-
communications industry) at which the main theme of the show was “Fiber-
world”—huge companies were spending a lot of money to promote the idea
that optical fiber would soon revolutionize the industry as it penetrated even
into the home to bring new services, such as ISDN. There were dozens of
technical and commercial presentations on the fiber revolution. Meanwhile,
there was exactly one small technical session on wireless technology (which
is why I was there), held in a small side room. We held our little conclave
and got out from under foot. It was typical of the times. I remember making
another presentation, probably in 1987, to a group of telephone executives
on the potential of wireless technology to do more than just add a layer of
high-end car-phone service for rich people—only to be interrupted vigor-
ously by a fellow who started shouting at me, “Fiber, fiber—they’re going to
make fiber out of plastic. That’s all we need. Plastic fiber.” How could car
phones compete with this vision? The executive management of the tele-
phone industry was not wireless-ready.

1.3 The Digital Radio Revolution

What happened next was a true technology revolution. So many revolutions
to endure, it sometimes seems—but this was a real one, even if it was essen-
tially invisible to the consumer.

Cellular service was launched in the United States in 1983. Within less
than a year, it became clear that there was a serious bottleneck in the system.
It was not in the switch, but in the radio link—the air interface, as it began to
be called—between the cell phone and the base station. FM was grossly
inefficient. It used too much spectrum bandwidth to carry a call. (We will go
through some calculations in Chapter 3 on this point.) Demand in some
major markets soon began to put pressure on the system operators, and they
quickly realized that they had built themselves into a corner. The Federal
Communications Commission (FCC) tried to palliate the situation by allo-
cating a bit of additional spectrum, but the real problem was much more
fundamental. FM could not handle the demands that were being placed on
it by the much broader service; this was apparent even in the very early days,
before anyone had even thought about revising upward the estimated poten-
tial for ultimate growth in the cellular market. Even viewed simply as a car
phone for rich people, cellular could not support the demand with FM as its
air interface. Something had to be done.

The Golden Age of Wireless 7



The next part of the story is fairly familiar to those in the field. Begin-
ning in 1987 (only 3 years after cellular was launched), the industry and the
FCC began to evaluate technological alternatives for replacing FM as the air
interface. In the end, two new technologies, time-division multiple access
(TDMA) and code-division multiple access (CDMA), were approved. Both
shared a common foundation: They converted the voice signal into digital
form before encoding it for transmission over the radio channel. Once the
voice signal has been converted to the binary language (1’s and 0’s) of com-
puters and microprocessors, it can be manipulated with digital signal proces-
sors and powerful software algorithms. For example, a digitized voice signal
can be compressed significantly—the inherent redundancy removed—with-
out losing much quality at the receiving end.

The opportunity to implement voice compression turned out to be the
main motivation for moving to a digital air interface. It was possible, with the
compression techniques available in the late 1980s, to pack about three or
four compressed digital voice signals into the same channel that can carry
only one uncompressed analog FM voice signal. There were other benefits
to be derived from digital transmission, but these second-generation air
interface standards were focused on gaining spectral efficiency from the
voice compression. Digitalization itself was seen as a necessary step (and
indeed by some it was seen as a necessary evil) to facilitate voice compres-
sion. Other potential benefits were largely ignored. After all, these were
voice-only systems; getting more voice calls into the available spectrum was
seen as the definition of “spectrum efficiency” for the cellular industry. In
fact, there was a considerable rear-guard fight by the proponents of analog
FM who argued, correctly, that the same spectrum-efficiency gain of about a
factor of 3 could be achieved by retooling the analog FM signal. Motorola
pushed hard for its N-AMPS proposal, based on a narrowband FM signal
that occupied only one-third the bandwidth of the standard (AMPS) FM sig-
nal. It was claimed that this approach might realize most of the voice effi-
ciency gains without adding a lot of “digital overhead” that was certain to
make the new digital phones much more costly (at least initially) than
phones based on the mature FM technology. At that stage, the cost differ-
ence between analog and digital was being estimated to be at least two to
one, if not more.

As late as 1990, it was not entirely clear that digital transmission would
prevail. As long as its chief merit was as an enabler of voice compression,
questions remained about why it was necessary to create an entirely new
type of radio—a digital radio—just to support this one attractive function. It
appeared to some, from the outside, that it was all a very roundabout and
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expensive way of gaining a relatively modest incremental improvement,
which might instead be gained by tweaking the existing FM technology a
little.

Digitalization of the voice signal forced a complete rethinking of the
radio transceiver architecture. For one thing, the digitized voice signal had to
be translated into an appropriate form to modulate a radio carrier. This
meant that digital modulation was needed, to imprint the digitized voice sig-
nal on the radio carrier wave. Digital modulation, in turn, sometimes
required a much more linear power amplifier. The digital signal required
synchronization between the transmitter and the receiver. The more popular
digital formats were based on TDMA, which meant that the transmission
was no longer continuous.4 Instead, the transmitter sent short bursts in a
regular cycle. An FM system could perform its handshakes between trans-
mitter and receiver once at the beginning of the call, but a TDMA system
had to reacquire synchronization for each burst, many times a second. Digi-
tal signals proved to be rather brittle in some ways. Although FM may be
robust enough to function well on a less-than-ideal channel, a digital signal
is prone to sudden breakdown when its critical signal-to-noise threshold is
crossed. Error correction techniques were applied to enable the receiver to
detect and correct errors caused by poor channel conditions. Other compen-
sation techniques were also needed, such as equalization (which is designed
to combat the inevitable smearing together of the digital pulses caused by
inherent characteristics of the wireless channel), and so on.

Digital signal processing (as it came to be called) changed radio tech-
nology fundamentally. FM radios had used digital controllers to talk to the
switch, to handle call setup, handoff decisions, and the like, so the idea of
having a microprocessor inside a cell phone was not per se a shock. But the
computing power was now being brought to bear on the signal itself, to rear-
range and create new kinds of signals with new physical properties. Even
though the payoff was often seen as simply being the ability to enable voice
compression, in fact, the entire radio had to be reengineered from top to bot-
tom, from the filters and amplifiers, to the antennas and the acoustic micro-
phones, and even the glue used to attach the microphones to the handset
chassis.5
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4. The U.S. TDMA standard was known as IS-54, and later IS-136. The Japanese
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the digital market from the late 1980s until the end of the 1990s. Essentially, the
second generation of cellular radio technology has been a TDMA generation.



The new digital radio architectures proved to be much more difficult to
perfect than many originally expected. The complete development cycle for
a new digital air interface has proved to be something between 4 and 7
years.6 For reasons that will become clear in later chapters, wireless trans-
mission brought engineers up against much more challenging physical prob-
lems than they had been accustomed to dealing with in transmission
systems designed to work over wireline circuits. The technological backwa-
ter began to be flushed out, and the dynamic of innovation was revived. By
1990, it was clear that the interregnum was over. Radio engineering was sud-
denly an exciting field again. The entrepreneurs were back. Wireless was hot
again.

1.4 The Capacity Crisis, 1995–2001

The capacity problems of the industry were only just beginning. In fact, the
growth in traffic soon outstripped all the original “car phone” business mod-
els. The industry reached 25 million users in the United States by 1995
(about 10% penetration), breaking into the mainstream. But it was what
happened next that created the true crisis:

• Between 1995 and 2001, the U.S. subscriber base quadrupled to
reach 118 million subscribers by June 2001—a 40% penetration [3,
pp. 23–24]7 (Figure 1.1).

• Minutes of use per customer, which had remained flat for years at
around 120 minutes per month, suddenly in 1998 inflected upward,
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5. The digital vocoders were so aggressive in eliminating redundancy from the voice sig-
nal that they became, in effect, less robust in some ways. Acoustic effects had to be
managed much more carefully. The problem of controlling the acoustic properties of
the adhesive glue used to secure the microphone was a real one that cropped up
more than once in the implementation of second-generation architectures.

6. I would point to the development of TDMA as having begun in earnest in
1981–1982, by a team from IMM Corp (later InterDigital Communications) and
M/A-COM Linkabit (whose key people later founded Qualcomm), with first com-
mercial use in 1986 (in a wireless local loop application). CDMA for cellular was
proposed in 1988–1989, and I would say that it did not reach the stage of unre-
stricted commercial deployment until about 1995. Motorola’s iDEN system for digi-
tal SMR (a TDMA system) was proposed in 1989 or 1990, and again not fully
debugged and commercialized until about 1995.



nearly tripling by 2001 to more than 300 minutes per month8

(Figure 1.2).

• Total minutes of use went up by about eight times between 1995
and 2001, from 38 billion minutes to 259 billion minutes [3, p. 167]
(Figure 1.3).

By the end of the 1990s, there were a lot more users, with each user
generating a lot more traffic—the industry was being forced to expand its
infrastructure furiously. One dimension of the expansion was quantita-
tive—more cell sites. Cellular operators in the United States had not
reached 10,000 cell sites until 1992, 9 years after service began. The
number of cell sites then doubled in the following 3 years. Since 1995,
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Figure 1.1 Growth in U.S. subscriber base. (Source: [3, pp. 23–24].)

7. The New York Times reported on February 14, 2002, that current subscribers in the
United States have reached just short of 130 million people.

8. From CTIA Report [3, pp. 169–170]. The breakout in individual usage patterns was
most likely a direct result of AT&T Wireless’s flat-rate, 10 cents/minute billing plan,
which changed the industry’s pricing policy across the board and stimulated demand
enormously.



however, the number of cell sites in the United States has increased five and
a half times, to 115,000 cell sites by the end of 2001 [3, p. 139] (Figure 1.4).
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Figure 1.2 Growth in minutes of use per customer in the United States. (Source: [3,
pp. 169–170].)
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The other aspect of the expansion was qualitative. The capacity crisis
finally drove the whole-hearted conversion of the cellular networks to the
new digital air interfaces. The second-generation technology had been
embraced tentatively at first, because of the considerably higher cost of digi-
tal equipment. Because the operators subsidized the cell phones to the end
user they were initially hesitant to “push digital” too aggressively. Even as
recently as 1995, analog phones still outnumbered digital phones by more
than 20 to 1. The total number of digital subscribers in 1995 was only about
600,000 (out of 25 million total cellular users) [3, p. 38]. By 1997, the
number of new digital subscribers being added surpassed new analog cus-
tomers and, finally, at the beginning of 2000, digital subscribers exceeded
analog subscribers as a percentage of the total. As of mid-2001, there were
more than 85 million digital cellular phones—120 times what there had
been just 6 years earlier (Figure 1.5).

This is only the first phase of the capacity crisis. The traffic on the net-
work is still almost 100% voice telephony. It is narrowband traffic. Using the
underlying digital vocoder rate as a benchmark, each second of use in today’s
second-generation systems generates about 10 Kb of user data to be trans-
mitted. Based on the figures cited previously, the average user is today gen-
erating something like 180 Mb (or for those of us more used to computer
metrics, around 22.5 MB) of data per month. In a voice-centric network,
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Figure 1.4 Growth in number of cell sites in the United States. (Source: [3].)



traffic growth can only come from greater penetration (more subscribers)
and higher usage per subscriber. The penetration may double again (to
80%), but after that the market will reach saturation. The usage may grow
somewhat, but there are natural limits on how much real-time talk-time a
user can generate. Usage is already about 10 minutes per day, and wireline
telephony statistics would indicate that this parameter, too, should flatten
out before long. Based on the “saturation” trajectory, we might be prepared
to see solid growth continue for a few years, then reach a plateau. It might
well turn out that the big surge from about 1997 to 2002 will be a one-time
event—comparable to other S-curves we have seen in the past, for products
like television or personal computers. My family had one cell phone 4 years
ago. Now we have four. It does not follow that by 2006 we will have 16. The
second-generation digital systems should be able to support this slowing
growth, perhaps until the plateau is reached. So why do we need a third-
generation technology?

The answer can be given in a single word. It was not until about
1996—that is, well after the standards for all the current second-generation
digital cellular air interfaces had been defined—that I first heard that word,
that single word—Internet—in a discussion of wireless architectures.

It is worth recalling that by the mid-1990s a certain skepticism had
developed in the wireless world regarding the demand for nonvoice services.
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There had been a variety of wireless data offerings, none of which had
achieved market success despite considerable support from regulators and
leading commercial equipment suppliers.9 Indeed, even the wireline net-
works had grown tired of promises involving data bearer services (i.e., those
provided by the operator specifically to enable data communications). ISDN
had been discussed for two decades and still had not arrived commercially.
There were indeed many private data networks in the business sector, oper-
ating over short distances to connect computers and computer peripherals
(mainly based on Ethernet-type protocols), but these local-area networks
(LANs) were mostly isolated from the public telephone networks (except by
dial-up modem access).

Data communications on the public network were being effected
mostly by dial-up modem connections and by fax, two services that operated
over the voiceband telephone network, mimicking voice telephony traffic. A
lot of the pundits were concluding that data traffic would always adapt to
ride on top of voice bearer services, and that would be that—a unified net-
work of voice, fax, and voiceband modems, circuit-switched dial-up connec-
tions passing through standard telephone switching networks. True, the idea
of broadband has been in the air for a very long time, without attaching itself
to anything very specific. Fiber-to-the-home (FTTH) was one version of this
idea that was quite clearly driven by technological possibilities (multimega-
bit transmission on fiber optics channels) rather than by a compelling serv-
ice proposition. In a previous book, written in 1991, I examined the
technical and economic arguments for FTTH and its variants, and I con-
cluded that other than video (for which there were already several
entrenched competitive delivery systems), there was no clear service propo-
sition that would require and drive broadband in the access network [4].
There was no compelling reason, certainly, for wireless systems designers
back then to anticipate a need for wireless broadband, especially given the
inherent scarcity of the spectrum resource. In fact, the whole thrust of the
second-generation architectures was compression. The overarching technical
goal was to narrow the bandwidth of the signal, so that more signals could be
crammed into the operator’s finite spectrum allocation.

The Internet has changed all that. Notwithstanding its ups and downs
in financial markets and public esteem, the Internet phenomenon of the last
5 years has shown us two things quite clearly: first, that circuit-switched
bearer services will be supplemented, and even superseded for data
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9. Both Motorola and Ericsson promoted wireless data fairly vigorously in the late
1980s and early 1990s.



communications, by packet-oriented, connectionless protocols that will
drive new transmission technologies right down to the physical layer; and,
second, that the consumer does indeed have an appetite for bandwidth that
may approximate the underlying sense of the term broadband.

Actually, I think the demand for bandwidth presents two distinct
manifestations. On the one hand, the Internet provides an e-mail infrastruc-
ture—to use the common term, although labeling it as such risks understat-
ing its significance. Indeed, viewed strictly as “e-mail” in the conventional
sense of short text messages, there would be no need for broadband chan-
nels. This was, in fact, the way that wireless architects misled themselves in
the mid-1990s when data services started to intrude. Text messages, short
message services, and the like seemed to present no problem for second-
generation air interfaces. At 10 Kbps, a TDMA or CDMA cell phone could
handle a 1,000-character text message very easily. In fact, the problems of
input/output (text entry and display) seemed to be far more problematic.

However, it is becoming clearer all the time that e-mail is morphing
into a much bigger thing. In the business world, it has—quite sud-
denly—become routine to send documents of all sorts as e-mail attach-
ments.10 A 1-Kb text message is attached to a 1-Mb word-processing file,
with graphics. And this e-mail may be sent to 10 people, generating at some
point in the access network 10 times the original traffic. Other documents
include e-mail-based fax transmissions (sent as packetized e-mail rather as
separate circuit-switched transmissions), graphics materials, photographs,
and even video clips. It is becoming common to submit reports, proposals,
and presentations in “soft copy.” I have not yet seen a quantitative treatment
of this phenomenon, but it is clear that e-mail is a channel that is rapidly
moving in the direction of broadband capacity needs. It is common to refer
to e-mail as the “killer application” for the Internet, sometimes in a dismis-
sive way (“just e-mail…”). If it is understood that it is becoming a way to
transmit and receive not just short salutations, but increasingly large infor-
mation payloads, we may be able to keep in mind the immense significance
of this very new development.

The other manifestation of the Internet is as an enabled marketplace
for information. Enabled means that it incorporates an open interface that
does not require much more technical skill to access than dialing a phone or
channel-surfing on a television. Marketplace implies several things. First, it is
interactive. Consumers seek information from various sources (commercial
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10. My own informal count is that about 25% of the e-mails I receive now include an at-
tachment, ranging from a few kilobytes to several megabytes of data.



entities, libraries, government organizations), and those sources also try to
push their own information back to the consumer. This entails, typically, the
web-browsing experience as we have come to know it: A consumer request
for information (in the form of a mouse click on a hyperlink button) produces
a torrential download of information, graphics, advertising, sometimes audio
and video, to create a virtual environment for the consumer to enter. Each
new click leads to a reconfiguration of the environment with a new down-
load. The relevant point for our discussion is that Web downloads produce
large, often asymmetrical information flows. They are becoming richer all the
time: more graphics, more information, more bits.

Another implication of the term marketplace is the economic dimen-
sion. Value transactions take place and proprietary information must be
exchanged, encoded in ways that bulk up the information flows even further.
A single transaction may generate a trail of subsequent information
exchanges (confirmation of sale, notification of availability, or confirmation
of shipment).

Consider the following calculations. First, as noted above, the average
cellular voice user today appears to generate something like 180 Mb (22.5
MB) of digital data per month, based on 300 minutes of use per month. As
we noted, this is only 10 minutes per day. This is a fair amount for voice
telephony (at least viewed as an average), but it is clear that the newer forms
of broadband usage that the Internet has created will drive higher holding
times.11

Second, the bit rate will go up; 10 Kbps will be upgraded to much
higher rates. The rich downloads, the e-mail attachments, video clips, video
phones, and so on, will demand them.

Third—and most important of all—the quality of service criterion has
to change. Today’s cellular voice services can operate well with a bit error
rate of 10−3, even 10−2. That is to say, they can tolerate a lot of channel errors,
as they must tolerate in the noisy wireless channel. Data services cannot
endure this level of errors. Internet protocols are designed around the
assumption that the channel is essentially error free. Packet failures are
implicitly diagnosed as indicators of network congestion, rather than a symp-
tom of channel errors, and the protocols respond by (among other things)
slowing down the rate. It is unlikely that IP protocols in their existing form
could even sync up at the bit error rate (BER) levels for which today’s cellular
systems are engineered.
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11. Albeit the idea of “holding time” is not strictly applicable to a packetized connection-
less or quasi-connectionless service like the Internet.



So, let us assume that instead of 10 minutes a day, the data traffic gen-
erates the equivalent of 20 minutes a day. (Actual connect times for wireline
Internet users are much higher.) Let us further assume that instead of 10
Kbps, the system must be designed to support 64 Kbps. Finally, let us
assume that we need a BER of 10−8 instead of 10−3.

The average subscriber, under these assumptions, will generate 2,300
Mb (288 MB) of data per month—more than 12 times as much traffic as his
voice-only counterpart. If we tweak these assumptions to see what would
happen if the service really became successful, we might raise the connect
time per day to 30 minutes (not high for a business user), and look down the
road to a 144-Kbps data rate. This scenario would generate 7,700 Mb (just
under 1,000 MB) of digital data, or 42 times more traffic from that subscriber
node than the current level of voice traffic (Figure 1.6).

We might exacerbate the problem by factoring in the assumption of
multiple recipients for heavy e-mail packages, or even user groups with mesh
communications channels (for applications like Microsoft’s NetMeeting
software). We could run the model through the roof by looking at the higher
bit rates that system architects want for “true” broadband—from 384 Kbps
up to several megabits per second. Finally, if the holding times on wireless
nodes ever begin to reflect the holding times for wireline Internet access, we
will be measuring the offered traffic not in minutes but in hours per day.
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Figure 1.6 Hypothetical growth in user traffic as a function of bit rate and usage
levels.



1.5 The New Golden Age

These services will not run successfully on wireless networks using second-
generation RF technology. So, how do we get there from here?

One approach is to try to boost the transmission speeds on the existing
systems by upgrading the modulation scheme (more bits per hertz) and by
other means that make similar use of much of the existing infrastructure.
The system operators have just begun to really use their second-generation
networks, and they have a huge economic investment to work down. If there
is a way to upgrade these networks, and preserve some of that investment,
that would certainly be attractive. Because these upgrades are grafted onto
existing second-generation (also called 2G) networks, they are often referred
to as 2.5G solutions.

The other approach is to build entirely new networks, based on new
RF technology designed from the start to support wireless broadband serv-
ices. During the past several years, this approach has coalesced around the
phrase third-generation wireless, or 3G. The market driver for 3G is abso-
lutely clear: to support true Internet-type services. We probably do not need
3G for voice capacity needs. Voice growth will double and possibly double
again, but it will be flattening out and various 2G and 2.5G solutions would
probably meet that demand—if that were all. But the enormous new flood of
wireless traffic that the nonvoice services are going to create cannot be met
by 2G, and probably not by 2.5G in the long run. (We have learned that the
“long run” may be rather short, in Internet time.)

There is still one last problem—the channel error problem, where
information is irretrievably lost due to adverse physical conditions in the
channel. Not only does a wireless broadband network need to be ready to
support dozens of times more digital traffic per user than today, it must
deliver that traffic in ten thousand to one million times better condition. It is
difficult to factor this into the capacity calculation in a simple arithmetic
manner. But we may get some idea of the impact if we assume that for a
given modulation scheme, an improvement of five orders of magnitude in bit
error rate performance might generally equate to something over 6 dB in the
signal-to-noise ratio (SNR).12 Six decibels equates to a factor of 4. This factor
of 4 might show up in various calculations—as a reduction in range, or
throughput (for a variable-bit-rate system), both of which trade off against
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capacity in complex ways in a CDMA system (and 3G standards will be
based on CDMA, it appears). It would be too simplistic to say that it simply
imposes a 75% penalty on any 3G capacity calculation. But what is clear is
that a 3G system is going to need a radically different type of radio technol-
ogy in its air interface. It has to run faster, longer, and much cleaner than
today’s 2G systems.

The 2G challenge brought wireless back to the cutting edge in RF
technology, and ended the 50-year interregnum of relative quiescence and
stagnation in fundamental wireless development. The 3G challenge will
energize the field in even more dramatic ways. Indeed, I would say that the
2G technology phase has for the most part involved importing techniques
and solutions that had been previously developed in other fields (e.g., wire-
line telephony) into the wireless field, applying them, and then extending
and refining them. A good example is the speech compression software,
which was first explored in nonwireless contexts and then became a key part
of the 2G technology package; 3G is going to push the field of radio technol-
ogy much further, and reverse the direction of the flow of innovation. I pre-
dict that the wireless field is going to become the leading edge for
telecommunications technology in general. Innovations in RF will find their
way back into other streams of the high-tech economy.

There is a precedent for this. In the first golden age of radio, innova-
tions in wireless technology led the way to the electronics revolution. The
first true electronic device—the vacuum tube—was developed for wireless
applications. Later it became the foundation for building the first comput-
ers. In the new golden age, which began in the 1990s and is still on its youth-
ful upswing, I believe that once again we will see RF technology playing a
seminal role in fertilizing many other fields with fundamental break-
throughs. The 2G designers largely found what they needed on the shelf,
and adapted it for their needs. On the other hand, 3G technology is going to
be driven to make those breakthroughs. The driver is the enormous appetite
for capacity.

What is capacity? We have talked about traffic, so many bits per sec-
ond or per month that a user can generate for possible transmission. Traffic
can be measured empirically. But implicit in our discussion is the idea that a
radio channel can somehow carry only so much traffic, only so many bits per
second. It might seem that capacity could also be measured directly, by fill-
ing the channel until it cannot carry any more. This raises the question of
what exactly are we filling it with? That is, what is information, and how can
we quantify it? Maybe the rate of transmission of digital symbols (bits) is a
proxy for the amount of information, although we sense that it may not be
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that simple, but even so—how do we know when the channel is full, when
we reach its capacity? Perhaps it is full when we start to experience errors;
but, no, errors occur even at very low transmission rates. Indeed, noise is
ubiquitous, which suggests that some errors are inevitable at any transmis-
sion rate, or can errors be controlled?

We are getting slightly ahead of ourselves. But it is clear that capacity
is a more abstract idea than raw bit rate. Signaling rates can be measured
directly, but it is not as intuitively clear just how can we measure, or calcu-
late, the capacity of a given channel, to determine whether that channel can
or cannot support a given rate. In fact, defining the capacity of a signaling
channel is the cornerstone problem of modern communications theory.
Understanding capacity will lead to other important theoretical break-
throughs that underlie key modern concepts of information, entropy, and
bandwidth. Historically speaking, just as “gravity” is intimately associated
with Newton, and “uncertainty” with Heisenberg, the concept of channel
capacity is closely connected with the name of Claude Shannon—whose
acquaintance we must now make.
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2
Shannon

2.1 “Our Shannon”

An otherwise rather sober 1991 technical paper on
wireless modulation techniques, sponsored by the
British National Space Centre, begins in a way
that is not at all uncommon for even the driest of
technical articles these days. The authors pro-
claim, in almost metaphysical tones, a
Quest—defined as follows: “The ultimate goal of all
transmission systems is to approach the Shannon
channel capacity limit” [1]. The ultimate goal?

In Aldous Huxley’s 1932 novel Brave New
World, Huxley imagined a futuristic society based
on mass production principles, in which it was customary for people to
speak of “Our Ford” as a sort secularized divinity of the new order (in some
contexts, strangely, the phrase tended to mutate into “Our Freud”). In our
own world we appropriate other names—“Einstein” or “Heisenberg” or
“Gödel”—as a shorthand to refer to the sometimes forbiddingly complex ele-
ments of our new understanding of the physical and logical universe. The
names of our heroes provide us with a language to talk about things that we
often do not fully understand.
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“Our Shannon” is still less well known to the general public, although it
is frequently predicted that one day his name will be as famous as Newton or
Einstein. But for anyone involved in the field of communications or informa-
tion technology, our Shannon is already a demigod. We have our Shannon
limit, Shannon theory, and Shannon capacity. We have our Collected Works
of Shannon. It is common, even after 50 years, for authors presenting the very
latest technical developments in communications or information processing
to begin with a genuflection toward “The Article” [2], which refers, of course,
to the original 1948 article by Shannon entitled “A Mathematical Theory of
Communications.” The Article, and several others that followed shortly after-
ward, were the Big Bang of our field. They have spawned an enormous litera-
ture and a pervasive engineering methodology that is a part of everything
digital. Shannon, in case you have not heard, discovered 1’s and 0’s: “Shan-
non was the person who saw that the binary digit was the fundamental ele-
ment in all of communications. That was really his discovery, and from it the
whole communications revolution has sprung” [3].

As our high-tech economy has caught up with Shannon’s article, the
relevance and significance of his ideas have grown in our estimation to the
point where he seems an almost Promethean figure. It was Shannon, it is
said, who came up with the “basic idea on which all modern computers are
built” [3]. He is cited as a founding father for fields as diverse as telephone
transmission, cryptography, and investment theory. It is sometimes implied
that Shannon was the true inspirer of the audio CD: “Drag a knife point
across the surface of a compact disc, and error correcting codes will mask
the flaw, thanks to Shannon” [4]. (Since the CD was the first consumer
product based on some of the ideas he sketched out in The Article, it is often
assumed to be an easy “handle” by which the layperson can grasp Shannon’s
practical significance to our daily lives.)

This is the second wave of enthusiasm for “our Shannon.” The first
wave came and went in the 1950s, as all sorts of thinkers took up the ideas in
The Article. There was no digital world back then. The appeal of Shannon’s
ideas was more philosophical. He had supposedly put his finger on a funda-
mental connection between information theory and the physics of thermo-
dynamics. He disclosed, it was said, a startling equivalence between the
properties of a coded signal (which he called information) and the second
law of thermodynamics, which had so troubled Victorian metaphysicians
with its alternative apocalypse (the “heat death” of a universe inevitably run-
ning down).

The significance of this conceptual linkage may have been puzzling for
many, but it tapped into the intellectual strata where Big Thinkers like to
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hang out. For a decade or two after The Article, our Shannon was much
more the property of philosophers (and even readers of Life magazine) than
of the engineering community (who could not yet really figure out how to
apply his ideas). The readiness to metaphorize his theory was unchecked.
Finally, Shannon himself disavowed the philosophical enthusiasm for a the-
ory that had been “oversold”—“Information theory has perhaps ballooned to
an importance beyond its actual accomplishments” [5]—and with that, the
vogue started to fade.

The new vogue among engineers is more substantive. Shannon’s ideas
are achieving practical relevance. The habit of reflexive citation is not just
empty historicism1—it is an acknowledgment that the source is still vital.
There is a sense that the original Shannon material is still unfolding its
secrets even today. Insights that were tossed off, in some cases as mere
asides, perhaps hardly noticed by the original readers, now assume enor-
mous significance decades later. Unlike 99% of all the articles published in
the engineering literature today, Shannon’s works are actually read-
able—they are literature, in a sense. And they are read, I suspect, by many
engineering students at one time or another, and probably reread by many
researchers more than once, at different stations in our careers.

So many of Shannon’s ideas are truly without precedent. His choice of
problems, his vocabulary, his several ways of looking at the subject are all so
novel that they seem to spring from an act of consummate genius rather than
from a shared emerging intellectual tradition. Prior to Shannon, only a small
handful of citations have any remaining relevance. After Shannon, every-
thing that we have to say regarding the theoretical foundations of communi-
cations systems must accept his work as the point of departure. In short, his
ideas are profound.

This combination of fecundity, clarity, and originality is a recipe for a
sacred text, and quite often this is how Shannon’s work has been handled by
his successors. The language of intellectual absolutism seeps into the argu-
ment. It is claimed that Shannon has “proved” such and such, and set the
“ultimate limit” on what we can attain. This “Shannon limit” is cited as
though it were the speed of light, faster than which nothing may travel
(except for those things that happen to do so2). In practical terms, Shannon’s
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model is taken sometimes as a sort of nuclear solution for any and all prob-
lems of transmission engineering—as though if we could only unwrap it
fully, it would illuminate every corner of the field and disclose the ultimate
answers. As a “mathematical” theory, it implies that its posed problems may
be exactly solved (some day, at least—since Shannon actually only proves
the existence of certain solutions and does not say what they may be). It
offers the hope that like many other mathematical problems we may one day
possess absolutely certain knowledge in this field. The theory promises, in
this guise, closure.

2.2 Claude Elwood Shannon (1916–2001)

The real Claude Shannon was born in 1916 in northern Michigan, and it is
worth pausing to reflect just how distant from us, culturally and technologi-
cally, that world was. His father had been born during the American Civil
War. World War I was now raging. There was a Russian czar, a German kai-
ser, and an Ottoman caliph. There was no radio, no TV, no movies with
sound, no computer, no commercial airline industry, no home refrigeration
or air conditioning, no penicillin. His family might well have owned a car
(there is no record) and possibly a sewing machine or a Hoover. Telephones
were rarities, although as a probate judge it would seem likely that his father
might have been a subscriber.

When he died in 2001, at a nursing home in Massachusetts, Claude
Shannon’s life had spanned the many revolutions that have given rise to the
postindustrial epoch. He was not a celebrity or a truly public man, and he
had been retired for many years but he could not escape the halo of awe that
his followers would place around him. Knowing his disdain for the inflated
importance, as he saw it, of his own ideas, one can sense that this made him
uncomfortable at times. He gave few interviews. By the time of his death,
he had been burdened privately for years with Alzheimer’s disease, and pub-
licly with honors and accolades that verged on idolatry. They gave him
degrees from Yale, Princeton, Michigan, Edinburgh, Northwestern, Oxford,
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Carnegie-Mellon, and Penn; prizes from Israel and Japan; honors from all of
the engineering societies; and the National Medal of Science, presented by
Lyndon Johnson. They gave him honors, one suspects, to force this living
legend to emerge, briefly, into the public eye.

His crucial work was done in the 1940s, and—before he turned his
back on it in the 1950s—he produced about 10 articles that comprise the
core of communications theory (and its subdiscipline, information theory).
But he was really a crypto-polymath, who ranged into three different mega-
domains—electronics, genetics, and communications—and brought his
striking originality of thought to bear on each. He had arrived at MIT in
1936, and gravitated to work on what was then perhaps the most complex
electronic device of its time, a differential analyzer, which was, in effect, an
analog computer, in some sense analogous to a huge mechanical slide rule.
A part of this system was a complex circuit built to control the operation of
the differential analyzer itself. This controller circuit involved more than
100 switched relays, which worked by varying the “on” or “off” states of the
circuitry to create different outcomes. Shannon, with an undergraduate
degree in mathematics, came at this component of the system with a
unique perspective. He saw that this complex of two-valued elements could
be modeled by using a nineteenth-century logical technique called Boolean
algebra.

George Boole was an English mathematician who, in 1854, published
his masterwork—a treatise on what he called the “Laws of Thought” [6].
Essentially, this was a marriage of two classical fields, algebra and logic, and
resulted in a powerful tool for thinking about the sort of systems with which
Shannon was now concerned. Boolean algebra allowed Shannon to analyze
and design complex circuits in a more deterministic process: “to change
digital circuit design from an art to a science” [7]. He published his first
papers to much acclaim, and developed the full concept for digital circuit
analysis in his master’s thesis (“one of the most important master’s theses
ever written” [8]).3

His next foray—into genetics—involved a similar attempt to apply alge-
bra to the inheritability patterns of various genetic traits. In his Ph.D. thesis,
published 12 years before Watson and Crick discovered DNA, Shannon tried
to apply the same analytical strategies to understand Mendelian processes.
Essentially, his approach was based on the abstract power of algebra freed
from its original entanglement with arithmetic entities (i.e., numbers):
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To non-mathematicians we point out that it is a commonplace of mod-
ern algebra for symbols to represent concepts other than numbers, and
frequently therefore not to obey all the laws governing numbers…. In
the particular algebra we construct for genetics theory the symbols rep-
resent Mendelian populations…. Addition and multiplication are
defined to mean simple combination and cross-breeding respectively,
and it is shown that nearly all the laws of ordinary numerical algebra
hold here…. [9]

It rather sounds like a Ph.D. dissertation, more demonstration than
innovation. Had Shannon been working a few years later, or had more direct
interaction with biologists, this approach might have borne more interesting
fruit. Nevertheless, we must admit that there is a slightly supernatural sug-
gestion of a deeper insight—that information science and biology had a
peculiar affinity, which the future would later reveal. Even when Shannon
failed to decisively penetrate his subject, there was inspiration in his choice
of problems to attack.

In the summer of 1940, Shannon was working in New York City for
the Bell System, which started him in the direction of his most important
work. The following academic year he spent at Princeton on a fellowship at
the Institute for Advanced Study, where he must have encountered some of
the great luminaries of his age like Einstein and Gödel, although there is no
record of it as such. He was there to work under the great “intuitionist”
mathematician Hermann Weyl. A somewhat neglected figure today, Weyl
possessed a genuine Old World philosophical mind, and had spent decades
developing a comprehensive critique of mainstream mathematical thought
based on a rejection of some of the artificial tricks and techniques that
had led to logical contradictions in the core of its structure [10]. He ques-
tioned the foundations of a mathematician’s sense of certainty, and probed
deeply below the surface of the easy answers that many of his colleagues
produced.

Weyl was just then in the throes of dealing with the consequences of
Gödel’s incompleteness theorems (which seemed to prove that in some
sense the ultimate goal of conventional mathematics—a complete system of
formal knowledge—was unattainable—“a shattering discovery” in Weyl’s
words [11]). For Weyl, it was a decisive indication that mathematics needed
to retreat from arbitrariness, from the “there is” and the “all” language of pure
formalisms, and reroot itself in physical reality, “the one real world” as he
called it:
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Gödel, with his basic trust in transcendental logic, likes to think that our
logical optics is only slightly out of focus and hopes than after some
minor correction of it we shall see sharp, and then everybody will agree
that we see right. But he who does not share this trust will be disturbed
by the high degree of arbitrariness of [formal mathematics]. How much
more convincing and closer to the facts are the … arguments and sys-
tematic constructions of Einstein’s general relativity theory….

A truly realistic mathematics should be conceived, in line with
physics, as a branch of the theoretical construction of the one real world,
and should adopt the same sober and cautious attitude towards hypo-
thetic extensions of its foundations as is exhibited by physics. [11, p.
235]

One can sense the active debate, pursued in-the-flesh perhaps in
Princeton in the early 1940s with Einstein and Gödel and others. Into this
intense, fermentive atmosphere our young Shannon fell. It would be intrigu-
ing to speculate about the nature of the interaction between the older man
and the younger. Weyl was pushing for something much more allied with
reality than traditional mathematics had become. The engineering orienta-
tion of a young man like Shannon would have rendered him sympathetic to
Weyl’s broader views, one would think. On the other hand, Weyl’s methodo-
logical principles involved the rejection of many mathematical proof-tricks,
notably the so-called “existence proof,” whereby an entity is shown to exist
by assuming the opposite and developing from that assumption a contradic-
tion. (If I can show that, by assuming that unicorns do not exist, a contradic-
tion results, I can claim to have proved that unicorns must exist.) The use of
the existence proof is a bone of contention between different schools of
mathematical philosophy, and Weyl was dead-set against it. In the event,
Shannon’s own proof of his coding theorem was an existence proof, as sev-
eral generations of engineers have politely complained. Nevertheless, it
would appear that it was at Princeton that Shannon turned finally to the set
of topics that he later bound together in his “theory of communications.”

The war was on by then, and Shannon was recruited to work at Bell
Labs, where he spent the next 15 years. He apparently worked on a variety of
projects, including the development of fire control systems for anti-aircraft
weapons, cryptography, and various topics in telephony. For the next 7 years
he worked while his magnum opus, The Article, gestated. The Article
appeared in two parts in the Bell System Technical Journal in 1948. His ideas
exploded “like a bomb” in the engineering community, brought him fame
and honor, and even a quirky notoriety. He felt, undoubtedly, the impetus of
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what he had unleashed as it gained a life of its own, and over time it appar-
ently made him uncomfortable. In 1956 he published a sort of open letter
decrying the “bandwagon” that information theory had become [12]. He
pushed the basic concepts a little further—and then seemed to lose inten-
sity. By 1960, he was moving on, intellectually. “I just developed different
interests,” he said [4, p. xxviii].

Shannon’s biographies today usually go on to speak about the odd
streak of playfulness that everyone remembers him for, which manifested
itself in all sorts of peculiar games and devices that he is credited with hav-
ing invented. The eccentricity laid over this portrait seems almost too
neat—Shannon is recalled as someone who liked to juggle, built machines
to perform juggling tricks, rode a unicycle through the halls of Bell Labs,
perhaps juggling while he went, built small mechanical clowns that could
juggle five balls or more, tried out a mechanized pogo stick, built a
mechanical mouse that could solve mazes and a machine to solve the
Rubik’s Cube, and so on.4 On the other hand, he was a successful stock
market investor who could cite off the top of his head his annualized rate of
return on every stock in his portfolio [4, pp. xix–xxxiii]. He developed a sys-
tem to beat the roulette table at Las Vegas. He contemplated how many
ways a mirrored room could be constructed, each capable of producing a
visual “infinity without contradiction” [4, p. xxxii]. (There were, he thought,
seven such archetypal rooms, and he thought about trying to actually build
them in his basement, but let it go.) He studied the logic of crossword puz-
zles, and calculated that the English language had enough redundancy
to support only two-dimensional puzzles, not three-dimensional ones. He
announced himself an atheist, but he meditated on the origins of life, its
“gradual organization”—which he thought “the most incredible thing!”
He thought of himself as “a natural device” and sided generally with the
machines. “I can visualize sometime in the future when we will be to robots
as dogs are to humans” [4, p. xxviii].

To reconstruct an organic personality from such fragments is difficult.
Claude Shannon was a man who slipped almost too easily into our stereo-
type of the quirky inventor. Yet he wrote with a directness that belies his
apparent eccentricity. There is nothing quirky or unfocused about any of his
writings. There is instead—confidence: “I was confident I was correct, not
only in an intuitive way, but in a rigorous way. I knew exactly what I was
doing” [4, p. xxviii].
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2.3 Shannon Theory

So, what exactly was he doing?
The best way to begin to grasp Shannon’s theoretical work is to start

with the problem with which he started: determining how fast a telegraph
could operate. Telegraph speed had for many years been limited by the capa-
bilities of the human operators to send or receive Morse code. A very good
operator was able to send or receive 40 to 50 words of text per minute, and
for ordinary telegraph links there seemed to be no problem supporting this
rate. The first undersea telegraph cables, on the other hand, showed a
strange deceleration and attenuation of the signal. The telegraph sym-
bols—the dots and dashes—became stretched out into long slow waves of
energy. Signaling at the landline rate of 40 words per minute caused these
attenuated symbols to overlap with one another and blend together. To cope
with this mysterious phenomenon, telegraph operators had to slow down
their rate to only a few words per minute.5 Clearly, the capacity—defined as
the maximum signaling rate—was not the same for all telegraph channels.

Apart from undersea cables, however, it gradually became apparent
that the normal (short) terrestrial telegraph lines could support much higher
rates of transmission than human operators could physically manage. There
was unused capacity. Eventually, the cost of copper wire facilities—which
was the dominant cost of any landline network by a factor of probably 10 to
1—dictated that the telegraph companies needed to find a way to exploit
this unused capacity. For several decades spanning the turn of the century, a
variety of mechanical transmitting and receiving devices were developed to
substitute for human operators. (e.g., the iconic “ticker tape” machine asso-
ciated with the rise of Wall Street). By the 1920s signaling rates of as much
as 500 words per minute were achievable on certain circuits.

What is the ultimate limit on the signaling rate of a telegraph system?
Assuming that transmitter and receiver could be automated to operate at
arbitrarily higher speeds, the question of channel capacity came to the fore.
As the undersea cables had shown, the channel did possess certain physical
characteristics that eventually would limit the signaling speed. That is, it
appeared reasonable to speak of the capacity of the channel as a parameter
that was subject to a physical limit of some sort.
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2.3.1 Nyquist

The engineer whose name is most associated with the question of telegraph
signaling speed is Harry Nyquist, who was later cited by Shannon as his only
real direct intellectual antecedent for the development of the engineering
framework underlying his theory. Nyquist was born in Sweden in 1889,
eventually emigrated to North Dakota, and received his Ph.D. from Yale in
1917. He then joined AT&T where he remained until retirement in 1954.
He was one of the senior luminaries at Bell Labs, and he worked on a range
of problems in his career, accumulating more than 100 patents.

Two of Nyquist’s papers are still read today.6 In “Certain Factors
Affecting Telegraph Speed” (1924), he took up the problem of telegraph
capacity. In “Certain Topics in Telegraph Transmission Theory” (1928), he
extended his ideas to provide a foundation for understanding digital signaling
in general. Essentially, Nyquist’s key contribution was to relate the maxi-
mum signaling rate (a proxy of sorts for “capacity”) to the frequency band-
width of the signal. That is, the wider the frequency band of the signal to be
transmitted, the higher the signaling rate required to represent the informa-
tion in that signal. Although this did not say anything directly about the
capacity of the channel, it did offer a measure of the amount of information
contained in a given signal. More specifically, and elegantly, he proved that
the signaling rate needed to be exactly twice the bandwidth (in hertz) of the
signal to be transmitted. To send a voice signal with a bandwidth of approxi-
mately 3,000 Hz (that is, with frequency components ranging between, say,
200 Hz up to around 3,200 Hz—which is normally defined as the voiceband
in a telephone system), we need a signaling rate of at least 6,000 samples per
second. In fact, the original standard for voiceband digitization was set at
8,000 samples per second, based on this sort of calculation. The derivation
of Nyquist’s result is presented in almost any textbook on digital transmis-
sion, and this signaling rate is referred to as the Nyquist rate.

His other important insight related to the way to pack the signaling
pulses together. It was clear from experimentation that a transmitted pulse
has a tendency to spread in time as it passes through the channel (Figure
2.1). This effect is universal, and is related in the first place to the length of
the circuit. Undersea cable circuits are so long that the spreading becomes
very great (which is why it was first observed there). But the same phenome-
non occurs to some degree on any wireline telegraph channel, of any length.
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Nyquist saw that this could create an obstacle of a different sort to set a limit
on the maximum signaling rate. If it was necessary to wait until one pulse
had substantially died away before sending the next pulse, the signaling rate
would be drastically affected.

Nyquist observed, however, that the spreading pulse oscillated
between positive and negative voltages as it slowly damped down; it repeat-
edly crossed the zero voltage level. Nyquist realized that if you sampled the
signal at the precise instant of such a zero-crossing, its voltage would be zero
and the signal would effectively be absent from the channel at that precise
moment. This suggested, finally, that if symbols could be properly and pre-
cisely spaced so that the peak of the following symbol occurs just at the
instant of zero-crossing by the preceding symbol(s), then each symbol could
be detected without any interference coming from the preceding symbols
whatsoever (Figure 2.2). This remarkable result established the first bench-
mark for understanding the physical capacity of a signaling channel.

Nyquist’s analysis was nevertheless somewhat artificial. First of all, it
was obvious that even small errors in timing could result in displacing the
sampling instant from the correct position, reintroducing interference. This
led to a further insight: The shape of the signaling pulse at the transmitter
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could determine how much energy would be contained in the oscillating
“tails” of each received pulse, and how fast those tails would decay (Figure
2.3). Some pulse shapes were clearly superior in this regard to others, and
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Figure 2.2 Nyquist signaling: overlapping symbols with sampling at zero-crossing
points.
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Nyquist shaping is still an important technique to minimize sensitivity of a
digital signaling system to inevitable timing errors.

However, Nyquist did not really come to grips with what he called
“departures from ideal conditions” [14]. He acknowledged that some type of
interference is always present, discussed some of the sources of interference
in telegraphy (such as “cross-fire and duplex unbalance”) and he indeed took
the important, if tentative, step of defining interference epistemologically as
“the difference between the actual wave and the desired ideal wave.” (Shan-
non would develop this perspective into an implicit element of a powerful
new conceptual framework.) However, Nyquist did not really bring interfer-
ence into his theoretical framework. He followed the classical scientific
strategy of describing a simplified system precisely under idealized condi-
tions, setting aside the problem of interference in the same way that a
mechanical physicist might set aside friction from his idealized description
of some physical device. Thus, in theoretical terms, Nyquist left the problem
incompletely stated.

2.3.2 The Importance of Noise

When Claude Shannon came to the subject 20 years later, his first decisive
innovation was the recognition that interference, or as he preferred to call it,
noise, is an essential player in the communications game. The real problem,
as he put it in the title of another article, is to analyze “communications in
the presence of noise.” He realized, in particular, that the analysis of channel
capacity is incomplete without including noise in the calculation.7 The
Shannon model of the communications process takes shape in his famous
diagram of a “general communications system” (Figure 2.4). This is the fun-
damental worldview of Shannon theory: a signal, making its way from trans-
mitter to receiver, and mixing with noise in the channel. The implicit goal of
the system is how to get the signal through the noise.

However, admitting noise into the game had troubling implications. If
noise is always present, and if, as Shannon further assumed, it is by defini-
tion unpredictable and may assume any amplitude value at a given instant in
time, then it would seem that error-free transmission is impossible in any
channel. The number of errors may decrease as the SNR improves, but
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7. In the opening paragraph of The Article, Shannon highlights the focus on noise: “In
the present paper we will extend the theory [of Nyquist and Hartley] to include a
number of new factors, in particular the effect of noise [emphasis added] in the chan-
nel … ” [2].



sometimes (no matter how infrequently) the noise will overwhelm the signal
and cause an error. Perfect transmission would seem to be unachievable.

“On the contrary!” Shannon would argue. Error-free signaling is possi-
ble, even in a very noisy channel, as long as certain constraints are observed.
The main constraint is that we must keep the signaling rate, the rate at
which we are transmitting information, below the threshold of the channel
capacity, C. If we do so, then perfect transmission is possible regardless of
the noise.

What does this mean, exactly? We understand that analog signals,
such as a voice telephony signal, blend with noise in the channel and cannot
easily be unblended. Like the old-style vinyl records that cavemen used for
recorded music, the scratches that accumulate with time and use are
unavoidable. It would seem that noise must be a part of any signal that has
passed through a real-world channel.

2.3.3 Discrete Sources and Entropy

Shannon made a crucial assumption: The signal with which he is concerned
is not an analog signal. It is a digital signal, like the series of pulses transmit-
ted by a telegraph: “The significant aspect [of the new theory] is that the
actual message is one selected from a set of possible messages [emphasis in
the original]” [2]. The message elements are drawn from a finite alphabet,
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Figure 2.4 Shannon’s model of the communications process. (From: [15]. © 1993
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like Morse code. The pedigree of telegraphy as the model of the communica-
tions process is clear. Indeed, for much of the first part of The Article, the
telegraphy model is specifically in focus.

It might seem that this would limit the relevance and scope of Shan-
non’s theory to the less interesting cases (like telegraphy), but Shannon
develops the discrete source concept and generalizes it to include English
text. It is here that he digresses into a study of the statistics of such sources
(like English texts), and derives the philosophically interesting notion of the
entropy of a source, which is essentially a measure of its predictability and,
less obviously, its ability to undergo compression. Messages from a highly
predictable source contain significant redundancy, which can be removed in
order to skinny-down the message for transmission, and added back later at
the receiving end. The example of q followed by u in English illustrates this
point. The u does not carry any extra information, and we can drop these
empty symbols from the transmission to save capacity. The receiver knows
the rule to reinsert the u after every q.

Source compression is the first important practical lesson of Shannon’s
theory—the idea that the source can be studied and its messages com-
pressed, based on carefully eliminating redundancy and exploiting statistical
regularities to produce a more compact representation.

2.3.4 Channel Coding and Error Control

Returning to his main theme of how to communicate in the presence of
noise in the channel, Shannon next develops the idea of channel coding, or
error-correction coding, as a means of ensuring that the message can be
received “with as small a frequency of errors … as desired” even when noise
is present. It is here that he introduces more carefully the notion of channel
capacity and relates it to the entropy of the source and the error criterion.
His proof, as noted above, is an existence proof8—although he registers a
certain defensiveness about this that may well be a trace of the influence of
Hermann Weyl.9 His comments on capacity are thus somewhat unsatisfying.
But they lead to the second important practical implication of Shannon the-
ory: the idea that errors can be controlled successfully as long as the
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8. “The method of proving . . . this theorem is not by exhibiting a coding method having
the desired properties, but by showing that such a code must exist in a certain group
of codes” [2].

9. “The demonstration of theorem 11, while not a pure existence proof, has some of the
deficiencies of such proofs” [2].



signaling rate stays under a certain threshold. The precise definition of the
threshold, and the particular methods of encoding the signal to control
errors, are not developed, but the concept is clear and important: The mes-
sage can be “hardened” by extra coding to survive the effects of noise in the
channel.

Note that the two processes described so far are antithetical to one
another. The analysis of the entropy of a source leads to the conclusion that
capacity can be gained by compressing the redundancy out of the transmit-
ted message. On the other hand, the hardening of the signal to make it more
error resistant requires adding back redundancy. The first process shrinks
the message, whereas the second expands it again. Arguing that the underly-
ing principles are different, Shannon makes the strong claim that the first
process—which is generally called source coding—can and should be treated
as completely independent of the second process—which is called channel
coding. This assertion has strongly colored the entire field and shaped pat-
terns of subsequent research down to the present day.

Nevertheless, Shannon has effectively approached the capacity prob-
lem from both ends. By developing the principles for compressing the source
to the maximum, he sheds light on the question of how much capacity a
given signal really uses. By considering the need for error control, he is able
to define a relationship between channel capacity and the information rate.

2.3.5 Quantization of Analog Sources

The analysis of discrete sources might seem limited to text-like messages,
like telegraph signals, but in the second part of The Article, Shannon
announces that he plans to break through this apparent limitation and “con-
sider the case where the signals or the messages or both are continuously
variable.” In other words, he intends to apply his ideas to signals such as
voice telephony.

The way he gets to this result is deceptively simple: Just as the Greek
geometers learned to approximate the area of a circle by studying polygons
of successively larger numbers of sides and projecting the result to its asymp-
totic limit, Shannon proposes that a continuously variable signal can be
approximated by using a discrete signal with fine resolution:

To a considerable extent the continuous case can be obtained through a
limiting process from the discrete case by dividing the continuum of
messages and signals into a large but finite number of small regions and
calculating the various parameters involved on a discrete basis. [2]
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The effects of quantization are many and subtle, as we shall see. But
Shannon plows through the matter in a direct line. He admits that, in fact,
the theory does not apply to an analog source since “exact transmission is
impossible”—but blithely argues that “practically, we are not interested in
exact transmission when we have a continuous source, but only in transmis-
sion to within a certain tolerance.” He develops the notion of a fidelity crite-
rion to allow quantization to stand on its own feet, so to speak. He delves
very briefly into the softer question of how the fidelity criterion is deter-
mined (“the structure of the ear and brain determine implicitly an evalua-
tion”), and then concludes that “we are now in a position to define a rate of
generating information for a continuous source.”

We may question this assertion, but what he has accomplished is to
bring at least digitized versions of analog sources under his theory. The mys-
teries of digitization may be glossed over, but at least we are no longer lim-
ited to speaking only about telegraph signaling. Shannon effectively shows
that if a signal can be digitized, we can bring to bear on it the very powerful
new conceptual apparatus that he has developed. Among other things, we
can define the capacity of a channel for carrying digitized voice signals. We
can apply the new ideas about compressing such signals, and we can use
Shannon’s general insights to guide us in finding ways to harden the signal to
immunize it against noise and other forms of degradation in the channel.

All in all, Shannon provides us with a number of fruitful strategies for
handling recalcitrant analog signals. Beyond that, he created a new way of
looking at the communications problem, a new systematic vision. Before
Shannon, communications engineering was basically a set of ad hoc rules
and gimmicks for making certain kinds of circuits work more or less ade-
quately. Some solutions could be engineered, and many could not, but eve-
rything that came after The Article was part of the new and dynamic
discipline of communications theory, which prided itself on being able to
bring mathematical power to the solution of the most intractable engineer-
ing challenges.

2.3.6 Power and Bandwidth

There is much more to Shannon’s body of work than we have covered here,
although I believe the essential practical points have been touched on: the
importance of dealing with noise within the theory and the system design,
the potential for source compression, and the possibility of controlling errors
(and mitigating noise and interference) through channel coding. He had
many other insights and suggestions, some of which we shall discuss later in
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the book. And there is one other key notion that is worth mentioning here:
the idea of the power/bandwidth tradeoff.

Shannon observed that one effect of digitizing an analog signal is
(often) to expand it. This expansion can be observed in either the time
domain or the frequency domain, which are in some sense interchangeable
perspectives on the physical signal. For example, the standard form of digit-
izing the voice signal—called pulse code modulation (PCM) (which was not
Shannon’s invention, but which he recognized as the perfect embodiment
of his theory in many ways)—is created by sampling the analog waveform of
the voice signal 8,000 times each second. The amplitude of each sample is
encoded as an 8-bit number (i.e., as a string of eight 1’s and 0’s). If the sam-
ple amplitude were measured and sent “directly” (or with a very fine quanti-
zation scale of 256 individual steps) as a single amplitude figure, it would
take only one pulse of the nearly precise amplitude to do the job. This
would be very efficient. Such a signal would be very susceptible to being
bumped by noise into an erroneous result. To ensure that it would be accu-
rately received, we would have to make sure that the SNR was very, very
good.

On the other hand, by sending the same value encoded not as a single
pulse but as eight separate 1’s and 0’s, we find that the signal becomes more
robust. Now the receiver needs only to detect each pulse as either a 1 or a 0
value, an “on” or an “off.” The signal can withstand much higher levels of
noise, or, to put it another way, the signal power can be drastically reduced.

The price paid is that the signal has expanded. If each pulse takes the
same amount of time to send, whether it is a pulse measured on 256 differ-
ent levels or a pulse measured on two levels, then the time taken to send the
sample has expanded by a factor of 8. Alternatively, if we speed up the sig-
naling rate and send the eight (two-level) pulses in the same time as we
would have sent one (256-level) pulse, we find that the signal expands in the
frequency domain—it occupies a wider bandwidth.10

Shannon’s famous capacity equation describes a relationship between
three variables: transmitter power (P), noise (N), and bandwidth (W).

( )C W P N= +log 1

If we take the noise as a given, the radio engineer has only two control-
lable variables: transmitter power and bandwidth, and the equation shows
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10. The rationale for the time-frequency spreading phenomenon is discussed in Chapter 8.



that if one is increased the other may be decreased. This is the key to the
robustness of PCM, which is able to function well at noise levels hundreds
or thousands of times higher (that is, its signal-to-noise criterion is lower)
than an analog voice circuit: “PCM requires more bandwidth and less power
that is required with direct transmission of the signal itself…. We have, in a
sense, exchanged bandwidth for power” [16].

The idea of purposefully spreading the signal, causing it to expand
physically in time or frequency, to gain robustness, is one of the great coun-
terintuitive insights of twentieth-century communications engineering.
Counterintuitive because the straightforward way of communicating more
accurately would seem to be to “speak up”—to increase the signal power to
overcome the noise. The opposite approach, spreading the signal out to
allow it to operate at much lower power levels, points to very different sorts
of engineering solutions. Indeed, Shannon touches on the bandwidth expan-
sion idea so lightly, almost in passing, that its significance was not fully
appreciated for many years. It is only quite recently, with the development of
true third-generation wireless technologies under the gun to generate maxi-
mum capacity, that the implications of this tradeoff are perhaps being fully
understood and exploited.11

Shannon theory is really more than a sum of its individual ideas and
insights and suggestions. It is a new philosophy, or at least the germ of one.
It leads to new ways of thinking about how to communicate information in a
real-world channel.

Oddly, it did not lead there directly. The initial impact of Shannon’s
ideas was felt by the intellectual community at the boundary of science and
engineering. Shannon theory was an almost immediate sensation. It was bril-
liant, well written, simple, easy to follow, and apparently profound. Shan-
non’s almost offhanded identification of information with the older concept
of thermodynamic entropy was too intriguing to let pass.
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11. CDMA advocates will argue that they knew this all along, and that the favorable
power-bandwidth exchange is part of their philosophy of signal construction, embod-
ied in the second-generation standard for CDMA (IS-95 and more). This is certainly
true, and the system architects deserve full credit. But the implementation of
CDMA in its second-generation form is arguably only a half-step in this direction.
The bandwidth expansion is rather modest, and the most important manipulation of
the Shannon equation comes through the reduction in signal power levels achieved
through the use of a variable-rate voice coder. In other words, the most important
impact of IS-95 is derived from a direct reduction of the P factor (signal power)
rather than from the expansion of the W factor.



On the other hand, Shannon did not provide tutorials on system
design. He set grand metaphysical limits, he defined “the possible” and “the
necessary” for the new field, but did not provide the “how-tos” and the
“wherefores.” His existence proof for the ideal code was like a guarantee that
a particular haystack does indeed contain the needle, but it offered little
explicit guidance to coding designers (who nevertheless began working hard
to find it). Moreover, the communications industry in 1948 and for several
decades thereafter did not really need to solve the capacity equation. In a
wireline world, capacity can always be added by simply stringing another
wire. The coding schemes toward which Shannon was pointing required
intensive computing capabilities that were simply not available at all in
1948, and not in a feasible package for most communications applications
until the development of digital signal processors in the late 1970s.

Thus, for several decades, Shannon theory was something of an intel-
lectual curiosity. Everyone knew about it, but very few engineers had any use
for it. Meanwhile, Shannon himself had abandoned the field; it was not in
him to be the Peter of this new church.

Then, beginning in the 1980s, with the first capacity crisis in cellular
radio, the problems with which Shannon had wrestled, in theory, began to
emerge in practice. Engineers were faced with a channel that was capacity
challenged and extremely refractory. Shannon’s ideas, which had lain on the
shelf for so long were suddenly relevant again. By the 1990s, the sec-
ond Shannon revolution was under way again. Coding, capacity, signal
design—all began to show now the explicit signs of the application of Shan-
non’s insights. Slowly, as with any theory that is finally exposed to the practi-
calities of real-world implementations, these insights began to undergo
further development.

The attitude of the engineering community today is largely orthodox,
when it comes to Shannon. He is invoked over and over as the patron saint
or prophet of the field, and it is often claimed that everything we are now
seeing is “merely” the straightforward working out of his original insights.
Shannon theory is often presented as a complete, definitive solution to all
problems of interest, if we are but allowed a few simplifying assumptions.
The application of these ideas is treated as though it were nonproblematic,
even obvious.

What can the phrase “post-Shannon” mean then? Well, in one way, we
are all post-Shannon now. His ideas have at last acquired real relevance to
serious practical engineering problems (which was not true in the 1950s,
1960s, or 1970s). We now approach these problems with his insights close
at hand.
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However, “post-Shannon” is also meant to imply something more.
There are indeed ways in which the shortcomings, and even the errors of the
1948 formulations, are being exposed by recent engineering developments.
The conceptual framework seems less impervious to questioning than it
once did. To take one example, we shall see over and over again in the dis-
cussions in the following chapters how the addition of noise to the signal, or
the purposeful creation of interference between signal elements, can have a
beneficial effect. We are finding situations where the injection of noise can
improve reception of the signal. It is hard to reconcile this with the rather
stark model of the communications process presented by Shannon in the
Article.

The pristine character of Shannon theory is, I believe, largely the result
of its long state of suspended animation. A theory can only be seriously chal-
lenged by facts, and unless a theory can be applied it is difficult to develop
new facts. For decades following Shannon’s original articles, despite a great
deal of philosophical interest and discussion, there were no new relevant
facts to challenge his theory. That is now changing.

The capacity crisis in wireless is the impetus for this challenge. Why
wireless? Because in every other field of communications engineering, it is
possible—in principle—to avoid the challenge, intellectually if not practi-
cally. In every other field, an engineer may dream (at least) of perfect imple-
mentation, with Moore’s Law as his guiding star (and its prospect of
unlimited processing power) and the presumption of an affluent society
ready to budget whatever is necessary to obtain perfect performance. Only in
the world of wireless communications does an adverse reality intrude and
begin to force a different set of conclusions. Let us see how.
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3
Wireless Systems Design:

Problems and Parameters

3.1 Three Unique Design Constraints

The architect of any wireless communications system must overcome three
unique and fundamental obstacles that do not affect wireline systems:

1. The physical channel is completely nonengineerable. The wireless
communication system (transmitters and receivers) must be
designed around the natural or “given” characteristics of the radio
channel.

2. The channel is, so to speak, nonclonable. In a wireline network, the
growth in traffic between point A and point B can be addressed, at
a cost, by adding new identical transmission facilities between
those nodes: more fiber, more coax, more copper. In a wireless net-
work, this option does not exist. The total available physical band-
width between points A and B is finite.

3. The wireless system architect must allow for the fact that the signal
will experience significant, destructive interactions with other signals
(including images of itself) during transmission. These effects are
produced, in part, by the physical channel itself. The system must
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therefore be designed to perform in the presence of this persistent
interference.

The first two constraints are obvious, although they are often over-
looked or assumed without comment. The nonengineerability of the physical
channel means that wireless systems, unlike other types of communications
systems, must operate in a channel that inevitably produces a lot of transmis-
sion errors—even after aggressive countermeasures have been deployed; for
example, “Residual transmission errors cannot be avoided with a mobile
radio channel, even when FEC and ARQ are combined” [1]. The fact that
the channel resource is finite means that the wireless designer must inevita-
bly concern herself with capacity, efficiency, bandwidth, and tradeoffs in
signal power and quality—in short, she enters immediately into the realm of
Shannon’s theory, while her colleagues in the wireline world can remain
much longer in the pre-Shannon framework where transmitter power—and
money—can solve almost any problem.

The third issue—the issue of interference, and how to handle it—is
more subtle, and more controversial. As we shall see, the transition from
pre-Shannon to post-Shannon solutions and techniques principally involves
coming to grips with interference in a new and conceptually revolutionary
manner.

Taken together, these constraints define the field of wireless technol-
ogy and set it apart from the rest of the communications world. To under-
stand the evolution of modern wireless technologies and architectures, we
must understand these three problems and how they affect the designer’s
options for getting his message through the wireless channel from A to B.

3.1.1 The Basic Communications Link and the Nonengineerable Wireless
Channel

Let us begin by outlining, on an intuitive basis, the conceptual framework
within which the analysis of wireless architectures will be developed. To
address this properly, we first need an adequate terminology.

The elemental “atoms” of any communications system are the trans-
mitter, the receiver, the signal, the channel, and, of course, noise. Each
“atom” presents itself intuitively as a “primitive term,” although as with the
atoms of the physical world, these communications “atoms” will eventually
display a complex structure.

The transmitter and receiver are typically viewed as intelligent entities,1

or their proxies, separated in space and time from one another.2
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The signal is an information-bearing structure of some sort (such as a
text message) that the transmitter intends to enable the receiver to replicate
accurately. If this replication can be accomplished, communication has
taken place.3 (For the moment we can understand information and structure
in intuitive terms as well.)

Wireless Systems Design: Problems and Parameters 49

1. The theorists typically distill the issue of “meaning”—as something they cannot
really handle—from the model of communication, and construe the transmitter, for
example, as simply a source of symbols with a certain probability distribution. “In
principle, the theory is simply an abstract mathematical theory of the representation
of some undefined source symbols in terms of a fixed alphabet (usually the binary
system) with the representation having various properties. In this abstract theory
there is no transmission through the channel, no storage of information, and no
‘noise is added to the signal.’ These are merely colorful words used to motivate the
theory” [2, p. 2].

2. Traditional terminology speaks of the source, which is coupled with the encoder,
and likewise of the destination coupled with a decoder. These terms are linked to
the original configurations studied by Shannon and his colleagues and reflect certain
conceptual limitations that we need not accept today; for example, encoding (unless
we reinterpret the term in extremely broad connotation) is only one of the technical
processes that may be employed by the source to prepare the message for transmis-
sion.

3. The definition can be extended with some subtlety, to encompass varying degrees of
purposefulness on the part of the transmitting and receiving entities. For example,
Cover and Thomas write: “What do we mean when we say that A communicates
with B? We mean that the physical acts of A have induced a desired physical state in
B” [3, p. 183]. Or, shortly thereafter: “The communication is successful if the re-
ceiver B and the transmitter A agree on what was sent” [3, p. 183]. In these glosses
(which admittedly are prefatory to their formal treatment of the subject), the authors
introduce the complex notions of desire and agreement or intentionality and co-
intentionality, into the definition of the act of communication. For a more thorough-
going behavioral approach to the subject, see Ackoff [4], where communication is
defined as a form of purposeful behavior of complex systems, and is measured or de-
tected by the observation that the signal alters the preexisting “probability of choice”
on the part of the recipient. I once asked Ackoff whether this definition might be ex-
tended to include the case of a ripening apple on a tree, signaling—by its change of
color—to select seed-dispersers (those with the right visual equipment, i.e., color vi-
sion) that the fruit was now fully edible, thereby changing their “probabilities of
choice.” Ackoff pondered the question briefly but dismissed the possibility that the
apple tree might be communicating with the orchard manager. I think the example
illustrates the pitfalls of pursuing a fully teleological definition to its endpoint. In the
“definition” offered in this text, I am defining communication simply as the ability of
an observer to verify that the message input to the transmitter and the message out-
put from the receiver are identical replicas (or nearly so—although in that “nearly”
we place our foot on the slippery slope of functionalism once again).



The simplest conceptualization of the channel is nothing more than
this space–time “gap” between transmitter and receiver.4

Noise, the serpent in this garden, is a kind of primitive attribute of the
space–time continuum, the proxy of thermodynamic entropy itself,5 and pos-
sesses a subtle nature6 that will pose many fine questions later on, but its
manifestation is straightforward: The tendency of the signal to become
degraded as it passes through space–time, which in turn degrades the ability
of the receiver to construct an accurate copy of the transmitted message.

The subtlety manifests itself promptly, however, in the fact that noise
is not something we can define precisely. It is not a wholly deterministic
process, and in most situations the best we can do is specify the statistical
properties of the noise energy. The classical form of noise is based on the
most random of all possible distributions of this energy across the frequency
spectrum, and is known as white noise (by analogy with white light—simi-
larly composed of all possible frequencies of light). White noise is favored in
most theoretical discussions, because it is the most tractable for many statis-
tical techniques. White noise is unfortunately a rarity; more commonly we
encounter “colored noise” in which there are at least some elements of struc-
ture, or skewing of the statistics.

This in turn suggests a more abstract view of the channel, in terms of the
statistical characteristics of the noise inherent in it. Discussions of different
types of channels—such as the fading channel—are normally a shorthand for
descriptions of different statistical models of the embedded noise [2, p. 139].
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4. Shannon’s original treatment glosses over the channel definition: “This is merely the
medium used to transmit the signal from the transmitting to the receiving point. It
may be a pair of wires, a coaxial cable, a band of radio frequencies, etc.” [5].

5. According to Encyclopedia Britannica, 1998, “Entropy is analogous in most commu-
nication to audio or visual static—that is, to outside influences that diminish the in-
tegrity of the communication and, possibly, to distort the message for the receiver.”

6. Noise is “random, unpredictable, and undesirable” in the standard theory. Shannon
himself refers to noise a involving “statistical and unpredictable perturbations” [5].
Alternatively, another text speaks of “the uncontrollable ambient noise and imperfec-
tions of the physical signaling process itself” [3, p. 183]. Still another standard text
refers to noise as “an erratic, random, unpredictable voltage waveform” and takes the
metaphysical position that “here we need but to note that at the atomic level the uni-
verse is in a constant state of agitation, and … this agitation is the source of a very
great deal of this noise” [6, p. 1]. The reader can, I think, readily appreciate that
there are deep and difficult issues embedded in this innocuous everyday language,
from the definition of randomness, to the covert intentionality of words like uncon-
trollable and unpredictable, to the physics and metaphysics underlying the “constant
agitation” of the universe.



The process of communication can take a number of forms. One way to
pass the information over the channel is to make a physical copy, such as a
letter, and to physically transport that copy across the “gap.” But the commu-
nications methods of interest here are those we call telecommunication; in
these cases, the message is encoded—its information-bearing structure is
mapped into some form of (electromagnetic) energy,7 and the energy is
transmitted in some fashion across the “gap” to the receiver. The physical
characteristics of the form of energy employed to carry the signal determine
additional relevant features of the channel, as well as the specialized tools
employed by the transmitter and the receiver. Of course, typically the gap
may be physically bridged with a specific medium, such as copper wire, con-
necting the transmitter and the receiver in a telegraph system. If so, some of
the characteristics of this transmission medium also become relevant secon-
dary features of the channel.

In Shannon’s early work, the model is fundamentally this simple, and
the problem is simply stated: How fast can the transmitter send information
across this channel to the receiver? This problem developed out of the work
of Nyquist and others on high-speed telegraphy, which was the root problem
of electrical communications going back to Bell and Edison, and William
Thomson (Lord Kelvin) in the nineteenth century: How fast could a tele-
graph channel (or something like it) be made to operate reliably? Or, as
Shannon rephrased it: What is the capacity of the channel?

This is a very fruitful problem to study, as the evolution of a vast body
of theory during the past 50 years has shown. It leads in particular to a con-
sideration of the characteristics of the code used to carry the information, to
map the information onto the transmitted energy signal. It also opens up the
analysis of the relationship between the code required to carry the informa-
tion properly over the channel, and the information required to accurately
replicate the signal at the far end. Compression, error correction, source
coding—all of these coding disciplines emerge from Shannon’s simplified
model of the basic link between a single transmitter, and a single receiver,
across a discrete channel, with noise added.

This is a useful theoretical approach even for many situations where
multiple transmitters are communicating with multiple receivers, for the
simple reason that each transmitter–receiver pair can be allocated a separate
and discrete channel. If there are 20 houses along a particular street, each
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7. There are arguably forms of telecommunications that do not employ electromagnetic
signaling; perhaps some forms of sonar can be considered examples. These are fringe
phenomena.



house can be provided with its own copper-wire connection for access to the
telephone network. The channel is not shared. If more houses are built,
more wires can be strung. The only “capacity problem” is the classical Shan-
non capacity problem of the maximum rate of reliable transmission over a
single channel. Since the true capacity of a wire circuit is far higher than the
bandwidth required for a voice transmission, the issues that Shannon raised
can be largely ignored for conventional telephony.

To restate this point, the normal framework for thinking about conven-
tional wireline telephony networks is a pre-Shannon framework. Each link
can be viewed as a point-to-point physical connection that is dedicated (at
least for the length of the call) to a specific transmitter–receiver pair.8 The
requirements of any individual transmission (for a voice signal) are well
within the physical capacity of the channel that the issues that Shannon
wrestles with in theory simply do not arise in practice.

The design challenge in this framework is that of engineering the link.
The signal leaving the transmitter must reach the receiver with an SNR that
is good enough for the signal to be successfully detected and understood.

To achieve this objective, the wireline engineer can effectively lay his
hands on all elements of the system: the transmitter, the receiver, and the
channel itself.9 The physical wireline channel—a copper-wire connection,
typically—can be conditioned, replaced with a heavier gauge circuit, placed
in a more secure environment, better protected against moisture or light-
ning, or shielded against sources of electromagnetic noise. If it is a high-
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8. Originally, this was literally true. From end to end the telephone connection in-
volved the linking of nonshared circuit elements, and the only economies were those
of traffic engineering that allowed a smaller number of trunk circuits to support a
larger population of local loop or access connections. Over time, of course, certain
portions of the core network began to be subject to sharing among multiple simulta-
neous transmissions, with the emergence of T-carrier as a notable encroachment.
Still, the coding for T-carrier was still so far below the physical channel limits, espe-
cially with the option of repeaters, that it is doubtful that Shannon’s ideas came
much into play.

9. From a formal perspective, the channel is sometimes regarded as unengineerable by
definition. For example, consider this statement: “The channel is usually considered
to be that part of the system which is beyond control of the designer” [7, p. 28]. This
is a misleading perspective, however, for analyzing the practical issues involved in
designing real-world communications systems, where the wireline engineer can al-
most always reengineer the channel (at least he has that option, in principle) if the
transmission conditions of the channel are unacceptable. We need to distinguish be-
tween the part of the system that is left “as-is” in a particular implementation from
what is truly “beyond the control” of the engineer.



speed link in a computer network, the physical connection can be upgraded
to coaxial cable or fiber optics. Repeaters can be installed to reboost the sig-
nal at appropriate intervals. All of these options are available, at a cost, and
indeed it is only cost (economics) that fundamentally constrains the choice
of technologies. The engineer may choose a cheaper solution and attempt to
get by with reduced margins of performance, but at the end of the day, a cru-
cial assumption will stand: The system can deliver essentially error-free trans-
mission of information if we are willing to pay for it.

The assumption of an engineerable link—meaning a link where it is
possible to ensure essentially error-free transmission—is so pervasive that it
has tended to distort the entire technology development process in the com-
munications industry. This assumption accounts for the weaknesses of some
of the basic protocols that have been developed for our most common com-
munications needs, such as asynchronous transfer mode (ATM) and TCP/IP
(the backbone protocol for the Internet), which are surprisingly fragile
because their designers assumed that they would always be able to operate
in an essentially error-free transmission environment.

In contrast, the wireless channel is a physical channel that cannot be
engineered. It must be taken as it is found, in free space, in dense forests, in
urban canyons, and deep in buildings where people live and work. The per-
formance of a wireline channel—properly engineered—should be predict-
able and unvarying to within a few decibels of the SNR, and whatever
changes may occur due to aging or temperature will be slow and should
exhibit a graceful degradation. However, the SNR in a wireless channel,
such as a typical mobile radio channel, will vary by a factor of 10,000 or
more over very short time intervals. Wireline channels can be shielded and
routed away from known sources of electrical noise. Wireless channels are
subject to interfering radiation from countless sources, from other users,
from computers and electronic equipment, from atmospheric disturbances
such as rain or lightning, and from automotive ignitions. The noise affecting
a wireless signal is not all, or even predominantly, “white.” It tends to come
in bursts, capable of knocking out significant blocks of the transmission,
overwhelming simple error correction schemes, disrupting synchronization,
and relentlessly taxing the system’s margins for proper performance.

The net result is that it is impossible, practically speaking, to design a
wireless transmission system to operate without a relatively high rate of
(raw) channel-induced errors.10 Indeed, the channel error rate in a good
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10. The advertising of certain systems as the equivalent of “wireless fiber” should not
mislead us here. There is no wireless channel that is stable enough to yield wireline



mobile radio link is typically millions or tens of millions of times higher
than in a well-engineered fiber-optic channel.11 Under actual operating con-
ditions, the mobile channel must often tolerate much higher error rates—up
to 10–2 or worse. Even with the most aggressive countermeasures of the sort
discussed in the following chapter, it is often not possible to guarantee post-
processing error rates better than 10–3 or 10–4 on a mobile channel.

This changes the system designer’s entire perspective. All communica-
tions techniques and architectural alternatives must be selected and crafted
to withstand this severe error-rate environment.12 More than that, it forces
the wireless engineer to deal with the physical environment of the transmis-
sion as an uncontrollable aspect of his overall technical model. In the world
of wireline transmission technology, it is possible in effect to eliminate the
physical environment from the model—to assume perfect transmission con-
ditions, and to transfer the burden of the system design into the digital realm
of software-controlled, logically definite outcomes. In a wireless system, we
cannot do this; the system design remains firmly coupled to the real-world
physical channel and its imperfections. The burden of ensuring the surviv-
ability of protocols, algorithms, and other logical devices deployed in the sys-
tem cannot be engineered away.

The gap between the two styles of engineering is as great as the gulf
between the hothouse gardener and the dry farmer of the high plains. One
controls the environment and optimizes his technology under the assump-
tion of near-perfect conditions; the other is forced to anticipate a wide range
of contingencies, to select technologies that can withstand a great deal of
punishment, and to build in margins. The implications are often not fully
appreciated, as we will discuss in Chapter 5.13 To take but one important
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rates of raw bit errors. The issue of how strongly and intelligently the countermea-
sures of the sort discussed in later chapters in this book are applied is a valid one,
and it may indeed be possible to sustain strong claims about the post-FEC, post-
countermeasures error rate, but that is precisely the point of this book: That it is
only by the aggressive employment of such countermeasures that one can overcome
the fundamental penalty of the nonengineerable channel.

11. That is, a BER of 10–6 for a good-quality mobile channel versus 10–11 or 10–12 for a fi-
ber link.

12. For example, in a recent article on wireless LANs (WLANSs), we find the following:
“The IEEE 802.11 WLAN standard, commonly referred to as wireless Ethernet …
is similar to wired Ethernet in that both utilize a ‘listen before talk’ mechanism to
control wireless access to a shared medium. However, the wireless medium presents
some unique challenges not present in wired LANS…. The wireless medium is subject
to interference and is inherently less reliable [emphasis added]” [8, p. 65].



example, the Internet-standard protocol, TCP/IP, is designed around an
implicit assumption (born of “hothouse engineering”) that any disruption in
the flow of packets is due to network congestion, rather than to channel
errors. TCP is equipped with embedded congestion management tech-
niques that will thus respond to a lost packet by reinitiating the transmission
process from scratch, reducing the throughput. This renders TCP/IP, at
least in its current hothouse variety, as virtually unsuitable for certain kinds
of wireless channels.14 Similar, or even more serious weaknesses appear in
other “hothouse protocols” from the wireline environment, which will make
their adaptation to third-generation wireless networks difficult or even
impossible (in their current form).15

3.1.2 The Nonclonable Wireless Channel and the Challenges of Multiple
Access

What happens if we have more than one transmitter? More than one
receiver? In the “normal” wireline network, as we have seen, the answer is
simple: The channel is cloned, replicated. Build a new house, and the phone
company will lay new wires to connect you (Figure 3.1).

This is not possible for the wireless engineer. His channel is finite, and
cannot be replicated. This is a simple, obvious physical fact, and there is no
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13. A bemused, and amusing, comment from the world of fiber optics: “The high per-
formance of optical fiber systems is due in large part to the properties of the fiber it-
self. Remove the fiber, as in a wireless system, and the stable low-loss guided
propagation path is no longer available. Conveying light between the terminal sta-
tions in a controlled, reliable manner then becomes a challenge . . . [hence] the tran-
sition from optical fiber to optical wireless is not straightforward, and new design
solutions are needed” [9].

14. “A satellite channel may exhibit high bit-error rates due to factors including atmos-
pheric conditions, RF interference, a weak signal, and so on. When, due to corrup-
tion, a packet is not successfully delivered to the destination and acknowledged, a
TCP sender interprets this as network congestion and enters into a congestion avoid-
ance state that can substantially reduce overall throughput. Unfortunately, there is
no way for TCP to know that corruption and not network congestion caused it to reduce
its sending rate [emphasis added]” [10, p. 77]. See also [11].

15. A good example is ATM, which probably cannot survive at all in its current form
over wireless channels of even a higher quality than the typical conditions found in
a mobile radio link [12]. The subject of protocol impacts of the wireless channel
will be dealt with in greater detail in Volume 4 of this series, Broadband Wireless
Applications.



way around it.16 The engineer has to find some way to share the channel
resource. He may choose initially to partition the total channel into sub-
channels and assign these to individual users on a permanent, dedicated
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Figure 3.1 Wireline network with dedicated channels for each user versus radio net-
work with shared channels.

16. Subdividing channels on a frequency basis is not equivalent to manufacturing spec-
trum, as the analysis later in this chapter will make clear. Nor should the opportu-
nity to expand into new frequency regions, which may be opened up by
improvements in fundamental technology, be similarly confused with the replication
of channels in the sense in which this is done routinely in the wireline network. We
should not lose sight of the fundamental fact that spectrum, like land, is a finite
physical resource; eventually we run into the limits of expansion, and we must ad-
dress the issue of the efficiency with which the resource is being employed.



basis. This is how the TV broadcast industry operates, and it is how mobile
radio systems used to operate (before trunking was introduced). Once again,
however, a partitioned, dedicated channelization scheme pays a tremendous
price in terms of inefficiency, at least for typical two-way point-to-point
communications traffic. The capacity of nonshared mobile channels is typi-
cally less than 10% of the capacity of a shared, trunked system (depending
on the number of circuits, the number of users, and the traffic patterns).
Eventually, the FCC has decided that nontrunked systems shall be phased
out and replaced with trunked systems in which the channel resources are
shared by all users on an “as-needed” basis.

Assume then that there are at least two transmitters that desire to
share, somehow, the same channel. Intuitively, it might seem that both
transmitters cannot be active at the same instant in the same channel, or
they will interfere with each other. (This intuition is not entirely accurate, as
we shall see, but it is a starting point.) Moreover, a new problem arises: to
coordinate the actions of the multiple transmitters so that they do not jam
each other. We need some method for deciding how to allow access by any
individual transmitter to the shared channel. In wireless architectures, this
is called the multiple access problem.17 In wireline networks in which there is
a shared medium, such as LANs, the problem is referred to as medium access
control (MAC).

Multiple access (or MAC) raises many new issues for the system
designer. Intuitively, it is clear that the communications system now
becomes more complex: There must be a higher layer in the communica-
tions protocols between the transmitters and the receivers to govern the
sharing of the channel resource. In some systems, this access control can be
accomplished by building the intelligence for self-regulation into the trans-
mitters themselves. For example, the Ethernet protocol is an example of a
multiple access system that is “uncoordinated,” or self-regulating. In the
pure contention concept, each transmitter is free to initiate a transmission
over the shared channel at any time; if two transmitters happen to begin
transmitting at the same time, they are able to detect this collision,
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17. The multiple access channel presents a much more complex challenge to the Shan-
non theory: “A system with many senders and receivers contains many new elements
in the communication problem: interference, cooperation, and feedback…. The gen-
eral problem is easy to state. Given many senders and receivers and a channel transi-
tion matrix which describes the effects of the interference and the noise in the
network, decide whether or not the sources can be transmitted over the channel…
This general problem has not yet been solved” [3, p. 374].



whereupon they cease transmitting, “back off” for a certain waiting period
(the length of the backoff is selected at random by each transmitter to mini-
mize the likelihood that the same two transmitters will recollide), and then
attempt to retransmit the original message. It is an elegant, simple, much
modeled, and extremely popular system. It is also, in its pure form, extremely
inefficient. More than 80% of the channel capacity is wasted. Simplistic,
uncoordinated multiple access algorithms can also develop unstable behav-
iors under heavy traffic loading.

Most of the architectures we are interested in rely on a central control-
ler to receive and arbitrate access requests to assign “channels” (really por-
tions of the shared channel) to individual users on request, to manage traffic.
The controller is typically a separate processor attached to the core network,
to which are addressed the access requests, and from which emanate the
various instructions involved in assigning and managing shared circuits for
specific transmissions. Note that not only does this introduce a new level of
control, but it also creates a new set of communications among the transmit-
ters and receivers and the controller. These control and access messages are
carried on separate channels (or segregated portions of the shared channel).
There are now two kinds of channels, and at least two communications
processes, taking place within the system. In fact, the whole architecture of
the communications network changes; the “pure” point-to-point configura-
tion is replaced by a double-hop network, in which both links are typically
point-to-multipoint links.

The controller’s job is to make sure as much of the total channel is util-
ized for user communications as possible. This problem is clearly located
within the Shannon-theoretic framework. The central problem of multiple
access design becomes capacity enhancement, the quintessential Shannon
concern. Unfortunately, and ironically, the multiple access channel is not
nearly as well modeled or understood within the theory. There is a great deal
of seat-of-the-pants engineering in the development of multiple access sys-
tems, as most wireless engineers are all too aware. There is great debate over
capacity claims of different multiple access architectures [13], and at the
end of the day most capacity gains still come from engineering tricks and
workarounds rather than the formal theory.

Note that the nonengineerable link and the nonclonable link tend to
work against each other, narrowing the space within which the system
designer can maneuver. If there were no capacity limit—if the channel were
not finite and nonreplicable—the link engineer could afford to invest more
in the countermeasures against channel errors. By the same token, if the
channel were not so challenging, more optimized link protocols and more
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efficient coding schemes could be used that could alleviate to a greater
degree the capacity constraints. Taken together, these constraints define the
wireless challenge: to design a communications system that is simultaneously
robust and efficient. How different it is for our wireline cousins, who do not
have to build systems that are either especially robust or particularly
efficient!

3.1.3 The Conundrums of Interference

In the real world—as opposed to the digital simulacrum constructed by soft-
ware engineers—everything radiates. Every electrical or electronic device and
every signal interacts with other signals in its vicinity. The compartmentali-
zation promised by digital techniques is largely an illusion. Not long after
Alexander Graham Bell’s invention of the telephone, he was astonished to
discover just how sensitive the device was. In the course of laying lines to
several early customers, Bell found that if two telephone wires were bound
together for a distance as short as 1 foot, the lines would induce audible
cross-talk in each other even in the absence of a direct electrical connection.
This led Bell to his second greatest invention, largely unsung: the twisted
pair. By twisting the two wires around one another, Bell found that he could
effectively cancel the effects of the mutual induction and eliminate the
cross-talk phenomenon. Yet still he marveled that a signal of such a small
magnitude—mere ghosts of ghosts, as he called them—could indeed carry
information structures and interfere with the performance of his device. Of
course, the problem did not end there. The bundling of large numbers of
conductors into cables—a virtual necessity in economic terms as the tele-
phone became popular, especially in urban areas—posed severe interference
problems, cross-talk, and mutual induction. These problems were a continu-
ing engineering challenge for decades, and were the subject of a series of
engineering conferences held during the early years of the telephone indus-
try, in the continuing search for cable designs that would work despite the
intense interference environment they created.

Over time, and at great expense, the wireline world has gained a sense
of mastery over the phenomenon. With the advent of T-carrier and its “mira-
cle” of digital regeneration, and especially as fiber optics developed into the
preferred trunking technology to replace all those bundled cables with hair-
thin conduits of glass and EMI-proof optical signaling, a feeling has devel-
oped that interference has finally been vanquished. Bell’s elusive ghosts are
being dispelled, and as we go forward into the fiber age, wireline transmis-
sion can be assumed to be interference-free.
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Leaving aside the question of how valid this view may be for wireline
transmission,18 it once again clearly demarcates the wireless world as an alto-
gether different and wilder communications environment. In wireless trans-
missions, the signal is vulnerable to countless sources of uncontrollable
interference in the channel and the environment itself. It is also subject to
interference from other signals that are sharing the same communications
channel (or portions of it, demarcated in time and frequency, for example).
Most importantly, inescapably, every wireless transmission interferes with
itself. The channel inevitably generates multiple paths of transmission
between transmitter and receiver, resulting in multiple time and phase
shifted images of the signal at the receiver. These images interact and can
result in the near cancellation of the entire signal. We shall delve into this
further in the next section.

The most interesting aspect of the technology revolution underlying
what we have called the ”second golden age of wireless” is a changing atti-
tude toward this problem of interference. The traditional approach to interfer-
ence, from Alexander Graham Bell on down, was to suppress it and to design
communications systems to keep different transmissions well separated in
space, frequency, and time—precisely in order to keep the level of interfer-
ence under control. A huge penalty has been paid, in terms of the unused
capacity ceded to create the physical margins or cushions between signals.
As we shall see, a prominent objective of the third-generation systems now
emerging is to recapture this lost capacity for the benefit of the users and
system operators. To do this, it is necessary to rethink our approach to the
issue of managing interference. The results of this rethinking are leading to
some of the most intriguing new communications architectures, based on
virtually turning the traditional interference management strategies on their
heads.

Once again, before we delve more deeply into these intriguing new
areas, it bears repeating that the wireless engineer has a different perspec-
tive on interference than his or her wireline cousins. He or she does not have
the luxury of pretending to have succeeded in suppressing it. For the wire-
less engineer, interference—especially self-interference—is the cardinal
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18. Clearly interference has only been vanquished if we restrict our interest to classical
electromagnetic interference (EMI) from external sources. As we shall develop later in
this chapter, the most important component of interference in modern systems is
self-interference, in various forms. Consider the abiding problems of managing inter-
symbol interference in digital transmission systems of all sorts, as one token of this
abiding problem.



problem of the channel itself. The strategy he or she chooses for dealing with
this interference is the most important design choice he or she will make.
The major architectural alternatives—TDMA, CDMA, and so on—are
defined by their choice of strategies for handling interference. The insatiable
appetite for efficient utilization of the finite channel capacity is driving wire-
less architects to become ever bolder in their approach to the problem. It is
not too strong to say that the more we can tame—not eliminate, but
tame—interference in a wireless system, the more traffic-carrying capacity
we can extract.

3.2 The Basic Parameters: Channel, Signal, and Noise

Thus, the charter for the wireless systems designer is to develop a communi-
cations system that is both robust in the presence of errors and efficient in
its use of the finite spectrum channel, and which pays particular attention to
the problem of managing the ever-present phenomena of interference. Opti-
mizing his design under these three constraints is what sets him apart from
his counterparts designing wireline systems, for whom none of these issues
is paramount.

To organize the discussion of the various technological options, I want
to recharacterize the signal/channel model of communications, in the very
spirit of Shannon himself, as a geometrical model—a “space” defined by a
number of relevant “dimensions.” The selection of appropriate dimensions
may illuminate important aspects of the issues at hand.

The idea of visualizing the communications process in geometrical
terms was introduced by Shannon in his 1949 paper “Communication in the
Presence of Noise” [14]. Essentially, it allowed the communications theorist
to bring to bear a vast body of geometrical mathematics to probe different
aspects of the communications process, with the added advantage of presen-
tational clarity that geometry often affords. It has proven to be a very sugges-
tive and fruitful metaphor for thinking about the topics of interest to
Shannon, such as the design of coding schemes, signal detection, the treat-
ment of errors, the efficiency of channel utilization, and so forth.

Shannon used geometry as a metaphor for talking about the structure
of signals and messages. I want to use it to discuss the channel itself, within
which those messages are transmitted, and within which they are exposed to
such severe challenges. I would argue that another way of characterizing the
charter of the wireless systems engineer is, simply, that he or she must con-
front the physics, and the physical limits, of the wireless channel. For Shannon,
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operating at a level of greater generality and abstraction, the channel was the
least significant element in his model (and the smallest, unlabeled box in his
famous diagram). However, if for wireless applications the channel is para-
mount, then it may be fruitful to start with the physical characteristics of the
channel model.19

3.2.1 The Primary Signal/Channel Dimensions: Space, Time, and Frequency

A radio signal occupying an available wireless channel can be specified
physically in terms of space, time, and frequency. These are the primary
dimensions of the channel and the signal, and define a three-dimensional
wireless communications space (Figure 3.2). We can locate and define the
channel, and the signal within the channel, in terms of three-dimensional
zones or regions or subspaces. Two different signals can often (but not
always) be distinguished from one another by the fact that they occupy dif-
ferent subspaces.

This communications space is quite similar to the ordinary world of
space–time that we perceive all around us. It is also related to Shannon’s
geometrical constructs of the signal space and the message space. Shannon
presents his signal space, for example, as a product of the frequency band-
width of the message W, and the time interval T, leading to the observation
(deriving from a discussion of the sampling theorem) that “the 2TW evenly
spaced samples of a signal can be thought of as co-ordinates of a point in a
space of 2TW dimensions” [14, p. 32]. In creating his communications
geometry, Shannon ignored the dimension of physical space because, in all
likelihood, he was relying implicitly on wireline models, where the spatial
dimension is much less meaningful (each wire is virtually its own universe,
for communications purposes).20

It may be asked whether there are other relevant physical dimensions
that belong in the primary set. One likely candidate is signal polarity. Sys-
tems have been described, and to some degree implemented, that rely on
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19. Whether or not this approach is suitable for more general analysis of the communi-
cations process is a question beyond the scope of this volume, certainly, and quite
likely beyond my scope as an author to fully assess. In 20 years of working with “ad-
vanced” radio systems architectures, I have become convinced that we can simplify
and clarify a great deal if we begin thus with the physics of the channel.

20. As well, the use of “space” as both metaphor (the product of the selected dimen-
sions) and as a real physical variable may tend to suppress its prominence in the ab-
stract formulation of the theory.



only a difference in polarization to distinguish between two signals that are
in other respects (space, time, and frequency) identical. It has also been pro-
posed as a dimension for the deployment of diversity—as a countermeasure
against noise and interference—where it would take its place alongside the
use of diversity in the other primary dimensions (see Chapter 5). Logically,
polarization could be viewed as a primary physical dimension of the channel
and the signal; however, I will leave it aside for now due to its relative novelty
in current communications architectures.

The value of this space–time–frequency model is that it provides us
with an easy visualization of the three-dimensional playing field for the wire-
less communications process. In any given application (e.g., cellular mobile
radio), the available band is definable initially as a three-dimensional block
of S, T, and F coordinates. Carving up this resource into individually assign-
able channels can be represented as the three-dimensional gridding out of
the communications space into smaller, generally contiguous blocks, each
defined in terms of S, T, and F coordinates.
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Let us trace a single communications session (e.g., a cell phone call)
through this communications space. It begins at a given time, in a given spa-
tial zone (in this case, a given cell), on a particular assigned frequency. As
time progresses, the call is traced through the communications space as
shown in Figure 3.3: The S and F dimensions remain fixed, while T moves
forward incrementally and continuously. At some point, a mobile call may
reach the edge of a cell and be handed off to another subspace. There would
be a jump from one S coordinate to another. It is likely that the handoff will
also occasion a shift in the frequency (new F coordinates). We can also envi-
sion how a call in a simple TDMA cellular system would be mapped into this
space: The T coordinates would not be continuous, but periodic.

This begins to give us a picture of what the system controller, which
manages the multiple access process, is up to. The plotting of these circuits,
as shifting patterns of S, T, and F, defines the available channel resources of
the system to carry user traffic. Each call traces its path through this total
communications space.
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3.2.2 Noise and Interference

If we consider the total communications space, divided into STF subspaces
within which unique signals can be inserted, we should ideally like to find
each subspace completely clean, empty of any electromagnetic energy
except for the signal that we wish to insert into it: an empty box to receive
the payload.

Of course, this is never the case. There is always unwanted electromag-
netic energy in the subspace. For one thing, there is always noise. The uni-
verse is apparently full of random, low-level electromagnetic energy, which
forms a constant background to all communications processes. Additionally,
we can observe that many separate processes interact in the sequence of
producing and transmitting a message, but two sequential stages are often
only “loosely coupled,” which leads to a degree of uncertainty about the
input/output relationships between two variables. In other words, the
process itself is somehow error prone. This need not refer to electromagnetic
disturbances; for example, the relationship between the typist’s brain and his
fingers is one such loosely coupled process, which can introduce errors into
the transmitted message. In any case, by definition noise is unpredictable
and it “produces a small region of uncertainty about each point” [14, p. 33]
in the signal space, but it is characterizable, as a statistical distribution.

Most communications theorists do not devote much attention to the
physical sources of this noise (although this can sometimes be relevant for
explaining its special statistical properties). Noise is simply a statistical
uncertainty or perturbation factor that is somehow added to the signal dur-
ing its passage through the channel.21 The particular statistical distribution of
the additive noise is important because it determines the nature of the
impact on the coding scheme employed. For example, if the noise statistics
are independent from one sample of the signal to the next—that is, if the
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21. For example, one classic information theory paper considers the following as a re-
ducible case of signal and noise: “An atrociously bad telegrapher, despite his inten-
tion of sending a dot, dash, or pause, will actually transmit any one of an infinite
variety of waveforms only a small number of which resemble intelligible signals. But
we can account for this by saying that the ‘channel’ between the telegrapher’s mind
and hand is ‘noisy,’ and, what is more to the point, it is a simple matter to determine
all the statistical properties that are relevant to the capacity of this ‘channel.’ The
channel whose message ensemble consists of a finite number of ‘intentions’ of the
telegrapher and whose received signal ensemble is an infinite set of waveforms re-
sulting from the telegrapher’s incompetence and noise in the wire is thus of a type
[already] considered …” [15, p. 92]. The modern reader may sense the rather thin
ice underlying these speculations.



effects of noise on successive samples are not correlated—and they also
share a certain distribution of amplitude values, then the noise assumes a
particular pliable distribution known as white Gaussian noise: “A white ther-
mal noise has the property that each sample is perturbed independently of
all the others, and the distribution of each amplitude is Gaussian with stan-
dard deviation …” [14, p. 36]. Most of the theory to date has assumed chan-
nels where the additive noise meets this criterion.

At least in passing, however, we should point out that the classical
additive white Gaussian noise channel is rarely encountered in practice
(except for certain satellite channels), and few would argue that typical ter-
restrial wireless channels are of this type.22 Instead, the noise that is added to
the land mobile channel by sundry partially specified processes is often
highly correlated from sample to sample—that is, it is bursty, producing
bursts or clusters of correlated errors.23 This is highly relevant to the choice
of countermeasures.

More importantly, unwanted energy is present that derives from other
transmissions in other subspaces. In terms of our framework here, this
energy has overflowed from signals occupying an adjacent communications
subspace. Indeed, we must acknowledge that no signal is ever perfectly con-
tained in its designated subspace. All signals will spill over to some degree
(Figure 3.4). This spillover is the source of interference.

The importance of interference is that whereas noise can be assumed
to be structureless, random, uncorrelated—even if this assumption later
must be modified for non-Gaussian channels—the same is never true of
interference. Interference always involves the interaction of the desired sig-
nals with another (undesired) signal, which has by definition a certain struc-
ture. This structure may have a much greater negative impact on the
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22. Fading channels (that is, those affected by multipath self-interference) deviate from
the white Gaussian model. The following comment is from one of the father figures of
the field of coding theory: “It is worth noting that the world is getting less white and
less Gaussian. Adjacent channel interference, accidental or deliberate interference,
antenna misalignment all give conditions that are not intrinsically suited [to counter-
measures which assume white Gaussian noise statistics in the channel]” [16, p. 49].

23. For example, Hamming states: “The model usually assumed for errors in a message
[is]: (1) an equal probability p of an error in each position, and (2) an independence
of errors in different positions. This is called “white noise” in a (poor) analogy with
white light.... But in practice there are often reasons for errors to be more common
in some positions in the message than in others, and it is often true that errors tend
to occur in bursts and not be independent (a common power supply, for example,
tends to produce a correlation among errors; so does a nearby lightning strike)” [2].



desired signal than its raw power level might indicate. For example, the phe-
nomenon of crosstalk in improperly shielded wireline circuits can result in a
very disruptive effect even at extremely “good” signal-to-interference power
ratios. The same amount of interfering energy presented as random noise
may be much more tolerable.

We may ask why the signals spill over into adjacent subspaces, and
whether all signals are equally sloppy. There are indeed specific causes for
many forms of signal spillover, and by understanding these causes we can
design less sloppy signals; this is one broad and significant class of techno-
logical countermeasures (see Chapter 6).

The STF dimensions suggest a taxonomy of interference types,
depending on which dimension is involved.

1. F-interference: spillover from one subspace to another along the
frequency dimension; spillover from one frequency channel to an
adjacent channel. This is normally referred to in wireless commu-
nications as adjacent channel interference (ACI).

2. S-interference: spillover from one spatial zone to another, such as
when interference occurs between cells in a cellular system. This
is normally referred to as cochannel interference (CCI).

3. T-interference: There are several manifestations of interference in
the time dimension, including spillover between time slots in a
TDM system, for example, or collisions between packets in a
CSMA system; at the lowest level of the digital signal, an
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intractable form of T-interference is intersymbol interference (ISI),
which may be caused by a number of factors (see Chapter 7).

This taxonomy in turn suggests a preliminary classification of the tradi-
tional countermeasures. For example, F-interference (ACI) is tradition-
ally addressed through the design of filters at both the transmitter and
the receiver. T-interference (ISI) is addressed through equalization.
S-interference has been handled, where the application permits, by the use
of directional antennas. (We will address traditional, and nontraditional sig-
nal grooming techniques in Chapter 7.)

There are several reasons for emphasizing interference in the analysis
of countermeasures:

1. Modern, high-capacity wireless systems are interference limited,
not noise limited. That is, taken together, the effects of interfer-
ence tend to be greater, more destructive to the desired signal,
than conventional sources of additive noise.

2. Interference gets worse as we load the system with user traffic;
noise, qua noise, does not.

3. Interference gets worse as we introduce new architectures to pack
the signals more densely within the communications space; noise,
qua noise, does not.

4. Many forms of interference, including all those described so far,
are amenable to effective countermeasures; we can improve filter-
ing to reduce F-interference, for example. By definition, there is
much less that we can do about noise in terms of eliminating its
physical sources.

In short, interference is a problem that grows in significance for third-
generation high-capacity wireless architectures, as they pack signals and
user traffic ever more densely in the available channel space. It is also a
problem that we can do something about (again unlike most sources of
noise).24 A consideration of these possibilities will form the basis of a large
set of interesting countermeasures (see Chapters 6 and 7).
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24. Note that the terms noise and interference are sometimes used imprecisely and inter-
changeably. For example, wireless engineers commonly speak of the noise floor of a
wireless base station facility, when they actually are referring to interference gener-
ated from other transmitters occupying the same facility. The unwanted energy is



3.2.3 Self-Interference

Managing the spillover of interfering signals from adjacent subspaces offers
substantial gains in system performance, and such countermeasures play an
important role in designing third-generation wireless systems. Unfortu-
nately, there is an even more fundamental interference phenomenon that is
not amenable to a direct frontal assault with straightforward solutions such
as better filters or directional antennas: In a wireless channel, the desired sig-
nal also interferes with itself. This mysterious-sounding phenomenon is
rooted, again, in the physics of the wireless channel, especially for mobile
applications.

The transmitter radiates the signal in a wide beam, in many cases
omnidirectionally. The signal is reflected by many features of the environ-
ment—buildings, vehicles, and hills. This creates a multipath geometry, in
which the signal actually arrives at the receiver by many different pathways
(Figure 3.5). These paths have different lengths, which means that the sig-
nal images arrive at slightly different times. The process of reflection may
also change the phase of the signal, so that different images arrive in differ-
ent phase relationships to each other. Thus, the received signal is actually a
composite of multiple images of the transmitted signal, which are spread out
in time (called the delay spread). The differing phases are summed at the
receiver, which means that if, for example, we have two images—say, the
image arriving on the direct path, which is in a given phase, and an image
arriving by a reflected path that has been phase-shifted by 180°—the two
images would mutually interfere and, in fact, would cancel each other.25
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coming from known structured sources of interference. This suggests another differ-
ence: Interference sources can sometimes be turned off; noise sources cannot be.

25. I am assuming that the reader is generally familiar with the simple dynamics of inter-
fering waveforms. “When two or more wave motions are present at the same place
and time, the simplest assumption is that the resultant displacement is the algebraic
sum of the individual displacements….” Regarding multipath in particular, accord-
ing to Encyclopedia Britannica, “A particularly severe form of frequency-selective
fading is caused by multipath interference, which occurs when parts of the radio
wave travel along many different reflected propagation paths to the receiver. Each
path delivers a signal with a slightly different time delay, creating ‘ghosts’ of the origi-
nally transmitted signal at the receiver. A ‘deep fade’ occurs when these ghosts have
equal amplitudes but opposite phases—effectively canceling each other through de-
structive interference. When the geometry of the reflected propagation path varies
rapidly, as for a mobile radio traveling in an urban area with many highly reflective
buildings, a phenomenon called fast fading results.” Here is a classical definition of



There are other ways in which a signal may be said to interfere with
itself (ISI could be considered a form of self-interference, for example).
Multipath fading is by far the most important interference effect for many
wireless applications, especially terrestrial mobile applications like cellular
radio. Unlike other forms of interference, it cannot be simply suppressed at
the source. In the case of multipath interference, the source is the channel
itself, which, as we have stressed already, the wireless engineer must accept
as she finds it. If we hold frequency constant, the fading phenomenon can
be mapped out in the spatial domain as a series of holes or fades—points in
physical space where the particular configuration of the physical environ-
ment (i.e., a particular wireless channel) interacts with the signal from a
particular transmitter to produce a more or less static distribution of high
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the phenomenon from one of the textbooks of the field: “At any point the received
field is made up of a number of horizontally traveling plane waves with random am-
plitudes and angles of arrival for different locations. The phases of the waves are uni-
formly distributed from zero to 2. The amplitudes and phases are assumed to be
statistically independent” [17]. Finally, the recognition that this is best viewed as
self-interference is expressed succinctly by Viterbi, “Another serious [problem for
mobile radio systems] is the self-interference caused by multipath. Whenever trans-
missions, propagating over two or more paths, arrive at the receiver separated in time
by less than the inverse bandwidth of the receiver, there will be frequent instances
of severe fading caused by phase cancellation between multipath components” [18].

Path a
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Path e

Path d

Cellular
tower

Figure 3.5 Multipath geometry.



and low signal amplitude summation points. The antenna of the receiver, if
it is attached to a moving vehicle, passes through these fade points and pro-
duces a fluctuating signal level with a characteristic distribution of fades of
varying depths. The effect is a highly varying SNR, variable bit error rates,
and diminished signal quality (Figure 3.6). On the other hand, if the
antenna is stationary—for example, if a person using a portable phone is
standing still—the antenna may enter a deep fade and lose the signal alto-
gether. (These fades may be as much as 40 dB down from the nominal sig-
nal level.)

There is much debate about when, and how severely, multipath inter-
ference affects the wireless channel, depending on frequency, bandwidth,
and other parameters. We shall consider some of these positions in due
course. It is fair to say that the approach chosen to mitigate self-interference
becomes the cardinal attribute of any wireless architecture. External forms
of interference can often be dealt with by means of measures external to the
basic communications system—better shielding, additional filters, different
antennas. The application of such measures is largely indifferent to the
structure of the transmitted signal. However, self-interference, based on
multipath propagation and manifest in delay spread, fading, phase distor-
tion, is so inherent in the transmission and the channel itself that the coun-
termeasures cannot simply be “bolted on,” but must be “designed in.”
Self-interference is closely linked to the information structure of the trans-
mitted signal itself. In this light, those who claim that multipath is not a
problem for their particular system usually mean that they have already
embedded what they take to be strong countermeasures in their design.
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3.2.4 Orthogonality

The traditional solution to managing external interference—that is, the
external forms of STF spill over from adjacent signal subspaces—is to create
buffers in all three dimensions. The objective is to keep all transmissions
well separated from one another. Each subspace is intended to be occupied
by only one signal, and the profile of this signal (measured along any one of
the three basic dimensions) is reduced so that it is significantly less than the
total volume of the subspace. In short, the signal is designed to fit within its
targeted subspace with plenty of room to spare (Figure 3.7).

An architecture of this sort is often referred to, somewhat unhelpfully,
as orthogonal. This simply means that there is no designed-in interference
between different signals (leaving aside the issue of self-interference, which
cannot be avoided by buffering). Each communications subspace (or chan-
nel) within the total communications space defined by the STF dimensions
is uniquely assigned to only one active signal.

The use of orthogonal architectures is logical, straightforward, and has
a long history. The early initiatives toward regulation of the wireless industry
were focused on this issue—to make sure that users stayed in their own
channels and did not cause destructive interference to other users. The
FCC’s posture toward wireless regulation almost down to the present day
has been dominated by this concern, by the need to establish and police
orthogonality. Interference avoidance is so strongly entrenched in the
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wireless world that the idea of a nonorthogonal system seemed for a long
time to be simply inconceivable, or at least strongly counterintuitive.

The problem is that orthogonality imposes a high price in lost capacity.
Consider the standard example of leaving vacant TV channels between
broadcast channels in use in a given city. That is, if TV channel 3 is assigned
and in use in Philadelphia, channel 4 is taken out of the Philadelphia alloca-
tion permanently. It is left unused as a guardband for channel 3. This means
that for every megahertz of occupied spectrum (in the broadcast TV applica-
tion), there are two more megahertz (one on either side) that are unusable,
because of the need for the guardband to protect against F-interference.

We will come back to this issue of the cost of orthogonality in Chapter
4, but it should be intuitively apparent that if we are looking for significant
gains in capacity from a third-generation wireless system, one of the most
promising places to look is at the unused buffers introduced by today’s
requirements for orthogonality. Indeed, although the framework that we are
developing seems perhaps to enshrine the principle of orthogonality in the
notion of dimensionality (STF), we will be using it eventually to set the stage
for the discussion of nonorthogonal solutions.

3.2.5 Secondary Signal Dimensions: Amplitude and Angle

Once we have defined the communications subspace that defines where we
expect to find the desired signal, we can look more closely at additional
physical characteristics of that signal. For wireless signals, there are classi-
cally two such parameters of interest (Figure 3.8):

1. Amplitude: The power level of the signal, measured in watts; or,
viewed in terms of the electromagnetic waveform, the height of the
wave crest from the nominal baseline or zero point.

2. Angle: As reflected in either the instantaneous “slope” of the sig-
nal measured at a given point, stated in degrees of arc, which is
called the phase of the signal, or, over a period of time (such as
one second), in the number of cycles inscribed by the radio car-
rier, which is the frequency of the signal.26
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26. Traditionally frequency and phase are regarded as separate parameters, and this may
be appropriate especially where analog FM is being treated; however, many presen-
tations now observe that digital implementations of both FM and phase modulation
(PM) involve the modification of the angle of the signal on a very short-term basis to



These are normally the information-bearing dimensions of the signal.
The message is encoded, or modulated, into the radio carrier wave by varying
either the amplitude, the frequency, or the phase of the carrier. In analog
modulation methods, this variation is continuous, in response to a continu-
ous input (such as a voice signal). The two classical analog modulation
methods are amplitude modulation (AM) and frequency modulation (FM).
These are both old, established technologies that have been often
described—and it is worth keeping in mind that even today when the inter-
est and excitement is focused on newer technologies, many communications
systems are still based on either AM or FM.

The trend, however, is decisively in the direction of digital transmis-
sion schemes, where the modulated information takes the form of discrete
steps or shifts in either amplitude or angle, or both, representing specific
digital symbols (such as a 1 or a 0) that are used to encode the information
provided from the original source (which may be a voice signal, or some
other kind of signal). In the realm of digital modulation, the preferred
approaches to date have tended to be phase modulation schemes such as
binary phase shift keying (BPSK) and quadrature phase shift keying (QPSK),
or combined phase-and-amplitude modulation such as quadrature amplitude
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Figure 3.8 Sine wave showing signal amplitude and angle (phase and frequency).

carry the desired information, and FM methods and PM methods tend to blur to-
gether as they are employed in digital transmission systems. This has led some
authors to prefer to group all of these techniques under the heading of “angle modu-
lation,” which is the basis of the presentation here.



modulation (QAM). In QPSK, for example, the signal information is
encoded as a series of 2-bit symbols; there are four such 2-bit permuta-
tions—00, 01, 10, 11—and each of these permutations is mapped onto a
phase value, such as 0°, 90°, 180°, or 270°.

The signal space for QPSK is represented in Figure 3.9. The nominal
transmitted values are indicated in the middle of each quadrant. The
receiver measures the received signal phase at the appropriate sample time,
and locates it in the same signal space. Whichever quadrant it falls
into—even if it has been knocked around a bit by the channel—determines
the value that the receiver assigns to the received symbol. Note that in
QPSK the signal amplitude—how far the detected signal is from the center
of the space—is not a relevant information-bearing dimension. This means
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that QPSK is largely immune to the random, unavoidable variations in
amplitude introduced by multipath interference, as long as they are small.

QAM, in comparison, uses both phase and amplitude to define the
relevant zones in its signal space (Figure 3.10). This can produce a more effi-
cient transmission scheme—with more capacity, among other things—but it
also means that QAM is potentially vulnerable to multipath-induced ampli-
tude variations.

The choice of the method for imprinting the user information onto the
signal has significant bearing on the robustness and capacity of the transmis-
sion. It also affects the amount of interference generated by the transmitted
signal. Designing the secondary signal dimensions is thus one of the most
important fields for technological innovation for high-capacity third-
generation systems.
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3.2.6 Tertiary Signal Dimensions: Signal Structure

The STF dimensions tell us where to look for the signal. The amplitude and
angle parameters will allow us to read the raw information content of the sig-
nal—the digital bitstream.

The next relevant dimensions are those that organize the general struc-
ture of the transmission (viewed over a somewhat longer time window than
the conceptually instantaneous sampling process that generates the raw
information bits themselves). A single sample is meaningless unless its posi-
tion in the larger signal structure is known. For example, a particular digital
symbol detected by the receiver may be part of a framing sequence of bits; or
it may be part of a pilot signal designed to provide the receiver with certain
calibration information; or it may be part of an error correction block; or it
may be a “guard symbol” that is not designed to carry any information per se,
but merely to provide a T-buffer between meaningful symbols from two
T-distinct transmissions that have the same S and F coordinates. It may also
even be part of the payload, the meaningful component of the message that
carries the semantically significant information. To understand how to han-
dle and interpret the raw bits that are detected by the receiver sampling
process, we have to know what sort of package to expect.

Consider the analogy of a letter sent and received through the mail. This
letter arrives in a sealed envelope, and there are several different formatted
aspects of the information package: the address of the recipient, which is itself
divided into several fields (name, street, zip code); the return address of the
sender; the stamp, which indicates proper payment for the delivery; the post
office cancellation, which certifies the delivery on a particular date; inside, the let-
ter itself contains other elements of message structure (headings, page numbers,
salutations), to enable the reader to properly identify the semantic payload. An
express delivery may include other structural elements, such as a signature
exchange to verify delivery, and a bar code to allow tracking of the package
through the transmission network.

A wireless signal typically has a significant amount of formatting overhead
structure of the same sort: addresses, identifiers of sender and receiver, sequence
markers, starting sequence and ending sequence markers, frame markers, and so
forth (Figure 3.11). In addition, other structural elements may be associated with
the embedded countermeasures against the problems encountered in the chan-
nel (such as noise and self-interference). These include:

• Synchronization sequences: to enable the receiver to acquire a syn-
chronized clock reference, so that its sampling rate is aligned with
the transmitter’s symbol transmission rate;
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• Error detection and correction: additional information attached to
the payload that is designed to allow recovery from a certain number
of channel errors;

• Pilot signals: special sequences that are inserted to allow the
receiver to maintain calibration of some important signal parameter,
such as the amplitude of a fading signal in a modulation system (like
QAM) that needs to track amplitude because it is an information-
bearing parameter;

• Power control: an embedded control signal moving from the receiver
back to the transmitter that causes the transmitter to adjust its out-
put power;

• Training sequences: for example, the equalization algorithm (in the
receiver) may require periodic calibration or training, involving the
transmission of special bit sequences specifically for that purpose;

• Hopping sequences: in some systems, the transmitter and receiver
shift from subspace to subspace, in either the frequency domain
(frequency hopping) or the time domain (time hopping), and the
transmitter and receiver need to exchange and synchronize informa-
tion about the hopping sequence.

None of this is connected with the semantic payload per se. It is all
“overhead”, apparently reducing the traffic carrying capacity of the channel.
Viewed from a somewhat broader perspective, each form of overhead is thus
an investment—a certain amount of capacity is invested to support a par-
ticular countermeasure, and whether the investment is a good one or not
depends on the often highly complex model of the payback in terms of
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improved performance. The designer faces numerous trade-offs. A system
that can acquire synchronization more quickly, with fewer special synchroni-
zation symbols, will be capable of carrying more traffic than another system
that takes longer and needs more overhead to achieve the same result, but
the fast synch process may require more processing horsepower, and it may
be less reliable under poor channel conditions.

These examples begin to suggest the complexity of the architecture of
contemporary wireless systems. Indeed, probably the majority of new techno-
logical innovations in recent years have focused on building up the structure
of the signal package, generally in order to gain greater control over channel
errors and various forms of interference (especially self-interference).

3.2.7 Quaternary Signal Dimensions: The Structure of the Payload

After all of the structural countermeasures have been deployed, the ultimate
package that determines whether the communication has been successful or
not is the semantic payload. This is the user-originated message that con-
tains intelligible, useful information of value to the receiver. In commercial
systems, the payload is what the user expects to pay for. It is the meaningful
portion of the signal.

A striking commonplace in many presentations of Shannon theory is a
blunt denial that the theory has anything to do with meaning at all. In the
opening paragraphs of his first and most famous paper, Shannon himself
announces that “Frequently … messages have meaning … [but] these
semantic aspects of communication are irrelevant to the engineering prob-
lem” [20].27

This overstated position is both true and not true. It is true that the
focus of the theory is on the processing of messages, rather than the process
of communication (which would, of course, address intelligibility, meaning,
and many other semantic aspects). However, it is not true that all semantic
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27. See also [2, p. 1]: “Although the text uses the colorful words ‘information,’ ‘transmi-
ssion,’ and ‘coding,’ a close examination will reveal that all that is actually assumed is
an information source of symbols s1, s2, ..., sq. At first nothing is said about the sym-
bols themselves, nor of their possible meanings. All that is assumed is that they can
be uniquely recognized. We cannot define what we mean by a symbol. . . . Since we
must use symbols to define what we mean by a symbol, we see the circularity of the
process. Next we introduce the probabilities p1, p2, ..., pq of these symbols occurring.
How these pi are determined is not part of the abstract theory. One way to get esti-
mates of them is to examine past usage of the symbol system and hope that the fu-
ture is not significantly different from the past.”



aspects are “irrelevant to the engineering problem.” In the follow-up paper,
Shannon turns to the problem of transmitting an analog source—such as a
voice telephone call—and admits that in fact “exact transmission [of such a
source] is impossible” because it would require a channel of infinite capacity
[21]28. The solution is to introduce a fidelity criterion, which in effect speci-
fies when a reproduction of an analog source is “good enough.” By truncating
the potentially infinite range of resolution associated with an analog source
to a finite, quantized image managed as though it were a digital source,
Shannon manages to bring all types of signals under the great tent of his the-
ory. He convinces himself, and much of the field remains convinced, that
once the fidelity criterion has been received (from somewhere outside the
theory itself!), the rest is all mathematics [21, p. 26].

From where does the fidelity criterion derive? After discussing a
number of purely formal candidates, such as the average error value of the
received signal compared to the transmitted signal, Shannon finally lifts up
the flap to let the camel in:

The structure of the ear and brain determine implicitly an evaluation, or
rather a number of evaluations, appropriate in the case of speech or
music transmission. There is, for example, an “intelligibility” criterion in
which p(x,y) is equal to the relative frequency of incorrectly interpreted
words when message x(t) is received as y(t). Although we cannot give an
explicit representation of p(x,y) [emphasis added] in these cases, it could,
in principle, be determined by sufficient experimentation. [21, p. 26]

In short, the criterion of “quality” or “intelligibility” is not after all a
mathematical formula, but a mere “finding” of experimental psychology. In
fact, it is worse: The quality criteria used in the field today are derived from
loosely controlled subjective evaluations by small panels of human subjects,
based on methodologies that are wide open to substantial criticism on
grounds of lack of rigor, repeatability, and so on. The elaboration, defense,
and critical analysis of various bases for different versions of the “fidelity cri-
terion” are an emerging focus of research activity in a number of different
applications.
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28. At greater length: “A continuously varying quantity can assume an infinite number of
values and requires, therefore, an infinite number of binary digits for exact specifica-
tion. This means that to transmit the output of a continuous source with exact recovery
[emphasis in the original] at the receiving point requires, in general, a channel of infi-
nite capacity (in bits per second). Since, ordinarily, channels have a certain amount of
noise, and therefore a finite capacity, exact transmission is impossible” [21].



I hope that the reader is not confounded prematurely by all this. We
will return to this issue in a more tutorial fashion in Chapter 4. The point is
that the actual payload of the transmitted signal may also be manipulated
and engineered in order to mitigate some of the problems of the wireless
channel. One very simple trade-off is quality for capacity; in general terms,
the higher the quality needed by the application (especially analog sources
such as voice, audio, video), the more channel capacity the signal will use,
and the fewer users can be accommodated in the communications space.
This is why aggressive source-coding strategies like very low bit-rate voice
coders found their first real application in wireless systems.

3.2.8 The Layered Signal and the Primacy of the Physical Layer

In recent years the concept of a layered network architecture has become an
occasionally useful generalization of the relationship between different
aspects of the communications process. Essentially, a layered model such as
the common seven-layer model (Figure 3.12), portrays an attempt to parti-
tion the engineering effort. In particular, the distinction between events,
processes, and technologies operating at the physical layer and those
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Figure 3.12 Seven-layer communications model.



operating at the high layers is often relevant to understand the problems that
we face.

The physical layer is where the signal actually interacts with the chan-
nel, and where the issues of capacity, noise, interference, and self-
interference originate. The physical layer is rooted in the physical reality of
the signal and the channel. All the other “layers” reflect man-made (and
thus arbitrary) distinctions drawn to help manage commercial interfaces.
Whether seven, ten, or four in number, the layers are only useful if they pro-
vide a framework for classifying signal processing strategies.

The countermeasures that we shall catalog in Chapters 4 through 8 are
thus said to be deployed at different layers. Some are physical layer imple-
mentations, such as the choice of modulation. Some are said to be imple-
mented at layer 2—often called the data-link layer—like some forms of error
correction. Some are implemented at the session or application layer, such
as the use of discontinuous transmission for bursty sources like voice teleph-
ony. Such statements may sometimes be useful, but in the final analysis, the
post-Shannon revolution has to do with a new understanding of the physical
layer and how the information structures are laid down directly upon the
physical substrate.

The model that I have outlined here is intended to clarify the presenta-
tion of the new spectrum of countermeasures that is revolutionizing the
design of wireless systems. I find the notion of layering less useful than the
idea of dimenionality of the signal. Once again:

• The primary dimensions of the signal: space, time, and fre-
quency—tell us where to locate the signal in the total communica-
tions space;

• The secondary dimensions of the signal: amplitude, frequency, and
phase—these are the information bearing parameters that will allow
us to read the stream of bits being sent by the transmitter (in a digi-
tal transmission);

• The tertiary dimensions of the signal: those that have to do with the
packaging of the signal, the structure that defines the relevant char-
acteristics of the signal to the receiver, and allows the receiver to
reproduce with the best possible tools the original transmitted mes-
sage; and

• The quaternary dimensions of the signal: those that are related to the
semantic payload itself.
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3.3 First- and Second-Generation Wireless Architectures

Before proceeding to the main topic—the third-generation wireless tech-
nologies, strategies, and countermeasures to deal with the unique challenges
of the wireless channel—it is worthwhile to spend a moment justifying and
clarifying the phrase third generation or 3G. What does it really mean? What
were the earlier generations that we are now happily superseding?

3.3.1 First-Generation Systems: Power Versus Noise

The first radio systems were based on the principle of overcoming propaga-
tion losses, receiver insensitivities, and, if need be, interfering transmitters
with sheer power. The first commercial wireless services were based on
“spark” telegraph systems that created essentially small electromagnetic
explosions to blast their Morse code pulses out in all directions as far as pos-
sible. Carrier-based modulation schemes—initially AM, later FM—com-
bined with tunable transmitters and more sensitive receivers allowed the
focusing of the transmitter power in the frequency domain and by the 1930s
and 1940s the first modern mobile radio systems were developed [19]. For
the next several decades, the basic architecture was refined within an essen-
tially static technology framework.

For these systems, the main communications strategy was simply more
power. Transmitters were placed in high towers and operated at high power.
User terminals were large and “hot” 5-W, 10-W, and 20-W transmitters.29

System engineering was one-dimensional. Too much noise? More power.
Bad terrain? More power. Higher antennas projected the signal as far as pos-
sible….30 Among other things, this also biased users against the higher fre-
quencies, because of the declining return on investment from the “more
power” scenarios.

The capacity penalty was very large, particularly in the S-domain.
Transmitters high atop city skyscrapers were able to blast out 40 or 50 miles,
saturating their frequency band over huge geographical areas with just one
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29. Such systems are still in use widely by police and other industrial users. In late
1998, a policeman in New York City used a mobile radio to subdue a fleeing sus-
pect—throwing the radio at the suspect (who was on a bicycle) and striking him in
the head. (The suspect later died.)

30. This is not to deny that “equivalent distance at lower power” was not often preferred;
the attractiveness of FM over AM was in part due to the lower power required to
achieve a good SNR.



user signal. By the early 1980s, the congestion in mobile radio was so severe
that there was capacity for only a few thousand users in a given area [19].
Even the introduction of trunking in the late 1970s did little to alleviate the
situation. Mobile radio was essentially self-blocked from achieving commer-
cial viability, by the inefficiencies of its transmission strategies.

3.3.2 The Cellular Revolution: Reorganizing the S-Dimension

The bottleneck was finally unblocked by the so-called “cellular” innovation,
first deployed in the early 1980s in the United States. The basic concept had
been proposed in papers from AT&T in the late 1940s (published internally
at almost the same time as Shannon’s first papers on communications the-
ory). It rested on what was then a highly counterintuitive proposal: to
improve performance by reducing the base station transmitter power in order
to create multiple smaller coverage zones (cells) and to enable the reuse of
the same frequencies in different cells in a metropolitan service area. This
simple concept has become the basis of a huge industry.31

The less obvious and less felicitous implication of embracing the cellu-
lar concept was that effectively a new and problematic framework for
designing, engineering, measuring, and expanding a mobile radio system was
foisted on us. In the precellular systems, signals were said to be noise lim-
ited. This meant that in the space domain one could define coverage in
terms of the SNR, which could be modeled statically as a function of the
propagation losses due to the terrain. Engineering was simple and straight-
forward: More power meant better coverage. Higher towers meant better
coverage. With the advent of the cellular concept, power and height were no
longer beneficial, but harmful. The limit on coverage in a cell was no longer
noise per se, but interference—S-interference, cochannel interference, from
other cells. Engineering an interference-limited system posed a whole new
set of problems. Indeed, designing a large cellular system has become a com-
plex and dynamic problem. In fact, it is an NP-Hard problem, akin to the
famous Traveling Salesman problem, where NP-Hard refers to the fact that
although in principle a solution to an optimal design may exist, it is computa-
tionally unfeasible to find it.32
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31. The cellular concept has been described in many places and will not be represented
here. See [19].

32. According to Encyclopedia Britannica, “So-called easy, or tractable, problems can be
solved by computer algorithms that run in polynomial time; i.e., for a problem of size
n, the time or number of steps needed to find the solution is a polynomial function



Essentially, the cellular architecture is based on a technical strategy of
gaining capacity by managing the S-dimension of the communications space
more intelligently, at the cost of a much more complex overhead (cell plan-
ning, handoff implementation, backhaul networks). The gain in capacity is
difficult to quantify, but is probably at least an order of magnitude greater
than precellular mobile systems (allowing for the fact that cellular was
staked to a relatively large new spectrum allocation at its launch). However,
as cellular pushed hard on the S-dimension, the problems and challenges of
interference loomed larger and came to dominate the engineering problem.
In addition, the industry found that the full exploitation of the cell-splitting
strategy was hampered by the statistical physical characteristics of the chan-
nel, the environment, and the phenomena of multipath, which combined to
impose a sort of practical asymptotic limit on cell splitting. (The original
forecasts of cells being split down to extremely small radii had to be tem-
pered; also, the industry economists noticed that their infrastructure costs
had a geometric growth path as cells shrank and multiplied. For both techni-
cal and economic reasons, the cellular approach of focusing strictly on the
S-dimension did not carry us as far as we might have originally hoped.)

3.3.3 Second-Generation Systems: Digital Extensions—Reorganizing the
T-Dimension

This set the stage for the emergence, beginning in the late 1980s and only
gathering real momentum in the mid-1990s, of the so-called “second-
generation” architectures. These were marked by the application of digital
transmission techniques, which permitted further gains in capacity by allow-
ing a restructuring of the time domain of the signal. Systems like GSM,
developed in Europe and deployed eventually worldwide, took advantage of
well-understood digital multiplexing procedures to time share the cellular
channels among multiple active transmitters. Essentially, time-division mul-
tiple access represented a logical, straightforward extension to the wireless
world of time-division techniques that had been in use in the wireline world
since the 1960s (albeit with a few unique challenges in the transition to
wireless). By the late 1990s, TDMA-based architectures had achieved
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of n. Algorithms for solving hard, or intractable, problems, on the other hand, require
times that are exponential functions of the problem size n.” Grefenstette and col-
leagues have stated: “The TSP is NP-Hard, which probably means that any algo-
rithm which computes an exact solution requires an amount of computation time
which is exponential in N, the size of the problem” [22, p. 532].



preeminence as the direct successor to first-generation analog FM-based
cellular systems.33 However, the industry kept growing, and even the gains of
three to eight times analog cellular capacity that could be garnered from
TDMA soon appeared inadequate against the background of the wireless
demand surge described in Chapter 1.

3.3.4 On the Threshold of 3G

The innovations of the 1980s and 1990s have nudged the wireless industry
away from some of the old assumptions—in particular, reversing the
assumption that more power is always better—toward interference-limited
networks and the acceptance of digital source coding techniques. Great
gains in spectrum efficiency have been realized by better management of the
S- and T-dimensions of the communications space. Although it is difficult to
quantify, I believe that the achievable capacity of a wireless system today is
somewhere between 20 and 50 times higher than it would have been in
1980, measured in terms of erlangs per megahertz.34

These have been the easy gains, technologically speaking. Cellular
concepts were middle aged by the time they were first applied, and digital
transmission was almost three decades old before it came into use in wire-
less to any significant degree. The technological underpinnings of these
strategies were well understood. The gains are not enough. The wireless
industry is facing the practical requirement to increase capacity by another
factor of 10 or more in the coming decade, just to keep pace with demand,
and the potential impact of the Internet is a wildcard that can only point
upward, traffic-wise.

So far, all the systems we have discussed strictly preserve the principle
of orthogonality. They manage interference (other than self-interference) by
buffering, suppressing, or avoiding it. They employ system designs that
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33. TDMA is described in detail in both of my earlier books: Digital Cellular Radio [19]
and Wireless Access and the Local Telephone Network [13].

34. Calculations of the gain from cellular reuse architectures are subject to complex sets
of assumptions, especially regarding the minimum feasible cell size. Different as-
sumptions can support different opinions. I base my estimate on the assumption that
with 400 channel pairs (approximately the current cellular allocation at 800 MHz), a
nonreuse system could support about 12,000 mobile telephone users (at a loading
factor of 30) in a given metropolitan area. The implementation of reuse, plus a digi-
tal gain factor of, say, 3 from vanilla TDMA, brings me to my calculation of the gain
factor. It may be somewhat low, although the loading factor may also be low (in
practice, the ratio seems to be higher).



divide the communications space into subspaces that are uniquely assigned
to one and only one signal (per cell, per frequency channel, per time slot).
With regard to self-interference, they use fat margins to stay above the fad-
ing threshold as much as possible. They may throw in a little error correc-
tion. Otherwise, the countermeasures are traditional, and probably operating
at the limits of their effectiveness.

As we move into the third generation, we shall see two important tech-
nological trends: First, the assumptions of strict orthogonality will be ques-
tioned. Greater levels of interference will be not only tolerated, but designed
in. Indeed, some of the third generation architectures will move away from
orthogonality altogether. Second, we will see an intensive effort to develop
new types of countermeasures to enable systems to operate under conditions
of much higher levels of interference.

References

[1] Girod, B., and Niko Färber, “Feedback-Based Error Control for Mobile Video
Transmission,” Proc. IEEE, Vol. 87, No. 10, October 1999, p. 1707.

[2] Hamming, R., Coding and Information Theory, Englewood Cliffs, NJ: Prentice-
Hall, 1986.

[3] Cover, T., and J. Thomas, Elements of Information Theory, New York: Wiley,
1991.

[4] Ackoff, R. L., On Purposeful Systems, New York: Wiley, 1971.

[5] Shannon, C. E., “Communication in the Presence of Noise,” Proc. IRE, Vol. 37,
January 1949, pp. 10–21.

[6] Taub, H., and D. L. Schilling, Principles of Communications Systems, 2nd ed.,
New York: McGraw-Hill, 1986.

[7] Gray, R., Source Coding Theory, Boston, MA, and Dordrecht, Netherlands: Klu-
wer, 1990.

[8] Heegard, C., et al., “High Performance Wireless Ethernet,” IEEE Communica-
tions Magazine, Vol. 39, No. 11, November 2001.

[9] Heatley, D., J., et al., “Optical Wireless: The Story So Far,” IEEE Communica-
tions Magazine, December 1998.

[10] Metz, C., “TCP over Satellite … The Final Frontier,” IEEE Internet Computing,
January/February 1999.

[11] Partridge, C., and T. Shepherd, “TCP/IP Performance over Satellite Links,” IEEE
Network, Vol. 11, No. 5, September/October 1997, pp. 44–49; see also Jacobson,

Wireless Systems Design: Problems and Parameters 87



V., et al., “TCP Extensions for High Performance,” 1992, available at http://info
.internet.isi.edu:80/in-note/rfc/files/rfc1323.txt.

[12] Pasternak, E., “Transmission of ATM and Frame Relay Traffic Using Line of
Sight Radio Links,” White Paper, Netro Corporation, May 10, 1996, available at
http://www.netro-corp.com/Products/NTRAM.pdf.

[13] Calhoun, G., Wireless Access and the Local Telephone Network, Norwood, MA:
Artech House, 1992, Chapter 6.

[14] Shannon, C. E., “Communications in the Presence of Noise,” Proc. IRE, Vol. 37,
January 1949, pp. 10–21. Reprinted in Slepian, D., (Ed.), Key Papers in the Devel-
opment of Information Theory, Piscataway, NJ: IEEE Press, 1974, pp. 30–41.

[15] Feinstein, A., “A New Basic Theorem of Information Theory,” IRE Trans. on
Information Theory, Vol. IT-4, September 1954, pp. 2–22. Reprinted in Slepian,
D., (Ed.), Key Papers in the Development of Information Theory, Piscataway, NJ:
IEEE Press, 1974, pp. 81–101.

[16] Berlekamp, E. P., et al., “The Application of Error Control to Communications,”
IEEE Communications Magazine, Vol. 25, No. 4, April 1987.

[17] Reudink, D. O., “Properties of Mobile Radio Propagation Above 400 MHz,” IEEE
Trans. on Vehicular Technology, November 1974, pp. 143–159.

[18] Viterbi, A. J., “The Orthogonal-Random Waveform Dichotomy for Digital Mobile
Personal Communication,” IEEE Personal Communications, Vol. 1, No. 1, 1992,
p. 19.

[19] Calhoun, G., Digital Cellular Radio, Norwood, MA: Artech House, 1988.

[20] Shannon, C. E., “A Mathematical Theory of Communication (Part 1),” Bell Sys-
tem Technical Journal, Vol. 27, July 1948, pp. 379–423. Reprinted in Slepian, D.,
(Ed.), Key Papers in the Development of Information Theory, Piscataway, NJ: IEEE
Press, 1974, pp. 5–18.

[21] Shannon, C. E., “A Mathematical Theory of Communication (Part 2),” Bell Sys-
tem Technical J., Vol. 27, October 1948, pp. 623–656; Slepian, D., (Ed.), Key
Papers in the Development of Information Theory, Piscataway, NJ: IEEE Press,
1974, pp. 19–29.

[22] Grefenstette, J., et al., “Genetic Algorithms for the Traveling Salesman Problem,”
originally published in 1985. Reprinted in Fogel, D. B., (Ed.), Evolutionary Com-
putation: Selected Readings on the History of Evolutionary Algorithms, Piscataway,
NJ: IEEE Press, 1998, pp. 532–540.

88 Third Generation Wireless Systems: Post-Shannon Signal Architectures



4
Third Generation Systems:

Physical Layer Technology

Strategies

4.1 From Interference Avoidance to Interference Management

Pre-Shannon wireless architectures are based on the principle of orthogonal-
ity, or interference avoidance, as discussed in the previous chapter [1].
Within the total space–time–frequency communications space, each sub-
space is uniquely assigned to carry only one signal. Any energy from other
signals that leaks into a given subspace is classified as interference, to be
suppressed.

This orthogonality is achieved in practice by designing the signal to
be smaller (or narrower) in all three dimensions—space, time, and fre-
quency—than the boundaries of the subspace to which it is assigned. That
is, we create buffer zones between the signals: frequency buffers or guard-
bands in the F-domain, time buffers or guard times in the T-domain, and
spatial buffers (e.g., geographical separation of transmitters) in the S-domain.

The problem—in terms of the Shannon framework, where capacity is
the name of the game—is that these buffers represent a significant reduc-
tion in the percentage of the total communications space that is available to
carry user traffic. Indeed, the amount of capacity lost (or “invested”) to
achieve orthogonality is often much larger than we may realize.
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4.1.1 The Penalty for Orthogonality

Let us try to quantify the cost of achieving sufficient orthogonality1 in each
of the three primary dimensions of the signal.

T-Orthogonality

Achieving proper separation of temporally adjacent signals sharing the same
frequency, in the same cell, is a standard problem for any wireless TDMA
architecture. The need for the buffer between adjacent time slots is derived
from at least three distinct requirements:

1. Ramp-up and ramp-down of bursty signals: In a TDMA channel (let
us consider the uplink as the pure case), each mobile unit trans-
mits in periodic bursts. These bursts do not physically begin and
end instantaneously, but require a certain short but measurable
period of time to ramp up and ramp off. Moreover, in some cases,
the ramp-up is purposefully prolonged in order to allow the trans-
mitter hardware designer a greater latitude on certain specifica-
tions (that may allow lower cost implementations, for example) or
to mitigate potential interference deriving from sharp signal ampli-
tude events.2 This ramping process takes time.

2. Different propagation delays: Two mobile units assigned to adjacent
time slots may actually be located at quite different distances from
the cell site. The difference in propagation delay may be many tens
of microseconds between a unit located very close to the base sta-
tion receiver and one located at the fringe of the cell (each mile
accounts for about 5 µs of propagation delay). Depending on the
transmission rate in the channel, this may cause a potential shift
equal to one or more data symbols. For example, in the original
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1. Because in the real world there are no relevant absolute limits on interference in any
of the three basic dimensions—all signals are physically infinite in space, time, and
frequency from a theoretical standpoint—the definition of orthogonality subsumes a
criterion of the amount of reduction of the interfering signal as a function of space,
time, or frequency. For example, one may assert the achievement of practical or-
thogonality in the space domain if the interfering signal is reduced below an appro-
priate threshold—say, 18 dB or so in an analog FM mobile radio system at 800–900
MHz—relative to the strength of the desired signal.

2. In general, as discussed in Chapter 6 in more detail, sharp transitions in signal am-
plitude create more interference (in the F-domain) than smooth transitions, and are
to be avoided.



U.S. TDMA standard (IS-54), the symbol time is a little more than
20 µs, which means that a difference between “near” and “far”
users in adjacent time slots of more than 4 miles is sufficient to
cause an overlap of these transmissions. In the Global System for
Mobile Communications (GSM) standard, with a much higher
transmission rate, the symbol time is less than 4 µs (Figure 4.1).
Thus, if time slots were packed right up against each other, signifi-
cant amounts of data could be lost. T-buffers must be provided.

3. Synchronization: Although synchronization is apparently con-
cerned with receiver performance rather than buffering per se, the
extra overhead bits needed by the receiver (and provided by the
transmitter) to reacquire synchronization at the beginning of each
transmitted segment cannot be used for carrying user information.
It is a part of the price of achieving orthogonality in the time
domain. In a frequency division multiple access (FDMA) system
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with continuous transmission (for the duration of a session), syn-
chronization is acquired once and is then maintained as a by-
product of decoding the user data stream. That is, there is no
additional overhead involved (after the first acquisition, which
forms a negligible portion of the total transmission). In a TDMA
system, the synchronization overhead must be reinvested every
single time slot, and thus it can accumulate to a nonnegligible
proportion of the total transmission.3

The structure of typical second-generation TDMA channels reflects
the allocation of channel capacity to all three of these T-buffer requirements
[4]. For the U.S. digital standard known as IS-54, the structure of the
reverse link (mobile to base) results in an allocation of channel capacity as
shown in Figure 4.2. According to this analysis, “the overhead part could be
defined to be ... 16%” [5, p. 325]. The corresponding figure for the GSM
channel is almost 30%.4 In other words, the most popular second-generation
TDMA systems operating today invest between one-sixth and one-third of the
total channel capacity to buffer the signal in the time-domain (holding F and
S constant).

F-Orthogonality

While the management of the time dimension of communications space is a
relatively recent development in wireless systems, the apparent need to
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3. During the process of choosing the standard for digital cellular in the United States,
this extra TDMA overhead (compared to FDMA) was adduced by supporters of an
FDMA standard as one their main advantages. See, for example, [2]. Later Lee even
argued that this was one of the relative disadvantages of TDMA versus CDMA. Lee
holds that one of the key advantages of CDMA is that there is “no guard time in
CDMA: the guard time is required in TDMA between time slots. The guard time
does occupy the time period for certain bits. Those waste bits could be used to im-
prove quality performance in TDMA. In CDMA, the guard time does not exist” [3,
p. 300]. Of course, the scope of the TDMA guard time and synch penalty is no
worse than the investment in the pilot required for a CDMA channel—but that is
another controversy altogether.

4. The GSM overhead figure includes training sequences for the GSM equalizer,
which is necessitated in part by the intersymbol interference created by the propaga-
tion delay problem noted here (as well as the multipath delay spread). It could be ar-
gued that this is not really a part of the T-buffer; it could also be argued that it is,
since it is necessary to the successful use of the TDMA channel and not as much
channel capacity would need to be invested in this training sequence in an FDMA
implementation, even at the same bit rate [5, p. 323].



Third Generation Systems: Physical Layer Technology Strategies 93

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6

Data DataSync SACCH
RSVD

CDVCC

DataG R Data DataSync SACCHCDVCC

6 6 16 28 122 12212 12

Slot format mobile station to base station

=
00...00

Slot format base station to mobile station

28 12 130 12 130 12

One slot

One TDMA-frame (half rate)

TDMA Air Interface IS-54

GSM Air Interface

G
R

RSVD

=
=
=

Guard time buffer
Ramp up time buffer
Reserved bits

16 17 18 19 20 21 22 23 24 25 261 2 3 4 5 6 7 8 9 10 11 12 13 14 15

10 2 3 4 5 6 7

3
TB

3
TB

57
Coded data

57
Coded data

1 1
26

Training
sequence

8.25
GP

(a)

(b)

Traffic TrafficSACCH Idle/SACCH

Multiframe

4.615 ms

SF SF

6.977 ms

TDMA frame

Ti
m

es
lo

t

TB
GP
SF

=
=
=

Tail bits
Guard period
Stealing flag

SACCH Slow associated control channel
CDVCC “Color code” signature

=
=

Sync Synchronization bits=

Figure 4.2 Allocations of channel capacity to speech codec, forward error correction
(FEC), and more for (a) IS-54 and (b) GSM. (Source: [5]. © 1986
IEEE. Reprinted with permission.)



separate different transmissions in the frequency domain is as old as the
commercial radio industry itself. We are all familiar with the concept of
dividing the communications space into distinct channels—individual fre-
quency bands uniquely assigned to different transmitted signals. This model
has been employed for the regulation of spectrum used by TV and radio
broadcasters, mobile radio operators, and probably most other commercial
wireless systems (until very recently).

It is also generally accepted that immediately adjacent channels are
often not usable in the same coverage area (S-dimension) at the same time
(T-dimension). In other words, holding S and T constant, there is often a
need for a buffer between adjacent F-subspaces (channels). Thus, we
understand that if TV channel 3 is used for broadcasting in Philadelphia, we
should not expect to find channel 2 or channel 4 in use. Similarly, until
recently most, though not all, mobile radio systems were designed also to use
nonadjacent channels in a given coverage area (e.g., a given cell), and to
leave unused channels between as a buffer.5

This buffer is needed because all modulated carriers tend to spread out
from the center carrier frequency. In addition, frequency-domain filters at
the receiver are imperfect. The portion of the signal that spreads or spills
over into adjacent frequency channels is the main source of adjacent chan-
nel interference in most wireless systems.

It may not be appreciated how large this required buffer can be. In the
first-generation cellular architecture known as AMPS (based on FM sig-
nals), the nominal occupied bandwidth of the transmission is 30 kHz. How-
ever, the rolloff or power spectrum of the AMPS transmission is relaxed (to
say the least), and the result is that to achieve the required ACI isolation of
64 dB it becomes necessary to impose a separation of four unoccupied chan-
nels between any two occupied AMPS channels in a given cell. This is not a
function of cellular reuse (although it influences reuse planning); it is the
result of the radio hardware design.6
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5. One could say that nonadjacent channelization schemes were almost universal in
mobile radio and related wireless applications. The only exceptions that I am familiar
with until very recently were the basic exchange telecommunications radio service
(BETRS), a wireless local loop service in the 454-MHz band (with initially 26 con-
tiguous channels of 25 kHz); and the 900-MHz special mobile radio band (with bun-
dles of five contiguous 25-kHz channels). I had the opportunity to confront the need
for designing equipment to operate on an adjacent channel basis in both bands, for
two different business applications.

6. See the analysis of ACI and frequency buffering requirements in [6]. This article
dates from the analog era.



This is an enormous penalty. Instead of occupying 30 kHz, each
AMPS transmission effectively occupies (in the sense of denying to other
users) a full 150-kHz of frequency bandwidth.7 This means that in the
F-domain nearly 80% of the channel capacity is wasted on the buffering func-
tion to achieve F-orthogonality. Clearly, other systems exist that are less
inefficient in this respect, although the need for some kind of F-buffer can-
not be avoided in F-orthogonal systems.8

S-Orthogonality

The most celebrated innovation in the wireless world during the past 20
years has been the revolution in the management of buffering in the space
domain—the advent of so-called “cellular” systems.

In the precellular era, spatial buffering was achieved by allowing the
normal propagation losses (and, at higher frequencies, the curvature of
the Earth) to attenuate the signal over relatively long distances, until at
some point it was possible to reuse the original channel without mutual
interference.

The cellular concept replaced this with a new spatial reuse concept
based on small coverage zones—cells—and lower transmitter power. The
idea has been described in many places, and we need not review the
entire cellular idea in detail here. From this emerged a new methodology for
designing the S-buffer, as reflected (in its orthodox version) in the writings
of Bill Lee.9 Following Lee, a set of simple calculations—starting from the
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7. It is true that the inefficiency of this F-buffer is partially blended with, or masked
by, the S-buffer in a cellular system—the reuse factor. It is also true that the use of
such a relaxed F-buffer is possible in part because of the reuse scheme, and a much
less relaxed RF design could have been mandated (at a higher cost). The interde-
pendence of the F-buffering and S-buffering strategies in cellular architectures is
clear, and it means that as systems designers attempt to squeeze capacity out of one
of them, they will have to face the need to reengineer the other.

8. The most efficient F-buffer that I am aware of in a conventional, commercial wire-
less system was probably the BETRS system developed by IMM Corp. (later Inter-
Digital Corp.), which had an occupied bandwidth of 20 kHz in a 25-kHz channel,
such that the penalty is effectively about 20% of the total channel capacity. To
achieve this, a highly linear system design was required with many unusual (and
costly) features.

9. As CTO of Airtouch, Lee has been at the forefront of the standards wars in the wire-
less industry for many years. His many books and articles provide comprehensive, if
somewhat idealized, treatment of the basic cellular concepts. A concise handling of
the reuse-related principles is found in [6]. I would consider this version “orthodox”
in the sense that it presents a view of the problem that is highly abstract, and in



stipulated signal-to-cochannel-interference ratio of 18 dB—leads first to a
required spatial separation calculation (the so-called “D/R ratio”), and from
there to the calculation of a cellular reuse pattern (N). This parameter, N,
stands for the number of subsets into which the total set of available fre-
quencies must be divided to ensure adequate S-buffering. It determines the
framework for the frequency plan, and in principle dominates the entire
configuration, including setting the upper limits on capacity and the basic
system economics. In Lee’s abstract, simplified model, using hexagonal
cells, the reuse factor is set at 7.

Let us take these numbers at face value for a moment and consider the
implications. Essentially, N becomes the denominator for the fraction of the
available communications space (in the S-domain) that can actually be used
for carrying traffic in any given cell. In other words, as a first approximation,
if N = 7, then 1/7 of the communications space is being used to carry user
traffic and the rest is invested in creating the S-buffer. This may sound like
an overstatement (what about the capacity gained through reuse?), but it is
not. The gains from reuse are still purchased at the price of leaving vast
amounts of the communications space empty. Consider that if it were possi-
ble to reuse a given frequency in every cell (i.e., if N = 1), the number of
channels available in a cellular system would increase by a factor of 7 over
Lee’s model. This holds true no matter how many cells there are in the sys-
tem. Indeed, it is precisely this possibility—to achieve N = 1—that drove the
huge capacity gains originally claimed for CDMA systems.10

The enormous cost of S-orthogonality is partially masked by the
fact that through clever engineering the S-buffer can also be used as the
F-buffer, or blended with it. Thus, because we must skip six channels out
of every seven in any given cell, we can afford to use a very relaxed RF speci-
fication, and use the fallow channels also to provide the F-buffer against
adjacent channel interference. The fact remains that even in the best
orthogonality schemes in deployment today, huge amounts of spectrum that
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some ways impractical (with assumptions of perfect hexagonal cells, smooth distri-
butions of interferers, simplified geometries).

10. For example, Viterbi identifies the improved reuse factor as the dominant advantage
of CDMA over FDMA and TDMA: “Most important is the gain in ‘Reuse Factor,’ a
cellular parameter that is inversely proportional to the number of different fre-
quency assignments necessary to guarantee that neighboring cells are assigned to
disjoint frequency bands. Reuse factors of 1/19, 1/12, 1/7, 1/4, and 1/3 have been
used or proposed for progressively more optimistic designs of FDMA and TDMA
systems. CDMA systems employ ubiquitous frequency reuse and thus have a factor
of 1” [7, p. 229].



could potentially be employed to carry user traffic are held out of service in
order to provide the buffers for that orthogonality (and it makes little differ-
ence whether we attribute a particular unused channel to the buffer we need
in the spatial domain or the buffer we need in the frequency domain).

I want to make two additional comments about the cellular concept
and the penalty in the S-domain.

First, the classical hexagonal N = 7 geometry that has been portrayed
so often11 understates the interference problem based on average-case
assumptions about interference, and not on worst-case scenarios that actu-
ally prevail in the field. In orthogonal systems, the worst-case rules the engi-
neering equation.

This fact is widely recognized by field engineers. I am not sure how
many systems today are using a reuse of 7, but I am aware of quite a few that
use significantly larger values for the parameter N. In anecdotal discussions
with a number of European operators, reuse factors of 12 to 16 were often
cited—and this was for GSM systems, which use digital transmission and
should be somewhat more resistant to cochannel interference. In any case,
to the extent that nonideal conditions force cellular operators to adopt more
conservative reuse patterns, the amount of idle spectrum in the communica-
tions space goes up as a percentage of the whole.

Second, the N = 7 calculation is based on Lee’s signal-to-interference
requirement (SIR) of 18 dB, which is “based on subjective tests and the crite-
rion that 75 percent of the users say voice quality is ‘good’ or ‘excellent’ in 90
percent of the total covered area on a flat terrain” [6, p. 50]. Compare this
“standard” against the voice quality standards of the wireline industry, and
one can see that eventually the cellular operator may be forced by the market
to improve this grade of service, and design for higher SIRs and poorer reuse
factors. One may get by initially with a certain level of service, but this does
not mean that the design can be sustained as the industry matures and
becomes competitive.

Even the large price we appear to pay for spatial orthogonality in
today’s systems may be in some sense nominal. If we take into account
implementation losses in the field, both natural and human-made, as well as
the pressure to improve quality for the end user, it is likely that the S-buffer
penalty is significantly understated by the textbook models described and
referenced here.

So what is the total cost to achieve orthogonality? In today’s first- and
second-generation cellular systems, it would appear than the T-buffer takes
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11. Including my own interpretations, in earlier books.



16% to 30% of the theoretically available capacity, and the F-buffer and
S-buffers each would take up to 80% or more of the remainder, although
there is some sharing of the buffer between the F-domain and the S-domain.
Even if we assume that the S- and F-buffers are completely conjoint, the
implication would be, as a sort of best case, that something like 85% of the
communications space is wasted (or “invested”) to achieve orthogonality for
signals in the remaining 15%.

However, this number needs further adjustment, For, in addition to
the obvious buffers, the signal itself is already partially invested in various
countermeasures against cochannel and adjacent-channel interference. For
example, the GSM signal uses a voice coding rate of 13 Kbps, to which is
added error protection of 9.8 Kbps. This is a kind of built-in buffer, which
effectively reduces the traffic carrying capacity of the channel even further
in order to try to ensure orthogonality. In fact, of the total signal bit rate of
33.85 Kbps (per voice circuit), only 38% is real user payload information.
The rest is devoted either to time-domain buffering or FEC (which is a form
of embedded buffering). Combine this with an N = 9 deployment, for exam-
ple, and GSM is actually making use of less than 5% of the available com-
munications space to carry user traffic. The other 95% is being used to
create the buffers for the orthogonality of the user signals.

It is not my intention here to get into a prolonged numbers game; I will
concede that all of the specific factors are arguable. The drift of the calcula-
tions is clear: A very large proportion of the total available communications
space is lost to implement the principle of orthogonality. It is also true that
any system could gain capacity by, for example, reducing the bit rate of the
codec—from 13 Kbps (which was more or less the benchmark for toll-
quality voice 10 years ago) to perhaps half that today. However, we need
gains of 5, 10, and 20 times the carrying capacity of the current systems and
a mere doubling of capacity pales in comparison to the potential gains that
might be had if we could find a way to reduce significantly the need for these
massive buffers propping up the orthogonality of the individual signals.

4.1.2 Taming the Interference

What is required is a different approach to the problem of interference.
Instead of fighting it at every turn (and mostly retreating from it, ceding the
bulk of the communications space), we need to design wireless signals and
systems to work with a much higher level of interference. More than that, we
need to design the interference itself. This counterintuitive proposal is based
on a certain logic. First of all, if we design something in to a signal, we can
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design it out later. That is, if we add to our desired signal a known interfering
signal, we can use that knowledge to subtract the interference—perfectly in
principle.

Fine, of course, but why add the interference in the first place? It turns
out that adding the right kind of interfering signal can strengthen the trans-
mission significantly, allowing it to withstand much higher levels of external
interference than would otherwise be the case.

Second, interfering signals, which possess by their nature an inherent
structure (whether designed in or encountered at large), can often be dealt
with more effectively by understanding their structure and designing specifi-
cally targeted countermeasures. To take one important example, the self-
interference created by multipath propagation has a definable structure—in
theoretical parlance, it is non-Gaussian—which can be exploited against it.
We know, for instance, that multipath-induced fades have a narrow fre-
quency characteristic. If the transmitted signal can be expanded so that it
occupies a larger frequency bandwidth than the bandwidth of the fade, the
effects of multipath self-interference will be reduced.12

This approach is controversial. As we shall see later in this chapter, a
disagreement in principle exists between those who view noise as the worst
enemy of a communications system (essentially because it cannot be pre-
dicted) and those who view noise as “the most benign [form] of interference”
[7, p. 229] or, to put it another way, between those who view the structure of
non-Gaussian interference as the key to neutralizing it completely and those
who would prefer to remove its structure and convert it into a structureless
noise-like signal, and attack it with classical antinoise countermeasures.
This debate has been largely resolved in favor of the latter camp (although
there are still strong advocates of the minority view). We return to this
debate in Section 4.5.

Increasing wireless capacity dramatically will require such conceptual
boldness—to tame, and manage interference in its the various manifesta-
tions. Smart countermeasures have proliferated during the past 20 years or
so into a cookbook of techniques employed opportunistically until now; with
third-generation systems, we will see a more integrated design strategy.

These techniques can be divided into three broad categories:

1. Signal hardening techniques: These are countermeasures designed
to increase the resistance of the transmitted signal to specific
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12. This is, of course, one of the principles underlying spread spectrum architectures, as
we shall discuss later in this chapter and in greater detail in Chapter 8.



forms of interference, allowing a reduction in the buffering
required (Section 4.2 and Chapter 5).

2. Signal shaping techniques: These countermeasures are intended to
reduce the profile of the transmitted signal, without compromising
its information-bearing properties, so that all the signals in the sys-
tem create less overall interference to one another (Section 4.3).

3. Signal recovery techniques: These techniques are applied typically
by the receiver to clean up and restore a damaged signal, which
again allows the transmission to absorb a higher level of interfer-
ence and reduces the buffering requirements (Section 4.4 and
Chapter 7).

All of these techniques point the way toward architectures that allow
for signals to be packed much more densely in the STF communications
space. Buffers are reduced, and the proportion of the space actually used for
transmitting user traffic can increase. These techniques can also be applied,
in many cases, without abandoning—conceptually—the goal of orthogonality.

However, at some point the whole frame of reference shifts, from
orthogonality to something different. We are now seeing the emergence of the
first truly unified approaches based on designing systems incorporating such
countermeasures in a comprehensive, interlocking manner. These are the sys-
tems that we refer to as true post-Shannon architectures. Abstracting from
the ad hoc successes of specific techniques, these architectures are based on
the conscious understanding of a new set of design principles (Section 4.5
and Chapter 8).

4.2 Signal Hardening Techniques

Any signal has a certain threshold in terms of its SIR—its relative strength
compared to an interfering signal—which it needs in order to provide
acceptable quality at the receiver. Once such a criterion is defined, it dic-
tates the amount of buffering that will be required to ensure orthogonality.

For example, Lee defines the SIR criterion for analog cellular (AMPS)
as 18 dB.13 From this “magic number,” he derives a reuse pattern (the
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13. In other words, the signal needs to be approximately 90 times stronger than the in-
terference. This criterion is set, perhaps somewhat dubiously, on the basis that “nor-
mal cellular practice is to specify SIR to be 18 dB or higher based on subjective tests



S-buffer requirement), the adjacent-channel interference requirement, the
need for channel skipping (the F-buffer), and many other features of the
wireless network configuration.14 Obviously, if the 18-dB threshold could be
lowered—that is, if the signal can be processed by the transmitter so that it
can tolerate a higher level of interference—the buffering requirements could
be reduced and, hence, capacity gained. If the signal could be suitably hard-
ened to withstand interference levels corresponding to an SIR criterion of,
say, 10 dB to 12 dB instead of 18 dB, the reuse factor could be reduced for
S-buffering from N = 7 to N = 4 or N = 3.15

There is an expanding portfolio of apparently disparate techniques that
promise such gains. Chapter 5 offers a more detailed catalog; however, cer-
tain basic categories of signal hardening countermeasures stand out, includ-
ing error correction, diversity techniques, and (partially overlapping both
categories) convolutional techniques. Let us touch on these briefly.

4.2.1 Error Correction (Channel Coding)

A straightforward method of hardening the signal is to add redundant infor-
mation to the transmission that allows the receiver to detect and correct
channel-induced transmission errors. Many different coding techniques are
available, but all have the effect of (1) expanding the size of the total infor-
mation payload, typically by 50% or more for robust methods, and (2)
improving the SNR and SIR performance (although the specific benefits
vary depending on the type of scheme employed). Thus, the “size” of the
transmitted signal is increased, but the size of the buffers needed is reduced,
allowing signals to be packed together more densely.

The payoff from a well-designed error correction code can be quite sig-
nificant. Some channel-coding systems are capable of achieving gains of up
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and the criterion that 75 percent of the users say voice quality is ‘good’ or ‘excellent’
in 90 percent of the total covered area on a flat terrain” [6, p. 50]. Note also that, as
mentioned earlier, the quality criterion from which this number is derived reflects a
very relaxed concept of “acceptable service” that is probably only appropriate in the
early stages of development of the cellular industry ([6] was published in 1986, just
2 years after the launch of cellular in the United States). A more demanding quality
standard would push the required SIR up, perhaps significantly.

14. For example, in another article Lee [8] argues that a sectorized base station configu-
ration can be deployed to gain approximately 2 dB of improvement—at the cost of
tripling the RF infrastructure hardware, it may be noted.

15. These numbers are speculative, although they have been promulgated in the litera-
ture (e.g., [5], Table II, p. 329).



to 8 dB to 10 dB compared to uncoded transmissions; one of the most recent
families of coding techniques, known as turbo codes, has been able to attain
performance within a fraction of a decibel of the so-called “Shannon limit,”
achieving error rates of 10–5 at Eb/N0 values of less than 1 dB [9]. These are
truly impressive gains, which could be translated into drastically reduced
buffering requirements in an orthogonal system.

4.2.2 Diversity Techniques

Unlike noise, which forms a constant background, the effects of interfer-
ence are often concentrated in time, frequency, and space—severe at some
locations, some frequencies, some periods, and not at others. To illustrate,
let us consider the well-studied spatial distribution of multipath-induced
fades.

For a given transmission channel (defined by a transmitter, a receiver,
a frequency, and a propagation environment), multipath fades are distrib-
uted in space like radio “holes” where the amplitude of the received signal
drops due to self-cancellation of multiple phase-shifted images of the same
signal propagated along different paths. These holes have varying depths
(measured in terms of the amount of signal cancellation) and are scattered
throughout the physical environment. The relationship between the number
of these holes and the depth of the holes is described by propagation engi-
neers as meeting a particular statistical distribution pattern, known as a Ray-
leigh distribution (named for the nineteenth-century English physicist, John
William Strutt, later the Baron of Rayleigh). Essentially, the deeper the fade,
the less frequently it is encountered.16

We can view these holes as a semifixed feature of the channel. (The
positions of the holes will change over time as reflectors change their posi-
tions, but since most reflectors are fixed, the distribution of the fades can be
seen as spatially stable over short periods of time.) Thus, the time-varying
phenomenon of “fast fading” is created by the movement of the
receiver—and specifically, the receiver’s antenna—through this fixed field of
radio holes of differing depths. Given the mobile receiver’s speed, the spatial
distribution of the fades translates into a temporal rate of fading: “At a trans-
mission frequency of 840 MHz, a mobile receiver traveling 30 mi/h through
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16. “It is well-known that the envelope of the field strength seen by a mobile antenna
obeys a Rayleigh distribution.... In such a distribution, fades of 10 dB or more below
the [average] value of the envelope occur 10 percent of the time, 20 dB 1 percent of
the time, 30 dB 0.1 percent of the time, and so on” [10].



[a Rayleigh-distributed fading environment] would expect 10 dB or greater
fades 30 times per second, 20 dB fades 10 times per second, [30 dB fades
once a second], and so on” [10, p. 81].

How large are these holes? This depends on the frequency and wave-
length of the transmission. In general, however, if the antenna is located in a
fade, and it then moves by a distance equal to half the wavelength, it will
most likely have exited the fade and returned to a more normal signal level.
In the 800- to 900-MHz region, the wavelength is about 1 foot (30 cm).
Therefore, if a cellular antenna located in a fade is moved about 6 inches in
any direction, it will probably emerge from the fade; or, to put it another
way—if we have two antennas separated by 6 inches or so, the likelihood
that they will both be in a fade of a given depth is much less than the chance
that one antenna will be in such a fade. More specifically, “the probability of
simultaneous fades of 20 dB or more from two such antennas is 0.01 per-
cent, whereas it is 1 percent in each antenna individually” [10, p. 81].

In other words, we can improve the received signal quality signifi-
cantly—by 10 dB in this simple case—if we have two appropriately sepa-
rated antennas and the ability to select the better one at any given instant.
Both antennas are experiencing the classical Rayleigh distribution of fades,
but the statistics for each antenna are independent of and uncorrelated with
the other. Thus, a selection scheme should realize a better average signal
and a much lower frequency of really deep fades (Figure 4.3).

This concept of using more than one antenna has gained the name
space diversity in the literature.17 The use of two antennas is referred to as
two-branch space diversity. The generalization of the concept speaks of
M-branch diversity, and researchers have studied the improvement in signal
quality resulting from 2, 3, 4, 6, and higher values of M. In practical terms,
even two-branch diversity may be difficult to deploy (consumers tend to
resist multiple antennas, although the idea is gaining greater acceptance).

We return to our discussion of diversity systems in detail in Chapter 5.
The principle is fairly clear: By sampling the signal more than once, from
appropriately separated points in space, and in some way selecting or com-
bining the samples to maximize the signal quality, we can begin to bypass
the Rayleigh statistics and return to a much more averaged signal. We can
avoid the deep fades that wreak havoc with the transmission, and we can
improve the overall SNR by many decibels.
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17. This is admittedly an odd locution, but it has become entrenched and we shall use
it. It also allows us to generalize the term diversity to characterize similarly motivated
techniques in other dimensions (F and T).



The distance that it is necessary to separate the two antennas in order
to obtain uncorrelated multipath fading in the two samples of the same sig-
nal is defined, as noted, by the wavelength, and is sometimes called the
coherence distance. If two S-samples of the signal are taken from points less
than the coherence distance apart, they will show partially correlated fading
statistics. If separated by more than the coherence distance, they will show
uncorrelated fading statistics. To realize the benefits of diversity, the ability
to achieve the required separation is paramount.

Space diversity seems to be an obvious countermeasure, easy to imple-
ment, and with no apparent penalty in capacity. It can be applied by the
receiver without necessarily involving the transmitter. This might not seem
to fit with the notion of signal hardening, which implies that some action is
taken by the transmitter as it prepares the signal for transmission. For simple
space diversity, this is true. However, the full exploitation of the potential for
S-diversity will involve the transmitter as well as the receiver (Chapters 5
and 8).

Are there other forms of diversity?
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The coherence distance describes the strength of the received signal if
we hold F and T constant and plot the signal against changes in the
S-dimension. What happens if we hold S and T constant, and evaluate the
changes in received signal level as a function of frequency (F)? We find
indeed that a similar phenomenon emerges. At a given point in space, the
fading level is not the same for all frequencies. The signal may be in a deep
fade at one frequency, but not at a different frequency. We can map the size
of the multipath fade in the frequency domain, and we discover that such
fades are typically rather narrow (Figure 4.4). At 805.0 MHz we may see a
deep fade, but at 806.0 MHz there may be no fade at all (relative to the aver-
age received signal level). For this reason, multipath fading is sometimes
referred to as being frequency selective [11].

Thus, we can also define a coherence frequency bandwidth, such that
two samples of a signal from different frequencies separated by more than
the coherence bandwidth will show uncorrelated fading statistics. Obtaining
two or more such samples would constitute, by analogy, frequency diversity.
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It may be less apparent how to make use of this, because it would seem that
transmitting the signal on more than one frequency would be wasteful of
capacity and perhaps hard to implement in the radio system. However, as we
shall see, several methods are available for doing just that and they are actu-
ally in use in commercially deployed systems. Perhaps the most straightfor-
ward approach, at least conceptually, is an approach called fast frequency
hopping (Figure 4.5).

Let us imagine a system in which the information symbols to be trans-
mitted are being generated at some reasonably modest rate, say, 800 per sec-
ond, such that each symbol has a duration of 1.25 ms. Let us assume that
instead of transmitting the symbol over just one frequency, the transmitter
has the ability to divide each symbol into 10 “pieces” (which may be simply
10 copies of the same value) and to transmit each copy over a different fre-
quency, hopping rapidly between them, such that the dwell time on each
frequency is only 125 µs or so. The receiver possesses the same hopping
sequence as the transmitter and, therefore, is able to collect all 10 copies
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from the various different channels. Now if the channels are selected such
that the different frequencies are more widely separated than the coherence
frequency bandwidth, then even if fading affects some of the transmitted
“hops” it will almost certainly not affect all of them. If the receiver needs
only, say, seven good samples to construct the received symbol, then we
have created a stronger signal with significant frequency diversity.18

Figure 4.6 is drawn from an analysis of second-generation digital cellu-
lar systems such as GSM and IS-54. It projects a gain of 3 dB or more from
antenna diversity and an additional 2 dB from a form of frequency diversity
built into the GSM specification. These numbers are modest, and admit-
tedly somewhat speculative, but they show that a signal that is constructed
for diversity can withstand substantially more interference (up to 10 times as
much) compared to a signal without diversity.

Finally, we note that the same phenomenon exists in the time domain
(although characterizing it is more complex; we defer the presentation in
detail until Chapter 5). There is indeed a coherence time for multipath sig-
nals, and systems that can derive multiple samples of the same signal from
sampling instants separated by more than the coherence time can achieve
the same sort of benefit from time diversity as we have seen from space
diversity and frequency diversity.

Creating diversity in one or more of the basic signal dimensions is thus
another way of hardening the signal against the effects of interference (espe-
cially multipath), which are definably concentrated in space, frequency, and
time.

4.2.3 Convolutional Techniques

The third approach is based on the idea of strengthening the signal by “weav-
ing” the individual symbol elements together into a new and stronger signal
fabric. Traditionally, digital systems were designed to transmit, receive, and
decode each symbol independently, one at a time. Convolution, from the
Latin for “braided” or “twisted together,” refers to a process of deliberately
overlapping the transmitted information symbols to construct a new com-
posite signal; just as a braided rope is stronger than the fibers from which it
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18. Even from this example, it is not obvious how the capacity penalty of F-diversity is
avoided or mitigated. We take up this issue in the next chapter. The reader may in-
tuit, however, that if not all F-samples are needed, there is room for sharing of the
total resource by multiple users.



is constructed, so a convolved signal can deliver superior interference resis-
tance than a normal signal.

For example, during the past 30 years, the field of error correction has
been dominated to a degree by a family of techniques referred to as convolu-
tional codes. The basic idea is that a sequence of information symbols is
passed through a convolutional process, which weaves them together to cre-
ate a new sequence in which the information content of each original ele-
ment has been blended through the entire sequence (or a significant portion
of it). This involves expanding each information symbol out over several sym-
bol time periods and overlapping these expanded symbols such that now the
signal that is actually transmitted at a given moment in time (clock cycle)
contains some data from a number of previous clock cycles (Figure 4.7).
Each information symbol that is input to the convolutional process partially
influences the value of a number of output symbols. Every output symbol is
composed of elements of a number of input symbols blended together. The
result is a very powerful code that is stronger bit for bit than nonconvolu-
tional codes in many channels.19

The conceptual implications are complex. A common way to look at
convolution is as a form of time diversity.20 The signal is expanded in such a
way that the effects of the noise are averaged. Other authors speak of
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convolutional techniques as a way to endow the signal with “memory.”21 That
is, the probability of correctly decoding a given symbol is linked with the
probability of having correctly decoded a certain number of previous sym-
bols. We can in a sense leverage a generally clean sequence of decoded sym-
bols to assist in decoding the occasional corrupted symbol. Only an “unlikely”
sequence of errors can really lead to an incorrectly decoded symbol.22

Beyond this, however, there is the telling parallelism between convolu-
tional processes, which strengthen a signal, and interference itself. Both
involve a blending of two signals such that the resulting signal at the receiver
is a composite of both of them. Some have even equated the two, termino-
logically at least:

The samples are perturbed both by noise and by neighboring [samples].
The latter effect is called intersymbol interference. Sometimes intersym-
bol interference is introduced deliberately... [emphasis added] in so-called
partial-response systems. [14, p. 270]23
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19. “Convolutional codes... have been applied over the past decade to increase the effi-
ciency of numerous communication systems, where they invariably outperform block
codes of the same order of complexity” [12, p. 751].

20. Referring to a particular convolutional encoding process with a constraint length K =
7, Berlekamp et al. comment that “a particular bit of user data affects the output for
seven clock cycles; the encoder is adding time diversity” [13, p. 44].

21. Referring to continuous phase FSK, a “convolved” modulation technique, Forney
writes that “the continuity of the phase introduces memory into the modulation pro-
cess; i.e., it makes the signal actually transmitted in the kth interval dependent upon
previous signals” [14, p. 270].

22. Of course, such a sequence of errors is “unlikely” only as long as the perturbations of
the channel are noise-like—random, uncorrelated from symbol to symbol. If the per-
turbations are the result of structured interference, then bursts of errors in a con-
tinuous sequence become a real issue, and can cause havoc for some kinds of
convolutional systems. See Chapter 5.

23. Blahut makes very similar comments, laced with somewhat the same sense of be-
musement, in his book Digital Transmission of Information: “Rather than modulate one
data symbol at a time into the channel waveform, it is possible to modulate the entire
data stream as an interlocked unit into the channel waveform. The resulting waveform
may include symbol interdependence that is similar to intersymbol interference but is
created intentionally.... We can start out thinking of interdependence in a sequence as
unintentional intersymbol interference, but once we have developed good methods for
demodulating sequences, we will be comfortable introducing intersymbol interference
intentionally to improve performance [emphasis added] [15, p. 139].



What a bizarre proposition! It points toward a deeper truth about the
nature of communications, which only emerges openly once we leave the
pre-Shannon world of strict orthogonality behind altogether. Managing
interference and managing the signal itself are correlated tasks, and the best
way to fight interference is often to create interference (or something very,
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very similar). The best way to combat noise may be to become noise—but
that is getting ahead of our story.

4.3 Signal Shaping Techniques

In military combat, or in the Darwinian struggle of the species, armor is only
one of the strategies for surviving a hostile environment—and not always the
best one. The knights of the late Middle Ages eventually discovered—like
the tortoises of the Galápagos—that full-body armor ultimately creates its
own vulnerabilities. Even the best error correction codes today can often be
undone by specific, unanticipated error patterns.24 Moreover, the cost (in
terms of processing, hardware, and bandwidth) of achieving successive
improvements in coding tends to become a game of diminishing returns.
Even heavily coded systems often perform more poorly under certain chan-
nel conditions than do uncoded signals.25

Most graphs of “coded versus uncoded” bit error performance will
show that the coded signals exhibit worse performance usually under condi-
tions of very high channel error rates, which is often where the wireless
channel is being required to operate. Like the knights in armor, heavy coding
is favored in a relatively orderly environment (low channel errors); but when
the mêlée became more chaotic, those slow-moving steel-plated tortoises
were vulnerable to fleeter, less encumbered warriors, and so, by analogy, the
armored-plated codes of today’s elaborate signaling systems may be vulner-
able precisely when they are most needed.

Another approach is that of stealth. Keeping a low profile, combined
with precise targeting, can often be just as effective as adding extra layers of
protection. In signaling terms, this means reducing the amount of signal
energy that has to be transmitted in order to actually carry the information
from point A to point B. The shaping and profile reduction of wireless sig-
nals has a long history. The very first wireless communications systems were
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24. Convolutional codes, though powerful, are in some cases vulnerable to bursts of er-
rors that “poison” the decoder, causing errors to propagate and even “kill” the de-
coder by forcing it into an unrecoverable state. For example: “A finite number of
channel errors can cause an infinite number of decoding errors. This situation... is
known as catastrophic error propagation....” [16, p. 59].

25. “At sufficiently low signal-to-noise ratios, one may observe that the coding gain actu-
ally becomes negative. This thresholding phenomenon is common to all coding
schemes. There will always exist a signal-to-noise ratio at which the code loses its ef-
fectiveness and actually makes the situation worse” [17, p. 35].



based on spark telegraphy, which used a huge, essentially uncontrolled
bandwidth, such that two transmitters attempting to operate in the same
area would jam each other.26 To solve this problem, it was necessary (over
time) to move toward much more efficient technology based on carrier trans-
mission, which uses a continuous radio wave that is fairly well contained (in
the F-domain) to carry the information signal (modulated onto the carrier by
means of either amplitude modulation or frequency modulation). This
allowed the creation of channelized communication systems, to enable mul-
tiple users to begin to share the limited spectrum.

If we can find a way to reduce the amount of information that must be
transmitted relative to a defined message, or to reduce the amount of RF
energy that is needed to carry the information, and especially if we can
reduce the amount of nonessential, wasted energy that is also transmitted
along with the information, we can reduce the profile of the signal. If all sig-
nals in the system are slimmed down, less mutual interference occurs. There
is more room in the communications space for additional signals to be
packed in more tightly. We can create capacity.

A variety of strategies are available for signal shaping, described briefly
here and in more detail in Chapter 6.

4.3.1 Compression: Source Coding

Shannon’s invention of a mathematical theory of communication eventually
divided into two formal disciplines, which, although twinned, have gone
largely their separate ways. The study of the physical channel and of error
management strategies has developed under the heading of channel coding,
while the characterization of the statistical properties of the message—the
sequences of information-bearing symbols to be transmitted—has developed
under the heading of source coding.27 Superficially, these disciplines have
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26. The first commercial use of radio, at least in the United States, was the competition
between Marconi and De Forest to provide real-time reports of the progress of the
competitors in the America’s Cup races being held off New York in 1901. The wire-
less telegraphers set up contracts with on-shore news services, and then sailed out in
their own vessels to cover the race as it unfolded far from shore. Unfortunately, the
two competitors discovered that they could not both reliably transmit reports simulta-
neously—perhaps the earliest commercial recognition of the need for orthogonality.

27. It is interesting—and sometimes confusing—that each field claims the family name
coding theory for its own. Whenever one encounters a definitive statement about the
nature of “coding” it is necessary to first ascertain which camp is holding forth in or-
der to fully parse the proffered observations.



opposite aims. Channel coding would appear to be all about finding creative
ways to add redundancy to the signal, to protect it against channel errors.
Source coding, on the other hand, has to do with finding ways to eliminate
redundancy from the signal without losing (essential) information.28 Channel
coding expands the signal. Source coding compresses the signal.

Today source coding encompasses a very diverse set of technologies,
grouped according to the nature of the source (voice, video, still images, digi-
tal data, and English text). Many sources generate signals with very high lev-
els of inherent redundancy; there is thus a lot of capacity to be gained from
finding smarter ways to compress the redundancy out of the signal before
passing it to the transmitter. In the case of voice coding, the bit rate required
for a toll-quality voice transmission has fallen during the past 30 years from
64 Kbps to something around one-tenth of that rate. Other source compres-
sion techniques have shown similar progress. While it may be that most of
the gains have already been realized, it is likely that in some areas there are
still substantial gains to be expected in the next several years (as discussed in
more detail in Chapter 6).

4.3.2 Baseband Shaping

Another field with quite a long history is the study of methods for shaping
the actual pulses used to build the digital bit sequence (in digital systems).
The impulse response of a channel—that is, the output of the channel in
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28. One might regard the strict separation of these disciplines as counterintuitive; it
would seem that two operations proceeding in opposite directions might benefit
from a coordinated meta-strategy of the sort that was articulated (with excellent re-
sults) for blending the design of channel coding and modulation techniques that led
to trellis coding (see Chapter 5). However, strict separation has been the rule, and
the rule has been defended in principle (although the principle is not entirely clear)
by many of the leading theorists. See [7, p. 34] where indeed this separation princi-
ple is formulated as one of the lessons referred to in the title: “Completely separate
techniques for digital source compression from those for channel transmission, even
though the first removes redundancy and the second inserts it.” It is that “even
though” that makes me wonder if we shall always regard this as true. I have the im-
pression that what we tend to regard as “redundancy” in the source signal can, from
another perspective, be regarded as the channel coding that was designed in by the
source for the original transmission channel (for example, the redundancies in
speech may be, in part, a form of channel coding for the acoustic channel within
which speech originates). If so, I would expect that eventually it might be possible to
adopt a higher level of abstraction and to address the possibility of coordinating the
two strategies for even higher gains.



response to an input pulse—will tend to spread in time (and/or frequency)
beyond the sampling instant. Shaping the input pulse so as to minimize the
propagation of unnecessary and harmful reverberations in the channel was
originally studied by Nyquist [18] in connection with telegraphy. The design
of time–frequency pulses has become quite sophisticated. Substantial bene-
fits are to be gained. Pulse shaping is the best place to control intersymbol
interference, for example.

4.3.3 Spectrum Shaping

The same principle applies in the shaping of the radio transmission, espe-
cially in the frequency domain. Typically, the RF signal spreads into adja-
cent bands, causing interference in adjacent channels or communications
subspaces. Design choices can mitigate this unwanted signal spreading. For
example, different types of modulation schemes generate different amounts
of adjacent-channel interference at the same power level (Figure 4.8).
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There are other ways to reduce the profile of the transmitted radio
signal, some of them quite straightforward. For example, most first- and
second-generation wireless systems employ some form of power control,
implemented through a feedback principle of some sort, to enable the trans-
mitter to reduce its power output to the level actually required by the
receiver. The difference between maximum power and necessary power in
many circumstances is to be counted in many tens of decibels, which sug-
gests that a great deal of interfering signal energy can be suppressed. In
Chapter 6 we will review a number of these strategies in more detail.

4.3.4 Beam Forming: Smart Antennas

One of the newest fields involved in the shaping of wireless signals to reduce
the interference profile is based on the use of so-called “smart antenna”
technologies that can focus the transmission (or the reception) along a nar-
row beam. In principle, huge gains could be realized, both in terms of
reduced interference and dramatically better frequency reuse. Indeed,
whereas source coding and the other techniques described here are all rela-
tively mature, the spatial domain is only beginning to be exploited. There is
reason to believe that some of the greatest gains in system capacity still to
come in the wireless industry will come from the deployment of beam-
forming antenna systems.

4.4 Signal Recovery

Another family of innovative techniques focuses on different ways of repair-
ing the damaged signal after it has reached the receiver. Error correction is
an obvious example, which we have considered as a two-ended process: The
correction information is encoded at the transmitter and decoded at the
receiver, and as such it has a cost in transmission bandwidth. Other tech-
niques are embodied mainly in receiver processing steps that do not impose
a bandwidth penalty (or not very much of one).

In one way or another, these techniques are based on the information
theoretic idea that if an interfering signal has structure (i.e., it is not noise-
like), this structure can be discovered, and predicted, and the interfering sig-
nal can then be subtracted from the received waveform. This involves ana-
lyzing the received signal into its elements—the desired signal, plus the
interfering signal(s)—and this analysis can be done offline at the receiver if
we have enough processing power to do it quickly enough. Indeed, many of
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these techniques can be applied independently at the receiver, and can be
implemented without requiring changes in the transmission format or the
transmitter hardware and software. This makes them in some cases espe-
cially attractive for obtaining capacity improvements in existing networks.
The generic term that is sometimes applied to these techniques is interfer-
ence cancellation.

4.4.1 Cancellation of T-Interference (I): Equalization

Historically, the first interference cancellation technique to be deployed
commercially addressed the pervasive phenomenon of ISI in digital signals.
ISI occurs when individual symbol pulses tend to run together due to (1) the
spreading inherent in the impulse response of the system and (2) additional
distortions or attenuations introduced by the channel (e.g., multipath is one
of the channel phenomena that can cause or exacerbate ISI).

The concept of equalization—the invention of which in the 1960s I
regard as one of the most ingenious examples of a new design principle in
the history of telecommunications—can now be stated with almost decep-
tive simplicity. The transmitter sends a known sequence of digital symbols to
the receiver, and the receiver then compares the received waveform, which
includes the distortion introduced by the channel, with what it knows the
sequence to have been. From this comparison, the receiver can infer the
adjustments necessary to restore the signal to its original form. By applying
these same adjustments to the received signal containing the user data
(which it does not know in advance), the receiver can cancel the distortion
induced by the channel, and remove the intersymbol interference. Except
for sending the training sequence, the transmitter does not participate in the
equalization process,29 nor does it use up channel capacity.30

4.4.2 Cancellation of T-Interference (II): Multipath Combining

A more radical concept of signal grooming in the time domain has recently
emerged in certain spread spectrum architectures. Such systems employ
superfast signaling rates (compared to second-generation digital TDMA sys-
tems). The basic signal element in a direct-sequence spread spectrum sys-
tem is called a chip, and the chip rate is often many megabits per second.
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29. Indeed, some schemes propose so-called “blind equalization,” in which there is not
even a training sequence. See Chapter 7.

30. If an equalization pilot is required, then some channel capacity is lost. See Chapter 7.



Each chip duration is less than 1 µs, which means that different multipath
images of the chip, which are typically separated by at least several micro-
seconds, appear not as blurring of a single symbol image, but as relatively
distinct images of the same symbol (Figure 4.9).

This raises the novel possibility of combining the different images
resulting from the different “rays” of the multipath signal. They are com-
bined constructively (“coherently”) to maximize the signal energy presented
to the digital detection circuitry. Receivers have been developed to do just
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this, and the CDMA community now speaks of multipath combining, and
even multipath diversity, as positive attributes of the CDMA architecture.
The most destructive of all forms of wireless interference—multipath-
induced self-interference—is neutralized, and even turned to advantage by
this innovative receiver processing technology.31

4.4.3 Cancellation of S-Interference: Spatially Selective Receivers

Another approach to interference cancellation is to isolate the desired signal
directionally with a steerable beam-forming receiving antenna (at the base
station). Instead of accepting signal energy from all directions, the receiving
antenna focuses its receiving beam narrowly and aims it at the transmitting
mobile unit. A potentially interfering mobile unit transmitting from a differ-
ent direction will be cancelled passively by the directional characteristics of
the antenna.

Several different architectures are based on spatial processing technol-
ogy—some for both transmitting and receiving base station antennas
(addressing both the uplink and the downlink) and some for the uplink only.
Some systems rely on steerable beams, while others use multiple fixed beams
with handoff between beams.

4.5 Beyond Orthogonality: Convolved Wireless Architectures
and Design Principles

The techniques described in this chapter have emerged piecemeal during the
past 30 years and have been applied, here and there, sometimes as ad hoc
solutions to particular problems, sometimes built into a more comprehensive
transmission format. For example, GSM (a second-generation standard)
incorporates technology elements such as equalization, frequency hopping
(for diversity), error correction coding, power control, low-bit-rate voice cod-
ing, and low profile modulation [like minimum shift keying (MSK)] [5, 21].
However, the overall model of a wireless communications system has
remained committed to the principle of orthogonal design. Even in sophisti-
cated second-generation systems like GSM, the application of signal harden-
ing and signal shaping techniques is still focused on buttressing the essential
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31. For an early and balanced presentation of multipath combining, see [20]. For other
references on multipath combining, see Chapter 8.



orthogonality of the system. Individual signals are intended to be kept apart,
buffered, and to occupy unique subspaces in the STF framework.

The required conceptual leap beyond orthongonality develops from a
perhaps unexpected direction: electronic warfare. In commercial applications
of wireless, the concern for capacity that is the hallmark of post-Shannon
thinking has developed relatively recently. However, in many military appli-
cations, an even more pressing problem has forced the designers of battle-
field communications systems to embrace Shannon concepts much earlier
and much more comprehensively: the problem of jamming.

Since World War II it has been recognized that modern military opera-
tions are vitally dependent on communications links, especially wireless
communications. The modern doctrines of command and control assume a
fully integrated communications capability. The smarter the weapons sys-
tems become, the greater the importance of the communications link. If we
can jam the enemy’s communications, we can gain an the advantage. By the
same token, we must protect the integrity of our own communications links,
in the face of aggressive attempts to disrupt them.

Electronic warfare (EW) has become a powerful technology driver.
Jamming techniques have been matched by antijamming countermeasures,
and systems have been designed that are capable of withstanding huge
amounts of interference—not just accidental signal spillover, but hostile
jamming signals that are intentionally designed to be as destructive as possi-
ble. At the same time, EW has encouraged the development of extremely
stealthy communications technologies, capable of hiding the information
signal deep in the noise background.

To achieve these challenging goals, EW systems designers had to take
the principles of signal hardening, shaping, and so forth to a new level. They
had to begin to think through the entire communications architecture from
the post-Shannon perspective, and to design their countermeasures compre-
hensively, upfront (not as add-on enhancements). They had to discover how
to mutually reinforce one set of techniques with another, so that the inter-
ference resistance became multiplicative (instead of merely additive).

This led to the abandonment of strict orthogonality. Keeping signals
apart from the interference is no longer possible in the jamming scenario,
and ordinary countermeasures are of little avail. Even a well-buttressed
orthogonal system like GSM still presents an easy target for disruption. As
jamming itself became a developed science, trying to maintain orthogonality
was more and more like trying to swim without getting wet.

A new set of communications architectures are beginning to make
their way into the commercial sphere. These nonorthogonal architectures

Third Generation Systems: Physical Layer Technology Strategies 119



begin from the idea that interference resistance should be designed in to the
signal from the start. In Chapter 8, we will review some of these designs, but
first let us try to formulate the “lessons learned” at the level of the counter-
measures, which become the design principles at the systems level.

4.5.1 Signal Spreading

Multipath-induced self-interference (fast fading) is arguably the most perni-
cious form of signal corruption introduced by the wireless channel (jamming
aside). Unlike other forms of interference originating from other transmis-
sions, which can, in principle, be controlled or buffered, self-interference
arises from the physical propagation of the desired signal itself. However,
multipath fades are narrow, in the dimensions of space and frequency. The
parameters known as the coherence distance and the coherence bandwidth
allow us to state, probabilistically, the boundaries of the typical fade in the
S- and F-dimensions. Moreover, although fades are not viewed as changing
rapidly in time, the passage of a mobile receiver through the received signal
field introduces in effect a coherence time value as well (as a function of the
average speed of the mobile).

These coherence values—Scoh, Tcoh, and Fcoh—define the size of the
(typical) fade, in space, time, and frequency, respectively.32 [Note that the
coherence time is defined by the coherence distance and the vehicle speed
for the case of a single-antenna receiver. In other words, for single-antenna
receivers, we could use either Scoh or Tcoh to define (with Fcoh) a two-
dimensional characterization of the fade. However, if multiple antennas are
employed, then the Scoh parameter is relevant to determining the joint prob-
ability of a fade for both branches, and Tcoh is relevant for determining the
length of time that either of the branches will remain in a fade. Thus, with-
out promoting a specific formalism, the notion that there are indeed three
relevant dimensions for the diversity analysis (and not just two, collapsing T
and S) can be sustained for purposes of this discussion.]

If the fade thus has a definable physical extent in S, T, and F, it is pos-
sible to conceive of a designing a signal that is larger than this in terms of the
STF dimensions. If the signal is only somewhat larger, the fade will still
destroy most of the signal. If we can find a way to make the signal signifi-
cantly larger in any or all three of the primary signal dimensions than the
coherence boundaries of the typical fade, we can see intuitively that more
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32. I am following here the treatment of diversity and signal spreading introduced by
Jung, Baier, and Steil [22].



and more of the signal will get through relative to the diminishing fixed per-
centage that has been lost in the fade (Figure 4.10).
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This is the first system-level design principle for a nonorthogonal archi-
tecture: to spread the signal so that it occupies a larger dimension of F than
Fcoh, a larger dimension of T than Tcoh, and/or a larger dimension of S than
Scoh. Actually, the transmitter naturally produces a signal larger than Scoh, so
the only real design issue is at the receiver. If we want to take advantage of
an S-spread signal, we have to employ an appropriate antenna diversity sys-
tem. For both F-spreading and T-spreading, some specific steps must be
taken at the transmitter to prepare (spread) the signal, and other steps must
be taken by the receiver to collect or sample the spread signal over the larger
signal space.

This is clearly a generalization from the diversity techniques discussed
earlier in the chapter. The signal is sampled at several locations along one or
more of these primary signal dimensions; the sampling locations are sepa-
rated by a dimensional distance greater than the coherence value of that
dimension. This architectural principle is being incorporated in much of the
thinking underlying third-generation wireless systems.

The notion of signal spreading suggests, of course, the concept of
spread spectrum, which is much in vogue. The technology of spread spec-
trum has a venerable history reaching back now more than 50 years, and it
has been the hallmark of military antijamming strategies for decades. The
introduction of spread spectrum into the commercial sphere of wireless
occasioned an earthquake in the industry in the early 1990s, because sud-
denly everyone was choosing sides in the CDMA versus TDMA debates. We
are still feeling the aftershocks, although by now it is clear that both systems
will survive and grow. However, in one respect CDMA has prevailed: Philo-
sophically, it has redefined the goals of wireless communications away from
orthogonality, and toward more and more nonorthogonal systems.33 Today
even the TDMA camp is active in developing and implementing techniques
that allow for greater use of nonorthogonal signals, or at least partially
orthogonal signals.34
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33. As a TDMA partisan, it has taken me a long time to reach the point of acknowledg-
ing this.

34. The scale between fully orthogonal signals and fully nonorthogonal signals corre-
sponds (I would argue) to the gradual compression and eventually the elimination of
the STF buffers. Certainly, the leap to true direct-sequence CDMA is a revolution
insofar as it eliminates all three buffers at once and replaces them with a coded,
convolutional signal space. Because TDMA systems allow for partial signal overlap,
and/or drastically reduced STF buffering, it may be appropriate to refer to them as
quasi-orthogonal systems (or, perhaps more appropriately, as quasi-nonorthogonal
systems). At some point, of course, the issue is less about terminology than about



We will examine so-called spread spectrum architectures in Chapter 8,
but here I want to underline the fact that signal spreading per se is a more
comprehensive concept than spread spectrum (as it is often employed), and
the principles of signal spreading to enable systematic and powerful diversity
techniques can be used in service of system architectures that would not
normally be classified as spread spectrum systems.

4.5.2 Interference Averaging

The second general post-Shannon design principle to emerge is based on a
controversial proposition that the best way to manage interference is to find
a way to average its effects, to remove as much of its inherent structure as
possible, and to convert it into a noise-like signal.

This is closely connected with the diversity strategy, because one result
of diversity is the randomization of the source of interference. For example,
frequency hopping as a form of F-diversity will tend to expose a given signal
to interference from one particular interferer i1 on hop h1 and to different
interferer, i2 on hop h2. In a non-frequency-hopping system, two cochannel
users operating at the same time will tend to jam each other completely
unless buffered sufficiently in the S-dimension. Frequency hopping means
that such continuous jamming cannot develop between pairs of cochannel
users, and the statistics will work in favor of the system capacity by allowing
smaller S-buffers and closer spacing of the reuse pattern.

However, the more radical step—full interference averaging—is
implemented at a lower level of the signal architecture. Here, an effort is
made to completely eliminate the structure of the interferer and turn the
interference into noise (or something indistinguishable from noise). For
example, assume that an interferer produces a burst of errors—a cluster of
errors in a continuous sequence, in the time dimension (Figure 4.11). This
type of error cluster is often fatal to some powerful types of coders (espe-
cially convolutional coders), However, with a T-diversity technique known
as interleaving (see Chapter 5), we can spread those errors out over a longer
time frame. After interleaving (at the transmitter) and deinterleaving (at the
receiver), the errors appear to have a much more noise-like distribution. The
structure of the burst has been removed, and now we can employ a convolu-
tional decoder with soft decision processing.
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the communications philosophy, and it is in this sense that we can say that CDMA
has had a revolutionary impact on the whole industry, even those segments which
are nominally, and politically, non-CDMA.



Should we leave the structure in the interfering signal and use
structure-oriented countermeasures to cancel it, or should we put it all in
the blender, whip it to a fine consistency, and use noise-oriented counter-
measures to clean out the errors? The question is controversial. Some of the
most highly respected researchers have forthrightly denounced the
interference-averaging strategy on the grounds of high theory. For example,
Berlekamp et al. have stated the position so cogently that it is worth quoting
at length:
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out the rows for transmission

Burst of channel errors would
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in noninterleaved signals
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The same burst of channel errors now
affects the scrambled message quite
differently

Data losses are now scattered randomly across
the de-interleaved signal, allowing redundant
coding (here the normal redundancy of English)
to enable recovery of the lost information.
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Figure 4.11 Burst of errors produced by an interferer in the time domain and the
effects of interleaving.



A common argument is that codes can be interleaved so that un-
interleaved received data [i.e., the data as it appears after interleaving at
the transmitter and de-interleaving at the receiver] is more or less ran-
dom and, therefore, more or less optimal for the convolutional
decoder....

This argument is appealing but fallacious. In a very precise
information-theoretic sense, the very worst type of noise is random noise
[emphasis added]. If the noise has structure, the structure can be
exploited. In less high-brow terms, the effects of short interference
bursts on a telephone line disturb reception less than a constant level of
white noise. The reason for this is not profound. The receiver can locate
when a burst occurs and make good use of this location information. In
an interleaved code, the deinterleaver carefully tries to convert a less
damaging type of noise (bursts) into a more damaging type of noise (ran-
dom).... Interleaving is wrong on a philosophical level ... [13, p. 49]

Other authors writing from a relatively pure information theory per-
spective have forcefully supported this position. For example, it has been
argued that it can be proven that interference is—theoretically speak-
ing—utterly benign! This theoretical analysis of the “interference channel” is
restated in a paper from 1980:

The interference channel has two senders and two receivers. Sender 1
wishes to send information to receiver 1. He does not care what receiver
2 receives or understands [and vice versa]....

This channel has not been solved in general ... but remarkably, in
the case of high interference, [it has been] shown that the solution to
this channel is the same as if there were no interference whatsoever
[i.e., there is no loss of capacity due to interference!] To achieve this,
generate two codebooks ... each sender independently chooses a word
from his book and sends it.... The first receiver perfectly understands
the index of the second transmitter. He finds it by the usual technique
of looking for the closest codeword to his received signal. Once he finds
this signal, he subtracts it from his received waveform. Now there is a
clean channel between him and the sender. [23, pp. 29–30]

In a sense, this is nothing more than an extension of a very reasonable,
informal observation contained in one of Shannon’s earliest papers:

Noise and distortion may be differentiated on the basis that distortion is a
fixed operation applied to the signal, while noise involves statistical and
unpredictable perturbations. Distortion can, in principle, be corrected by
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applying the inverse operation, while a perturbation due to noise cannot
always be removed. [24, p. 31]

It is on the same grounds that Shannon later refers to white noise—the
most completely structureless type of noise that we can define—as the
“worst among all possible noises” [24, p. 40].

Yet Viterbi, one of the few contemporary scientific figures in this field
who speaks with comparable authority to Shannon, has called white noise
“the most benign of interference[s]” [7, p. 227]. Pursley, a leading authority
on frequency-hopping architectures, agrees that “interference is generally
much more disruptive than wideband noise” [25, p. 152]. Indeed, the practi-
cal consensus among engineers actually working on third-generation systems
today undoubtedly favors this position over Shannon’s. The strategy in prac-
tical CDMA systems being actually deployed today is to convert structured
interference into unstructured noise35 and to apply error correction and sig-
nal cleansing techniques that are powerfully optimized for white Gaussian
noise. As Viterbi elaborates:

In the presence of interference or jamming, intentional or otherwise,
the communicator, through signal processing at both transmitter and
receiver, can ensure that performance degradation due to interference
will be no worse than that caused by Gaussian noise at equivalent power
levels. [7, p. 228]

The immediate resolution of the contradiction is that there are oppo-
site, unstated assumptions underlying the two positions. The Shannon camp
assumes that “distortion [i.e., interference] can, in principle, be corrected by
applying the inverse operation.” The phrase “in principle” means that we can
assume (unlimited) processing power, and perhaps time, to detect the struc-
ture of the interfering signal and then to “perform the inverse operation” to
cancel it. Viterbi, approaching the problem from a practical perspective,
assumes that what is needed is not a theoretically optimal solution, but a
practically optimal solution. Average, known levels of disturbance are easier
to deal with than unknown, highly variable disturbances, which is what we
have if we have structured interference without the practical ability to ana-
lyze its structure. It is much easier to throw the interference into the proc-
essing blender and whip it into a noise-like state than it is to detect, analyze,

126 Third Generation Wireless Systems: Post-Shannon Signal Architectures

35. Or at least pseudonoise—that is, a deterministic signal that nevertheless has the sta-
tistical properties practically indistinguishable from those of random noise.



and invert the structure of a variety of contributing interference sources.
From the practical perspective, trying to pick apart the messy, interference-
ridden received signal into its individual components is like trying to
unscramble a three-egg omelet into the contributions of three different
chickens based on analyzing the DNA of each molecule—it may be theoreti-
cally possible, but who in the world would want to tackle it?

4.5.3 Signal Averaging: Noise-Like Signals

Shannon theorists and most practical spread spectrum architects hold that
the same principle can be extended to averaging the signal, or hiding the
structure of the desired signal itself in a noise-like envelope. (The ways in
which this can be accomplished are discussed in Chapter 8.) Pseudonoise
transmission is part of the credo of many third-generation developers
involved in the development of direct-sequence CDMA architectures. They
embrace the notion of making the signal and the interference both look as
noise-like as possible. Again, Viterbi states:

The jammer’s optimal strategy is to produce Gaussian noise interfer-
ence. [Note that this is actually congruent with Shannon’s position that
white noise is the “worst of all noises.”] Against such interference, the
communicator’s best waveform should statistically appear as Gaussian
noise. Thus, the “minimax” solution to the context is that signals and
interference should all appear as noise which is as wideband as possible.
This is a particularly satisfying solution when ... one user’s signal is
another user’s interference [i.e., in multiple access spread spectrum sys-
tems like CDMA]. [7, p. 228]

As Shannon succinctly observes, “to approximate [the optimal] rate of
transmission, the transmitted signals must approximate, in statistical proper-
ties, white noise” [26, p. 24]. This point of view has become widely held
among CDMA advocates, and its roots in Shannon theory give it, at times,
an almost religious coloration.

Yet it should be noted that this principle follows from and somewhat
depends on the previous one: An averaged signal is optimum only in the
presence of averaged (noise-like) interference, and is not necessarily the best
if the interference is structured. The controversy is compounded, and as we
shall discuss in Chapter 8, the proposition that noise-like signals are always
superior may be questioned on both practical and theoretical grounds.
Indeed, not all third-generation architects embrace this principle, by any
means.
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4.5.4 Interference Cancellation: Unscrambling the Omelet

In theory, we know (or can know) more about interference (which has dis-
coverable structure) than about noise (which is random, by definition). If we
had the power to act on this knowledge, we could use it to great advantage.
As suggested above, one school of thought holds that indeed this is the
proper goal—and in some sense the ultimate goal—of a wireless communi-
cations system.36 Although most working engineers have dismissed this goal
as unachievable, or at least highly impractical, there are some who see active
interference cancellation as the real frontier of the technology, and the quar-
ter from which the next quantum leap in capacity may be expected.

To illustrate by means of a conceit—let us recall Maxwell’s demon.
James Clerk Maxwell, the great nineteenth-century British physicist,

imagined his demon (from the Greek daimon, a “thing of divine nature”) as
an intelligent being situated as a kind of gatekeeper at the entrance to a
small passageway between two vessels filled with an ordinary gas at room
temperature. The channel between the two vessels is large enough to allow
individual molecules of the gas to pass through from one vessel to the other.
All the molecules are of course in constant random motion, and from time to
time a molecule will happen to pass through the gateway from one vessel to
the other. Some of the molecules are moving faster than others, as naturally
happens in any gas (although the average motion may be stable—and is
measured as the temperature of the gas).

Now, the demon has the ability to detect whether an approaching
molecule is moving relatively fast or moving more slowly. By opening or clos-
ing the gate, he can (we assume) allow fast moving molecules to pass through
in one direction, and slow moving molecules to pass in the other direction.
Over time, the faster moving molecules (the warmer ones) will accumulate in
one of the two vessels and the slower moving molecules (the cooler ones) will
accumulate in the other. A temperature differential would be created
between the two vessels, and this—Maxwell proposed—could be used to
perform work. The system, as Maxwell conceived it, is a perpetual motion
machine that violates the second law of thermodynamics (Figure 4.12).

Maxwell’s demon was eventually acquitted of this charge, when it was
realized that he would need to expend energy in order to observe and detect
the motion of each molecule and to decide whether to open or close the
gate, and this information processing overhead would consume more energy
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than his actions would generate. It is among other things a nice illustration
of the subtle connectedness of thermodynamics and information theory.

Let us now imagine our own interference-canceling demon, who is sta-
tioned at the front end of a radio receiver, where he is measuring the com-
posite signal being received. The composite signal is made up of one desired
signal, which was transmitted specifically to this receiver, and many, many
interfering signals, including signals from other transmitters, and multipath
images of the desired signal itself, all superimposed on each other. The
interference demon has the ability to identify (never mind how) the sources
and structures of all signals impinging on that receiver, and he has the ability
as well to create a perfect inverted copy of each signal and feed it into the
receiver. The effect, of course, is that each inverted copy cancels the
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Figure 4.12 Various depictions of Maxwell’s demon: (a) From: [28] © 1955 Ameri-
can Journal of Physics; (b) From: [29]. © 1964 W.H. Freeman and
Company; (c) From: [30]. © IEEE Reprinted with permission; and (d)
Maxwell himself.



component of the composite signal that comes from a particular undesired
source, and after all the undesired sources have been cancelled, the receiver
is left with ... a perfectly clean copy of the desired signal (Figure 4.13)!

It is not clear whether the interference demon is violating any physical
laws. Indeed, there is a literature developing about him, in which he is called
a multiuser detector.37 Nevertheless, it is clear that the demon would be a
very busy individual. We need to endow him with an enormous amount of
computing power, and we need to allow him time to perform his tasks.38 For
this reason, even the supporters of trying to construct such a demon gener-
ally admit that “the optimal multi-user detector is much too complex” [31].
It is a practical question whether the enormous processing budget that this
demon would require will offset in some way the gains in capacity that he
could produce. Or, in the colorful language of one recent treatise: “The new
proviso [is] real-time decodability without the consumption of a good frac-
tion of the gross national product” [32, p. 21].

It is worth noting (as an antidote to such pessimism) that active can-
cellation techniques have been successfully developed and implemented in
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37. See [27] for a summary of key concepts and a list of important references. See also
the discussion of multiuser detection in Chapter 7.

38. “A precise, tractable model for the interference is necessary for an exact evaluation
of the error probabilities for symbols in a corrupted segment, but for many practical
applications such a model is not available. Even in [a] simple multiple-access exam-
ple... the analysis is very tedious if the number of interference signals is larger than
two or three, especially if the signals have unequal power” [24, p. 154].

39. In this field, the “noise” being canceled is in fact highly structured acoustic noise,
such as the rotor noise of a helicopter or the siren sound of an ambulance, and is

Demon

The
Transmitter

The
Receiver

Figure 4.13 The interference demon.



a related field, known (confusingly) as noise cancellation (in the acoustic
domain).39 If the active interference cancellation strategy does develop into a
practical body of techniques for wireless systems, it could reverse the cur-
rent trend toward homogenizing everything, signal and interference alike,
into a fine slurry of noise and pseudonoise. It could change the strategies for
error correction, diversity implementation, and signal shaping. It will be an
interesting area to watch.

4.5.5 Adaptive Signal Design

Another comprehensive design principle that has emerged in recent years is
based on the idea that channel conditions (and other parameters of the
transmission) are constantly changing. If we cannot track these changes,
then we have no recourse but to define the statistics of the parameter in
question, and to design for the worst case. In so doing, we almost always pay
a huge price in the margin required to deal with extreme conditions, consid-
ering that (by definition) most of the time the system is not operating under
extreme conditions, but under average conditions.

If we could somehow design the system to be optimized for the average
case—with certain adaptation measures that would be called into action
only when conditions diverged drastically toward the worst case—we could
recapture most of this excess margin. Let us briefly touch on two examples.

First, we can consider adaptive modulation. The required SNR for a
given modulation scheme tends to vary inversely with the spectrum effi-
ciency of the modulation scheme. For example, if QPSK needs a SNR ratio
of 10 dB to achieve a given error rate, then 16-ary PSK needs, say, 16 dB to
achieve the same error rate. Translated into a coverage map for a wireless
local loop application, the area covered by a 16-PSK system is much smaller
than the area covered by a QPSK system (keeping all other parameters the
same). Yet the capacity of a 16-PSK channel is, all things being equal, twice
the capacity of a QPSK channel: 4 bps compared to 2 bps. If we are forced
by worst-case engineering to design to the QPSK standard, we give up half
the capacity of the system within the inner zone of potential 16-PSK cover-
age. If the population is denser toward the center of the wireless local loop
coverage area (as it often is), the penalty in capacity is magnified.

Faced with this situation, the designer has another option. He can
design the system to use adaptive modulation. On setting up the call, the sig-
nal quality is evaluated, and if a 16-PSK channel can be used, it will be. If a
better SNR is needed, the system can automatically fall back to QPSK. In
this way, the system can be designed for the typical or average case (at 16
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PSK, for high capacity) with the fallback mode of QPSK for the worst-case
link conditions.40

This example is similar to the familiar adaptation process used by
Group 3 fax machines to negotiate and agree on a suitable bit rate for each
transmission. If fax machines had to be engineered for a fixed bit rate, they
would have to adopt the least common denominator approach and engineer
for the worst-case line conditions. This would force the vast majority of fax
users to put up with a slower-than-necessary transmission rate for the sake
of the worst 2% or 5% of the lines in use.

A second example is the concept of adaptive channel allocation. In
standard cellular architectures, each cell is assigned a set of usable frequen-
cies and the assignment is fixed. If at some moment in time there is an over-
load of traffic in one cell, and there are unused channels in the next cell,
there is no way to reassign the unused channels from the second cell to alle-
viate the temporary overload in the first cell. The problem is not only statisti-
cal (i.e., the occasional spike of traffic in one cell). It can also be systemic.
For example, cells in the business district may be highly loaded during the
daytime and lightly loaded in the early morning and evening. The cells cover-
ing major arteries into and out of the city center may have a complementary
time distribution of traffic, heavy in the morning and evening rush hours,
and lighter in the middle of the day. Once again, however, in a nonadaptive
system, each cell must be designed for the worst-case load (or some compro-
mise thereof), and the total system at any moment in time is bound to have a
significant amount of unused, wasted, nonreallocatable capacity bound up
to protect the worst-case scenario.

System designers have begun to look toward adaptive channel alloca-
tion, as described in the following excerpt:

With adaptive channel allocation (ACA) there is no fixed frequency
plan. Instead each base station is allowed to use any channel in the sys-
tem. The ACA procedure is very attractive in a TDMA frame structure.
The basic idea is to allocate channels depending on 1) the actual traffic
situation and 2) the actual interference situation. Early work only took
[traffic] into account with relatively poor capacity gain as a result. In
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analogous to the structured interference in the wireless channel (rather than to
“noise” as it is used by Shannon theorists).

40. The author was involved in the development of just such a system for wireless local
loop service, using adaptive multilevel PSK modulation, in the mid-1980s, by IMM
Corporation (now InterDigital Corporation) and its partners (including M/A-Com



more recent proposals it has been proposed to dynamically assign chan-
nels to every call instead of assigning channels to every cell....

Simulations of ACA have revealed large capacity gain. This is par-
ticularly true when the number of available channels is relatively few. In
a large system the capacity gain is 50% or more. In small systems capac-
ity gains of 3–4 times have been found. [5, p. 331]

The principle of adaptive design is a general one. It can be applied to:

• Vocoding: coders operating at a variable bit rate depending on the
information content of the source model at a moment in time41;

• Power control;

• Time alignment: to adjust time of arrival in TDMA systems to
reduce the guard-time requirements for mobiles in adjacent slots
but at different distances from the cell site;

• FEC: assigning different levels of error correction as a function of
channel conditions or other parameters42;

• Even what might be called adaptive signal triage: determining which
parts of a signal to jettison in the event of a network overload or poor
channel conditions.43

Indeed, it is not conceptually difficult to apply the notion of adaptive-
ness to almost any aspect of a wireless system. The implementation, of
course, varies considerably. In all cases, the adaptation of the target parame-
ter is tied in some way to the measurement of channel conditions. In some
cases, the relevant conditions of the channel can be inferred directly from
the transmission (e.g., from received signal, or BER) without additional
information or loss of capacity. In other cases, the feasibility of adaptive
solutions depends on the use of a pilot signal. Generically, a pilot is a special
signal that is inserted into the transmission to provide special information to
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Linkabit, now Hughes Network Systems). That story is recounted in more detail in
[33, Chap. 10].

41. For example, the vocoder used in IS-95 (second-generation CDMA) is a variable-
rate coder, based principally on detecting voice activity and transmitting at lower
rates during periods of inactivity.

42. Adaptive FEC is being incorporated in many emerging 2.5G and 3G standards.

43. See Jayant’s discussion of layered coding: “An important concept ... is layered cod-
ing. The output of the source encoder is divided into [ATM] cells of varying signifi-



the receiver about the channel. It does involve sending additional informa-
tion, and it does use capacity, but it may be worth it.

One well-known example of a pilot is the power control pilot used in
the forward link of the IS-95 CDMA standard. Actually this pilot is used not
only for power control, but for other forms of adaptation such as the support
of coherent demodulation. Indeed, the use of coherent demodulation on the
CDMA forward link itself—which results in a gain of 2–3 dB—can be seen
as an example of adaptive design. In a typical mobile channel, multipath
phase shifts will make it difficult or impossible to use coherent PSK
demodulation (in which the phase of each symbol is measured against a
fixed, “coherent” reference). The worst-case design choice is therefore to use
differential demodulation, where the information is encoded as the differ-
ence between the measured phases of successive symbols, rather than the
absolute phase. By providing a coherent phase reference through the pilot,
the IS-95 forward link enables the mobile receiver to use coherent demodu-
lation and gain those valuable decibels of signal. In any case, the IS-95 pilot
does use up about 20% of the capacity of the forward channel, but the 2- to
3-dB gain more than makes up for this loss.

4.5.6 Convolutional Signal Structures

Third-generation architectures will also make more systematic the principle
of convolutional signal design, that is, signals that intentionally overlap one
another physically. As discussed in earlier sections of this chapter, the judi-
cious blending of multiple signal elements, and even multiple signals, can
yield transmissions that are inherently more robust than nonconvolutional
signals. This is true even though—in fact, precisely because of the fact
that—the blending of these signals seems to resemble a kind of purposeful
creation or introduction of interference.

Convolutional techniques are commonly used in the related fields of
channel coding and modulation, where convolutional error coding and par-
tial response signaling (also called correlative coding, although it is a modu-
lation technique) have by now fairly long histories of use. Interleaving in the
time domain can be viewed as a convolutional method in some applications.

The convolutional strategy is taken much further by DS-CDMA archi-
tectures, in which the, for example, base station blends together all the for-
ward link signals destined for all users in a given cell into one composite
transmission, which occupies the same frequency, time, and space for all its
component signals.
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5
Signal Hardening Techniques

Golf balls need less protective packaging than eggs do, which means that
more of them can be shipped in a given volume of transport space. By anal-
ogy, if we can find a way to harden communications signals, which are in
some ways just as fragile as eggs, we should be able to pack them more effi-
ciently into the available communications space.

In other words, if we can build resistance to noise and interference
directly into the transmitted signal—if we can “armor-plate” the signal, so to
speak—we can gain capacity. Hardened signals require smaller buffers in
space, frequency, and time—less packaging overhead.

In this chapter we survey the growing catalog of signal-hardening tech-
niques. It is not our goal to explain individual techniques in detail; refer-
ences to the literature will be provided. The emphasis here is on the
conceptual underpinning of the hardening strategies employed, grouped into
three broad and partially overlapping categories:

1. Straightforward coding concepts, which involve adding redun-
dancy to the transmitted signal, and are ultimately based on the
principal of simplifying the receiver’s discrimination problem in
one way or another;

2. Frameworks for implementing signal diversity, which render the
signal more resistant to highly structured forms of interference;
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3. Convolutional techniques, for building additional structure into
the signal, thus strengthening the correlation properties within the
signal, relative to the presumed randomness of the noise sources.

5.1 Coding: A Vast Philosophy

Our starting point is an analog signal such as human speech. The signal var-
ies continuously and infinitesimally in amplitude and frequency. Such a sig-
nal is exquisitely vulnerable. It begins to degrade as soon as it is created.
Even within the transmitter hardware itself, noise is already accreting to the
signal as it passes from stage to stage: From the transmitter, through the
combining network, through the duplexer, out the cable through various
imperfect connectors to the antenna, over the physical radio channel to the
base station receiver and through the similar chain of receiver hardware ele-
ments, and thence on through switches and landline transmission channels
to its ultimate destination—noise constantly accumulates. Moreover, as
Alexander Graham Bell had observed, two circuits laid close together—even
for a distance of a foot or two—generate destructive crosstalk in each other.
Running many circuits through cables and conduits in office buildings and
under city streets, although unavoidable, was a recipe for the propagation of
intense interference effects. The proximity of high-power electrical trans-
mission systems and devices, which were growing in popularity right along-
side the growth of the telephone network created still more electromagnetic
threats to the integrity of the fragile analog signal.

Of course, once the noise blends with the signal, the two cannot be
easily unblended.1 This sticky composite of signal-and-noise is passed on
through the network, getting dirtier and dirtier as it goes along. The relative
strength of the desired signal steadily diminishes, and the level of noise
steadily increases.2 Entropy prevails, relentlessly.
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1. Of course, our interference demon—described in Chapter 4—could perhaps un-
scramble even an analog signal from the noise and interference (or at least from the
interference, depending on how we define and endow the demon in information
theoretic terms), but we are talking in this chapter about real-world systems.

2. For example, from an early Shannon paper: “In most transmission systems, the noise
and distortion from the individual links cumulate. For a given quality of overall trans-
mission, the longer the system, the more severe are the requirements on each link. For
example, if 100 links are to be used in tandem, the noise power added per link can
only be one-hundredth as great as would be permissible in a single link” [1, p. 154].



Historically speaking, this was a very serious constraint on the con-
struction and operation of a telephone network. Fifty years ago, when the
entire network was analog, a long-distance call would have proceeded over
just such a cascading series of noise-adding, signal-corrupting segments con-
nected in series. First, acoustic noise would have been added even at the
input of the telephone handset. The imperfections of the handset micro-
phone and the in-home wiring would have contributed more noise. The local
loop connection from the caller’s home to the central switch would have
degraded the signal further. The switching equipment in the central office
would likely have been quite noisy itself (electrically speaking), especially in
older switches. Then the call would have been routed over a series of long-
distance segments, of varying quality, hop by hop across the country to the
destination switch (more noise), out over the local loop at the far end (more
noise), to the receiver’s handset (more distortion and noise depending on the
condition of the equipment). The SNR of the entire wireline link is the com-
posite of the SNRs of each and every individual segment. Like all entropy
processes, the arrow only points one way—toward progressive deterioration.
The only real recourse was to try at the very outset to add as much power to
the transmission as possible, and to try to maintain the network segments in
good condition to keep the noise down as much as possible. In fact, for many
decades, it was not possible to transmit an analog voice signal reliably much
further than about 1,500 miles over wire.3

The solution was revolutionary—digital transmission.4 It began with a
handful of deceptively simple ideas—quantization, threshold detection,
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3. The first transcontinental long-distance lines in the United States were not con-
structed until 1915—almost 40 years after the invention of the telephone—and they
had to use wires as thick as pencils, carried on more than a hundred thousand poles
across the interior of the country. Even so, these were in many ways showcase solu-
tions—the cost of a 3-minute coast-to-coast call was $20 (in 1915 dollars—equiva-
lent to several hundred dollars today) for a voice quality that must have been barely
intelligible (the measured bandwidth was only 900 Hz). The routine availability of
transcontinental telephony had to wait quite a bit longer, until the development of
microwave radio and, later, digital T-carrier transmission technology. (See “The
Electrical Century,” Proc. IEEE, Vol. 84, No. 4, April 1999, pp. 691–694.) “In trying
to extend communications distances, amplifiers were needed to compensate for
transmission-line attenuation.... Distances of a few hundred miles were routinely
achievable, and, with great care, perhaps 1000–2000 miles ... but the quality was
poor. After a tremendous amount of work, a crude transcontinental telephone serv-
ice was inaugurated in 1915, with a 68-year-old Alexander Graham Bell making the
first call to his former assistant, Thomas Watson, but this feat was more of a stunt
than a practical achievement” [2, p. 387].



regeneration—embedded in a technology called pulse code modulation, or
PCM, the ur-technology of all of today’s digital communications [1]. Sud-
denly, surprisingly, PCM offered a way to escape from the noise-entropy
trap. Among many other things, it made routine (and cheap) long-distance
telephony a reality. Although it took many years for PCM to penetrate the
commercial network, it is fair to say that this technology, more than any
other, is the demarcation line between modern telecommunications and
what went before. PCM was as important in this sense as the original inven-
tion of telephony itself.

But as with many an engineering tour de force, these solutions were
somewhat opaque, theoretically speaking. Shannon and his collaborators
deserve great credit for deriving certain profound insights right at the begin-
ning, but the full penetration of the “mysteries” of digital transmission has
been a continuing process. Indeed, the slow unraveling of the implications
of PCM has been, and still is, the dynamic basis for the whole Shannon
framework. PCM is a protean solution—a philosophy more than a technol-
ogy, to recall the title of another famous Shannon paper—which assumes a
different significance in different contexts. The early papers are full of
remarks and asides that have gained full meaning only in light of subsequent
developments. When Shannon comments that with PCM “we have, in a
sense, exchanged bandwidth for power,” we hear the faint pre-echo of
today’s thunderous CDMA polemics [1, p. 154]. (We will return to this in
Chapter 8.) When he muses that “it is interesting to note that the noise in
the recovered [PCM] message is actually produced by a kind of general
quantizing at the transmitter and is not produced by the noise in the chan-
nel” [4, p. 27], we can now see the prefiguring of source-coding issues that
are still very much alive in today’s controversies over voice and image com-
pression techniques. The rather Delphic pronouncement that “it is evident
that [any digital system] must be highly nonlinear in character” [5, p. 36]
hardly hints at the signal processing challenges that such transmission
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4. The qualifiers that must be added are, first, that digital techniques had been of
course widely deployed for the transmission of data, as telegraphy, and indeed the
technical and conceptual roots of PCM and other post-Shannon digital techniques
are to be found in the study of telegraph systems during the first several decades of
this century. Note also that many of the earliest attempts to develop a voice transmis-
sion system were quasi-digital in character, derived as they were from telegraphy. It
was revolutionary, in fact, for Alexander Graham Bell to recognize that analog voice
transmission was a feasible and, in fact, superior alternative for voice communica-
tions. See the historical discussion of Bell’s analog revolution in Chapter 5 of [3].



techniques have given rise to in practical applications (including, notably,
spectrum-efficient digital radio).

The “analog versus digital” construct—with the moral overtones of
“digital good, analog bad”—has since become a mythic staple of the commu-
nications business, repeated in countless textbooks over the years, and there
is no need to provide a detailed résumé of the basic ideas here. I want to
emphasize here the aspects of the PCM revolution that are related to the
concept of signal hardening, or ruggedness, as Shannon denotes it in his
exposition of the PCM philosophy:

One important characteristic of a transmission system is its susceptibil-
ity to interference. We have seen that noise in a PCM circuit produces
no effect unless the peak amplitude is greater than half the separation
between pulse levels. In a binary (on–off) system, this is half the pulse
height.... The presence of interference thus increases the threshold
required for satisfactory operation. But, if an adequate margin over the
threshold is provided, comparatively large amounts of interference can
be present without affecting the performance of the system at all. A
PCM system ... is therefore quite “rugged.” [1, p. 155]

If we can imaginatively reenter the mind-set of the practical telecom-
munications engineering community at the time this article was published in
1948, which was struggling with the noise-entropy problem, we may be able
to appreciate quite how astonishing the claim that PCM could withstand
“large amounts of interference ... without affecting system performance at
all” must have seemed back then. The community of engineers to whom this
manifesto was addressed had grown up with the problem of managing
extremely fragile signals in a hostile environment, and here was a philoso-
pher promising them that they could, if they chose, process the signal in
such a way as to render it practically impervious. This was not just an asser-
tion; it was a mathematically demonstrable fact.

On the standard life-principle that nothing is ever really free, we may
wonder what Faustian price must be paid for this deliverance from noise and
interference. The answer(s) are still not entirely clear. Arguably, at least part
of the answer is mathematically obvious from Shannon’s original formula-
tions, but the conceptual and practical implications have proven to be com-
plex and interesting. In the next few sections of this chapter, we will touch
on several of the key concepts. The goal of this presentation is to support the
survey of ruggedizing techniques that then follows. A full treatment of the
fundamental trade-offs of coding technology—to reintroduce the highly
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ambiguous but unavoidable term that is normally applied to name this
field—is a book-to-be-written in itself.5

5.1.1 Coding: The Standard View

What, then, does it mean to digitally encode a signal?
Let us first recapitulate the standard answer as it is conventionally

given. The basic sequence of operations in a digital circuit comprises the fol-
lowing steps (Figure 5.1; using now the terminology that was introduced by
the PCM revolution):

• Sampling: Normally the first step is to divide the time-continuous
analog signal into a series of discrete samples. In standard PCM,
the sampling rate is 8,000 samples per second.

• Quantization: The second step is to round off the continuous ampli-
tude of the signals (which is still present in the discrete time sam-
ples) to the nearest of a set of predefined amplitude levels or
thresholds. In 8-bit PCM, where each sample is quantized with an
8-bit number, there are 256 predefined amplitude levels, and each
sample is rounded to the nearest of these. (How the levels are
defined in the first place is an issue that we shall defer for now.)
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Figure 5.1 Sequence of digital stages in PCM: sampling, quantization, coding,
modulation, threshold detection, and regeneration.

5. I presume to say “to be written” because although there are hundreds of books de-
voted to coding theory in its many forms, there is still no single well-grounded and
integrated treatment of the philosophical problems and issues involved. I use the
word philosophical in the sense of Shannon’s article on “The Philosophy of
PCM”—sort of a combination of answers to “Why?” and “At what price?”



• Coding: Each quantized sample is next coded into a sequence of
eight 1-bit numbers. That is, a string of 1’s and 0’s is produced. This
is the stage at which we speak of the signal as having been fully
digitized.

• Modulation: In the simplest systems, the 1’s and 0’s created by the
sampling and quantization process are finally translated into electri-
cal pulses (there are many schemes for doing this) representing,
again, only two logical states. The modulated signal is transmitted
across the channel to the receiver. In radio systems, the 1’s and 0’s
might be represented, for example, by two different frequencies. A
tone pulse at frequency A would represent a 1, and a pulse at fre-
quency B would represent a 0.

• Threshold detection: The receiver has the task of detecting each
incoming signal event, which has been somewhat altered or cor-
rupted by noise or interference during transmission, and deciding
which symbol or set of symbols was actually transmitted. In the sim-
plest systems, the receiver is attempting to discriminate between 1’s
and 0’s.

• Regeneration: And now comes the payoff (Shannon’s exuberant
term) of the whole process. As long as the noise in the channel is
not too large relative to the amplitude of the signal pulse itself, the
receiver can accurately determine whether a 1 or a 0 was sent. The
receiver can then feed to the end user, or to another transmitter, not
the original, noise-degraded signal as it was received, but the receiv-
er’s re-creation of the original signal—a clean copy that is indistin-
guishable from the original. The receiver regenerates the original 1’s
and 0’s. All the noise that was accumulated on that particular trans-
mission link is wiped out (under reasonable assumptions), and the
regenerated signal can be retransmitted over the next link. The
process, of course, can be repeated indefinitely, and if reasonable
care is taken, the regenerated signal at the far end will still be a per-
fect copy.

That is the story in its conventional nutshell: Regeneration is the magic
of PCM and digitization generally. As Shannon exults, “Practically, then, the
transmission requirements for a PCM link are almost independent of the
total length of [the circuit]. The importance of this fact can hardly be over-
stated” [1, p. 154].
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5.1.2 A Deeper Look

Anyone who has read any of the hundreds of textbooks on digital communi-
cations has come across some version of the nice, compact presentation we
have just presented. It seems simple, straightforward, and eminently com-
prehensible. So what is wrong with this picture? What is left out of the stan-
dard explanation? What is really going on here?

Well, we can start with a crucial problem posed by the subject matter
of this book: In mobile radio systems, serial signal regeneration as described
by Shannon is impossible. This is the corollary of the nonengineerable chan-
nel we discussed in Chapter 3. If regeneration were the main payoff, then it
would seem that radio engineers were not invited to the party.

There is something else important going on here that has nothing per
se to do with regeneration. From our perspective in this chapter, it is the cod-
ing step that produces the other payoff—by significantly hardening the signal
for transmission over any given link. Just as amazing as the conquest of dis-
tance (produced by regeneration) is the conquest of noise within any individ-
ual link. Shannon, for example, estimated that a quantized signal like PCM
could achieve good telephone voice quality at a signal-to-noise level of about
20 dB, whereas to realize the same output quality with an analog signal
would require “the 60- to 70-odd dB ... for high-quality straight AM trans-
mission of speech” [1, p. 153]. In other words, by his estimate a quantized
signal could survive with noise levels 10,000 to 100,000 times higher than
the level that an analog signal could tolerate.

Let us pause a moment to consider this point. If Shannon’s conquest
of distance by regeneration is impressive, it should be at least as astonishing
that it is possible by means of what looks like a very simple procedure to turn
an egg as hard as a golf ball, so to speak. We are so used to digital techniques
that they have lost the magic they probably ought to have for us. Quantiza-
tion—is it more than just rounding? Followed by a simple translation to the
binary system? Indeed, if rounding and base 2 translation can have such a
transformative effect, it should perhaps alert us to the likelihood that what is
happening may not be quite so simple. There is real alchemy at work.

Benchmarks of signal quality, and analog/digital comparisons in terms
of equivalent decibels of SNR, do vary considerably. Bellamy cites an
equivalence of 45–46 dB in analog wireline transmission to 15 dB or so for
digital systems [6].6 In mobile radio systems, where the analog standard is
FM (not AM), a more robust technique, the signal-to-noise level for good
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6. A similar number for wireline AM telephony is cited by Kucar [7].



quality has been variously defined between 18 dB and 25–30 dB, and corre-
sponding digital systems are said to need 10–12 dB to achieve the same
quality.7,8 Other studies tend to push the digital numbers somewhat higher.9

Such quality comparisons are difficult in part because the perceptual
nature of noise in an analog system is quite different from that produced by
digital systems (as we shall touch on further later). Yet the fact remains that
even if the gap between analog and digital is reduced to only a few decibels,
this still translates into series of enormous advantages in the practical deploy-
ment of wireless systems. A few decibels may mean reducing the number of
cell sites by half, or doubling the capacity of a wireless network. Those famil-
iar with the recent history of the wireless business know that huge debates
have been waged, and billions of investment dollars wagered, over claims of a
few decibels of relative advantage between technological alternatives.

Thus, the first important step toward signal hardening is the quantiza-
tion process itself. Simply by using digitized signals we can achieve, in prin-
ciple, a significant gain in capacity and performance, because the signals are
more resistant to noise and interference. What is it about quantization (and
coding) that really produces this gain? It may seem obvious, but it is really
quite complex, and one of the driving forces behind the post-Shannon revo-
lution has been the gradual unraveling of the mysteries of this simple,
straightforward procedure. From this inquiry have flowed many of the most
important technologies vital for third-generation wireless systems that—to
achieve high capacity—must be based on hardened signals.

5.1.3 Quantization: Many-to-One Mapping

As writers have struggled to find a high-level characterization of the
processes underlying the creation of a digital signal, one of the most general
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7. For example, see [8] where a figure of 18 dB is said to be equivalent to “a subjective
test with a criterion that 75 percent of the listeners evaluate the voice quality as
good [or] excellent while driving in a mobile radio fading environment with various
vehicle speeds” [p. 71].

8. Later Lee makes this equivalent to 10–12 dB SNR for an unspecified digital system.
Unfortunately, this kind of loose formulation is typical of mobile radio transmission
quality benchmarks.

9. “In summary, the speech quality perceived in analog with 18 dB C/I is about the
same as for digital at 18 dB C/I. Defining coverage with the same quality, both sys-
tems need about 17 dB C/I” [9, p. 326]. This sort of result, which runs counter to
the basic argument in this chapter, requires a fuller treatment in connection with
channel coding concepts.



and useful models has been to view digitization as a process of mapping.10

Mapping is itself a suggestive and somewhat ambiguous term, and one way
to view it is as the construction of a table of equivalences or substitutions
between the elements of two different sets. The first set here is the set of
possible messages produced by the source, and the second set is the set of
signals that can be created by the transmitter. The mapping of one set to the
other tells us which signal to transmit based on which input message has
been observed (Figure 5.2).

For the first mapping in a digital communications system (there will be
others), the second set—the target set—is typically smaller than the first set.
That is, multiple different messages (or message elements) are mapped onto,
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10. As with so much else, Shannon was probably the first to introduce this metaphor
[5, Sec. IV].
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Figure 5.2 Mapping from a larger set a (messages) to a possibly smaller set b (signals
to be transmitted).



and can be substituted by, just one signal element. In fact, the range of vari-
ability in the message set may be practically infinite. This corresponds to an
analog source. This infinite (or at least very large) set of message elements is
thus compressed substantially as it is mapped onto a much smaller set of sig-
nals elements.

This compression has several effects. First, the signal set is now finite,
and the target set is normally quite small. It is commonly referred to as an
alphabet, and this is an appropriate metaphor. Our common alphabet is in
fact a digital signal set that converts the immense variability of a spoken lan-
guage with millions of speakers and different pronunciations into a standard-
ized written form.

Second, as the size of the signal set is reduced relative to the source
message set, the receiver’s task of determining the correct message is made
easier and the likelihood of making an error is reduced. It is a classification
problem, sorting a large number of input messages into a relatively small
number of bins or categories. Intuitively, the fewer the number of categories,
the fewer the errors. If we are trying to classify a set of animals by their spe-
cies only (zebra, shrimp, and so forth), we will probably make fewer errors
than if we also have to classify them by sex or age.

Third, the mapping should have a certain logic to it. If we are sorting
animals, we probably want to sort male and female horses into one category,
and male and female bears into another, or we might sort female animals
into one category, and males into another. It would somehow make less
sense to create one category for female horses and male bears, and another
category for male horses and female bears. In other words, there is an under-
lying semantic criterion that is developed in order to construct the categories.
Indeed, we can go one step further and acknowledge that the design of the
categories is likely to be one of the most important characteristics of a par-
ticular coding scheme. This is worth emphasizing, because it is so often
ignored in formalistic treatments of communications systems.

Fourth, the mapping itself can be subtly optimized to further reduce
the likelihood of making an error. The design of a digital system involves
designing a whole series of these mappings (Figure 5.3) The source mes-
sages are mapped onto a set of transmittable signals, which are mapped
onto modulation symbols (e.g., phase zones in the case of a phase-shift-
keyed system, or frequencies in an FSK system). The received signals
(which are now corrupted by noise) are remapped onto a set of possible
received messages (which is normally equivalent to the set of transmittable
signals at the transmitter).11 The concept of mapping thus extends to a
whole series of substitutions of signal elements—symbols, sequences of
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symbols, alphabets—as the original message is groomed for transmission
and/or cleaned up by the receiver.

Even for the same number of target categories—that is, for the same
size alphabet or codebook12—different mapping strategies can result in
higher or lower error rates for a given channel. In particular, if the mapping
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translating from one alphabet to another. The first stage here is a many-
to-one mapping (involving information loss). The other stages are all
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11. Jayant and Noll [10] illustrate a typical use of this term, studded with formalisms:
“A digital system consists of at least three mappings. At the transmitter, the real-
valued amplitude x is mapped onto an L-ary number k. The channel map k into k
deterministically, if the transmission is error free; if not, it maps k into another L-ary
number ′k , probabilistically. At the receiver the L-ary number k or ′k is mapped into
representation level yk or yk ′ ” [p. 116]. I cannot pass on without observing how, in a
book that is really quite excellent in so many ways, the formalistic style can be so
dysfunctional.

12. When the signal set is defined in terms of sequences of shorter symbols, these “vec-
tors” are sometimes referred to as codewords, and by analogy, the dictionary of these
codewords is referred to as a codebook.



is designed with an understanding of typical channel errors in mind, better
results can be achieved. A very basic idea of this sort is incorporated in what
is known as Gray encoding, in which adjacent modulation phase categories
(in a PSK system, for example) are mapped from signal elements that differ
by only one binary digit. Because phase errors in a received signal are most
likely to cause the detector to shift to one of the adjacent phase regions
(rather than to a more distant phase region), this will limit the impact of the
most likely errors to a single bit13 (Figure 5.4). The idea of manipulating the
mapping strategy is also behind one of the more recent revolutions in coding
theory: so-called “trellis coding,” which is based on a sophisticated handling
of the mapping between the coded information bit sequences and the signal
points in a modulation constellation.14

To recapitulate, the practical importance of coding, as many-to-one
mapping, is that it begins the fundamental process of ruggedizing the signal
by reducing the significance of variations in the input signal. Many varia-
tions will be mapped into a few categories—the alphabet—and the receiver
will have far fewer and easier discriminations to make. In the most radical of
all mappings, the infinitely variable analog signal is mapped into a series of
on–off pulses, 1’s and 0’s in the binary alphabet. The receiver’s job has been
simplified to the extreme: All it has to do is correctly decide whether the sig-
nal is “on” at a given moment or not. The infinite variety of the analog signal
has been reduced to a series of basic binary choices. Indeed, we are all by
now quite familiar with the notion of digital representation of input signals
possessing great variety and subtlety. With enough ones and zeros (and the
right display engine), we can paint the Sistine Chapel. Because it is encoded
in binary form, such a digitized painting can be reproduced perfectly, trans-
mitted perfectly, over and over.
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13. “The mapping or assignment of k information bits to the M = 2k possible phases may
be done in a number of ways. The preferred assignment is one in which adjacent
phases differ by one binary digit ... This mapping is called Gray encoding. It is impor-
tant in the demodulation of the signal because the most likely errors caused by noise
involve the erroneous selection of an adjacent phase to the transmitted signal phase.
In such a case, only a single bit error occurs in the k-bit sequence” [11, p. 259]. See
also [12, pp. 97–100].

14. See Proakis [11] on trellis coding: “The key to this integrated modulation and coding
approach is to devise an effective method of mapping the coded bits into signal
points such that the minimum Euclidean distance is maximized. Such a method was
developed by Ungerboeck, based on the principle of mapping by set partitioning
[emphasis in original]” [p. 489].
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But something even more profound has taken place, which is implicit
in the last statement. The possibility of error-free transmission has been
established. Shannon showed, or admitted, that the true analog signal could
not be transmitted with perfect accuracy at all. Errors are inevitable. As
Shannon deduces, almost whimsically:

A continuously variable quantity [i.e., an analog source] can assume an
infinite number of values and requires, therefore, an infinite number of
binary digits for exact specification. This means that to transmit the out-
put of a binary source with exact recovery at the receiving point
requires, in general, a channel of infinite capacity (in bits per second).
Since, ordinarily, channels have a certain amount of noise, and there-
fore a finite capacity, exact transmission is impossible. [4, p. 26]

Once the signal has been mapped onto a finite number of categories—a
finite alphabet—the theoretical possibility of error-free transmission is cre-
ated, ex nihilo it would seem. The mapping process has transformed a very
difficult discrimination problem with an unavoidable probability of error into
a (large) number of easy discrimination problems. The probability of error has
not just been averaged out or somehow apportioned among this larger
number of little decisions. It has been (under certain reasonable assump-
tions) eliminated almost entirely. Even in the realm of practice, as opposed to
theory, this seemingly simple mapping substitution produces striking results.

5.1.4 Nonlinearity and Threshold Effects

This miracle has been received somewhat uncritically by the communica-
tions industry, and perhaps that is as it should be. The deliverance from
noise, which had been beyond reach, is now something that can be
designed, achieved, and managed as a cost function in the network. Espe-
cially in wireless networks, where serial regeneration is not normally feasi-
ble, the quantized signal is significantly hardened compared to its analog
counterpart, which should allow smaller buffers and denser packing of the
communications space with user traffic. Unfortunately, the price paid for
this is also complex, and to some degree the gains are given back (unless fur-
ther steps are taken, as we shall see).

In an analog system, the relationship between channel quality (noise
levels) and signal quality is (broadly speaking) what the engineers call linear.
A small amount of noise will degrade the signal by a small amount, and a
somewhat larger amount of noise will degrade the signal by a somewhat
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larger amount, and so on. The degradation is gradual, cumulative, and is
even said sometimes to be graceful.

With a quantized, digital signal, the effects of noise are very different.
The relationship is nonlinear: A threshold has now been created by the map-
ping process.

As we change the message a small amount, the corresponding signal will
change a small amount, until some critical value is reached. At this
point the signal will undergo a considerable change. In topology it is
shown that it is not possible to map a region of higher dimension into a
region of lower dimension [i.e., to map a larger set into a smaller set]
continuously. It is the necessary discontinuity which produces the
threshold effects ... [5, p. 165]

It can be stated today even more forcefully. Essentially, up to a certain
threshold value the noise has no effect whatsoever; at the threshold, the
effect is catastrophic. The system degrades in a precipitous, nonlinear fash-
ion (Figure 5.5). At the level of an individual symbol or bit of information, an
error means that the receiver has assigned the received signal event to the
wrong category. More interestingly, a similar phenomenon occurs at the sys-
tem level. If the average level of noise (relative to the signal strength) is
below a certain threshold, the whole system will work smoothly. If the noise
level crosses the threshold, the system breaks down. In a sense, the whole
system now has two states: an “on” state in which there is essentially error-
free transmission, and an “off” state in which there are so many errors that
reliable transmission is not possible.

Nevertheless, the digital strategy pushes us to embrace nonlinearity.
As Shannon further observes, “it is evident that any system, either to com-
press TW [time and bandwidth] or to expand it and make full use of the
additional volume, must be highly nonlinear in character ...” [5, pp.
165–166]. In other words, to maximize efficiency and capacity utilization,
the thresholds and nonlinearities should be made fewer, hence sharper.

The introduction of nonlinearities, or thresholds, creates or poses a
series of new issues. For one thing, it alters the perceptual nature of noise to
the end user. The system tends to become an all-or-nothing proposition. In
an analog voice communications application, noise is experienced as a fad-
ing, intermittent phenomenon, and the acoustic processing systems in our
brains are well equipped apparently to handle this kind of interference (for
speech signals). We can tolerate a lot of analog noise and still understand
what is being said. In a digital system, the all-or-nothing phenomenon means
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that the speech signal will tend to break up instead of merely fading or going
through short periods of noisiness. Around the threshold value, the structure
of the signal energy is quite disrupted and the speech goes from being okay,
to being unintelligible, often quite abruptly.

It also creates a new kind of signal degradation. As we have seen, the
process of quantization involves rounding off the analog samples to the near-
est threshold value in the alphabet of signal elements. In this rounding
process, some of the information is lost, irretrievably. An analog signal sam-
ple that lies between threshold A and threshold B, or category A and category
B, must be assigned to one or the other. Once it has been assigned (quan-
tized), all information that would distinguish it from all other samples
assigned to the same category is gone (Figure 5.6). A deviation from the
original signal has been introduced into the quantized representation of that
signal.

Is this a new form of noise, or a new type of error—it has been called
both15—or is it something else? It has often been modeled (to my mind,
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naively) as an additive white noise source [11] (Figure 5.7).16 It is better seen
as an artifact of the quantization process, something that we create. It is an
aspect of the signal itself, which has a definite, deterministic structure like
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15. In “The Philosophy of PCM,” Shannon mixes his metaphors in a way that became
characteristic of the entire field: “Representing the signal by certain discrete allowed
levels only is called quantizing. It inherently introduces an initial error in the ampli-
tude of the samples, giving rise to quantization noise” [1, p. 151].

16. Gray [13] is more specific about the limits on this assumption: “The white noise ap-
proximation for quantization noise is originally due to Bennett and it has become the
most common approximation in the analysis of quantization systems. Note that the
... approximation really only makes sense if: 1. The quantization is uniform. 2. The
quantizer does not overload. 3. The rate is high. 4. The maximum size of the quan-
tizer cells is small. 5. The input joint density is smooth. Unfortunately, the assump-
tion is often made even when these conditions do not hold” [13, pp. 134–135].



the signal, rather than the property of randomness we associate with noise.
As one recent author remarks:

The difference between the quantizer input x and output y ... besides
being referred to the quantization error is also called the quantizer dis-
tortion or quantization noise. But the word noise is somewhat of a misno-
mer. Generally, when we talk about noise we mean a process external to
the source process [that is, the signal itself]. Because of the manner in
which the quantization error is generated, it is dependent on the source
[signal], and therefore cannot be regarded as external to the [signal].
[14, p. 173]17

It bears emphasizing: Quantization noise (so-called) is an artifact, a
result of the purposeful modification of the signal. “Unlike channel noise or
thermal noise, quantization noise is deliberately introduced ...” [10, p. 118].
The creation of this quantization artifact opens a new Pandora’s box for the
communications engineer. First of all, it does degrade the signal, and if we
are willing to ignore its structure, we can (and must) accept additional deci-
bels of degradation (in addition to noise, interference, and other forms of sig-
nal degradation). We must engineer for it. Next we discover that different
quantization procedures—that is, different ways of dividing up the input sig-
nal range into threshold values—produce different amounts of quantization
noise. Even for basic PCM, the difference between a dumb quantizer (based
simply on uniformly spaced amplitude thresholds) and a moderately smart
quantizer that takes into account some of the properties of human speech
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Figure 5.7 The naïve view: additive quantization noise. (From [14]. © 1996 Mor-
gan Kaufmann.)

17. See also Gray [13]: “[Quantization noise] is not really noise in the usual sense: it is a
deterministic function of the input and hence cannot be statistically independent of
the input” [13, p. 135].



and hearing can mean as much as a 24-dB reduction in quantization-
induced signal degradation, which is quite a lot [13, p. 91].

Second, this so-called “quantization noise” is actually correlated with
the signal itself. It has structure, and this structure is accentuated by the use
of structured (nonuniform) quantizers. The existence of this structure
means that the noise is not at all white but “colored and input-correlated”
[10, p. 164]. The structure can assume the form of perceptually significant
interference, which can be far more undesirable than the level of the noise
value alone would indicate. To break up this structure, one common solu-
tion is to add even more noise. A technique called dithering is used to ran-
domize these quantization artifacts more thoroughly, to make them more
truly noise-like and thus less offensive to human eyes and ears (for audio and
image data).18 Indeed, designing smart quantization schemes has become a
well-elaborated and active field of communications research. The some-
times odd and unlooked-for effects of quantization-induced nonlinearities,
and the methods of managing them, have assumed central importance in
many subdisciplines of digital communications.19

Even just skimming the surface of this subject, it should be clear by
now that quantization (coding), far from being a simple, intuitive signal con-
version procedure (as it is often portrayed), is in fact a step through the look-
ing glass. It is indeed a new philosophy—and perhaps more than that. We
have done more than simply map a complex reality into a set of categories.
We have embedded strange nonlinear boundaries in our previously smooth
phenomenal fabric, and these nonlinearities will henceforward become a
source of continuing engineering challenges. Philosophically speaking, we
should recognize that we are actually injecting noise (or something like it)
into our signal, on purpose. The hope is that by so doing we can inoculate
our signal against the various wild forms of noise that prey on it. Thus, like
medical researchers designing vaccines against infectious diseases, we find
that we must take great care to design this artificial noise. We must apply to
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18. “When quantization is coarse ... [there is] a colored and input-correlated error se-
quence. ... The ... autocorrelation and cross-correlation properties are reflected by
perceptually undesirable signal-dependent patterns in the error sequence. By adding
appropriate high-frequency signals to a waveform prior to quantization, it is possible
to break up these undesirable patterns. The high-frequency perturbation signal can
be a pseudorandom signal; it can also be a carefully designed deterministic signal; in
either case, it is referred to as a dither signal ...” [10, p. 164].

19. See, for example, Chapter 6 in [15] for a discussion of the many types of quantiza-
tion artifacts that must be dealt with in designing a digital filter.



the design an increasingly detailed knowledge of the interaction of our cod-
ing processes with the signal, the channel, and the receiver. We find as well
that we must apply the cure in complex regimens, in layers, to ensure that
each remedy does not create a new illness.

As the belated, though by now overwhelming, success of digital tech-
niques would suggest, this strategy is highly productive. We can produce
immunized signals that are much more resistant to higher levels of interfer-
ence. With this ability to design hardened signals, we are launched on the
path toward true high-capacity networks, which was the basis of many of
Shannon’s insights, but it is a complex path, with many forks and choices.
The design of hardened signals involves new types of trade-offs and concep-
tual challenges that often seem open ended, even 50 years after the Shannon
revolution. The immunology of communications signals is as complex a sub-
ject as we can find in engineering.

5.1.5 Coding as Redundancy Construction: One-to-Many Mapping

The quantized signal is tough, but brittle. It can withstand a high level of
noise compared to its analog precursor, but when the noise level reaches a
certain threshold, the signal deteriorates abruptly and catastrophically.
Where analog bends, digital snaps. In an engineerable channel (such as a
wireline T1 link with repeaters), the noise level can be managed such that it
will never reach this threshold and the digital signals are transmitted with
virtually perfect accuracy. In the nonengineerable wireless channel, where
the noise and interference fluctuates violently and rapidly, the basic digital
signal is paradoxically vulnerable.20

The structure of the coded signal also creates vulnerability. For exam-
ple, in 8-bit PCM, the most significant bit (MSB) accounts for half of the
entire amplitude range, while the least significant bit (LSB) accounts for only
1/256th of the range. An error in the LSB may pass unnoticed, but an error
in the MSB will completely alter the signal (Figure 5.8).

As a result, basic quantized signals show a sharp degradation in error
performance at some crucial noise level (Figure 5.9) [16]. This “knee in the
curve” defines the overall suitability of the coding scheme for a particular
channel. Again, for clean (engineerable) channels like those in most wireline
networks, where we can be sure that the noise level will stay below the
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20. Unprotected PCM is unusable in mobile systems. There is no reasonable way to
guarantee sufficient margins to make sure that the catastrophic threshold will not be
breached.



threshold value, the use of unprotected PCM and similar schemes is
unproblematic. In a wireless channel where extremely high bit error rates are
likely from time to time, we need additional protection. Fortunately, once
the signal is in coded (digital) form, it is highly amenable to additional proc-
essing, which can further harden the signal, and very substantially so.

The basic concept underlying the most straightforward protection
schemes is to add redundancy [17]. The very simplest solution is to repeat
the coded signal more than once. If an odd number of repetitions are trans-
mitted, the receiver can use a simple majority decision to compare the vari-
ous received copies of the underlying information bits (Figure 5.10).
Because the channel noise is often assumed to be a random process that
affects each bit independently, the chances of getting a correct decision on,
say, a three-out-of-five decision are considerably better even for a long string
of such expanded information bits than for unprotected bits decided on the
basis of a single transmission each.

Generically, this type of process is called channel coding—it is addi-
tional coding of the signal that is designed to add redundancy and thereby
mitigate the effects of channel noise. It is also often referred to as forward
error correction coding, or FEC, where forward refers to the fact that the
transmitter forwards to the receiver the additional information needed to
detect and correct some errors. Indeed, it is also often called simply coding
(ignoring the other uses of the term).

One way to look at this channel coding process is as a second mapping
stage.21 However, whereas the quantization mapping was a many-to-one

160 Third Generation Wireless Systems: Post-Shannon Signal Architectures

Input PCM word

LSB error

MSB error

1 1 1 10 00 0

1 1 1 00 00 0

0 1 1 10 00 0 = 49

= 176

= 177

Less than
1% error

Very large
error

Figure 5.8 LSB and MSB error impacts.

21. “With linear block codes the redundancy is added by taking an input sequence of k
information symbols and mapping it into a transmitted sequence of n symbols (nk)
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process, whereby the analog signal was in some sense compressed and certain
information rounded off and thrown away, the second-stage mapping
involved in channel coding is a one-to-many mapping, which results in an
expansion of the signal and the addition (if not per se the creation) of new
information. As we shall see, the mappings are usually quite complex (the
repetition code described above is far too simple to provide enough protec-
tion for most purposes). In some cases, the mappings produce distinct extra
bits that contain error correction information about the payload. In other
cases, the mapping commingles the information payload and the error cor-
rection redundancy information such that the output of the channel coding
process consists of bits or symbols that blend both functions. Indeed, such
mappings are increasingly generated by means of advanced mathematical
transformations, such that the redundancy is not readily discernible as a
separate part of the transmitted code, other than by the obvious expansion of
the size of the signal.

In a sense, this expansion is the obscure key to the whole matter. Con-
ceptually, and practically, the one-to-many mapping expands the signal. It
also causes an expansion of what we may call the entire message space. Both
expansions (signal space and message space) have to do with accentuating
the distinction between the structure of the signal and the (presumed) struc-
turelessness of the channel noise. The core idea is that the signal has structure,
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Figure 5.10 Simple repetition coding.

which are linear combinations of the k information symbols. The mapping used de-
fines the particular code.... Redundancy is added in a similar fashion for convolu-
tional codes ...” [18, p. 46].



whereas the noise does not (or should not). The effect of expanding the sig-
nal is to accentuate the randomness of the noise. The effect of expanding the
message space is to accentuate the uniqueness of the signal relative to other
signals. Let us look at each of these processes in turn.

5.1.6 Signal Expansion: Channel Coding as Noise Averaging

The repetition code described above introduces the idea of spreading the
signal out in time, which, intuitively, ought to average down the effects of
the channel noise. Assume that we are transmitting an 8-bit PCM word as a
sequence of eight 1’s and 0’s. Assume that the chance of receiving any given
pulse incorrectly due to channel noise is 12.5% (to make the math easy). For
each 8-bit PCM word, therefore, we should expect to see an average of 1 bit
error.

If we do nothing more than send the same PCM word three times and
let the receiver take the majority decision on each bit, the probability of mak-
ing an incorrect two-of-three decision on each bit goes down to 4.3%, and we
should expect to see an average of about 0.34 bit errors per decoded 8-bit
PCM word—or about one uncorrected bit error every three 8-bit words.

If we expand to a best three-of-five, the probability of an incorrect
decision on a bit drops to 1.6%, and we will see an uncorrected bit error
about once every eight 8-bit PCM words.

With seven repetitions and a best four-of-seven decision rule, the prob-
ability of an uncorrected bit is about 0.6% and uncorrected errors will sneak
in only about once in every 20 PCM words (Figure 5.11). These gains are
achieved without any heavy math or ingenious algorithms. There is no real
code space or distance function being created here. Just by brute force repe-
tition of the same transmission a number of times, and allowing a majority
decision by the receiver, we can drive the error probability into the ground (as
long as the noise is truly a random process).22

Coding theory has sometimes referred to this as noise averaging [18]
and it underlies, explicitly or implicitly, many of the powerful error correc-
tion techniques that we shall survey below. For example, another way of
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22. This is very close to the concept underlying Shannon’s famous and infamous
“proof” of the possibility of error-free transmission in the presence of noise. “It is a
rather surprising result, since one would expect that reducing the frequency of er-
rors would require reducing the rate of transmission, and that the rate must ap-
proach zero as the error frequency does. Actually, we can send at the rate C [the
capacity of the channel] but reduce errors by using more involved encoding and
longer delays at the transmitter and receiver. The transmitter will take long se-



looking at this is to view the decoding as proceeding not on a bit-by-bit basis,
but in blocks of symbols that are probabilistically decoded (e.g., three of
five). Clark and Cain essentially reformulate the results of our repetition
example in terms of the block-size (Figure 5.12):

As the block size increases ...not only does the fraction of symbols that
are in error in a [given] block approach the average channel rate, but
more importantly the fraction of blocks that contain a number of errors
that differ substantially from the average becomes very small.... If we are
willing to process symbols in blocks rather than one at a time, it might
be possible to reduce the overall error rate.... The potential for
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Figure 5.11 Noise averaging: declining probability of error as a function of the
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bit.

quences of binary digits and represent this entire sequence by a particular signal
function of long duration. The delay is required because the transmitter must wait
for the full sequence before the signal is determined. Similarly, the receiver must
wait for the full signal function before decoding into binary digits” [5, p. 166]. See
also Hamming’s [12] comments: “Shannon’s main theorem, which used very long
block codes, shows that we can signal at a rate arbitrarily close to the maximum rate
and with arbitrarily few errors. The proof is based on random encodings which use
very long blocks, and in any one of the long words there will probably be many er-
rors to be corrected at the receiver, which means that to be efficient we must work
at high error-correction rates” [12, p. 209].



performance improvement that is obtained through noise averaging ...
increases with block length. [18, p. 2]

This line of reasoning leads, on the one hand, to sophisticated block-
encoding schemes such as vector quantization (see Chapter 6). On the other
hand, it suggests that better decisions can be made by allowing the receiver
to proceed probabilistically, making so-called “soft decisions” based on
sequences of symbols (instead of hard symbol-by-symbol decisions). Indeed,
much of the emphasis in recent coding theory has been on finding ways to
soften the decisions at all levels of signal processing, and allow the noise to
average itself down. When the noise plays along (by being sufficiently ran-
dom), the strategy works very well.

Credit for the insight belongs once again to Shannon himself, and he
has a marvelous, easygoing way of expressing it:
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Actually, two signals can be reliably distinguished if they differ by only a
small amount, provided this difference is sustained over a long period of
time. Each sample of the received signal then gives a small amount of
statistical information concerning the transmitted signal; in combina-
tion, these statistical indications result in near certainty. [5, p. 166]

There, now we all must have known that!

5.1.7 Message Space Expansion: Channel Coding as Signal Geometry

The penalty for this improved signal hardening is the wanton waste of chan-
nel bandwidth (or so it would seem). By expanding the signal by a factor of 3
(in the repetition example), we reduce the number of error-containing 8-bit
words by a little less than the inverse of that factor. The five-times repeating
code gives us a moderately better return on investment, and by the time we
reach a seven-times repeating code we are getting back a respectable multi-
plier in terms of error reduction.

However, we must admit that the very parameter we set out to opti-
mize, capacity, has suffered grievously. To achieve a modest additional hard-
ening of the signal, we have suffered huge reductions in capacity. Although
the hardened signals can be packed more densely (in space, time, and fre-
quency), it is not intuitively obvious that we have gained much ground.
Indeed, for many years it was a (false) cliché in the telephone industry that
digital signals always required more bandwidth than analog signals, and
although we are past it now, I can remember in the early and mid-1980s hav-
ing to overcome this objection to the introduction of digital techniques for
cellular radio.23

The solution, in part, is to begin to design the expansion more intelli-
gently. For example, in the three-repetition code discussed earlier we were
sending 24 bit symbols of information for each original 8-bit PCM word.
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23. “Analog communication of speech with commercial quality will require ... a signal-
to-channel-noise ratio of at least 30 dB. Digital speech coders, on the other hand,
are very robust ... and they require signal-to-channel-noise ratios of only 10.8 dB
[for BPSK] and 18.7 dB [for 16-PSK].... The saving in terms of required channel
quality is, of course, accompanied by greater demands on bandwidth. In place of the
4 kHz bandwidth required for analog speech communications, digital speech sys-
tems will require ... bandwidth expansions ... over the analog system.... Digital com-
munication is based on an exchange of bandwidth for (channel) signal-to-noise
ratio” [10, pp. 19–20]. The specific numbers cited here are not relevant to the gen-
eral point of view.



That is, we were sending 3 bits to represent each original bit. Yet we know
that an error in the MSB has a much worse effect than an error in the LSB.
So assume that we can rob the 2 extra bits from the expansion of the LSB
and use them to expand the MSB to 5 bits. The LSB is now “naked” and its
error probability (in this example) is back to 12.5%, but the MSB enjoys the
extra armor and a lower error probability of only 1.6%. In this skewed three-
times repetition code, the overall probability of a bit error has increased
slightly, but if we weight the errors by the significance of the damage they
do, the skewed code is about 50% harder than the flat code.

This is merely suggestive of the power of applying more intelligence to
the design of the channel coding scheme. Let us now make a great leap, con-
ceptually, to the other end of the process altogether. We have been looking
at all this from the perspective of the signal. Let us look at it now from the
perspective of the code. The real issue is not how to tweak this bit or that,
but how to design the entire code space or signal space in a comprehensive
way that maximizes the uniqueness of each transmission. We want to expand
the whole signal space in a way that provides an efficient and effective buffer
between individual transmitted coded signals, making it easy to discriminate
them from one another. We want to spread the whole code out.

The best way to capture the perspective of the code is by means of
another of Shannon’s powerful conceptual innovations: to view the code in
geometrical terms.

The full presentation of the geometrical metaphor is contained in
Shannon’s paper “Communications in the Presence of Noise” [5] and it bears
reading, and rereading, as one of the most brilliant and enduring conceptual
revolutions in our century. In many ways, I regard the geometrical metaphor
as a more important constellation of insights than some of the other, more
popular Shannon concepts (such as the much-abused definitions of entropy
and average information and even channel capacity). Whereas information as
entropy is one of those double-back-flip sort of ideas that never fails to aston-
ish the beginning student, I am not sure I have ever given it much thought
since or heard it applied in discussion by others. On the other hand, the geo-
metric metaphor is the common language of communications engineers
when they are talking at a conceptual level. It has even recently penetrated
(as popular engineering terms will do) into the general business jargon, and
in the late 1990s it was common to hear businesspeople and even stockbro-
kers talking about this or that space (product space, applications space), in
ways that I often find neither inappropriate nor unenlightening.

Nevertheless, I will not attempt a close derivation of Shannon’s spe-
cific ideas here. We can begin (for purposes of this chapter) with a much
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simpler presentation of the concept of the code space, drawn from one of
the better textbooks [19, p. 235].

Assume that there is a source that is generating a string of letters of the
English alphabet, uppercase only. The digital encoder maps each letter onto
a different sequence of five 1’s and 0’s. There are 32 such sequences, which
is enough to accommodate all 26 letters plus a few punctuation marks
(Figure 5.13). The channel coding in this case involves replacing the letters
with 5-bit blocks, or words, which are then transmitted to the receiver. The
entire field of available 5-bit words is utilized; every possible permutation
has meaning. The code thus appears to be very efficient.

At the other end, the receiver detects and decode these sequences and
recreates the letters sent by the source. Now, what happens if there is an
error in transmission? Let us say that the word 01101 (which is supposed to
represent the letter N) suffers a change of its last bit to become 01100
(which corresponds to the letter M). The receiver has no way of knowing
that an error has occurred. Because all of the permutations are valid, any
transmission error will cause an incorrect decoding decision. The maximally
efficient code is a very vulnerable code.

Now let us assume that each letter is mapped onto an 8-bit word (Fig-
ure 5.14). Two things are obviously different: (1) the total code space has
been greatly expanded—there are now 256 different permutations or code-
words—and (2) not all of these codewords are valid; in fact most are not
valid. Only about 10% of the possible codewords are valid.

Suddenly, we can detect errors (at least some errors). If the receiver
decodes an invalid codeword, then it knows for certain that there was an
error in transmission. Expanding the code space to become larger than the
number of valid codewords is the crucial step in channel coding:

It is obviously not possible to detect an error if every possible symbol, or
set of symbols, that can be received is a legitimate message. It is possible
to catch errors only if there are some restrictions on what is a proper mes-
sage [emphasis in original]. [12, p. 21]

The follow-up question is clear: If we are going to designate only some
of the sequences in the code space as valid codewords, which ones should
we select? We could decide to locate all the valid codewords in the center of
the code space (Figure 5.15). This design would allow detection of some
errors, but it would be rather ineffective in reducing the vulnerability of the
code. Because most codewords would have only one error, the clustering of
valid codewords together would still lead to a lot of undetected errors getting
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through the system. It should be intuitively apparent that the best way to
select the valid codewords is to spread them throughout the entire code
space, and to keep every valid codeword as far apart from all other valid
codewords as possible (Figure 5.16). In this way, many errors can not only
be detected, but also corrected. For example, if there is only one bit in error
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in a received sequence, it will be closer to the correct codeword in the code
space than to any of the other codewords.

Some reflection ...will reveal that if one is going to attempt to correct
errors in a message represented by a sequence of n binary symbols, then
it is absolutely essential not to allow the use of all 2n possible sequences

170 Third Generation Wireless Systems: Post-Shannon Signal Architectures

Alphabet
source
symbols

)
(
&
?
,
.
Z
Y
X
W
V

AA
B
C
D
E
F
G
HH
I
J
K
L
M
N
O
P
Q
R
S
T
U

31
30
29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

11111
11110

11100
11011
11010
11001

10100
10011
10010
10001
10000
01111
01110
01101

01011
01010
01001
01000
00111
00110

00000
00001

00011
00010

00100
00101

01100

10101
10110
10111
11000

11101

Decimal Binary

010
101

101
001
100

001
001

000
101
110
000
110

000
111
111
101
100
010
101
001
010
111

11111010
11110101
11101100
11100000
11011101

11001010
11000010
10111101
10110101
10101001
10100100

10010001
10001011
10000010

01110101
01101110
01100000

01010001
01001000
01000111
00111111
00110101
00101100
00100010
00011101

00001010
00000111

00010001

01011110

01111000

10011001

11010101

001

011
010

101

100
000
101
101

010
010

Extension
(random)

Expanded 8-bit
codewords

Figure 5.14 Expanding the code.



as being legitimate messages.... Carrying this reasoning a little further, it
becomes clear that if one wishes to correct all patterns of t or fewer
errors, it is both necessary and sufficient for every legitimate message
sequence to differ from every other legitimate sequence in at least 2t + 1
positions. For example, if one wished to correct all single and double
errors, it is necessary that all pairs of message sequences differ in at
least five symbols. Any received sequence which contains two errors
and, therefore, differs from the correct sequence in exactly two places
will always differ from all other message sequences in at least three
places. We refer to the number of positions in which any two sequences
differ from each other as the Hamming distance, d, between the two
sequences. The smallest value of d for all pairs of code sequences is
called the minimum distance of the code ... [18, pp. 3–4]

The geometrical metaphor allows us to speak thus not only of the code
space, but also of the distance between codewords, and to easily visualize the
receiver’s decision process. Figure 5.17, drawn from Blahut [19], gives us an
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Figure 5.15 Codewords in the center of the code space—an ineffective design.



idea of a code space from the receiver’s point of view. Each valid codeword is
like a bull’s-eye at the center of a small circular target. The transmitter aims
each transmitted signal element at one of these bull’s-eyes, but it may be
deflected by the noise in the channel. If it hits the bull’s-eye or comes fairly
close (within the circle), the receiver can decode the signal correctly. If the
noise is large enough to deflect it into the circle of another valid codeword,
the error will not be detected. If the decoded signal lies in the no-man’s land
between the circles, the receiver knows that an error has occurred, but does
not have enough information to correct it [19, p. 235].

In a fundamental sense, that is what channel coding is all about:
spreading the code space out, and locating the codepoints appropriately. The
vast complexity of encoding and decoding procedures is, conceptually, at the
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Figure 5.16 Codewords well spread throughout the code space—a more effective
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next level of detail. Signal hardening is achieved by building in the error
detection and error correction capabilities, which is a result of the remap-
ping of the signal into the expanded code space.

To summarize, coding is a strategy for signal hardening that is based
on a two-stage mapping, or transformation, of the signal into a specialized
(coded) form. Broadly speaking, the first stage involves a compression
through quantization of the analog signal. This embeds logical (and physical)
nonlinearities in the signal, which allow the receiver to employ threshold
detection strategies that can operate in the presence of much higher levels of
noise (compared to the original analog signal). In the literature, the first stage
is referred to as source coding, and we shall deal with this subject at greater
length in Chapter 6. The second stage involves reexpanding the quantized sig-
nal by mapping it into a larger code space, such that the receiver can detect
and in some cases correct errors caused by channel noise. It is generally
referred to as channel coding.

Signal Hardening Techniques 173

Codewords Transmitted
codewords

dmin

t

Decoding
failure

Ambiguous,
undecidable

Figure 5.17 Code space diagram. (From: [19]. © 1990 Addison Wesley Inc.)



The subtleties we have touched upon include the following:

1. The use of one kind of noise to defeat another—quantization arti-
facts that are intentionally introduced into the signal, to counteract
and control the effects of naturally occurring noise; yet these arti-
facts themselves must be managed carefully, which sometimes
requires the addition of even more intentional noise to break up
structured interference patterns.

2. The change in the nature of the degradation of the signal from a
generally linear and often psychologically more tolerable deteriora-
tion (with analog signals) to a highly nonlinear, catastrophic failure
mode characteristic of digital systems; to some extent, this phe-
nomenon takes back what we gained from digitization in the first
place.

3. The strange trade-off of bandwidth for signal hardness (resistance
to noise).24

In the following sections, we will survey some of the popular channel
coding techniques that have been developed from these concepts during the
past 50 years.
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24. Shannon presented this trade-off in (I think) somewhat simplistic terms: “We have
seen that PCM requires more bandwidth and less power than is required with direct
transmission of the signal itself.... We have, in a sense, exchanged bandwidth for
power” [1, p. 154]. This observation, couched as it is in empirical terms—he is call-
ing attention to a correlative relationship, which he then suggests “in a sense” may
be causally connected—has become a mantra among spread spectrum theorists, who
will often start (and try to finish) any argument over wireless architectures by citing
Shannon’s “proof” that wideband signals are inherently superior, and so on. My own
sense is that it is the relative power that matters, or, to put it another way, the
amount of power required by the receiver to discriminate signal from noise. A hard-
ened signal, built up out of strong nonlinearities that tend to “contain” the noise in
defined compartments, can tolerate higher levels of ambient energy than a nonhard-
ened transmission where the noise permeates the entire signal. I also think it is not
clear that digitization, properly exploited, necessarily expands the bandwidth (prior
to channel coding). PCM is particularly wasteful of bandwidth, and does not pro-
duce a very hardened signal. Modern digital radio coding schemes are approaching
the equivalent frequency bandwidth of analog systems (six digital channels in a 25-
kHz channel is close to the 4-kHz analog bandwidth often cited for FM).



5.2 Basic Channel Coding Strategies

The two basic types of channel coding—block codes and convolutional
codes—are by now well marked out in the literature.25 Indeed, in some
respects this classical distinction is suspect, for although the two codes are
produced in different ways, the trend in code design is toward a blending of
the two strategies (as we shall see in Section 5.3). In this section, we shall
touch on the basic concepts briefly, followed by a discussion of some of the
basic practical issues of decoding solutions.

5.2.1 Block Codes

The first effective channel codes to be developed were developed by expand-
ing “naked” PCM type data words, mapping them into a larger code space—
that is, by appending special error correction bits to the so-called “data bits,”
to create larger codewords that allowed for the detection of errors (Figure
5.18).26 Because the result of this process was a block of data of fixed length,
the term block code came into use. Certain mathematical properties of the
codes, such as whether two codewords added together (modulo-2) always
produce another valid codeword, are sometimes used for designating sub-
categories, such as linear block codes, cyclic block codes [21, Chaps. 3 and
4], group codes, and systematic codes. Other terms are derived from the way
in which the codes are generated (the method of mapping data words onto
codewords) such as polynomial codes [18, Chap. 2]. Specific codes are often
designated by the name of their inventors and, in general, all of this termi-
nology constitutes a somewhat imprecise nomenclature that, with one or
two exceptions, can be ignored except by specialists.27

Signal Hardening Techniques 175

25. There are many references and survey articles. See, for example, [20] for the origins;
three fairly representative textbooks are [13, 18, 21].

26. “We will assume that each code word in a group code can be divided into two por-
tions. The first k-symbol portion is always identical to the information sequence to be
transmitted. Each of the n–k symbols in the second portion is computed by taking a
linear combination of a predetermined subset of information symbols” [18, p. 50].

27. Clark and Cain [18] offer a fair, if unwitting appraisal of the value of the nomencla-
ture per se: “The group codes constitute a vanishingly small percentage of all possible
block codes. With very few exceptions, however, they are the only block codes of
practical importance. They are often referred to by other names such as linear codes
or generalized parity check codes. Within the set of all group codes there is a second
major subdivision called polynomial generated codes. Examples of polynomial gener-
ated codes are the Bose–Chaudhuri–Hocquenghen (BCH) codes, Reed–Solomon



The first systematic treatment of these sorts of codes was presented by
Richard Hamming, one of the most cogent and accessible writers in this end
of the business.28 Part of the importance of Hamming’s work was the exten-
sion of the geometric metaphor, along the lines suggested above, to enable
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Figure 5.18 Example of block code construction: (a) systematic format of a code-
word; and (b) linear block code with k = 4 and n = 7. (From: [21]. ©
1983 Prentice-Hall Inc.)

codes, generalized Reed–Mueller codes, projective geometry codes, Euclidean ge-
ometry codes, and quadratic residue codes. Each of these classes of codes is de-
scribed by a specific algorithm for constructing the code. The classes form
overlapping sets so that a particular code may be a BCH code and also a residue code
or it may be a generalized Reed–Mueller code and also a BCH code, etc.” [18, p. 49].

28. Hamming’s original paper is still a pleasure to read [22]. See also his excellent small
book titled Coding and Information Theory [12].



researchers to understand precisely the distance properties of particular
codes, and to design codes to maximize the distance between codewords
within a given code space.

Block codes today are somewhat out of favor because of the inability
to fully apply soft decision decoding principles. Each block requires a hard
decision as to the identity of the transmitted codeword. As we shall see, this
imposes a penalty that drives most code designers to choose convolutional
solutions whenever they can. There is one important exception: the use of
Reed–Solomon coders for a channel characterized by bursts of errors (see
Section 5.3).

5.2.2 Convolutional Codes

The other broad class of channel coding techniques is based on a combina-
tion of the signal-spreading concept with another, quite different and
equally fundamental principle: the convolution of the signal with itself. The
concepts and broader significance of convolution as a hardening strategy will
be discussed in Section 5.5, but we cannot complete the introduction to
channel coding without reference to this approach here.

The original presentation of convolutional coding is usually traced to a
paper by Elias [23]. The definition he offers is disarmingly simple: “A convo-
lutional code is defined as one in which check symbols are interspersed with
the information symbols ...” [23, p. 51]. Actually, the mechanics of the
encoding process are quite different from the block coding approach dis-
cussed above. First, a register is created with room for a certain number of
input symbols. The size of the register is called the constraint length, which
is normally denominated by the letter k. The stream of data symbols enters
the register from one end and passes through and out the other end, so that
at each moment in time we can “see” k data symbols in the register. Any
symbol entering the register takes k clock cycles to pass entirely through the
register (Figure 5.19).

To create the output symbols, the coder takes a snapshot of the con-
tents of the register. It then performs a convolution of some subset of the
symbols in the register, combining them together by modulo-2 addition, for
example, to produce a new output symbol. Next, another convolution is per-
formed on a different subset of the symbols in the same snapshot. Figure
5.20 shows an example of a convolutional coder with a register three sym-
bols long (k = 3), and two convolutions being performed on each snapshot of
the register (the top convolution combines the first and the last symbols, and
the bottom convolution combines all three symbols). Thus, for each
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snapshot of the register, two output symbols are created. Finally, the clock
ticks forward one cycle, and the symbols all advance by one space. Note that
all of the symbols stay in the register except the oldest one, which exits (to
the right) and is replaced by one new symbol coming in (from the left). The
coder takes a new snapshot and generates two more output symbols and so
forth. Of course, we could have shorter or longer registers, and more than
two convolutions, and we can have multiple registers with convolutions
across registers. Figure 5.21 shows two versions of a coder with two registers
of two symbols each and three convolutions being performed. In principle,
the options are limitless.
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Figure 5.20 Example of a simple convolutional coder. (From: [18]. © 1981 Plenum
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Figure 5.19 State-by-state mechanics of a register for convolutional coder.



Consider how this process transforms the signal:

1. The output symbol rate is double the input symbol rate (in our
example, higher in other examples as a function of the number of
convolutions per cycle). Thus, the signal is expanded, just as with
block codes.
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Figure 5.21 More complex convolutional coders: (a) encoder for rate 2/3, k = 4 code
(From: [18]. © 1981 Plenum Press.); and (b) rate 2/3 convolutional
encoder for encoding both information bits (From: [11]. © 1989
McGraw-Hill Inc.).



2. Unlike block codes, in convolutional codes none of the input sym-
bols actually survives intact to be transmitted. (This is what Elias
[23] meant with his laconic reference to interspersing the parity
symbols with the data symbols.) The output symbols are created
by combining subsets of the input symbols together and rounding
off.

3. Each input symbol has some influence over a long string of output
symbols. In our example in Figure 5.21, each input symbol contrib-
utes something to the creation of six output symbols (two per cycle,
for three cycles). This is another, deeper level of signal spreading,
in a sense. The information carried by one input symbol is spread
over six output symbols (in this example).

4. Each input symbol is commingled with a number of preceding and
following input symbols. This is the heart of the idea of convolu-
tion, which comes from the Latin root meaning “to braid” or “to
twist together.”

5. The process is continuous. It does not produce blocks of symbols
of fixed length. As one author has written, “the transmitted
sequence is actually a single ‘semi-infinite’ codeword” [18, p. 227].

Compared to block coding, two things are clear right away. First, the
mechanics of the convolutional process are extremely simple (compared to
some of the more powerful block codes that require complex mathematical
operations to generate the signal expansion). Indeed, whereas the develop-
ment of new block codes has drawn on advanced algebraic theory and is pur-
sued in a theoretical manner, the discovery of good convolutional codes has
been a more trial-and-error process, aided by computerized searches of large
numbers of such codes [18, p. 227].29

On the other hand, we are struck by the profound nature of the transfor-
mation wrought by these codes on the input data stream. The information is
decimated, mixed, hammered out, homogenized, distilled, and reblended in a
new code stream that has layers of subtle, built-in structure [19, pp. 220ff].

Less obvious aspects of convolutional coding technology have emerged
through many years of application. For one thing, the problem of finding an
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29. In addressing the need for a similar formal treatment of convolutional codes, Forney
[24] has called attention to “the difficulty of analyzing convolutional codes, as com-
pared to block codes” [24, p. 720].



easy way to decode convolutional expansions took some time to solve (see
Section 5.2.3).

More critically, certain kinds of errors can be fatal to certain convolu-
tional decoders; they can propagate and throw the decoder completely off-
track such that it cannot recover. In block codes, the hard decoding decisions
and the strict boundaries between blocks limit the effects of an error to a
given block. With convolutional codes, this is not necessarily true.30 And even
when a convolutional decoder is not susceptible to fatal, unrecoverable error
propagation, any single error that does occur will generally give rise to strings
or bursts of errors.31 This can be problematic for certain kinds of signals.

Nevertheless, in general, convolutional coding has become the popular
choice for many applications, in wireless communications and elsewhere.

At least for very noisy channels, a convolutional code performs much
better ... than the corresponding block code of the same order of com-
plexity ... [such that for a particular example] to achieve equivalent per-
formance asymptotically the block length must be over five times the
constraint length of the convolutional code. [25]32

Most of this relative advantage has to do with the fact that convolu-
tional codes lend themselves particularly well to soft decision decoding tech-
niques, whereas block codes often do not.33 As we shall see below, soft
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30. “There is a nonzero probability that when a codeword is transmitted over a noisy
channel, a finite number of channel errors can change all the nonzero encoded digits
into zeroes, thereby making the decoder generate an all-zero output at the receiver.
Thus, a finite number of channel errors can cause an infinite number of decoding er-
rors. This situation, clearly undesirable, is known as catastrophic error propagation ...”
[17, p. 59]. See also [24, pp. 727ff].

31. “When a decoding error occurs, the [convolutional] decoder will necessarily follow
this with additional decoding errors. A dependent sequence of decoding errors is
called an error event. Not only does one want error events to be infrequent, but one
wants their duration to be short when they occur” [19, pp. 231–232].

32. See also [24, p. 720]: “Convolutional codes have proved to be equal or superior to
block codes in nearly every type of practical application, and are generally simpler
than comparable block codes in implementation,” as well as, more recently, [26]:
“Generally, anything that can be achieved with a block code can be achieved with
somewhat greater simplicity with a convolutional code.” One may say that this has
achieved the status of conventional wisdom. The issue is less clear once we consider
the specifics of the fading channel (see Section 5.3.2).

33. “The use of reliability information or so-called ‘soft decisions’ is applicable to both
block codes and tree codes [this text’s term for convolutional codes]. Most of the al-



decisions yield hard performance gains that often outweigh other considera-
tions in the selecting a code for a commercial application.34

5.2.3 Decoding Algorithms

Before discussing the payoffs from channel coding, we should touch on what
turns out to be the most important implementation challenge, and often acts
as the chief constraint on the commercial deployment of a particular coding
technique: finding an efficient decoding algorithm.

The decoding process is usually far more complex than the encoding
process. In wireless applications, it is not uncommon for the processing bur-
den of the decoding operation to be 10 times as much as the processing
required for the encoding operation. “In practice,” as one textbook notes,
“one must often resort to a nonoptimal [decoding] technique” [18, p. 14]. In
fact, most of the basic code structures in use today had all been discovered
by about 1960, but most of them were impractical, because good decoding
procedures did not yet exist.

For example, when Elias originally presented convolutional codes in
his 1955 paper, he admitted in his concluding paragraph that “The decoding
operation will ... take a great deal of time in interesting cases. No decoding
procedure that replaces this operation by a small amount of computing has
yet been discovered” [23, p. 52]. The surge in popularity of convolutional
coders did not take place until a dozen years later, when Viterbi identified
the applicability of his eponymous algorithm to a simplified and reasonably
optimal decoding of convolutional systems.

Similarly, the value of Reed–Solomon codes—among the most power-
ful, and certainly the most popular block codes in commercial use
today—lay dormant for nearly 10 years after their first publication, until the
breakthrough discovery of an efficient decoding algorithm. A recent retro-
spective volume summarized this process, which is worth citing at length
because it conveys the dynamic of the coding business quite well:
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gorithms for decoding tree codes make use of this information in a straightforward
manner. The use of ‘soft decisions’ in block codes is somewhat more involved and
generally requires significant changes in the algorithms” [18, p. 15].

34. Commenting on Reed–Solomon codes—the commercially most popular type of
block code in use today—its proponents admit that “there is no known practical way
to ‘soft-decode’ RS codes, and the 2 dB loss resulting from hard quantization prior to
decoding is intolerable in all but a few applications” [27, p. 26].



After the discovery of Reed–Solomon codes [in 1959], a search began
for an efficient decoding algorithm. None of the standard decoding
techniques used at the time were very helpful. For example, some sim-
ple codes can be decoded through the use of a syndrome look-up
table.... Unfortunately this approach is out of the question for all but the
most trivial Reed–Solomon codes.... Reed and Solomon [later] proposed
a decoding algorithm based on the solution of sets of simultaneous
equations. Though much more efficient than a look-up table, Reed and
Solomon’s [decoding] algorithm is still useful only for the smallest
Reed–Solomon codes.... In 1960 Peterson[’s] ... direct solution algo-
rithm [proved] useful for correcting small numbers of errors but
becomes computationally intractable as the number of errors increases.
Peterson’s algorithm was improved and extended [by various others] ...
but Reed–Solomon codes capable of correcting more than six or seven
errors still could not be used in an efficient manner. Detractors of cod-
ing research in the early 1960s had used the lack of an efficient decod-
ing algorithm to claim that Reed–Solomon codes were nothing more
than a curiosity.... The breakthrough came in 1967 when Berlekamp
demonstrated his efficient decoding algorithm ... [allowing] for the effi-
cient decoding of dozens of errors at a time using very powerful
Reed–Solomon codes ... [27, pp. 12–13]

The history of the field is marked by discoveries of interesting codes
that tend to remain “curiosities” during long periods of relative stasis, until
breakthroughs in the form of new decoding solutions emerge to enable com-
mercially feasible applications [27, Chaps. 3–7].

A complete survey of decoding techniques would again take us beyond
the scope of interest of this volume, but it is useful to maintain the proper
orientation toward this branch of signal hardening technology. In some
sense, the mathematical basis of channel coding has been well explored, and
the onus is on finding commercially engineerable implementations. This is
why decoding algorithms must be considered one of the dominant factors.
Technical optimality and commercial feasibility interact to select certain
codes and advance their popularity during certain periods. Today, it is proba-
bly true to say that the two most popular channel coding techniques are, on
the one hand, convolutional coding using Viterbi decoders and soft decision
processing, and Reed–Solomon block coders for burst-error correction on
the other hand. However, many other coding solutions are available, should
the technical/commercial balance shift.

One important determinant of this balance is the availability of better
computing hardware. Decoding strategies may emerge into a more favorable
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light as signal processing and computational hardware steadily advances.
New-old decoding strategies, based on using previously unpromising algo-
rithms, may become more feasible as the relative cost of MIPS and memory
improves.35

5.2.4 Performance: Coding Gain

It is immediately clear that channel coding pays off. Figure 5.22 illus-
trates a comparison of a very basic block-coded system with its uncoded
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Figure 5.22 Coded versus uncoded system performance. (From: [18]. © 1981 Plenum
Press.)

35. “It is necessary to clearly state that almost all of coding theory was developed in the
days when computing was relatively cheap and storage was more expensive. In the
year 1985 [!] we are seeing a great decrease in the cost of storage, and hence there is
a need to reconsider all the theory we have developed in the past. Methods of design,



counterpart, using one of the simplest digital modulation schemes (BPSK)
[19, p. 237]. The channel code in this example is a three-error-correcting
Golay code that was discovered more than 50 years ago [28]. The use of this
simple block code provides an improvement of 2.1 dB in the required Eb/N0

for achieving an error rate of 1 in 100,000 transmitted bits.36 In practical
terms, for a wireless engineer, this could mean an extension of the effective
range in a system of more than 50%, which would mean fewer cells, less
investment, fewer handoffs, and so on. Alternatively, we could spend the
gain in signal hardening to allow the system to operate at a higher average
noise/interference level, keeping the cell placement the same and allowing a
better reuse factor.

The Golay example involves a very simple code. More sophisticated
codes can easily achieve coding gains of 6–8 dB, as shown in Figure 5.23.
Indeed, as we shall see in the following section, realizable coding gains from
the most recent channel coding techniques are now approaching the hard
theoretical limits laid down by Shannon himself.

Such improvements have enormous implications for wireless system
design. Six decibels of gain represents a fourfold improvement in any of a
number of relevant dimensions of the system. Today (unlike even 10 years
ago) probably no one would set out to design a wireless system without set-
ting the signal hardening strategy at the top of the list of architectural
considerations.
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Figure 5.23 Comparison of major coding techniques. (From: [18]. © 1981 Plenum
Press.)



We should observe, in passing, that the more coding we lay on, the
more nonlinear the system becomes. The knee effect, and the potential for
sudden deterioration, exists in almost any coded system. The wrong kind or
color of noise can produce unwanted outcomes. Strangely, highly coded sys-
tems can show worse performance at very high noise levels than uncoded
digital systems.

At sufficiently low signal-to-noise ratios, one may observe that the cod-
ing gain actually becomes negative. This thresholding phenomenon is
common to all coding schemes. There will always exist a signal-to-noise
ratio at which the code loses its effectiveness and actually makes the
situation worse. [18, p. 35]

This counterintuitive result should help us keep in mind the non-
straightforwardness of the coding process. It really is very interesting, and
very subtle technology.

5.3 Advanced Coding Strategies

In this section, we will survey a number of the hot topics related to channel
coding strategies in the evolution of second- and third-generation wireless
architectures. Some of these derive out of latent issues in Shannon theory,
whereas others are purely the result of recent engineering coups.

5.3.1 Interaction Between Channel Coding and Source Compression
Strategies

In Chapter 6 we will examine source coding technologies as a subset of
signal-shaping strategies. Here we consider briefly how the choice of chan-
nel coding strategy and source coding strategy can manifest a certain
interdependence.

The classical information theory position, put forward by Shannon,
repeated over decades, denies the existence of any (desirable)
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encoding, and decoding which depend more on table look-up and other forms of
storage and less on computing need to be researched ...” [12, p. 235].

36. Eb/N0 (pronounced “eb-no”) is a proxy for SNRs that is preferred in coding analyses.
“The usual figure of merit for a communication system is the ratio of energy per in-
formation symbol to noise spectral density (Eb/N0) that is required to achieve a given
probability of error” [18, p. 35].



interdependence between source coding and channel coding. The two
operations are seen as formally separate and distinct:

The essence of the Shannon theory ...learned and applied over nearly
half a century ... [holds that one should] completely separate tech-
niques for digital source compression from those for channel transmis-
sion, even though the first removes redundancy and the second inserts
it. [29, p. 228; see also 30]

One wonders whether this view can be sustained quite so forcefully
these days. The argument for such a strong separation may have some valid-
ity in the case of pure recoding of digital bit streams (i.e., where the original
source is discrete).37 But it seems clear that for analog sources such as
speech or images, the design of the source coder can often benefit from a
knowledge of the nature of the channel and the strengths and weaknesses,
and the likely failure modes, of the channel coder selected. Alternatively, a
change in the source compression strategy can alter the relative merits of dif-
ferent channel coders. In short, the two can be jointly optimized to a higher
level of performance.

The story of the first use of Reed–Solomon coding—for transmitting
images from deep-space probes of the planetary system—illustrates this
rather dramatically. It is a good story, and I will cite the account at some
length:

Multi-error-correcting Reed–Solomon codes were used for the first time
in deep space exploration in the spectacularly successful Voyager mission
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37. Frankly, I cannot understand the logic for a categorical assertion of separate (as op-
posed to joint) optimization of source and channel coding systems. It goes against the
broad principles of most system design, which holds that suboptimization is a constant
risk. In some cases, the mapping of source bits onto the channel coding alphabet can
be tweaked to gain performance. Arguably, Gray coding is a form of joint optimization,
and when blended with a judicious mapping of perceptually “heavy” bits onto the more
protected modulation elements, clearly some sort of joint design is involved. For exam-
ple: “It is observed ... that [in a particular Gray code] the MSB and MB positions
[most significant bit and middle bit, respectively, in an 8-PSK system] provide equal
BER performance, which is better than that of the LSB position. This results from the
fact that bit decision boundaries can be drawn for the MSB and the MB which sup-
port a greater average Euclidean distance between the relevant signal points. The de-
fined format takes advantage of this characteristic by always mapping the most
perceptually significant speech bits into the MSB and MB positions. Likewise, the
least important speech bits are always mapped into the LSB position” [31, p. 24].



that began in the summer of 1977 with the launch of twin spacecraft
(Voyager 1 and Voyager 2) from Cape Kennedy, towards the outer planets
Jupiter and Saturn. Earlier deep space missions like Pioneer, Mariner,
Viking and indeed Voyager itself to Jupiter and Saturn, used sophisti-
cated error correction but had no need for Reed–Solomon codes because
their digital images were not compressed prior to transmission. At Uranus
and Neptune, however, Voyager transmitted some (though not all) of its
images in compressed format, which made RS coding essential. Let’s see
why this was so.

A Voyager full-color image is digitized by the spacecraft’s imaging
hardware into three 800 × 800 arrays of 8-bit pixels, or 3 × 800 × 800 ×
8 = 15,360,000 bits. In an uncompressed spacecraft telecommunica-
tion system, these bits are transmitted, one by one, to earth, where the
image is reconstructed. Of course, if some of the received bits are in
error, the quality and scientific usefulness of the image is degraded,
and early studies by planetary scientists established 5 × 10–3 as the
maximum bit error probability acceptable for images from NASA
planetary missions. Thus, when telecommunications engineers
designed the error control coding for these missions, they invariably
sought to maximize the coding gain at a decoded bit error probability of
5 × 10–3. For example, in the baseline Voyager telecommunication sys-
tem, which uses a K = 7, rate 1/2 convolutional code, the coding gain ...
is about 3.5 dB....

By concatenating the [convolutional coder] with an outer RS
code [see Section 5.3.5 below on concatenating codes] the coding gain
for low bit error rates can be improved considerably.... For example, at
[a BER of] 10–6, the concatenated system is about 2.5 dB superior
which implies that at [a BER of] 10–6 the concatenated system can
transmit at a 78% higher data rate than the baseline system. However,
as we have seen, planetary missions required only 5 × 10–3, and so these
potential gains ... were apparently of no practical value. Shortly [there-
after], however, an important breakthrough in data compression
occurred that changed the situation dramatically.

It had been realized since the early 1960s that planetary images
are extremely redundant, and that far fewer than 15 million bits should
suffice to represent one of them. However, the known techniques for
reducing this redundancy were too complex to be implemented
onboard a spacecraft. But this situation changed in the early 1970s
when Robert Rice at Caltech’s Jet Propulsion Laboratory devised a data
compression algorithm that typically compressed a planetary image by a
factor of 2.5, with no loss in fidelity, and which was simple enough to
be implemented in Voyager’s software. A factor of 2.5 achieved by data
compression translates to 4 dB in system gain, a figure that would
be difficult to obtain in any other way. Still, conservative spacecraft
engineers judged the Rice algorithm too risky for the all-important
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basic mission to Jupiter and Saturn, although they were willing to
include it as part of a backup mission in case the primary communica-
tion link failed and as a way of enhancing the hoped-for extended mis-
sion to distant Uranus and Neptune. Even so, there was a stumbling
block.

The stumbling block was that Rice’s decompression algorithm,
like most decompression algorithms, is quite sensitive to bit errors. If a
compressed line contains even one bit error, Rice’s algorithm will, as a
rule, garble the line beyond recognition. Thus it was determined that
the venerable value of [a BER of] 5 × 10–3 was no longer acceptable; a
much lower value was required, a value that could be achieved effi-
ciently only by using concatenation with RS codes....38

This is a concrete example of the interaction between the choice of the
source coder (in this case an image coding technology) and the channel
coder. It stands to reason that such potential interactions do exist and can be
exploited even more effectively than in this example. Indeed, the subject of
trellis coding (see Section 5.3.7) can be seen as an example of the joint opti-
mization of certain aspects of source and channel coding, which has resulted
in very significant coding gains leading to commercially important applica-
tions (such as high-rate telephone modems). Joint source/channel coding
methods are also favored in mobile video transmission, an extremely chal-
lenging application, where the need to transcend the classical Shannon para-
digm is explicitly understood:

Joint source-channel coding (JSC) methods ... are motivated precisely
by the practical shortcomings of Shannon’s separation theorem: 1) the
failure to remove all redundancy [due to the inherent difficulties in
defining it for video sources, which leads to the use of lossy compression
techniques in the first place] and 2) the inadequacy of conventional
channel coding methods, especially for noisy or fading channels. These
relatively new JSC techniques capitalize on 1) and help to mitigate 2).
They can provide channel robustness without incurring any increase in
rate ... [30]

The key point is that the Shannon separation theorem, to the extent
that it has any real validity, applies only to cases where the definition of
redundant information is clear and explicit, allowing lossless compression to
be used. This rules out, by definition, any analog source, such as speech or
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38. For the rest of this story, and the even more dramatic events surrounding the coding
schemes used on the crippled Galileo spacecraft, see [32].



image sources. In such cases, the definition of redundant versus essential
information is always somewhat uncertain, and compression is always lossy.
As well, there is always some residual redundancy. It is this residual redun-
dancy that is, so to speak, available for exploitation by joint source/channel
coding strategies [30, p. 1738]. At least, that is one interpretation.39

5.3.2 Channel Characteristics and the Choice of Coding Schemes: Burst
Errors

Communications theorists typically assume that they are dealing with an
unusual type of communications channel, called a memoryless channel,40 in
which “the noise affects each transmitted symbol independently” [21, p. 11].
In addition, they assume that the noise itself is of an unusual form, called
additive white Gaussian noise (AWGN), which means basically that the noise
has no discernible structure.41

There is some support for the position that this model is reasonably
accurate for deep-space and some satellite communications [21, p. 11]. It is
generally agreed, however, that the AWGN channel is not an accurate model
of real terrestrial wireless channels. Such channels are characterized by (1)
noise and interference that is often highly structured (nonwhite), and (2)
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39. Another view, less convincing although it may be simply an “external” interpretation
of the same argument, is offered by Hagenauer and Stockhammer [33]. They com-
ment: “Supposedly, this two-step method [i.e., separate source and channel coding]
is supported by Shannon’s famous separation theorem.... This is true in an informa-
tion theory sense: long blocks of source-encoded source symbols followed by chan-
nel coding, which uses a sequence of random block codes with infinite length.
Consequently the delay tends to infinity. In a practical situation, usually the scenario
is different and Shannon’s separation theorem is no longer applicable. We have short
blocks and require small delays as well as low-complexity coding schemes” [p. 1764].
This argument seems to focus on implementation issues, whereas the Van Dyck and
Miller [30] position is based on the inherent inability of any coding scheme to dis-
criminate and extract fully the redundancy inherent in an analog source.

40. I consider this term one of the least felicitous expressions in this field, but it is well
entrenched. Of course, it has nothing to do with memory per se, but with the exis-
tence of a correlation between symbols in a sequence. If this is memory, then we
might as well say that bow ties and tuxedos have memory because their occurrences
are often correlated.

41. Alternately, if you prefer, it is a process “in which the noise disturbance is assumed
to be a zero-mean Gaussian random process with a one-sided spectral density N0”
[17, p. 11].



strong correlations between error probabilities of sequentially received sym-
bols. To put it more plainly, signals in these channels are affected by periods
of high interference that cause clusters or bursts of errors at the decoder.42

The mobile channel is a extreme example of a burst-error channel, a
channel with memory. The rapid, violent fading producing by multipath-
induced self-interference generates a highly clustered error pattern. Add to
this the effects of periodic cochannel interference from other transmitters in
a densely packed cellular system, and the mobile channel is perhaps the far-
thest thing from a memoryless AWGN channel that a communications engi-
neer is likely to encounter.43

Not surprisingly, coding schemes that work well with memoryless
AWGN channels do not perform well on burst-error channels [35–37].44

Convolutional coders prefer structureless noise [34, p. 370], and naked con-
volutional coders (without the use of other countermeasures, such as
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42. “On channels with memory, the noise is not independent from transmission to trans-
mission. A simplified model of a channel with memory ... contains two states, a
‘good state,’ in which transmission errors occur infrequently, … and a ‘bad state,’ in
which transmission errors are highly probable, …. The channel is in a good state
most of the time, but on occasion shifts to the bad state due to a change in the
transmission characteristic of the channel (e.g., a ‘deep fade’ caused by multipath
transmission). As a consequence, transmission errors occur in clusters or bursts....
Examples of burst-error channels are radio channels, where the error bursts are
caused by multipath transmission, wire and cable transmission, which is affected by
impulse switching noise and crosstalk, magnetic recording, which is subject to ...
surface defects and dust particles” [21, pp. 11–12]. In short, most channels of inter-
est are non-AWGN channels.

43. The preference for “memoryless” channels is motivated principally by the fact that
Shannon theory depends on this assumption for some of its most rigorous results, in-
cluding the crucial calculation of channel capacity C. “When the channel contains
memory, [standard capacity equations] are not easily reconciled (if at all) to yield a
capacity C that specifies precisely the set of rates for which reliable communication
is possible” [34, p. 347].

44. What is striking is how often an author will acknowledge the importance of burst er-
ror channels and, in almost the same breath, dismiss them from his field of interest.
For example: “Many communication channels in practice are better described as
channels with memory.... The main characteristic of channels with memory is statis-
tical dependence between errors. The errors tend to occur in large numbers, i.e.,
bursts which are interspersed with essentially error-free communication. The error
control strategies required to obtain performance improvements on channels with
memory are quite different from those needed for memoryless channels. This book
does not treat channels with memory any further” [17, p. 11]. Statements of this sort
are surprisingly common in the coding literature.



interleaving; see Section 5.4.2) can be disrupted or even disabled by error
bursts in fading channels.45

With correlated fading channels, convolutional codes suffer from short
constraint length [i.e., the feasible limits of the Viterbi decoding tech-
nique on the number of input symbols that can be convolved] unless
interleaving is used. Without sufficient interleaving, a deep fade can ‘hit’
all of the transmitted information influenced by a data bit; however, the
worst type of noise for a convolutional code is probably high-power burst
interference, e.g., periodic tone jamming [or co-channel interference
from adjacent cells in a cellular system]. Unless specifically prevented, it
is possible for the soft-decision metrics to be counterproductive, with the
interference-afflicted signal samples regarded as higher quality than the
unafflicted signals. [34, pp. 372–373]

In fact, convolutional decoders tend in any case to produce bursts of
errors at their output, which can be disruptive to source decoding processes
downstream, and in burst-error channels this behavior may be accentuated.

The bursty nature of the mobile channel has helped bring to promi-
nence one particular coding technique that has proven to be especially
effective against burst errors: the block-coding technique known as
Reed–Solomon coding.46 Reed–Solomon codes are now, along with convolu-
tional and trellis codes, one of the most popular formats in wireless applica-
tions.47 Like other block coders, the output codewords are structured as a set
of data bits, with additional error correction bits appended (Figure 5.24).
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45. See, for example, Jamali and Le-Ngoc [38]: “A feature of [convolutional schemes]
is that the transmitted symbol at any given time depends on the previous input
symbol sequence. In the decoding process, hence, the decoder has to know the his-
tory of the coded sequences before being able to decide a particular symbol. Fur-
thermore, the decoder has to look at the subsequent history of the sequence to
examine the total influence of that symbol on the transmitted sequence. Therefore,
if the decoder loses or make a mistake ... errors will propagate [emphasis in origi-
nal]. This event can be considered a drawback in some channels such as mobile ra-
dio channels ...” [38, pp. 273–274].

46. “The mobile channel is a nasty environment in which to communicate, with deep
fades an ever-present phenomenon. Reed–Solomon codes are the single best solu-
tion; there is no other error control system that can match their reliability perform-
ance in the mobile environment” [27, p. 14].

47. In addition to the volume edited by Wicker and Bhargava [27], the reader is referred
to [18, pp. 206–219] for a good articulation of the formal conceptual framework un-
derlying Reed–Solomon.



The uniqueness of this code lies in the method of generating these error cor-
rection bits, which involves a branch of mathematics known as Galois Field
arithmetic. One characteristic of Reed–Solomon is that it operates on multi-
bit symbols, which means that if errors are clustered, they may tend to be
contained within symbols, and the symbol error rate may be better than the
bit error rate (i.e., lots of errors concentrated into a few symbols).48

Reed–Solomon codes also generate a very large dictionary of code-
words. Figure 5.24 illustrates some of the codewords from a relatively simple
(7,5) Reed–Solomon code, in which each digit is a 3-bit octal symbol. The
total number of words for this code is around 32,000. In a larger Reed–Solo-
mon code such as a (255,223) Reed–Solomon, “the number of codewords is
astronomical” [19, p. 219]. Reed–Solomon codes thus have “good distance
properties” [11, p. 429]—they spread the signal space well. In addition, each
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Figure 5.24 Reed–Solomon codes. (From: [19]. © 1990 Addison Wesley Inc.)

48. Golomb, Peile, and Scholtz cover this in [34, p. 374].



codeword contains a very large amount of information, which can often be
large enough to contain the burst of errors, which enables the powerful error
correction properties of the code to be brought to bear effectively.

5.3.3 Soft Decision Techniques

If the bursty nature of the channel errors pushes the designer in one direc-
tion, the potential of soft decision decoding tends to pull him back in the
other. What exactly is a soft decision? The concept is rather broad and vari-
ously formulated. It is used, or explained, in two ways: as an averaging
process, or as an assisted decision process.

It is easier to start by defining a hard decision. The receiver is called on
to examine the received signal samples and make decisions about which
symbol or codeword from the list of valid codewords was actually sent by the
transmitter. In a hard decision process, the receiver makes its best guess at
the proper value for each sample, and then throws that sample away and
goes on to the next sample and repeats the process. In so doing, two types of
information are lost:

1. The wireless physical channel always creates some kind of correla-
tion from symbol to symbol, and if we throw away the signal sample
used to decide symbol a1, we are discarding a small amount of
information that may be relevant to helping us decide the following
symbol, a2.

2. We have information related to the quality of the data underlying
the decision; we know something about whether the received signal
was very clean or very noisy; we know how reliable the decision is.

If we were to wait for several symbols to arrive, and to evaluate the
sequence in its entirety, chances are we could make a better, more accurate
decision. If we use our reliability information, we can perhaps make a more
reliable decision.

These may sound like descriptions of different processes, and to some
degree they reflect different implementations of the soft decision concept
(e.g., whether it is applied before or after some form of quantization by the
receiver).49 There is, I think, a unifying idea: the idea of context, and of using
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49. A few examples of how “soft decision” processes are defined in the literature: (1) “Soft
decision decoding [is when] a received sequence of samples, quantized to give relative
reliabilities, is processed to estimate the most likely code word transmitted, assuming



contextual information to help make a decision about what signal was
received. Part of the context of a given signal element is the signal elements
that precede and follow it. Another part of the context is the state of the
channel itself (relatively noise free or quite noise filled). Actually, we employ
the contextual strategy constantly in listening to and decoding speech acous-
tically, especially in noisy environments.

We all have had the experience of trying to understand what someone
was saying, on a noisy street or at the proverbial cocktail party, and at some
point in the process being a little uncertain about what exactly was being said
at a particular moment. Normally, we simply continue listening. After we
have collected a larger sample, a few more words, or a full sentence, suddenly
we can decode the earlier portions of the signal that were a little fuzzy at first.
Psycholinguistics has firmly demonstrated that we use context very actively at
all levels—phonemic, word level, phrase level, sentence level—in processing
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equally likely code words” [34, p. 375]. (2) “At one extreme, the demodulator can be
used to make firm decisions on whether each coded bit is a 0 or a 1. We say that the
demodulator has made a ‘hard decision’ on each bit ... [and] since the decoder oper-
ates on the hard decisions made by the demodulator, the decoding process is termed
hard-decision decoding. At the other extreme, the analog (unquantized) output from
the demodulator can be fed to the decoder. The decoder, in turn, makes use of the ad-
ditional information contained in the unquantized samples to recover the information
sequence with a higher reliability than that achieved with hard decisions. We refer to
the resulting decoding as soft-decision decoding. The same term is used to describe de-
coding with quantized outputs from the demodulator, where the number of quantiza-
tion levels exceeds two” [11, pp. 363–364]. (3) “When a decoder is used with a
demodulator for a Gaussian noise channel, the decoder is called a hard-decision de-
coder if the output of the demodulator is simply a demodulated symbol. Sometimes
the demodulator passes other data to the decoder such as the digitized output of the
matched filters. Then the decoder is called a soft-decision decoder” [19, p. 237]. (4) “A
soft-decision decoder accepts analog values directly from the channel; the demodula-
tor is not forced to decide which of the q possible symbols a given signal is supposed
to represent. The decoder is thus able to make decisions based on the quality of a re-
ceived signal. For example, the decoder is more willing to assume that a noisy value in
indicating an incorrect symbol than that a clean, noise-free signal is doing so. All of
the information on the ‘noisiness’ of a particular received signal is lost when the de-
modulator assigns a symbol to the signal prior to decoding” [27, p. 14]. (5) “The soft-
decision decoder (SDD) ... accepts a vector of real samples of the noisy channel output
and estimates the vector of channel input symbols that was transmitted. By contrast
the hard-decision decoder (HDD) requires that all its input be from the same alphabet
as the channel input.... A SDD for a binary code generally presents an estimate or
‘guess’ of the binary value of each transmitted symbol and the real number expressing
the ‘goodness’ or reliability of the binary estimate” [39, pp. 108–109]. One can sense
the organic elephant underlying these diverse and partial descriptions.



speech aurally. Anyone who has ever had to transcribe a tape-recorded sam-
ple of speech will have some sense of how soft decision processes work. If we
were presented with recorded speech word by word and asked to write down
these words one at a time, we can intuitively see that we would make more
errors than if we were allowed to listen to complete sentences. For one thing,
complete sentences will generally remove ambiguity like homonyms, which
cannot be resolved in a word-by-word decoding process.

In any case, soft decision or contextual decoding can improve the
accuracy of the receiver, by 2–3 dB over hard decision decoding for the
AWGN channel (Figure 5.25). For the fading channel with clustered errors,
the advantage of soft decision decoding can increase to 4–6 dB (Figure 5.26)
[34, p. 372; 11, p. 758]. This, of course, is a huge advantage, and virtually
free for the taking, if the coding scheme is amenable to it. Indeed, the popu-
larity of convolutional coding is based on its suitability to soft decision
decoding. By the same token, it is the difficulty of implementing soft
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In bit-by-bit decoding, any two bad bits per triad will result in a decoding error,
regardless of positions of those bit-errors. If the probability of a bit-error is 12.5%,
then the probability of a decoding error is approximately 4.3% for a best-two-out-
of-three repetition code.

In word-by-word decoding, where each 8-bit
word is repeated three times, bit-errors will cause
a decoding error only if they occur in the same
position in the word. The use of context – the entire
word – to assist in decoding the bit means that
with the same bit-error probability of 12.5%, the
probability of a decoding error is reduced to
approximately 1.5%.

Here, the best two-out-of-three comparison of bit
positions allows for correct decoding even with
a relatively large number of bit-errors.

Repetition coding on 8-bit word – uses context to assist in decoding individual bits

0 1 1 0 0 0 1 0 0 1 0 1 1 ...

Input stream

1 1 10 0 0 10 0 ...

Repetition coding on each bit – relies only on the repetition for redundancy

0 1 1 0 0 1 0 1 ...

0 1 1 0 0 0 1

0 1 0 0 1 0 1

0 1 1 0 0 1 0

0 1 1 0 0 1 0 1

0

0

0

Figure 5.25 Soft decision versus hard decision decoding.



decision techniques on Reed–Solomon codes that probably prevents them
from sweeping the field in mobile communications [27, p.14].

The attraction of soft decision decoding is thus very strong. However,
the impact of clustered errors on Viterbi-decoded convolutional codes is also
very significant. Figure 5.27 shows one analysis of the relative performance
of the two most popular channel coding configurations—Reed–Solomon
and convolutional coding—and, as the authors comment: “It is apparent that
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any verdict on which code is better depends on factors external to [this fig-
ure]” [34, p. 372]. Several years ago I participated in a heated debate at the
beginning of a mobile wireless system development project (which ulti-
mately consumed some $40 million in engineering development alone). On
one side, there were several system architects who argued strongly for using
a Reed–Solomon code as the cornerstone; on the other side were those who
favored an architecture based on convolutional coding. Those supporting the
first approach were attracted by the power of Reed–Solomon to handle the
highly clustered error patterns of the mobile channel, and they were
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concerned about the vulnerabilities of convolutional coding in such an envi-
ronment. The second group felt they had ways to address the vulnerabilities
of the convolutional coder to burst errors (principally through heavy use of
diversity techniques to be discussed later in this chapter), and that if they
did so, they would then reap the benefit of the soft decoding implementa-
tion: those 4–6 dB mentioned above. In the end, the second group prevailed,
which would be a nice segue to the discussion of diversity techniques in
Sections 5.4 through 5.6 if the reader is inclined to page ahead.

5.3.4 Side Information

Closely related to the soft decision concept is the idea of side information,
the use of extra information about the quality or characteristics of the chan-
nel to help the decoder make a better decision. The basic idea is fairly
straightforward, and follows the notion of the assisted decision version of
soft decision decoding discussed in the previous section.

Let us assume that the receiver is able to make a series of decisions
regarding the values of a series of symbols as shown in Figure 5.28. The
decisions are accompanied by a second output, which is a reliability met-
ric—an assessment of the channel conditions obtained during the transmis-
sion of the symbol in question. Many of the decisions have a high reliability,
but a few are passed through with indications of low reliability. Based on
experience, we may establish a certain threshold for this metric; if the metric
is too low, we assume that the symbol has a high likelihood of being
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corrupted due to channel noise or interference, and we cause the symbol to
be erased. We do so with some confidence, because we have coded the
transmission using a channel coder that can correct a high number of era-
sures (e.g., Reed–Solomon).

The notion of side information can be expanded. The transmitter itself
can in some cases determine whether the channel is in a clean or noisy state,
and it can transmit information about the channel state along with the user
information. This idea was identified by Shannon quite early on as a way to
increase capacity [40].

One of the most important applications of side information is in
frequency-hopping systems, where on certain hops the desired signal may
experience destructive interference. The receiver can detect that such a hit
has occurred, and can use this information to erase the corrupted data50

(Figure 5.29). Pursley has published extensively on the application of side
information in frequency-hopping systems, in conjunction with powerful
Reed–Solomon codes.51 He also describes and evaluates different methods
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50. “One possibility [for generating side information] occurs when there is a known in-
terference such as a radar signal whose presence can be determined independently.
The reliability information would then be a single symbol that indicates whether the
radar is on or off” [18, p. 12]. See also [21, p. 549].

51. Pursley [41] provides a readable summary of much of this research and references to
the work in detail.

Encoder Interleaver Modulator

Noisy
channel

Interference
detector

Decoder Deinterleaver Demodulator

Interference pulses from
an external source

Figure 5.29 The two-detector receiver. (From: [21]. © 1983 Prentice-Hall Inc.)



of obtaining side information [41, 42]. Some of the results are amazing:
Figure 5.30 shows the performance of a side-information-directed strategy
versus a standard Reed–Solomon decoding process without side informa-
tion. Calibrated at an error rate of 10–4, the results indicate an improvement
of approximately 4 dB as a result of the use of side information. This is com-
parable to the gain from soft decision techniques described in the previous
section.

5.3.5 Pilot Signals

One of the ways to generate side information is to embed a special ancillary
signal in the transmission, as described by Pursley:

One method for obtaining side information for frequency-hop commu-
nication systems is to transmit special symbols, called test symbols, in
each dwell interval [i.e., each hop] along with the data symbols. The
demodulation of the test symbols from a particular dwell interval pro-
vides information on the presence or absence of interference in that
dwell interval. [41, p. 162]
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This is commonly called a pilot signal, and it can be applied for reasons
other than supporting side information. For example, in the MIRS (later
iDEN) digital mobile radio system developed by Motorola, special pilot sig-
nals were used to allow the receiver to correct for signal amplitude altera-
tions caused by multipath in the channel, which in turn allowed the use of
amplitude-sensitive modulation schemes like QAM, and a gain of several
decibels, in principle, over amplitude-insensitive modulation of similar
information-bearing capacity (like PSK).52

Another well-known example is the strong pilot signal embedded in the
IS-95 (CDMA) downlink channel, which supports a number of functions,
including power control and coherent demodulation by the mobile units. The
latter, in principle, should provide a 3-dB improvement over noncoherent
demodulation—and thus can be viewed as another way in which the signal
has been hardened by means of channel coding at the transmitter.53 A discon-
tinuous pilot for phase reference can also be constructed, and will support
coherent demodulation as well for frequency-hopped or TDMA systems.54

In any case, I expect that we will see the growing use of pilot signals to
implement signal hardening strategies. There is a penalty in the use of some
portion of the system transmission bandwidth for such pilots, which has
probably contributed to a preference for non-bandwidth-consuming imple-
mentations where possible. Such blind processes usually require very inten-
sive signal processing capabilities, and at some point the use of a pilot can
become an attractive alternative.

5.3.6 Trellis Coding

Most of the basic coding concepts were discovered decades ago, and the his-
tory of the field since then has been defined by the challenges of
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52. The gains of course are mitigated by the loss of capacity needed to support a pilot of
sufficient resolution to track the amplitude variations. It is not clear from published
material (at least to me) whether in this particular instance the net is a gain or not.

53. Pilot signals are probably not generally accounted for as forms of channel coding per
se, because they do not provide error correction for the data bits in the conventional
manner. However, the pilot signals used to control erasures in a Reed–Solomon cod-
ing scheme certainly would appear to cross that line, and I see no reason—concep-
tually—not to link pilot signals that enhance the strength of modulation or
demodulation processes to the same general strategy of signal hardening.

54. “If several reference symbols of known phase are sent during each hop then the re-
ceiver can establish the absolute carrier phase and perform coherent demodulation



implementation, especially in finding efficient decoding algorithms. One
area where a real revolution in both theory and practice has occurred more
recently (dating effectively from the 1980s) is in the field known as trellis
coding. Pioneered by Ungerboeck [44], this technique made its way very rap-
idly into commercial applications such as voiceband telephone modems
where it has allowed an increase in signaling rates of almost a factor of 10
compared to rates found in common use at the beginning of the 1980s. I can
remember reading statements written at that time which calculated the
theoretically maximum rate of data transmission over a standard voice-grade
telephone line at around 20–25 Kbps, and I can even recall Shannon’s name
being invoked to support the idea that this was the limit on capacity.55 The
reason we can now transmit at 56 Kbps over those same lines is due to the
tremendous technical success of trellis coding.

Essentially, trellis coding is a technique whereby the coding scheme
and the modulation scheme are designed together and jointly optimized to
allow the receiver to use the decoding results to assist in the demodulation,
and the demodulation results to assist in the decoding. In a sense, the
receiver has two discriminations to make from the same signal: It has to dis-
criminate the received signal in the signal space (defined by the physical
dimensions of the signal such as phase and amplitude, typically), and it has
to discriminate the decoded codeword in the code space (defined by the
principles of the channel coding scheme). To make the first discrimination,
the receiver would like to see the signal points spread as far apart as possible
in the signal space (this is called the maximum Euclidean distance). To make
the second discrimination, it would like to see the codepoints spread as far
apart as possible in the code space (this is called the Hamming distance).
The problem, as Ungerboeck diagnosed, is a mapping problem (once again):

Mapping of code symbols of a code optimized for Hamming distance
into nonbinary modulation signals does not guarantee that a good
Euclidean distance structure is obtained. In fact, generally one cannot
even find a monotonic [linear] relationship between Hamming and
Euclidean distances, no matter how the code symbols are mapped. For
a long time, this has been the main reason for the lack of good codes for
multilevel modulation. [44, p. 7]
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... The results indicate that if as few as 10 reference symbols/hop are used that near
coherent performance is obtained” [43, abstract].

55. I have not been able to put my finger on this reference, and perhaps it is best left
uncited, but it was a commonly expressed opinion in those days.



Ungerboeck’s key insight was to envision the need to expand the signal
space—in so-called Euclidean space of phase and amplitude—in a way simi-
lar to the expansion of the code space described earlier in the discussion of
the underlying concepts of channel coding.

The essential new concept of TCM ... was to use signal-set expansion to
provide redundancy for coding and to design coding and signal-mapping
functions jointly so as to maximize directly the ... minimum Euclidean
distance between coded signal sequences. [44, p. 5]

The key lies in the mapping of one set of values (code values) to the
other (physical signal values). Ungerboeck applied a concept called
partitioned-set mapping (Figure 5.31). By the proper mapping of coded val-
ues into the constellation of signal points in the modulation scheme, the
so-called Euclidean distance between signal points can be maximized for
pairs of codepoints that are separated by the minimum Hamming distance,
and vice versa [11, pp. 488ff]. In other words, for two coded values that are
close in the code space (in terms of Hamming distance) the corresponding
values in the modulation scheme will be far apart. For two modulation val-
ues that are adjacent in the phase-amplitude signal space (in terms of
Euclidean distance), the corresponding code values will be far apart.

Finally, Ungerboeck extends the concepts of convolutional decoding to
the joint demodulation/decoding of received signal sequences. (This is
where the trellis comes into play, signifying the decoding tree or trellis used
in convolutional decoding algorithms like the Viterbi algorithm.) The power
inherent in soft decision decoding is applied across the board.

The Viterbi algorithm, originally proposed as a ...decoding technique
for convolutional codes, can be used to determine the coded signal
sequence closest to the unquantized signal sequence.... The notion of
error correction is then no longer appropriate, since there are no hard
demodulator decisions to be corrected. The decoder determines the
most likely coded signal directly from the unquantized channel out-
puts. [44]

The subject is more complex than we want to get into here [19, pp.
263ff]. Once again, from a practical standpoint, the trellis techniques achieve
very impressive gains, from 4–6 dB in many applications.56 I would say that
the most general way to view these techniques is as an extension of several of
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56. Proakis [11, p. 497] summarizes Ungerboeck’s results.
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the principles we have covered previously—convolutional decoding, soft deci-
sion, signal expansion to achieve redundancy—in an extremely thoroughgoing
way to encompass not only the coded information, but the physical character-
istics of the signal itself, and to quasi-optimize the design across the entire set
of concatenated processes (demodulation, decoding, error correction).

5.3.7 Hierarchical Coding Structures: Concatenated Coding, Turbo Coding,
and Parallel Coding

It does not require a great leap of imagination to envision combining multiple
coding schemes to build even stronger signals, but we must remember that
when coding theory was making its pioneering breakthroughs in the 1950s,
computers were lumbering behemoths unsuitable for real-time signal proc-
essing. Most coding techniques could not be implemented at any cost for
real telecommunications systems. Indeed, for the next 40 years, processing
power was the perennial bottleneck for bringing coding applications to mar-
ket. I can recall that one of the first digital wireless prototype subscriber ter-
minals (TDMA) in the mid-1980s needed nine state-of-the-art digital signal
processors, for a system that was very lightly coded by today’s standards.57 It
was intended for a wireless local loop application, mainly for rural areas.
“Keeps your cabin warm, too,” the engineers joked. (That is, it used a lot of
power.) This high cost of signal processing skewed the first- and second-
generation wireless architectures, which were designed in the late 1980s,
toward modest goals and simple implementations. The signal hardening in
today’s popular TDMA architectures is quite limited.

The picture is very different now. Moore’s Law—the apparently inexo-
rable and exponential growth of computing power available in integrated cir-
cuits—has finally begun to catch up to the potential of coding theory.
Designers of 3G wireless systems today can much more freely evaluate
ambitious signal processing architectures that make use of the latest
advances in signal hardening technology. We are not yet at the point where
processing is a free resource (from a design standpoint), but we are no longer
forced to consider only a small subset of the available alternatives.

This has opened new vistas, leading to hierarchical coding structures
such as these:

206 Third Generation Wireless Systems: Post-Shannon Signal Architectures

57. This was a TDMA system, using 14-Kbps speech compression and 16-PSK modula-
tion. The production versions used four next-generation DSPs, eventually going to
two by the end of the run.



1. Concatenated coding: passing the data stream through multiple dif-
ferent coding schemes deployed in series;

2. Iterative coding: passing the data through the same coding engine a
number of times in succession to asymptotically reduce the error
rate;

3. Parallel coding: passing the same data through multiple coding
engines simultaneously, and then selecting or combining their
outputs.

The idea of concatenated coding was put forward by Forney [45] in
1966, and was motivated by the goal of finding a less complex way of achiev-
ing greater coding gains. The field at that time was faced with the problem
that longer (and more powerful) codes tended to increase the processing
requirements exponentially:

The number of computations required of the decoder would be increas-
ing exponentially with the block length N, so that, while the probability of
error would decrease exponentially with N, it would decrease only weakly
algebraically with complexity.... One is therefore faced with the problem
of finding a code and an associated decoding scheme such that the com-
plexity of the encoder and decoder required to implement the scheme
increases much more slowly than exponentially with N. [45, pp. 90–91]

The solution proposed by Forney (Figure 5.32) is to run the signal
through a two-stage coding process: an inner code and an outer code. The
inner code is generally a convolutional code, and the outer code is almost
always a Reed–Solomon block code.58 This has been called a perfect match
because the Viterbi decoder used for the inner code tends naturally to pro-
duce bursts of errors at its output (because of the convolutional nature of the

Signal Hardening Techniques 207

Data
source

Outer
coder
( , )n r

Inner
coder
( , )N R

Channel
Inner
decoder

Outer
decoder

Data
sink

SuperdecoderSupercoder

Superchannel

Figure 5.32 Concatenated codes. (From: [45]. © 1974 IEEE. Reprinted with
permission.)



coded data), while Reed–Solomon codes are well suited to handling pre-
cisely these burst errors [27, p. 9]. The use of the convolutional coder as the
inner code also means that soft decision decoding can be applied to the out-
put of the demodulator, to gain that crucial 2–3 dB of performance. Finally,
the inner coder can pass a kind of side information to the outer coder: The
Viterbi engine can pass to the Reed–Solomon decoder not only the decoded
bit stream, but also an indication of the reliability of each decision, which
can assist the Reed–Solomon decoder in deciding when to erase unreliable
data, to optimize the power of the Reed–Solomon structure (which can cor-
rect twice as many erasures as errors).59

A “best of both worlds” situation can be obtained by combining
Reed–Solomon codes with convolutional codes in a concatenated sys-
tem. The convolutional code (with soft-decision Viterbi decoding) is used
to “clean up” the channel for the Reed–Solomon code, which in turn cor-
rects the burst errors emerging from the Viterbi decoder.... Such a system
can achieve a bit error rate of 10–5 at an Eb/N0 of 1.7 dB ... [46, p. 243]

Thus, a concatenated code combines almost all of the advanced coding
concepts we have touched on: soft decision, burst-error performance, side
information. It produces “enormous coding gains” [27, p. 9] with much less
complexity than we would need to build a single coder capable of the same
performance, at least in certain channels at certain error levels (Figure 5.33).

One of the first uses of concatenated codes was in the Voyager and
Galileo planetary missions (Figure 5.34). The full story of the Galileo mis-
sion, where the main spacecraft antenna failed in space, is an engineering
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58. “Convolutional codes should be used in the first stage of decoding because they can
easily accept soft decisions and channel state information from the channel.
Reed–Solomon codes are then used to clean up the errors left over by the Viterbi de-
coder. Indeed Viterbi decoding and the decoding of Reed–Solomon codes comple-
ment each other very nicely: the Viterbi decoder has no problem accepting soft
decisions from the channel, and it delivers short bursts of errors. Short error bursts
do not affect the Reed–Solomon decoder as long as they are within an a-bit symbol
of the Reed–Solomon code.... [It is possible to] link the two decoders even further
[by using] the soft output of a modified Viterbi decoder to generate erasures at the
input of the Reed–Solomon decoding process ...” [46].

59. “We consider the possibility of the inner decoder passing along something more to
the outer decoder than just its best guess. In particular, we let the inner decoder add
to its estimate a real number which indicates how reliable it supposes its estimate to
be” [45, p. 91].



tour de force and mission-rescue epic that rivals, in technical terms, the
Apollo 13 episode [47]. One of the innovations mothered by the necessity of
recovering a drastically weakened signal was the idea of repassing the
received data through the coding cycle more than once:
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In a concatenated system it is possible and desirable to go back to the
inner decoding step after the outer decoding step is finished, for we may
now have more reliable information about some of the information bits
... [as well] if the decoding of certain information bits is correct ... we
might be able to help in the decoding of neighboring bits. [46, p. 255]

This concept of iterative decoding is portrayed (in the Galileo imple-
mentation) in Figure 5.35. This extension produced a further coding gain of
0.4 dB at a BER of 10–5, which is impressive considering how close to the
Shannon limit the system is operating [46, p. 264].

A related idea, which combines concatenation and iteration, is turbo
coding [48]. This increasingly popular approach is based on concatenating
two convolutional coders, and providing a feedback path in the decoder so
that the decoded output can be recycled through the decoder engine any
number of times (Figure 5.36). The more iterations, the better the results.
With 18 iterations through the decoding engine, the turbo code described in
the seminal article is able to reach a benchmark BER of 10–5 at an Eb/N0 of
only 0.7 dB, which (it is claimed) is within less than 1 dB of the Shannon
limit for that type of system (Figure 5.37). (Note by the way the extreme
degree of quantization inherent in the performance of the entire system
here. With 18 iterations, the system performs in a virtually “on–off” mode:
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At 0.5-dB Eb/N0 the error rate is catastrophic, and indeed worse than the
error rate on the uncoded system, whereas an improvement of only 0.2 dB in
Eb/N0 yields essentially error-free performance. The whole system is now
operating like a basic threshold detector.)

Finally, the idea of using multiple independent decoding engines in
parallel has been put forward. Basically, this involves a kind of averaging or
majority-logic decision process at the global level (global in terms of the cod-
ing scheme). Pursley describes one fairly simple design for a parallel
Reed–Solomon decoding scheme:

The simplest parallel decoder consists of an errors-only decoder in par-
allel with an errors-and-erasure decoder. [As noted, the Reed–Solomon
code can support the correction of a certain number of errors, or twice
as many erasures. The decoder can be designed to focus on one or the
other or both.] Each received word is the input to each decoder, and the
results of the two separate decoding attempts are compared. Under
fairly general conditions, Reed–Solomon decoders are much more likely
to fail to decode [i.e., to output a “cannot decode” signal] than to decode
into an incorrect code word; thus it is rare for the two decoders to pro-
duce different code words at their output. The most likely situation is
that both decoders succeed in decoding and produce the same code
word, and the next most likely situation is that one of the decoders fails
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to decode and the other produces a code word at its output. The sim-
plest example of an advantage of using parallel decoding is the situation
that arises if the side information ... indicates that the number of
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symbols that should be erased is beyond the erasure correction capabil-
ity of the Reed–Solomon code. In such a situation ...the system should
be designed so that the errors-and-erasures decoder simply defaults to
the errors-only decoder. [41, pp. 169–170]

Shannon theory provides (for a given channel model, modulation
scheme, and so forth) an asymptotic limit on how well a code can do—no
matter how complex or powerful. I think the significance of the recent surge
in popularity of these complex, hierarchical coding structures is that the
processing power is now available, or at least on the horizon, to allow chan-
nel coding schemes to push this strategy of signal hardening nearly to its ulti-
mate potential. It may well be that in this respect coding theory will turn out
to be one of those terminal disciplines in the history of science, in the sense
that we may soon achieve in practice nearly all the gains that are possible in
theory, and research interest will wane. After all, if we know how to
approach the Shannon limit within a decibel or less, we have probably
entered the region of diminishing returns as far as investing in the search for
still more powerful coding solutions.

We are not quite there yet, and undoubtedly there are quite a few
implementation challenges ahead of us—although as long as Moore’s Law
prevails, it should not be long before the glut of processing power will do
away with most of the perceived bottlenecks in this field. I would not be sur-
prised to see the industry reach this plateau in the next decade or so. Fortu-
nately for those possessed of the pioneering spirit, there are plenty of other
challenging fields in wireless systems design where the potential for dramatic
breakthroughs and significant gains in capacity still exist, as we shall see.

5.4 Diversity Techniques

Diversity is not necessarily a helpful term, but we are stuck with it. It encom-
passes a set of very different techniques that share a common approach to
constructing a hardened signal. This approach can be characterized in a
number of ways, depending on whether we look at it from the transmitter’s
perspective, the channel’s perspective, or the receiver’s perspective. To the
transmitter, diversity often appears as a form of signal spreading. From the
standpoint of the channel, it can look like an averaging across the relevant
dimensions of the channel noise and interference across the physical dimen-
sions of the signal (e.g., S, T, and F). To the receiver, diversity is often imple-
mented by taking multiple samples of the same signal.
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Sometimes diversity is constructed actively by the transmitter and coor-
dinated with the receiver (much like channel coding); in other cases, it is a
receiver-only function that takes advantage of natural spreading or averaging
caused by the physics of the channel. By the same token, sometimes any
spreading of the signal (e.g., by a convolutional coder, in the time domain) is
referred to as adding diversity—and there is some validity to this claim. Yet
overall, the breadth and vagueness of the term can be quite confusing. Under
the heading of diversity techniques we may find disparate technologies such
as frequency hopping, RAKE receivers for CDMA systems, dual antennas,
interleaving, wideband transmission, circular polarization, and even soft hand-
off all referred to on occasion as implementations of diversity.

What do these techniques have in common? I think the best answer is
this: Diversity techniques are all focused on breaking up the structure of an
interfering signal (including the self-interference of multipath) as it impacts
the desired signal, rendering it more like white noise. Unlike true interfer-
ence cancellation (which we will turn to in Chapter 7), diversity does not
actually remove or reduce the energy of the interfering signal, but homoge-
nizes it into something much more like white noise.

Let us take as an illustration the most important form of structured
interference, and the one against which most diversity techniques are explic-
itly targeted: multipath fading.

Multipath fading is created by multiple images of the transmitted sig-
nal arriving over different reflected paths, with slightly different times of
arrival and often rotated in phase. The complex summing of these signals at
the receiver’s antenna can produce a greater or lesser degree of mutual can-
cellation of these different images, depending on the phase relationships.
Because it is a function of the path geometry, the summed value of these sig-
nal images changes as the receiver antenna moves about (and to a lesser
extent as the reflectors in the environment may change position as well,
although the most important reflectors tend to be stationary). As a mobile or
portable cell phone moves through this multipath field, the signal experi-
ences fades of varying depths. The statistics of this fading pattern often fit
the so-called Rayleigh distribution (hence, Rayleigh fading), which very
broadly means that the number of fades (per volume or space, or per second
traveled through that space) is inversely related to the depth of the fade.
Deeper fades are rarer. Nevertheless, the frequency of fading is great; a sin-
gle receiving antenna will experience “50–1000 fades per second” [49, p.
189] at cellular frequencies.

Map this fading pattern onto a digital signal and the effect is striking.
(Figure 5.38 is a simplified schematic illustrating this idea.) The signal is
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decimated. During short periods between deep fades, the signal quality and
the error rate are good. The fades, especially deep ones, obliterate the signal
and cause clusters of errors at the receiver. The interference is not at all
noise-like. The average bit error rate over a longish time frame (say, 10 sec-
onds) may appear quite reasonable, but the errors are concentrated in bursts
that effectively chop up the transmission and render it unusable. Although
some error correcting codes (Reed–Solomon) may be effective to some
degree against this type of interference, others, including the popular convo-
lutional coding with soft decision decoding, are undone by it. Even good old
robust FM transmission is highly challenged: “This rapid fading alters the
signal-to-noise (S/N) performance markedly, washing out the sharp thresh-
old and capture properties of FM” [49, p. 161]. Forget about AM and its
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time domain.



cousins (without diversity): “Rapid Rayleigh fading generally has a disastrous
effect on single-sideband (SSB) and AM communication systems. Unless
corrective measures are taken, the distortion introduced by the fading is
larger than the output signal ...” [49, p. 201].

The damage is created largely by the structure in the multipath inter-
ference. If we could find a way to take the average of the losses in signal
strength due to fading and spread it evenly over all the digital symbols, we
would have a very different situation. Based on the original philosophy of
PCM, if the average signal loss is modest, the quantized digital signal will be
essentially immune to it. If we can convert a situation where we lose every
tenth symbol completely into one where we suffer a 10% degradation of
each symbol, which the digital threshold detector can handle easily, we will
have a much stronger signal relative to the same level of interference energy.
That is the key: With diversity we are not talking about removing the inter-
fering signal energy (in this case, the multiple images of the desired signal
arriving over different paths). We are redistributing this energy; we are even-
ing it out.

In terms of the SIR, with multipath fading we may need an extra mar-
gin of 20–40 dB above the nominal level required for good reception of an
unfaded signal. This value is set by the depth of the worst fades. If we could
somehow average out and spread out the effects of this fading more evenly,
we might need a margin of only a few decibels. In other words, if we could
break up the interference and average it out, we could withstand a much
higher level of absolute noise and interference. We can effectively harden
the signal by softening the interference.

Though multipath is the most common manifestation of structured
interference (because it is not avoidable through buffering), other forms of
interference can be analyzed in the same way. Cochannel interference in a
TDMA cellular system is also periodic and structured; sometimes it is
strongly present, and at other times it may be completely absent. Unaver-
aged, the margin required to buffer it must be based on the worst case, most
of the time it is wasted.

The implementations of diversity are, well, diverse, because it is possi-
ble to attack the structure of the interfering signal in any of the three funda-
mental dimensions of that signal: space, time, or frequency. In the following
sections, we will examine some of the techniques applicable in each of these
domains. We shall follow the example of multipath fading through each
suite of solutions, with occasional comments on other forms of structured
interference as well.
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5.4.1 Frequency Diversity

Multipath fading is said to be frequency selective. That is, for a given point in
space, we may find a deep fade at frequency f1, but if we tune the receiver to
another frequency, f2, we will quite possibly find that a signal received at this
new frequency is not in a fade. In fact, as we tune through a wide band of
frequencies, without moving the receiver at all, we will find a pattern of
fades viewed along the frequency dimension that looks similar to the pattern
of fades we saw along the time–space dimension in Figure 5.38. If the total
band is divided into a number of narrow channels, we will find that some
channels are strongly affected by fades and others are not (Figure 5.39).

How far apart do f1 and f2 have to be in order for the fading to be uncor-
related between them?
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The answer to this crucial question is a function of the physics of the
channel, and the frequency of the transmitted signal (which determines
many of the propagation characteristics of the channel, including the multi-
path geometry). The most important thing, perhaps, is that there is an
answer: There is a definable separation between two frequencies such that,
if f1 and f2 are separated by at least that amount, the fading statistics on f1 and
on f2 will be uncorrelated. This unit of frequency separation is called the
coherence bandwidth, or coherence frequency, Fcoh. According to Jakes’ classic
studies of 800-MHz propagation (which formed part of the foundation of the
first-generation cellular architectures), the coherence bandwidth for a signal
at 836 MHz is approximately 640 kHz [49, p. 51]. He further suggests that
to achieve full decorrelation of the fading statistics, two frequency channels
should be ideally separated by several times the coherence bandwidth, or as
he concludes somewhat vaguely:

In the mobile radio case, measurements indicate a coherence band-
width on the order of 500 kHz; thus for frequency diversity the branch
separations would have to be at least 1–2 MHz. [49, p. 312]

Alas, the concept is a statistical one, and the vagueness over just how
far apart two signal samples need to be to show significant independence
has been the source of considerable debate among proponents of different
architectures.60

But leaving aside the issue of the exact value of Fcoh, let us establish the
concept of frequency diversity. In Figure 5.40, we see a deep multipath fade
superimposed on a wider frequency band. There are two ways to achieve
diversity in this situation. In Figure 5.40(a), the receiver takes two samples
at two different narrowband frequencies that are separated by more than
Fcoh. How is this done? The most common solution is to use frequency hop-
ping, in which a short burst of information is transmitted first on f1 and then
both transmitter and receiver retune, or hop to f2 for the next burst of infor-
mation. In principle, if the hopping rate is faster than the fading rate, the
effects of the fading will be substantially evened out.61
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60. The IS-95 CDMA channel is “only” 1.25 MHz wide, for reasons that had to do with
compatibility with the analog legacy channel allocations in AMPS. Some have ar-
gued that this is insufficient to really mitigate the effects of frequency-selective mul-
tipath fading, that a channel of 5 MHz (or more) is really required to provide
frequency diversity.

61. The interaction of FH diversity and FEC performance is alluded to in [50]: “In gen-
eral, the hop will be to a frequency beyond the coherence bandwidth of the channel,
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Even a slower hopping rate can mitigate some of the effects of struc-
tured interference. One of the simplest scenarios involves a mobile antenna
that becomes temporarily stationary (for instance, when a car stops at an
intersection) and comes to rest in a deep fade. In a nonhopping system, the
signal may be completely lost. On the other hand, if we implement even a
relatively slow frequency-hopping routine, whereby the transmitter and
receiver rotate through a cycle of frequencies that are appropriately sepa-
rated, the effects of one badly degraded channel will be reduced to a small
proportion of the total transmission. If the degraded portion is small enough,
the error correction coding may be able to eliminate its effects altogether.
(Precisely this type of slow frequency hopping was specified in the extension
of the basic GSM architecture, principally for this purpose.)

The second approach, [Figure 5.40(b)], is based on a very different
philosophy. Here the transmitted signal itself is expanded, usually by mixing
it with a very high frequency noise-like signal called a direct sequence or
pseudonoise sequence, such that the bandwidth of the transmitted signal is
wider than Fcoh. The fade can now be viewed as subtracting only a narrow
slice of the total signal. Once again, if the error correction coding is powerful
enough, it should be able to handle this partial loss of data much more easily
than the perhaps total deterioration of the unexpanded narrowband signal in
a deep fade.

The reductions in multipath fading claimed for these two approaches
can be quite meaningful, with peak fades reduced from 20–40 dB to only a
few decibels.

These techniques can be extended to the management of interference
from other users. The use of frequency hopping to average cochannel inter-
ference leads to solutions such as slow frequency-hopping TDMA, of which
frequency-hopping GSM is an early example. Signal expansion is the basis of
wideband, spread spectrum architectures underlying DS/CDMA systems
such as IS-95. (Of course, both architectures combine frequency diversity
measures with many other hardening techniques, and other signal process-
ing strategies, into very comprehensive and complex systems.)62
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so that the received signal will be faded independently from frame to frame.... This
means that FH reduces the burst error length and randomizes errors in a fading
channel.... Usually in a fading channel FEC alone provides little BER improvement.
This is because errors are not random in a Rayleigh fading environment. When the
channel is not in deep fading, few errors occur, hence FEC is not needed. When the
channel is in deep fading, too many errors occur, hence FEC is not effective. In an
FH system, however, FH randomizes the burst errors, and therefore FEC can work
effectively.”



5.4.2 Time Diversity

As we have described, multipath fading appears to the mobile receiver as a
time-varying phenomenon. In Figure 5.38, we saw how fades produced a
pattern of clustering of error bursts in the time domain. If we can smooth out
the impact of these hits in the time domain so that the entire signal sees a
relatively constant, averaged level of interference, we can improve the per-
formance of the standard error correction coding and reduce the SNR
margins required to maintain an adequate threshold for good receiver
performance.

Just as there is a coherence bandwidth in the frequency domain, there
is a coherence time, Tcoh, in the time domain. Two samples of the signal taken
at two instants farther apart in time than Tcoh will exhibit uncorrelated fading
statistics [49, p. 312]. Once again, the value of Tcoh is based on the physical
characteristics of the channel and the signal, but it is also subject to practi-
cal interpretation, which renders it somewhat less definite than we might
want. Nevertheless, according to Jakes, “for vehicle speeds of 60 mi./hr this
time [Tcoh] is on the order of 0.5 to 5 msec for frequencies in the 1–10 GHz
range, respectively” [49, p. 312].

The preferred solution for achieving time averaging of multipath
effects is a technique, or family of techniques, known as interleaving. Con-
sider a TDMA system that is producing packets on information, to be trans-
mitted on periodic time slots. Let us assume that each packet contains 10
data symbols of information, and let us also assume that instead of transmit-
ting each packet when it is ready, the transmitter accumulates 10 such
packets in a buffer. Next, before transmitting any of them, the transmitter
interleaves them, or shuffles them together. The interleaver can be visual-
ized as a simple matrix in which the 100 data symbols (10 packets with 10
symbols per packet each) are read into the matrix row by row until it is full,
and then read out column by column to create 10 new interleaved packets
ready for transmission. Each new packet contains one symbol from each of
the original 10 packets. Let us now assume that in the course of transmis-
sion over the wireless channel, one of the packets is hit by a fade and the
data symbols it contains are corrupted. The other nine packets are received
successfully. The ensemble is deinterleaved to recreate the original 10
packets in their original sequence. Now, instead of having lost one packet
completely (from which no type of error correction alone could have
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62. The discussion of system-level architectures like SFH-TDMA and CDMA is beyond
the scope of this book, and will be addressed in Volume 2 of this series.



recovered the data), we have lost only one data symbol from each of the 10
original packets. The error correction code (we assume) can correct up to
one lost symbol per packet. Thus, by interleaving, we have averaged or
spread out the effects of the fading, and (in this example) no data are lost at
all. Interleaving is one of the most elegant and straightforward illustrations
of the basic idea of diversity: converting the structured interference of mul-
tipath fading into nonstructured noise that is far more tractable to our error
correction techniques.

Many interleaving techniques have been developed, including block
interleaving (as described here), convolutional interleaving (which operates
on a continuous stream of data), and pseudorandom interleaving (which
removes the inherent periodicity or correlation between the input and the
output of the interleaver) [11, p. 440; 18]. Interleaving can be embedded at
different levels, either on top of the basic channel coding scheme, or in some
cases, within the coding scheme itself. It is easy to implement and it does
not require additional bandwidth or add very much complexity at the
receiver. The only real design issue is the additional delay created by the
interleaver, which depends on its depth—that is, the number of input sam-
ples that need to be collected before the interleaving function can proceed.
The greater the span of the interleaver in time relative to the average fade
duration and Tcoh, the better the averaging and the greater the improvement
in performance. It is likely that all third-generation wireless architectures
will use interleaving of some sort.

5.4.3 Space Diversity

In addition to Tcoh and Fcoh, there is also a coherence distance or separation in
space between two receiving antennas that ensures uncorrelated fading sta-
tistics between the two. The value of Scoh is normally given as one-half the
wavelength of the radio carrier signal, which is a few inches at the frequen-
cies of current interest for mobile communications [49, p. 311]. A receiver
with two antennas separated by at least this distance, which can select the
better of the two signals, will show a huge improvement in performance. Lee
claims that an 8-dB gain can be achieved in ordinary FM by using two anten-
nas [8]. (To put this in perspective, we should recall that today’s most pow-
erful channel coding schemes deliver about the same gain, with much more
huffing and puffing, generally). Jakes’ extensive analysis would suggest that
the gains may be considerably greater, and that “the reduction of cochannel
interference [as opposed to multipath] can be the most important advantage
of diversity” [49, p. 362]. The various techniques for selecting or combining
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the different signals from multiple antennas have been well covered in the
literature.

5.5 Convolutional Signals

The general goal of all signal hardening strategies is to accentuate and pro-
tect the inherent structure of the signal, which carries the information, and
to break up the structure of the noise and interference. Diversity techniques
work by decorrelating signal and interference.63 The convolutional strategy
works by strengthening the inherent correlations between the elements of
the signal, linking them more tightly together by spreading and overlapping
the information content of those elements.

Consider the classical input signal assumed by Shannon: a series of
independent, stand-alone binary digits, or perhaps small blocks of such dig-
its, codewords, each independent of the others. This is the PCM model. If
one signal element fails, it fails alone; the others are unaffected. By the same
token, the loss of one symbol cannot be recovered by examining the remain-
ing symbols. The information is completely compartmentalized.

Block codes take a step forward by creating correlated blocks of sym-
bols, such that the loss of one symbol in a block can often be recovered by
analyzing the surviving symbols. The information of each symbol has been
spread among all symbols of the block.

With convolutional coding we found that even stronger correlations
could be created by braiding individual symbols together in a continuous
strand. Indeed, the metaphor of strands and threads is a useful one: In fab-
rics like wool and cotton, relatively short fibers are twisted together in a con-
tinuous, overlapping fashion to create strands that are much stronger.
Actually in convolutional coding, two processes are acting together: the
expansion of the signal (expressed as the rate of the code, the ratio of the
input symbols to the output symbols) and the interweaving of the signal
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63. Sometimes diversity seems to imply a conceptual reversal of this idea (of accentuat-
ing the signal structure), whereby the signal is scrambled (through interleaving, for
example) or multiplied by a noise-like random sequence (as in direct sequence
CDMA), but what is really going on is a process of decorrelation: By scrambling the
signal in a deterministic way (which means that we know exactly how to unscramble
it later on), we break up the destructive correlations that exist between the structure
of the interference and the structure of the information we want to transmit. In ef-
fect, we throw the whole thing into the blender, but we know how to reconstitute
the signal, so the interference will remain behind as a homogenized residue.



(expressed as the constraint length, the number of symbols involved in each
convolutional cycle to produce a new output symbol).

The convolutional concept also appears in another set of techniques
that, when they first emerged in the 1960s, were in some ways rather con-
founding, because they seemed to many observers to involve the deliberate
creation of interference between data symbols, which was (until then) some-
thing to be strictly avoided. These techniques were labeled initially correla-
tive coding (by Lender, who invented the idea) [51–54], but are more
generally known today as partial response coding.64 Among other things, this
new signaling method produced the startling result that it became possible
to transmit data at speeds above the so-called Nyquist rate. This rate sets the
maximum rate of transmission of pulses in a channel (without suffering
destructive intersymbol interference) and is (approximately) twice the fre-
quency bandwidth of the channel. If we consider a telephone channel with a
voice bandwidth of 4,000 Hz, the maximum pulse rate is 8,000 pulses per
second, which happens to be the PCM pulse rate.65

The Nyquist rate had been enshrined in communications thinking
since Nyquist propounded it in his studies of telegraph signaling in the
1920s, to the extent that it had become a kind of limit in the view of many
engineers. How then does correlative coding allow us to break the Nyquist
signaling barrier? The key lies in the assumption underlying Nyquist’s work,
which was fully appreciated only after Lender showed how it could be modi-
fied, that Nyquist had assumed that the transmitted pulses must be independ-
ent. What Lender proposed was to allow the pulses to overlap, partially, in a
controlled way (Figure 5.41). As we have seen elsewhere, the introduction of
a controlled amount of deterministic ISI somehow inoculates the signal and
enables it to withstand an even higher level of additional ISI. With the right
design, this permits a signaling rate above the Nyquist limit.

In fact, partial response signaling is quite akin to convolutional cod-
ing. Because the information content of each input symbol is spread across
more than one output symbol, it also can be vulnerable to error propaga-
tion, unless certain countermeasures (sometimes called, unhelpfully,
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64. “The term partial response is used in connection with this technique since the re-
sponse to an input symbol is spread over more than one [output] symbol inter-
val—the response in a single interval is partial” [54, p. 266].

65. It had become a canonical formula, indeed: “Nyquist’s [1924] general result [holds]
that in a bandwidth of W hertz, a maximum of kW pulses/sec can be transmitted
without intersymbol interference, where k ≤ 2 is a proportionality factor depending
on the pulse shape and the bandwidth” [55, p. 196].



precoding) are properly employed [11, p. 540]. It also provides, though this
is not its purpose as such, a measure of error control, without using addi-
tional bandwidth for redundant symbols.66 The Viterbi algorithm for soft
decoding can also be used with partial response signaling [54, p. 274].
Some authors go so far as to identify partial response as “an example of con-
volutional coding” [54].67 However, a convolutional coder produces a digital
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66. “Since there is a correlation among the transmitted levels at sampling instants, this
correlation, or memory, can be used to detect errors without the insertion of redun-
dant bits at the transmitter” [55, p. 203].

67. Others disagree, sort of: “the duobinary encoder is a convolutional encoder ... [but]
the purpose of the encoding is ... different. The purpose is not to suppress noise by



output, while partial response signaling creates an analog signal with convo-
lutional properties—and this is more troubling for many writers, because it
is obviously much closer to real interference. How can something be so
harmful on the one hand, and so mysteriously beneficial, on the other?

Intersymbol interference is a harmful mutual interaction of pulses in a
transmitted pulse train.... When samples are taken ...they contain
unwelcome contributions from neighboring pulses.... The exception to
the “unwelcome” statement is for partial response pulses, where cor-
rectable intersymbol interference is intentionally inserted ... [54, p.
288]

Partial response signaling is perhaps the most nakedly post-Shannon
communications technology in common use. Even though it has been
around for more than 30 years, and it is not overly difficult to understand or
use, its success is somehow counterintuitive, and a little baffling:

We come to a remarkable reformulation of the signaling waveform with
the property that the unrealizability of the waveform and the unrealiz-
ability of the channel can be made to cancel each other leaving a
scheme that is realizable in both respects. [19, p. 249]

I would argue that cancellation, as a term, should be reserved for a dif-
ferent case, one in which the structure of an interference signal is specifi-
cally decoupled from the desired signal and removed. Techniques based on
this approach are discussed in Chapter 7. The strategy implicit in partial
response is to build correlations in the signal, which allow for a higher level
of noise and interference to be tolerated.

Redundancy, diversity, convolution—three broad strategies that share
(I claim) a common aim: to harden the signal, and/or to soften the interfer-
ence, to allow for a communications system to perform well with reduced
buffers in space, time, and frequency, and so to gain capacity. In the next
chapter, we examine the equally broad range of strategies designed around a
complementary objective: to reduce the profile of the transmitted signal, so
as to generate less interference to other signals, and, by so doing, to allow fur-
ther reduction of the STF buffering.
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increasing distance between transmitted waveforms. The purpose of partial response
is to manage the spectrum of the transmitted waveform” [19, p. 250].
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6
Signal Shaping Techniques

(Transmitter-Oriented Strategies)

6.1 Concepts of Efficient Transmission: Compression and
Shaping

The signal hardening strategies described in Chapter 5 are link oriented.
That is, they involve paired, complementary signal processing stages at the
transmitter and receiver—coding and decoding, interleaving and deinter-
leaving, and so forth. In this chapter, we review another set of signal process-
ing techniques that are implemented only, or principally, in the transmitter.
Once again, this chapter will bring together a diverse range of technologies
that are not normally presented together or analyzed within the same frame-
work, yet it is our contention here that they do share a common goal.

That common goal is to reduce the amount of physical energy required to
transmit the real information content of a signal from point A to point B. In
effect, there is a ratio between the signal energy and the signal information.
There is always a surplus of signal energy beyond what is needed to actually
accomplish the communications process (i.e., to allow the receiver to create
a reasonably accurate copy of the source message). In the case of a single
transmitter–receiver link, the surplus transmitted power is of no particular
concern. Once we take up the problem of multiple access and the sharing of
a limited channel resource (a finite STF communications space) by more
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than one user, then the surplus becomes a potential problem. Surplus,
unnecessary signal power created by each transmitter becomes a source of
interference for other users.

Thus, if we can reduce this ratio, reduce the surplus, we should be
able to reduce the total amount of interference in the STF communications
space. The techniques discussed here all involve strategies for reducing this
ratio. We can refer to this idea as efficient transmission.

This seemingly straightforward idea combines, and potentially con-
fuses, several concepts. First, there is the notion of the “real information
content” of a signal. In analog transmission, it is possible to view the commu-
nications problem (albeit somewhat naïvely) as a matter of recreating the
source signal itself at the receiver. This reduces the problem of fidelity to a
comparison of physical parameters of transmitted and received signal copies.
Once we cross the line to digital transmission, however, we confront the
problem of defining and measuring the information content. The original
signal is no longer even available to the receiver. Instead, we have a coded
message that purports to contain the real information content of the original
signal. This content is defined variously, for different types of sources, and it
is not always subject to a precise specification of accuracy or fidelity criteria.

What, then, does real information content mean? It implies, for exam-
ple, that at least two kinds of information (in the pure Shannon theoretic
sense) are contained in the original signal. There is information that is
important, or relevant, or meaningful, or necessary, or desirable—and there
is other information that we can, in principle, do without. As discussed in
the previous chapter, every digitalization scheme involves an explicit distinc-
tion between what is kept and what is discarded (e.g., quantization error),
which is in turn based on an implicit distinction between what is important,
meaningful, and so forth, and what is not. The design of quantization and
coding schemes always involves a theory of meaning (notwithstanding the
many declarations to the contrary to be found in the introductory paragraphs
of the foundational documents of the field1).

This often vague, undeveloped, and sometimes even unrecognized
semantic level in the communications process forms the basis for the
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text itself: “Frequently the messages have meaning; that is, they refer to or are corre-
lated according to some system with certain physical or conceptual entities. These se-
mantic aspects of communication are irrelevant to the engineering problem” [2, p. 5].



concept of compression. In effect, we are positing a second ratio: between
meaningful information and unimportant information, which are blended in
the original source. If we can find a way to squeeze out the unimportant
information while retaining the important information, we can reduce the
amount of signal energy required to transmit the message.

Compression is a very important strategy for post-Shannon communi-
cations. By reducing the transmitted message to a more concentrated pay-
load of meaningful information, we reduce the amount of signal energy
required to transmit this information successfully. To give some idea of the
potential gains, consider that in the past 15 years or so the standard for
acceptable transmission of digitized voice has dropped by a factor of 10 (in
terms of bit rate): from 64,000 bps of traditional pulse code modulation
(PCM) to around 4,000–8,000 bps today. Low-bit-rate coders have been
one of the most important sources of capacity gains in the second-generation
wireless architectures, and continue to play a significant role in strategies for
third-generation systems.

Compression schemes are further divided into lossy compression, in
which the criterion for meaningful versus nonmeaningful information is dif-
ficult to specify, and lossless compression, in which, in principle, no meaning-
ful information is sacrificed. In other words, in lossy systems the
compression process involves the elimination of nonmeaningful information
along with at least some information that may be potentially meaningful,
whereas lossless systems claim that only nonmeaningful or redundant infor-
mation is eliminated, leaving purely meaningful information. (We examine
these concepts further in Section 6.3.)

The second important concept embedded in the idea of efficient trans-
mission is the idea of surplus signal energy. What exactly does this mean?

Consider the classical link budget, which specifies the relationship
between the signal power required at the transmitter in order to achieve a
specified level of signal power at the receiver that is sufficient for the
receiver to operate and recreate the signal. To build the link budget, we start
with a transmitter power of typically a watt or more. We add and subtract
from this value, to account for the transmission through various stages of the
end-to-end channel. Mostly, we subtract. The most important factor that
reduces the energy value of the signal is the free-space transmission channel
itself. From a level of, say, 1W of power at the output of the transmitter
antenna, we find that the actual received signal at the receiver antenna is
reduced by an enormous factor—up to 100 dB or more.

In other words, the receiver actually needs only a few billionths or even
a few trillionths of the original transmission energy in order to do its job. To

Signal Shaping Techniques (Transmitter-Oriented Strategies) 233



overcome the losses of the channel, the transmitter has to emit an enormous
amount of energy, only a very small amount of which is actually used by the
intended receiver; the surplus is radiated into the communications space
where it creates interference for other users. If there were a way to precisely
shape and target the transmitted signal so that it only delivered the required
amount to the receiver, without creating all of the surplus that leads to inter-
ference, the overall interference levels in the system could be dramatically
improved. The buffers could be reduced, the system could be packed more
densely in the available STF communications space, and we could gain
capacity.

This signal shaping can take place at different stages: Some operate at
baseband, and other techniques can be used to shape the RF waveforms.
Inherent shaping techniques change the way the signal is generated, such as
modulation schemes that reduce the F-interference from unwanted side-
bands (Section 6.5). External shaping techniques, like filtering, modify the
signal after it has been generated to reduce the unwanted outputs. Such
shaping can be performed in the S-domain, the F-domain, or the T-domain.
It can involve a simple component-level implementation (better filters) or a
system-level architectural concept (e.g., adaptive system concepts described
in Section 6.7).

These two ratios—the meaningful information versus unimportant
information, and the necessary signal energy versus the surplus signal energy
(Figure 6.1)—thus suggest a categorization of transmission strategies:

1. Compression: These strategies are designed to improve the first
ratio, between meaningful information and unimportant informa-
tion in the payload; this is often called source coding, which can be
further divided into (a) lossy compression, in which the criterion for
distinguishing between the two is imprecise and (b) lossless com-
pression, in which meaningful information and unimportant or
redundant information can be clearly distinguished

2. Signal shaping: These strategies are designed to improve the sec-
ond ratio, that between necessary signal energy and surplus signal
energy; which can be divided into (a) S-shaping strategies, which
attempt to shape the spatial characteristics of the transmitted sig-
nal, to reduce S-interference; (b) F-shaping strategies, which focus
on shaping the frequency characteristics of the transmitted signal,
to reduce F-interference; and (c) T-shaping strategies, which
address the time-domain characteristics of the transmitted signal,
to reduce all forms of interference.2
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This conceptual scheme is offered in order to connect with the frame-
work elaborated on in the previous chapters, but is not applied rigorously to
the following discussions. Instead we divide the techniques according to the
more conventional disciplinary boundaries: source coding (Section 6.3), shap-
ing strategies implemented at baseband (Section 6.4), strategies implemented
at radio frequencies (Section 6.5), and smart antenna technologies, especially
those focusing on the transmitter antenna configuration (Section 6.6).

Before turning to specific techniques, however, we need to touch on
another fundamental conceptual aspect of the problem of transmitter
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2. As we shall see in Section 6.4, the most important time-domain approaches yield
benefits in the form of reduced interference in all three dimensions of the communi-
cations space.



interference reduction that cuts across all of these boundaries: the
problem of handling nonlinear signals.

6.2 Signal Nonlinearities: A Conundrum

The manipulation of communications signals is an intricate art. Starting with
a source signal, many different kinds of operations can be performed, such
as amplification, filtering, or sampling and quantization. Each of these
processes can be viewed as a mapping of an input signal to an output signal.
If we analyze the relationship between input and output, we find that some-
times the relationship is smooth, or linear. That is, specific input–output
pairings can be graphed, like x,y coordinates, and the resulting plot will
be—in some sense—“straight” (Figure 6.2).3

On the other hand, some of the processes applied to a signal will pro-
duce x,y plots that exhibit curved or broken or squared-off shapes. These
processes are then said to be nonlinear. Such nonlinearities introduce a
number of problems for system designers. For example, in the amplification
of a weak signal to produce a strong signal, we generally want to make sure
that the translation is as linear as possible. Nonlinearities in the amplifier
can show up as distortion. In general, any nonlinearity creates potential diffi-
culties. (Of course, if the distortion or nonlinear translation affects a signal
parameter that we are not concerned about, we may not notice that particu-
lar form of nonlinearity. For example, some modulation schemes are insensi-
tive to changes in signal amplitude. FM is a good example. Thus, FM is not
significantly affected by amplitude nonlinearities in the amplification
process, which means that one can use cheaper, less linear power amplifiers.
It is important to keep in mind, however, that these nonlinearities may still
occur; it is just that they affect properties of the signal which do not, in a
particular architecture, happen to carry information. They may still contrib-
ute to the problem of interference.)

A major problem is that nonlinearities in the input signal, or events in
which an abrupt change occurs in an important signal parameter, tend to
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3. The definitions of linearity can be forbiddingly dense, for example: “A linear channel
is one that satisfies the superposition principle: if input c(t) causes output v(t) and
input c’(t) causes output v’(t), then for any real numbers a and b, input ac(t) + bc’(t)
causes output av(t) + bv’(t)” [3, p. 21]. I must ask: Why is there this penchant for ob-
scurely couched presentations of fundamentally simple ideas? It pervades the entire
literature.



lead to an expansion of the output signal bandwidth. Why? Because sudden
changes in the signal inherently embody a high-frequency component, and
high-frequency components will expand the signal in the frequency domain.4

Indeed, it is often said that all real signals (i.e., those with no constraints on
the inputs) will produce outputs that extend infinitely in frequency.5 If we try
to contain this frequency spreading by filtering the signal—band-limiting it
in the frequency domain—we find that it will tend to spread in the time
domain—and again this expansion is, in principle, infinite.6 This translation
between frequency and time domains is one of the foundational principles of
signal processing.7 For example, Figure 6.3 shows the time–frequency trans-
forms (Fourier) for several simple types of signal elements, or pulses.
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4. “[Any signal which] consists of abrupt changes ... gives rise to spectral components
at high frequencies” [4, p. 287].

5. “Rather generally, waveforms ... have spectral components which extend, at least in
principle, to infinite frequency” [4, p. 25].

6. “Strictly [frequency] band-limited signals are not realizable since they imply signals
with infinite duration” [5, p. 43].
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Let us review this more closely. Examine the Fourier transform for the
time and frequency representations of the two most basic signal elements: a
perfectly square pulse and a sinusoidal pulse (Figure 6.3). A pulse that is
sharply confined in the time domain will have a quasi-infinite representation
in the frequency domain. That is, if we use pulses that are precisely con-
trolled in time, the extremely abrupt edges will generate infinitely high-
frequency components, and the waveform will spread significantly in terms
of its occupied frequency bandwidth. If, on the other hand, we apply perfect
filters in the frequency domain to confine the signal energy to a precisely
defined bandwidth, the signal will automatically spread in time. In a digital
system, for example, the sharper the filter, the more intersymbol interfer-
ence is created (by the filter itself, quite apart from any ISI created by the
channel).8

This is a profound and somewhat mysterious relationship. That a signal
should show such strict transformations between its frequency characteris-
tics and its time characteristics is in a way surprising. That the confinement
of the signal in one domain automatically creates a quasi-infinite expansion
of the signal in the other domain is not necessarily an intuitive result, consid-
ered from a physical perspective. It is a foundational premise of communica-
tions engineering that is widely recognized, but often passed over as though
the statement of mathematical formulas were sufficient explanation. Why,
for example, should a bandpass filter per se create a time delay? What is the
exact underlying physical mechanism? (Engineers seemingly do not always
need explanations for the results they obtain, as long as they can reliably
obtain them.)

In any case, the communications engineer faces a dilemma. If the sys-
tem introduces, or is required to process, nonlinear signals, the output signal
will tend to expand. He or she can take steps to control the spreading in the
frequency domain, but the signal will then spread in the time domain, and
countermeasures, like equalization, will be needed. He or she can try to
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7. Indeed, many communications textbooks begin with a presentation of the basic no-
tions of spectral analysis and time–frequency transforms. “We most often see signals
presented in the time domain (that is, as functions of time). Any signal, however,
can also be presented in the frequency domain, and transforms (mathematical op-
erators) are available for converting frequency- or time-domain functions from one
domain to the other and back again” [6, p. 1].

8. “We might try to alleviate this difficulty [frequency spreading due to nonlinearities]
by passing the baseband signal through a ... filter to suppress the many side lobes.
Such filtering will cause intersymbol interference” [4, p. 287].



control the time domain—to reduce ISI—and the signal will expand in its
frequency bandwidth and require a larger (frequency) channel allocation.

This has led sometimes to a mind-set that views nonlinear processes as
inherently risky and problematic.9 The more linear we can make the system,
the fewer abrupt changes or breaks in the signal, the better. A great deal of
effort has been devoted to finding ways to shape signals to avoid or reduce
such effects. Much of the rest of this chapter is devoted to signal shaping
and smoothing techniques that seek to avoid undesired signal expansion by
eliminating nonlinearities as much as possible, at all stages of the signal
processing chain.

And, yet, there is a conceptual dilemma here. The very foundation
of modern spectrally efficient, post-Shannon communications, is digitaliza-
tion, which is the most nonlinear of all processes we can imagine. Indeed,
it is precisely the nonlinearity of the digitalization process that creates its
value. The idea of a threshold, which is the basis of quantization and its
signal-to-noise performance, is a pure instance of a nonlinear input–output
relationship. Once again, Shannon put his finger on this matter right from
the start:

There will be a certain threshold effect when we perturb the message.
As we change the message a small amount, the corresponding signal will
change a small amount, until some critical value is reached. At this
point the signal will undergo a considerable change. In topology it is
shown that it is not possible to map a region of higher dimension into a
region of lower dimension continuously. It is the necessary discontinu-
ity which produces the threshold effects....

It is [therefore] evident that any system, either to compress [the
signal—i.e., gain efficiency] or to expand it and make full use of
the additional volume, must be highly nonlinear in character. [8, pp.
165–166]

Shannon is not simply saying that we can tolerate nonlinearity; he is
asserting that the system must be highly nonlinear, that we should actively
design nonlinearity into the system. We have seen in Chapter 5 that as cod-
ing schemes become more and more powerful, moving closer to the Shan-
non theoretical limits, the whole characteristic of the system (and not just
the individual quantization elements) becomes more nonlinear.
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By its very nature decoding [i.e., any quantized process] is nonlinear. In
fact, it is almost the opposite of a linear operation: small disturbances of
the decoder input signal should not affect the decoder output signal at
all. [9, p. 99]

As we noted in our discussions of noise and interference in the previ-
ous chapters, it appears that the post-Shannon framework has inverted the
traditional valuations, and has revalued nonlinearity from a bad or problem-
atic system characteristic to a constructive and desirable one.

This is not a matter of either/or. Nonlinearity is another of the com-
plex, multifaceted conceptual components of the Shannon revolution, and it
does cut both ways. Essentially, it is profoundly true that—like noise, and
interference—what we find we want is designed nonlinearity, or “good” non-
linearity; and what we want to suppress or avoid are those “bad” nonlineari-
ties that come in several varieties. In Chapter 5, we looked at the ways of
designing good nonlinearity. Another way of construing the subject of the
signal shaping in this chapter, particularly Sections 6.5 and 6.6, is as a sur-
vey of some of the techniques for avoiding or reducing bad nonlinearity.

6.3 Compression: Post-Shannon Source Coding Strategies

Many different kinds of sources are available for communications signals,
including text, speech, audio (music and so forth), still images, and video. In
one sense, the miracle of digital communications lies in its ability to reduce
all of these sources to a homogeneous stream of 1’s and 0’s, which means
that the same sort of physical layer protocol and the same physical channel
can handle, in principle, any type of signal. We must also recognize that pro-
ductive compression strategies are closely tied to the nature of the source,
as well as the nature of the receiver (especially for sound and images). In
another sense, therefore, not all bit streams are truly alike. Processing tech-
niques that may be acceptable for compressing one kind of digitized source
may not be viable at all for another. Specialization in the source coding field
is intense, for reasons described below, such that there is very little overlap
between work on text compression and speech compression, for example.
For these reasons, the technology of source coding has become so vast that
even a proper survey is not less than a book-length undertaking.

The more limited goal of this section will be to touch on several of
the most important meta-concepts in compression technology that are most
relevant to the post-Shannon wireless revolution. These are the core ideas
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that, in some cases, divide the field into subdisciplines, while in others they
provide a degree of technical commonality across these specialized fields.

It may be useful to first develop some of these ideas intuitively. Let us
begin with a sample of live human speech, presented to the input of a com-
munications system. In its initial analog form, the amount of information
this sample contains is quasi-infinite—or at least very large. In reality, infor-
mation theory cannot really be applied to analog signals per se.10 Not, that is,
until we have tamed the analog signal in certain ways, which we shall get to
in a minute. So we start with a quasi-infinite bit rate, so to speak.

On the other hand, the actual rate of linguistic information in human
speech, corresponding to the information that is captured in a textual repre-
sentation of that speech, is quite low. Shannon cites a figure on the order of
15 bps.11

This is quite a gap. Yet if the essential linguistic information is occupy-
ing a bandwidth of only 15 bps, what is the rest of that quasi-infinite infor-
mation rate of the analog signal all about? The basic answer is that it
provides the information that creates the tone, timbre, inflection, and so
forth of the speaker’s voice—all the things that go under the heading of voice
quality.

We may next ask: How much information is really required to carry
this voice quality information? Presumably, there is a specifiable upper limit,
based on the sensitivity of the ear and the number of nerve synapses or hair
cells in the cochlea of the ear. The very best audio quality speech recording
uses several hundred thousand bits per second.

Next, do we really need to transmit this much voice quality, or can we
reduce the amount of information and still maintain an acceptable signal?
The answer is yes, of course. The telephone industry is still based, for the
most part, on the standard rate of PCM of 64,000 bps, which in turn derives
from the historical transmission characteristics of analog telephone wires.
This yields telephone quality voice, which is by no means as good as real
audio quality (think of the sound of telephone conversations played on radio
stations, compared to the higher quality of the voices of the announcers). Yet
telephone quality has become an accepted standard, at least for the time
being, for telecommunications purposes.
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10. “A continuously variable quantity [i.e., an analog signal] ... requires an infinite
number of binary digits for exact specification” [2, p. 73].

11. “Taking 100 words per minute as a reasonable rate of speaking, we obtain 15 bits per
second as an estimate of the rate of producing information in English speech when
intelligibility is the only fidelity requirement” [10, p. 193].



There is still a lot of apparently extra information in the voice sig-
nal—several thousand times more than what would appear to be necessary
to convey the real linguistic information. How much further can the payload
be reduced? How much of this extra information is truly necessary?

In today’s second-generation wireless systems, acceptable telephone
quality voice transmission is being achieved at rates lower than standard
PCM by up to a factor of 10 or more. Indeed, this reduction of the payload
has been probably the single most important source of capacity improve-
ment in second-generation architectures. As we shall see, some of the more
exotic post-Shannon architectures in the marketplace today really rely on
voice compression to achieve most of their capacity gains.12 Clearly then,
speech compression plays an important role in the overall framework of
high-capacity wireless systems.

Let us consider a second example: the transmission of a short sample
of English text, such as an e-mail message. Immediately, it is apparent that
this source is quite different. For one thing, we can precisely specify how
much information (in information theoretic terms) the message contains. In
addition, we can directly and unambiguously analyze the structure of the
information contained in the message, and we can determine that some of
the information is, so to speak, redundant. In principle, we do not need to
transmit all of the message in order for the receiver to be able to recreate it
perfectly. We can leave some message elements out or repackage them more
compactly.

If we look closer, we see that there are apparently different types of
redundancy. For example, some of the message elements, like the u follow-
ing a q in standard English, are purely redundant and can be dropped. All we
need is a rule at the receiver to reinsert a u after every q and we can elimi-
nate the u’s from the signal and reduce the bit rate, however slightly. In
other cases, it appears that we can also eliminate some message elements
that are not as strictly redundant. For example, it is sometimes possible to
drop vowels from the text. If we transmit the sequence txt we can assume
that the receiver should be able to recreate the word text because there is no
other obvious reconstruction in English. In this case, we are assuming that
the receiver not only possesses certain rules to reconstruct the message, but
that it also has an English dictionary.
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12. It is arguable that almost the entire purported advantage of today’s CDMA systems
over their TDMA counterparts is a result of the implementation of voice coders in
CDMA that can take advantage of speech activity patterns to reduce the average bit
rate of the transmission.



Other tricks of a similar sort are used. For example, in the case of
Morse code, we replace all the letters of the English alphabet with
sequences of dots and dashes. As is generally well known, the most com-
monly occurring letters, like e (the most common letter in English), are rep-
resented by the shortest sequences. Rare letters use longer sequences. By
weighting the substitution rules in this way, we can reduce the bit rate
required to transmit a text message.

What is clear is that there is quite a bit we can do to compress the
information produced by a transmitting source. The tricks and technologies,
and the trade-offs, depend a great deal on the type of source. If we can
reduce the size of the payload, we need less signal energy to carry it, which
means less interference and denser packing of the signals in the STF com-
munications space.

The preceding paragraphs have touched on some of the important con-
cepts of source coding and compression, which we will now outline more
systematically.

6.3.1 Lossless Compression

We have shown that intuitively a distinction can be conceived (though not
always drawn) between essential information and nonessential information,
which are blended together in the uncompressed source. Sometimes, it
is possible to separate the information unambiguously into essential and
redundant information. The redundant information can be eliminated with-
out affecting the essential information at all. Some forms of payload
compression can be implemented without losing any of the essential
information.

The key to all truly lossless compression is that the process is reversible.
The information that has been removed by the transmitter can be recovered
and reinserted by the receiver [11, p. 16].

Some lossless compression can normally be achieved with any source.
The applicability of lossless compression is strongly related to the statistical
characteristics of the data produced by the source. If the statistics are
strongly skewed—that is, if some message elements occur with a much
higher probability than others—it may be possible to implement lossless
compression and achieve meaningful gains in capacity.

Some of the techniques for lossless compression include run-length
coding, speech activity (or channel activity) coding, so-called entropy coding
(Huffman coding and related techniques), and data compaction techniques.
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Run-Length Coding

Consider (for simplicity) a source that produces two kinds of message ele-
ments, such as black (b) pixels and white (w) pixels (or, indeed, 0’s and 1’s)
and that tends to produce long runs of identical message elements. We can
conceptualize such a source as a two-state Markov model, as shown in
Figure 6.4.13 The probabilities for w/w and b/b are very high, and the prob-
abilities of a transition (either w/b or b/w) are small.

The highly skewed nature of the probabilities ... says that once a pixel
takes on a particular color (black or white), it is highly likely that the fol-
lowing pixels will be of the same color. So, rather than code the color of
each pixel separately, we can simply code the run lengths of each color.
For example, if we had 190 white pixels followed by 30 black pixels, fol-
lowed by another 210 white pixels, instead of coding the 430 pixels indi-
vidually, we would code the sequence 190,30,210. [13, p. 123]14

We find such a source in certain kinds of images. For example, facsim-
ile images of documents usually fit this model, and run-length coding has
been built into the Group 3 facsimile standard.

The use of run-length encoding is well advanced; because of the inher-
ent simplicity, such schemes have been embedded in many communications
standards. For the appropriate sources, compression rates of up to a factor of
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Figure 6.4 Two-state Markov model (Capon model). The two-state Markov model
represents a source of two-valued signals suitable for run-length encod-
ing, such as a black-and-white fax message. (From: [13]. © 1996 Mor-
gan Kaufmann Inc.)

13. This model was first developed by Capon [12].

14. See also [11, Chap. 10].



several hundred can be obtained (although it is highly dependent on the
actual statistics of the source document, for fax, as shown in Figure 6.5) [14].

Voice Activity Compression

The same principle can be applied to speech activity, which also exhibits
strongly skewed statistics. Speech is very much a bursty or on–off process.
That is, a voice channel is normally only occupied by speech data for a por-
tion of the total time it is in use. For example, when a user is listening to the
other person talk, he or she is not generating speech information to transmit.
The gross channel occupancy rates for voice transmissions, the so-called
“on–off rate,” have been reported as low as 35% to 40%.15 This is certainly
intuitively reasonable, if we assume that each speaker is speaking about half
the time and listening have the time, with a little additional off time when
neither is speaking.

By analyzing the speech transmission from an individual user with
even finer resolution, it is discovered that even within a speech burst that is
seemingly continuous, only 65% to 75% of the channel time is actually used
to carry speech data. If we sample the speech source finely, we discover that
microscopic silent periods can be identified, corresponding to short pauses
for breathing, intersyllabic gaps, and normal hesitations associated with
thought processes [18].

In principle, if we can identify and code the silences in a manner simi-
lar to run-length coding, we can compress a speech signal by a factor equal
to the inverse of these macroscopic and microscopic activity factors, that is,
typically two or three times.
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15. The original studies of speech activity statistics are found in [15–17].
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Figure 6.5 Run-length encoding gains. (From: [13]. © 1996 Morgan Kaufmann
Inc.)



We can take advantage of this compression opportunity in any of several
ways. From the simplest to the more complex, these include the following:

1. Discontinuous transmission (DTX): This involves simply turning the
transmitter off when there are no speech data to transmit. This
typically reduces the overall interference in the system by approxi-
mately a factor of 2, or a 3-dB reduction in cochannel and
adjacent-channel interference. In terms of system impact, DTX is
one of the easiest ways to gain potential capacity—if the traffic is
conventional voice traffic. This gain comes from reduced interfer-
ence loads, allowing better reuse factors and smaller S-buffers
generally.

2. Digital speech interpolation (DSI): This is a multiple access archi-
tecture, in which silent periods from any given channel are
returned to a pool of available channel resources and may be reallo-
cated to other users. DSI is widely used on certain kinds of wireline
channels, and has been used in second-generation wireless systems
on a limited basis.16 Direct capacity gains of around 2 have been
observed.

3. Packetized architectures: The exploitation of true packetized trans-
mission for voice is still a relative novelty, certainly in the wireless
arena. However, some architectures based on exploiting the activ-
ity factor in this way have been proposed.17

4. Variable rate coding: The use of a variable rate coder, which
adjusts between higher rates for periods of active speech and
much lower rates for silent periods (and indeed, may involve mul-
tiple steps based on the putative information density of the signal
at any given moment), is another way of exploiting the compres-
sion opportunity. Such a coder has been implemented in the U.S.
CDMA standard (IS-95), and it is claimed that the resulting inter-
ference reduction of 3 dB leads directly to system capacity gains.18
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16. In the late 1980s and early 1990s, Hughes Network Systems employed DSI in its
E-TDMA cellular system, as an extension of IS–54 (the U.S. TDMA standard). I be-
lieve that Hughes still uses the E-TDMA approach in some of its wireless local loop
systems.

17. A notable example is packet reservation multiple access (PRMA), proposed by Good-
man et al. [19].

18. See the references for Chapter 6 of [20].



Entropy Coding

Assume that the source produces symbols drawn from a known, finite alpha-
bet (like the English alphabet), and that we know a priori the probability of
seeing any given symbol. A very basic notion, intuitively stated, is that the
probability of seeing a symbol is inversely related to the amount of informa-
tion which that symbol contains. The less frequently we see a given symbol,
the more its occurrence surprises us. This is sometimes called the self-
information of the symbol [11, p. 617].

The average amount of self-information produced by the source, as it
emits various symbols over time, is called the entropy of the source [11, p.
617; 21, p. 9]. In effect, the entropy is a measure of the statistical
skewedness of the source.

Without delving more deeply into the challenging conceptual treat-
ments of entropy that have motivated much of the broader interest in infor-
mation theory, we can connect it to an important coding and compression
concept: If we map the source alphabet onto a second channel alphabet of
message elements or codewords in such a way that the most frequent source
symbols are matched with the shortest message elements, and the less fre-
quent symbols are represented by longer codewords, we can achieve a sig-
nificant improvement in the transmission efficiency.

Entropy coding is obtained by means of a variable length coding proce-
dure which assigns codewords of variable lengths to the possible [source
symbols] such that highly probable outcomes are assigned shorter code-
words, and vice versa. [11, p. 147]

In other words, the self-information of each symbol is approximately
matched to the length of the codeword. Why does this yield a compression?
If we were to use the same amount of binary data to transmit every symbol in
the source alphabet, then most of the time we would be using more binary
data than necessary to transmit frequently observed symbols. By matching
the statistics of the source with the code lengths in this way, we can bring the
bit rate much closer to the optimum rate. In many ways, this is a natural
process that we observe everywhere, at all levels of the composition of the
message. For example, even the process of abbreviation of common words
and phrases (using “U.S.” for “United States”) is a kind of entropy coding pro-
cedure. One of the handiest examples is the Morse code, in which the most
frequent letters like e are represented by the shortest message elements.

Designing good entropy codes also requires paying attention to the
decoding process. The receiver should be able to uniquely determine which
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symbol has been transmitted without having to perform extensive analysis or
code look-ups. In other words, the code should be self-punctuating [3, p.
296]. One of the earliest and best solutions for generating such a code was
created by David Huffman, and has become known as Huffman coding [22].
It is a simple technique for generating a uniquely decodable variable-length
codebook and assigning the codewords appropriately [1, pp. 63ff].

Blahut [3] presented a standard example of a Huffman code, as shown
in Figure 6.6, which provides the probabilities of source symbols, matched
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with codewords that are derived from the tree structure shown in the exam-
ple and are self-punctuating. If we used fixed-length codewords for each of
these seven symbols, we would need at least eight of them, and the average
length of the codeword would be 3 bits. By using Huffman coding, the aver-
age block length in this example is reduced to 2.44 bits per source symbol,
which is very close to the measurable entropy of the source, 2.37 bits per
source symbol. This Huffman code is close to the optimum. It will save
almost 19% of the channel capacity.

Huffman coding is a very general procedure that can be applied to
almost any data stream from any type of source. It may be applied to the data
in a number of different ways. Sayood discusses the applications of Huffman
coding to different kinds of sources, and gives a range of results for the com-
pression that can be obtained [13, Chap. 3].

We should bear in mind that entropy coding works best when the
source produces a highly skewed statistical distribution: “It is only when the
probabilities of the source symbols of the message are very different that we
get a significant economy from the Huffman encoding process” [13, p. 69].
That is to say, if the source produces highly structured data, with skewed
statistics, then entropy coding is productive. The more noise-like or random-
ized the input data, the less we can gain from this approach.

Data Compaction

The classical Huffman concept is based on a priori knowledge of the source
statistics. What if we do not know the statistics ahead of time?

One perhaps obvious solution is to modify the Huffman procedure to
work adaptively. It becomes “a two-pass procedure: the statistics are collected
in the first pass, and the source is encoded in the second pass” [13, p. 43].
Indeed, coding ingenuity soon finds a way to accomplish the code develop-
ment in a single pass, generating and modifying the Huffman codebook “on
the fly.”

Another approach is to construct a true dictionary for the source as we
go along. The value of a dictionary for compression purposes is that it allows
us to identify an entry by an index or a pointer. Instead of transmitting the
actual data, we transmit the index. In adaptive dictionary compression
schemes, both the transmitter and the receiver build identical dictionaries as
they process the data streams (Figure 6.7).

The most popular adaptive dictionary techniques are based on two
papers by Jacob Ziv and Abraham Lempel, published in 1977 and 1978. In
one version of this type of compression algorithm, the encoder keeps a copy
of the data that has been already encoded, and it searches this buffer as each
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new substring of data is encountered, identifies the match—that is, it looks
up each substring in its dictionary—and then encodes not the substring
itself, but a pointer (index) and a length value (Figure 6.8) [3, p. 315].

The Ziv-Lempel algorithms have become mainstays of file compression
for all sorts of computer applications and are widely used to reduce the pay-
load of transmitted signals involving text files, as well as previously quantized
image files [13, pp. 100ff].

6.3.2 Lossy Compression

For many signals, such as speech, the essential information and nonessential
information are so blended that they cannot be unambiguously separated.
Different users evaluate differently which information, and how much, is
really essential. A military radio system operator may be quite happy if his
system produces intelligible speech, even if much of the color and character
of the speaker’s voice is lost. A radio station cannot adopt the same attitude
with regard to its audio broadcast quality.

In such cases, compression is achieved by the judicious destruction
(euphemistically called a “loss”) of some of the information contained in the
source signal. This sets a hard ceiling on the quality of the transmitted
signal. No matter what, the information that is destroyed in this kind of

Signal Shaping Techniques (Transmitter-Oriented Strategies) 251

Source
data

Data
compaction
encoder

Data
compaction
decoder

Channel

Modeler Modeler

ModelModel

Regenerated
source
data

Modelers at both the transmitter and the receiver are actively creating and updating
their dictionaries of transmitted and received sequences.

Figure 6.7 Data compaction at TX and RX. (From: [3]. © 1990 Addison Wesley
Inc.)



compression cannot be recovered or accurately recreated, although some-
times it may be simulated.19 Lossy compression is irreversible.

One’s attitude toward the partial destruction of the signal (for the sake
of efficient transmission) depends on one’s point of departure. For some, the
result is tainted, no matter its practical value: “A data compression code
[means] that the original data cannot be cleanly recovered; distortion is
implicit in the code” [3, p. 364]. For Shannon, who was concerned with
finding a way to handle intractable analog signals (like speech) within the
framework of his new theory, the issue seemed minor. Indeed, since “exact
transmission [of an analog signal] is impossible,” then
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19. An ironic example of such simulation is the creation of artificial background noise,
called comfort noise, which is sometimes inserted on top of speech in digital circuits
that have become too quiet. Human listeners apparently rely on low-level back-
ground noise to provide a sort of channel status indicator, and will sometimes as-
sume that a channel that is too quiet may have been disconnected. The insertion of
comfort noise is intended to alleviate this problem.



[t]he real issue ... practically [is] that we are not interested in exact
transmission when we have a continuous source, but only in transmis-
sion to a certain tolerance. [21, p. 26]

His position is principled: Because perfect transmission is theoretically
unachievable, there is by definition a choice, for the system designer, regard-
ing what sort of signal degradation to tolerate. For Shannon, the controlled
reduction of signal quality achieved through quantization is clearly prefer-
able to the uncontrolled effects of analog noise.

Other writers have attempted to gloss over the process as merely the
elimination of irrelevant information (as compared with the elimination of
redundant information by lossless compression procedures).

Quantizers [the most basic of lossy compression processes, of course]
are devices that remove the irrelevancy in the signal; they accomplish
this through an irreversible, information-lossy procedure. [11, p. 16]

This will not do, clearly. The selective elimination of portions of the
signal is not based here on anything as neutral or as cleanly characterizable
as redundancy. It is a matter of tolerating a real reduction in signal quality.

Implicit in any lossy compression process, therefore, is a criterion of
quality (also called a rate distortion measure) that specifies an acceptable
level of information loss. This criterion is typically expressed as a quantita-
tive measure of the amount of difference between the source signal and the
compressed version of the signal. Yet it indicates that a subjective element
has entered the calculation, for the basis of the quality assessment is eventu-
ally a subjective judgment of signal quality. In the early development of
PCM, it was possible to sidestep this issue, in a sense, by employing a sim-
ple metric like mean squared error (the absolute value of the difference
between the two signals). As lossy compression schemes have become more
and more aggressive, the use of simple metrics has become insufficient. For
example, a slight rotational shift in a digitized image will produce a large
mean squared error, but may be perceptually negligible. On the other hand,
a bright horizontal streak may show a much smaller measure of error, but is
quite objectionable.20
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20. “A standard objective measure of coded waveform quality is the ratio of signal vari-
ance to reconstruction error variance, referred to for historical reasons as the signal-
to-noise ratio (SNR) ... We shall note the inadequacy of SNR as a perceptually
meaningful measure of digitized waveform quality. Very briefly, the inadequacy of



Nevertheless, any distortion measure must serve at least two masters:
the human recipient of the message who will evaluate its quality and accept-
ability, and the communications engineer who needs a simple, relatively
repeatable way of benchmarking the performance of his system.

The selection of a distortion measure for a particular problem can be a
difficult and often controversial problem. Ideally, the distortion should
quantify to subjective quality, e.g., a small distortion in an image coding
system should mean a good looking image, large distortion a bad look-
ing image. If one is to have a useful theory, the distortion measure
should be amenable to mathematical analysis.... If the distortion meas-
ure is to be useful for practice, one should be able to actually measure
it, that is, it should be computable. Unfortunately, one rarely has a dis-
tortion measure which has all three properties of subjective meaning-
fulness, mathematical tractability, and computability. In fact, the first
property is often at odds with the other two since a distortion measure
might need to be extremely complicated to even approximate subjective
feelings of quality. [23, p. 39]

In truth, the quality criterion always implicitly embodies a model of
human signal processing—specifically, how we hear and see, and what really
matters, and what does not matter so much. As the compression objectives
have become more aggressive in the post-Shannon era, the strategies for
deciding how to compress the signal have grown much more sophisticated,
and we have entered more deeply into the disciplines that are starting to be
known as perceptual coding.

6.3.3 Perceptual Coding

The newer approach to signal quality assessment and lossy compression in
general is based on the idea of matching the coding output to the character-
istics of the human receiver, especially to the human ear and eye.

It is imperative that we design the coding (or compression) algorithm to
minimize a perceptually meaningful measure of signal distortion, rather
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SNR has to do with the fact that reconstruction error sequences in general do not
have the character of signal-independent additive noise; and that therefore the seri-
ousness of the impairment cannot be measured by a simple power measurement”
[11, pp. 6–7].



than more traditional and more tractable criteria such as mean squared
difference between the waveforms at the input and output of the cod-
ing system. [24, p. 1385]

At one level, the idea that human beings can tolerate certain kinds of
noise better than others is perhaps intuitively obvious, and was commented
on by Shannon in the earliest papers:

In the case of speech, the ear is insensitive to a certain amount of phase
distortion. Messages differing only in the phases of their components
(to a limited extent) sound the same. This may have the effect of reduc-
ing the number of essential dimensions in the message space [i.e., allow
compression].... If the ear were completely insensitive to phase, then
the number of dimensions would be reduced by one-half due to this
cause alone ... [25, pp. 33–34]

Indeed, the shape of human acoustic response patterns was implicit in
many of the strategies that were developed in earlier systems. For example,
Shannon also noted that the ear is relatively insensitive to higher frequen-
cies. Instead of digitizing all frequency bands at the same rate, we can delete
more information from the higher frequencies without impairing the subjec-
tive quality of the compressed signal. This is the foundation for sub-band
coding and related techniques [26]. A similar, more formal strategy has been
the use of nonuniform quantization, especially logarithmic quantization
scales, to allow for finer discrimination of relatively quiet signals and coarser
quantization of very loud signals [11, p. 141].

The emerging view is more detailed. Speech, as a source, deviates from
the typical model of classical source coding theory in a number of ways, and
the ear does not respond to all forms of distortion equally. Perceptual coding
is based on the idea of identifying these structural characteristics and mar-
shaling them in support of coding strategies that “minimize the perceptibility
of the distortion by shaping it advantageously in time or frequency, so that as
many of its components as possible are masked by the input signal itself”
[24, p. 1393].

The concept of masking is central to achieving significant compression.
Masking refers to “the inability of the human perceptual mechanism to dis-
tinguish between two signal components (one belonging to the signal, one
belonging to the noise) in the same spectral, temporal or spatial locality” [24,
p. 1385]. In effect, there are opportunities to hide the noise within the signal
itself, in such a way that it becomes completely imperceptible to human
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observers “even if the objectively measured local SNR is modest or low”
(Figure 6.9) [24, p. 1385]. The results can be striking:

In one example, with a signal which consists of a male a capella chorus,
the coder is perceptually transparent at a 13 dB overall SNR, when the
noise is inserted according to psychoacoustic principles. On the other
hand, the coder is nontransparent to additive white noise at an SNR as
high as 60 dB, and nontransparent to locally adjusted white noise at an
SNR of 45 dB. With a 1-kHz tone input, transparency with additive
white noise requires an SNR of 90 dB. With ideally shaped noise, trans-
parency occurs at an SNR of 25 dB. [24, p. 1409]

Perceptual coding is in its early stages, theoretically. As the authors of
a recent pioneering article have noted, “A biologically correct and complete
model of the human perceptual system would incorporate descriptions of
several physical phenomena including peripheral as well as higher level
effects, feedback from higher to lower levels in perception, interactions
between audio and visual channels, as well as elaborate descriptions of
time–frequency processing and nonlinear behavior” [24, p. 1395]. Phew!
Now there’s a research agenda.

6.3.4 Correlative Quantization

Another group of related strategies involves the development of more sophis-
ticated quantization techniques that achieve compression by exploiting the
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cies. (From: [24]. © 1983 IEEE. Reprinted with permission.)



patterning or structure of the source data, the inherent correlation between
successive samples or message elements. These techniques are often fairly
easy to implement and tend to find their way into many of the wireless 2G
and 3G compression technologies, usually in combination with more explicit
perceptual coding techniques and sometimes with source modeling tech-
niques (Section 6.3.5) as well. As illustrations of this approach, we will look
at four such strategies: difference encoding, adaptive quantization, vector
quantization, and codebooks.

Difference Encoding

Standard quantization techniques encode each sample independently. Yet
there is almost always a high degree of correlation from sample to sample. If
we can capture the thread of this correlation, so to speak, we can compress
the amount of information that has to be transmitted to reconstruct the sig-
nal. As a very basic illustration, nothing is simpler than the idea of difference
encoding. In lossless compression, difference encoding means sending only
the quantized difference between a sample and the previous sample. In
other words, we encode only the new information, or the changes observed
since the previous sample. Because signals tend to change slowly relative to
the sample rate, the dynamic range, so to speak, of the difference is usually
much smaller than the range of the entire signal and can thus be encoded
with fewer bits.

In the context of lossy compression, difference encoding is usually
referred to as delta modulation.21 Here, in the simplest form, the encoder
only determines if the new sample has increased or decreased in amplitude
value compared to the previous signal, and it sends a signal bit to indicate
track up or track down (Figure 6.10).

As Figure 6.10 shows, delta modulation generates two different kinds
of error, really two different quantization effects, which represent the loss of
information in the compression process. A steady or slowly changing signal
will produce a jittery back-and-forth tracking behavior in the delta modula-
tion coder, which is often called granular noise. A rapidly changing signal, on
the other hand, outraces the tracking signal and produces a gap sometimes
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21. Delta modulation has to be one of the best, or worst, examples of obfuscatory engi-
neering terminology in the field of communications theory. The term delta refers to
the old mathematical symbolism that uses delta to stand for “difference.” The use of
modulation here is simply a well-entrenched inaccuracy. The term deltamod has
nothing to do with modulation; it is simply a quantization rule. For a good presenta-
tion of this technique, see [11, Chap. 8; 13, Chap. 10].



called slope overload. It is not a big leap to the next improvement: a variable
step size that tracks fast moving signals with large steps, and slow moving
signals with smaller steps (Figure 6.11).

Intuitively, we are now transmitting samples with a single bit instead of
a multibit word. However, the apparent gains from difference encoding are
somewhat offset by the need to maintain a rapid bit rate to track a fast
changing signal. Nevertheless, many applications have shown that modest
compression—up to a factor of 2 or so—can be achieved by delta
modulation-type techniques that are extremely simple to implement. In the
days when processing power was still relatively expensive, delta modulation
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Figure 6.10 Delta modulation. Note: Step size is uniform, which reduces the effec-
tiveness of tracking a rapidly changing input signal. (From: [13]. ©
1996 Morgan Kaufmann Inc.)
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Figure 6.11 Adaptive delta modulation. Note: Step size varies—increasing when the
input signal is changing rapidly, and decreasing when the input signal
is stable—which allows for a better overall matching of the input to the
output. (From: [13]. © 1996 Morgan Kaufmann Inc.)



was a popular compression strategy, and it can still be employed to advan-
tage (especially in lossless implementations, such as for further compression
of previously quantized images22).

Adaptive Quantization

These methods work, in information theoretic terms, by exploiting the fact
that samples are not independent, but correlated; the true information in
one sample overlaps with adjacent symbols, in the original source. Mecha-
nistic quantization (like PCM) destroys this correlative information, which
means that we need to recreate the meaningful information in each sample
from scratch. Delta modulation takes advantage of the fact that if we know
sample t1, we can use this knowledge to reduce the amount of information
that we have to send about sample t2.

Difference encoding can be viewed as a very simple form of adaptive
quantization. It uses only the correlative properties that exist between two
immediately adjacent samples. Yet the structure in the signal and the cor-
relative properties in the sampled, quantized representation of the signal
extend far beyond a mere two-symbol span. Consider the fact that a delta
modulation system as described earlier does not know whether the next sam-
ple will track up or down. Yet it is possible, conceptually, to take a longer
look at the data and actually try to predict whether the next sample with be
up or down (Figure 6.12).

In fact, we can recover even more of the correlative information in the
signal by looking at longer sequences and trying to develop better and better
predictions of the following values. We can then, for example, send only the
difference between the predicted value and the actual value, which should be
even smaller in its dynamic range than pure difference encoding without
prediction. Indeed, there are many techniques, labeled in the literature with
words like adaptive and predictive that use the longer term structure of the
signal to reduce the amount of information that has to be sent for any par-
ticular sample.

In general, these approaches “adapt the quantizer to the statistics of
the input” [13, p. 185]. This is important, conceptually: These approaches
are statistical, not deterministic. In Section 6.3.5 we discuss approaches in
which the source is actually modeled, and deterministic predictions may be
derived. Here, we are talking about the much simpler concepts of tracking
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22. See [13, pp. 53ff] for examples of actual coding gains using difference encoding ver-
sus full-sample encoding of images.



the large (and slow) patterns in the data that can be used to provide a statis-
tical prediction, which can allow for a reduction in the rate of information to
be transmitted.

The type of adaptation or statistical tracking can vary [11, pp. 188ff].
The adaptation can be performed at the encoder and transmitted as a kind of
side information (similar to forward error correction) or it can be regenerated
by the receiver (Figure 6.13) [11, p. 192; 13, p. 186].

Vector Quantization

The classical approach to quantization, as noted often in this discussion, is
to quantize each sample independently. This is called (not altogether help-
fully) scalar quantization [3, p. 374]. As we have noted, one result of scalar
quantization is the destruction of correlative information about the signal.23

If, on the other hand, the individual samples are grouped in blocks,
and the blocks are coded—that is, the codeword that is transmitted
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23. Of course, one can always recode the quantized output, and in principle recover some
of these correlation properties. That is, in a way, one idea of vector quantization.



represents a block of data symbols—the correlative properties within that
block are conserved. We have seen block codes used for signal hardening
(error correction) in Chapter 5. This is one way to exploit the correlation
properties. Another angle, so to speak, on the same phenomenon is to use
block codes to achieve compression, in which case the most common term is
vector quantization (VQ). Indeed, this aspect of block coding—the ability to
optimize capacity through compression—is itself another angle on Shan-
non’s basic argument or existence proof of optimal codes.24 Still another con-
ceptual link is with soft decision ideas, as described in Chapter 5. In effect,
all of these are facets of a single, central phenomenon: the use of longer
blocks, larger samples, and more time to generate more optimal codes.
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[11]. © 1984 Prentice-Hall Inc.)

24. “The idea that encoding sequences of outputs can provide an advantage over the en-
coding of individual samples was first put forward by Shannon, and the basic results
of information theory were all proved by taking longer and longer sequences of in-
puts” [13, p. 213].



VQ has become one of the most popular and successful approaches to
data compression. The literature is vast, and interesting.25 Again, VQ can be
applied as a lossless compression technique. Sayood develops a very simple
example to show why this can work. It is worthwhile quoting at length:

In [Figure 6.14] we introduce a source that generates the height and
weight of individuals. Suppose that the height of these individuals varies
uniformly between 40 and 80 inches, and the weight varies uniformly
between 40 and 240 pounds. Suppose we allow a total of six bits to rep-
resent each pair of values. We could use 3 bits to quantize the height
and 3 bits to quantize the weight.... When we look at the representation
of height and weight separately, this approach seems reasonable.

But let’s look at the quantization scheme in two dimensions. We
will plot the height values along the x-axis and the weight values along
the y-axis. Note that we are not changing anything about the quantiza-
tion process [i.e., there is no loss of information here]....

From the figure [Figure 6.14] we can see that we effectively have
a quantizer output for a person who is 80 inches (6 feet 8 inches) tall
and weighs 40 pounds, as well as a quantizer output for an individual
whose height is 42 inches but weighs more than 200 pounds. Obviously,
these outputs will never be used ... [13, p. 216]

If we redesign the quantizer so that it codes for pairs of the height/
weight values, the so-called (h,w) vectors, the overall code space can be com-
pressed to fit the region shown in Figure 6.14(b). What we are taking advan-
tage of is the fact that height and weight are correlated. As Sayood
comments, “looking at long sequences of inputs brings out the structure in
the source ... [and] this structure can then be used to provide more efficient
representations” [13, p. 218].

In passing, we may note that it has also been argued that even appar-
ently structureless or uncorrelated data can be compressed with VQ tech-
niques, although the argument is not entirely clear to me.26
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25. See [27] for an excellent collection of the basic papers surrounding the tremendous
surge in the popularity of this approach in the 1980s, in connection with wireless 2G
architectures.

26. According to Blahut [3], “It is easy to surmise wrongly that when the source is
memoryless, there is no benefit in quantizing in blocks. Actually one can usually do
a little better by quantizing even a uniform memoryless source in blocks” [p. 383].
Blahut draws out a lengthy argument to this effect, which I have trouble following.
The reader is referred to the horse’s mouth on this one. A somewhat more lucid
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weight scalar quantizers when viewed in two dimensions; and (b) the
height-weight VQ. (From: [13]. © 1996 Morgan Kaufmann Inc.)



Codebooks

The most successful uses of VQ, however, are those that employ a further
compression technique to create a very powerful lossy compression concept.
The idea is to perform a second-level quantization or, as it is sometimes
referred to, a pattern matching on the VQ data. Each vector is compared to a
preexisting list of likely or expected vectors, the so-called “codebook,” and
the nearest match is found. Then the index of this matching codeword is
transmitted. This combination of VQ with codebooks is so powerful that it is
common to identify VQ with codebook-based approaches, although as we
have seen, the two ideas are conceptually distinct. Jayant and Noll describe
VQ in these terms:

Consider an R-ary coder sequence of length N and rate R bits/sample.
This implies a total of J = (2R)N = 2NR unique codewords.... A codebook
coder (also called a vector quantizer) accepts a block of N input sam-
ples, searches through the codebook with J = 2NR entries, finds the out-
put sequence best matching the input block [there has thus been a
reduction from the original J to something less than J entries—this is the
implication of the phrase best matching], and transmits the correspond-
ing codeword index ... [11, p. 432]

VQ is, as noted, similar to block encoding. It preserves the correlation
properties. Combined with a codebook, this can achieve large compression
gains. The onus, intuitively, shifts to the development of the codebooks.
Good codebooks make use of both raw statistical properties and known per-
ceptual phenomena, where appropriate. Codebooks can also be designed to
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comment is offered by Proakis [28]: “A fundamental result of rate distortion theory is
that better performance can be achieved by quantizing vectors instead of scalars,
even if the continuous amplitude source is memoryless [emphasis added]” [p. 120]. In
the next breath, however, Proakis adds that “basically, vector quantization of blocks
of data may be viewed as a pattern recognition problem”—which clearly focuses on
the correlative properties of the data, no longer “memoryless.” He pursues a lengthy
example [28, pp. 125–126] and notes that when an operation is effected to “render
the two random variables statistically independent,” then “scalar and vector quantiza-
tion achieve the same efficiency.” He finally concludes that “consequently, vector
quantization will always equal or exceed the performance of scalar quantization.” I
must confess that I cannot see why so-called memoryless data—that is, completely
random data showing no structure whatsoever—would yield any compression gains
from the use of lossless vector quantization. This is clearly a footnote controversy, at
best, since, practically speaking, there is no such thing as a memoryless source.



be adaptive, built up (similar to the data compaction algorithms discussed
earlier) from an ongoing analysis of the data stream.

Indeed, the VQ-plus-codebook combination is analogous to sampling
plus quantization. All of the same issues, trade-offs, and benefits accrue, but
the power of handling larger blocks of data, on the one hand, and the com-
plexity of the processes of designing, searching, and adaptively rebuilding
codebooks, on the other hand, push the art far beyond the simplicity of sca-
lar quantization techniques.

VQ techniques (with codebooks) are now the mainstay of some of the
best voice compression algorithms in second-generation systems, and the
application of VQ can be expected to penetrate into more areas as process-
ing power (Moore’s Law) allows for the practical implementation of ever
more aggressive and complex VQ strategies.

6.3.5 Source Modeling

The last major approach to compression involves the use of more explicit
modeling techniques to create not just a statistical analysis of the patterns in
the data to be transmitted, but (at least in principle) a partially deterministic
model of the source itself. The idea is to build identical models of the source
for both the transmitter and the receiver. If this can be accomplished—or, to
say it differently, to the degree that it can be accomplished –we can move
away from transmitting the actual data and simply transmit certain informa-
tion about the settings and operation of the model.27 The receiver then uses
these settings to calibrate its model of the source, and regenerates or synthe-
sizes the signal which corresponds to the original source data.

The classical example of this approach is in voice coding models based
on analyzing the speech production process [29]. In the words of one text,
“the mechanics of speech production impose a structure on speech” [13,
p. 3] and if we can recreate (model) the mechanism whereby speech is pro-
duced, we can recreate the structure of the signal. Speech, simplified, is
viewed as a sound source, called the excitation, and a sound channel defined
by the vocal tract, which is viewed as a filter (Figure 6.15). The nature of the
excitation changes, especially between two states: voiced (corresponding
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27. Blahut [3] says, “Another method of data compression is to fit a parameterized
model to the source. Each realization of the source output data is described by ad-
justing the parameters of the model. Then the model is digitized by quantizing the
model parameters. The decoder receives the digital parameters, constructs the
source model, and regenerates the source output from the source model” [3, p. 392].



generally to activity from the vocal cords) and unvoiced (corresponding to
noise produced by constricting the airflow, associated generally with certain
consonants like s). Also, the shape of the sound channel changes, as the
tongue, lips, mouth, and throat are altered to produce different types of
sounds. This system can be modeled mathematically.

One approach is called linear prediction, in which the excitation source
is fed through a digital filter that is modified to reflect different configura-
tions of the vocal tract. In operation as a coder, a source sample is provided
to the vocal tract model, and the model is converged through feedback until
it approximates the input (minimizes the error or residual). The parameters
of this filter, plus the excitation, the pitch, and the gain (amplitude) can all
be extracted. Then, together with some information about the residual (usu-
ally, for this is where much of the speech coloration and quality are con-
tained), these parameters are encoded and sent to the receiver.

These techniques are increasingly used in combination. The voice cod-
ers in today’s second-generation wireless systems are based on vector quanti-
zation, codebooks, speech synthesis, and perceptual coding principles,
combined in highly complex and artful technologies. They are capable of
yielding acceptable voice quality at bit rates in the range of 4–8 Kbps, which
is a huge compression gain compared to 64-Kbps PCM. It is likely, in fact,
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that compression of speech signals has reached its practical limits, or nearly
so. Another reduction by half may be about all that we can hope for. The
emphasis in third-generation systems may shift to other signal shaping
strategies.

6.4 Baseband Signal Shaping

After the information payload has been fully compressed, the focus shifts
from the information domain to the domain of the physical signal (or from
coding to modulation, as these terms are best understood). Given the pay-
load, how can we reduce the signal energy required to transmit it from A to
B? In particular, how can we reduce the energy that tends to spill over into
adjacent STF cells in the communications space?

The signal starts to spread once we introduce nonlinearities into it,
which is to say, once we quantize it. The creation of a train of baseband
pulses (0’s and 1’s) is the beginning of trouble in this regard. Telegraphers
learned long ago that a square input pulse produces a spreading signal. This
leads to intersymbol interference (T-interference), which sharply limits the
practical signaling rate and channel capacity. Unless we ensure that the
pulse shape is such that we can determine there will always be sampling
times in which the spectrum of the preceding pulse(s) will be at a zero-
crossing instant. In other words, the spreading pulse will show a dampening
oscillation such that at time T (or –T) it will be crossing the zero-energy
level; this will be followed by another zero-crossing at 2T, another at 3T, and
so forth (Figure 6.16). Thus, if the train of pulses can be arranged such that
the peak of the next pulse occurs precisely at time T, and the next at time
2T, and so forth, we can achieve zero intersymbol interference even with
spreading signals (Figure 6.17).
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Figure 6.16 Zero-crossing waveform. (From: [3]. © 1990 Addison Wesley Inc.)



Any pulse that satisfies this property is called a Nyquist pulse, and the
appropriate signaling rate is the Nyquist rate (after Harry Nyquist, a pioneer
in the information theory field and Shannon’s greatest precursor) [3, p. 29;
30, p. 617]. Yet there are many pulse shapes that meet the Nyquist criterion.
All are alike in creating an exploitable pattern of zero-crossings, but some
generate much more energy in their tails than others. If the timing of the
samples is imperfect (as it is, by definition, in real systems), we are therefore
concerned with ensuring that the amount of energy contained in the spread-
ing signal is minimized.

We would prefer that the tails of the time-domain pulse shape decay as
rapidly as possible, so that the jitter in the pulse sequence or sampling
times will not cause significant intersymbol interference. This last
requirement is a very pragmatic one, but it is necessary since any data
transmission system will have some timing jitter, which will cause pulse
sampling to occur at times other than the exact center of each pulse
interval. If the pulse tails are not sufficiently damped, sampling in the
presence of timing jitter can cause substantial intersymbol interference.
[31, p. 191]

Once again, this entails the avoidance of nonlinearities in the pulse
shape. “To design practical pulses that have no intersymbol interference,
one must design Nyquist pulses who time-domain sidelobes fall off rather
quickly [and] this means that the spectrum should not have sharp edges”
[31, p. 31]. A square pulse produces large sidelobes; an appropriately
rounded shape in the initial pulse can reduce the sidelobes significantly
(Figure 6.18).
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Nyquist pulse shaping is part of the classical foundation of the field.
Modern research is taking the idea of pulse shaping in the direction of rein-
troducing various degrees and types of correlation. For example, a modula-
tion scheme called quadrature pulse overlapping modulation (QPOM) is
described by Jamali and Le-Ngoc [32, Chap. 10]. The pulse train is divided
into two separate streams, and odd and even pulses are shaped according to
different equations, a time delay is inserted in one of the streams, and they
are then recombined in an output stream with controlled overlapping (con-
trolled ISI). Depending on the parameters, a tradeoff is obtained between
the width of the main lobe of the modulated spectrum (in the frequency
domain) and the energy in the sidelobes (Figure 6.19). Indeed, the family of
quadrature amplitude modulation techniques generally is motivated to
exploit pulse shaping as an inherent part of the generation of the physical
signal. In such systems, the data stream is divided, offset (normally), and
then a pulse-shaping stage process follows, as in Figure 6.20:
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Figure 6.18 Nyquist pulse shaping: (a) spectra with various roll-off factors; and (b)
roll-off affects the amount of energy in the “tails.” (From: [3]. © 1990
Addison Wesley Inc.)
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D/A conversion is ... followed by pulse-shaping, before upconverting the
signal to the carrier frequency. It is often advantageous to perform the
pulse-shaping prior to the D/A conversion by oversampling the transmit-
ted data and using further look-up tables containing the pulse-shaping
law in order to produce a digital representation of the smoother signal.
[7, pp. 115ff]

Even more generally, partial-response signaling, which is closely related
to correlative coding (discussed in Chapter 5) is based on the idea of allow-
ing the pulse train to blend together and overlap in a controlled manner. It is
really the same process, but viewed in terms of a different objective. The
purpose of correlative coding per se is to strengthen the signal in the pres-
ence of noise, whereas “the purpose of partial-response signaling is to man-
age the spectrum of the transmitted waveform” [3, p. 250]28—a distinction
perhaps without a difference.
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28. See also [31, pp. 198ff].



Thus, the common theme of post-Shannon technology reappears: The
pre-Shannon notion of keeping signal elements carefully separate has moved
toward a certain optimum, and then beyond it—in the post-Shannon frame-
work—to the reintroduction of controlled self-interference. Properly han-
dled, this can reduce the amount of surplus signal energy that is needed to
carry the payload.

6.5 RF Signal Shaping

6.5.1 Bandwidth-Efficient Modulation

The prior example involving modulation and pulse shaping illustrates the
straightforward conceptual transition to signal shaping strategies that are
implemented at the RF level. The goal is basically the same—how to pre-
shape the input signal so that the output signal spreads as little as possi-
ble—except that it is implemented at a higher frequency, and the most
important form of signal spreading is in the frequency domain, rather than
the time domain [7, Chaps. 3 and 4]. The generation of modulation pulses
can create surplus energy in the radio signal, most often measured in the fre-
quency domain as sidelobes in the power spectrum (Figure 6.21). The larger
the sidelobes, the more interference is created for users in adjacent
F-subspaces (adjacent frequency channels).

Once again, the main strategy is to identify and eliminate sources of non-
linearity in the modulated signal. Some standard modulation techniques,
such as QPSK, involve abrupt transitions in the modulated waveforms and
zero crossings, which create high-frequency components (sidelobes) in the
RF signal. Figure 6.22 shows the pattern of transitions in the QPSK wave-
form, as well as two stages in the direction of mitigating these effects by
offset-QPSK and so-called π/4-QPSK. Both of these modifications lead to
smoother waveforms with fewer and less abrupt transitions. The next step is
to eliminate abrupt phase shifts altogether, and to impose a requirement for
continuous phase transitions.29
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29. “Abrupt switching from one oscillator output to another in successive signaling inter-
vals results in relatively large spectral side lobes outside of the main spectral band of
the signal and ... requires a large frequency band for transmission of the signal. To
avoid the use of signals having large spectral side lobes, the information-bearing sig-
nal frequency modulates a single carrier whose frequency is changed continuously.
The resulting frequency-modulated signal is phase continuous and, hence, it is
called continuous-phase FSK (CPFSK)” [28, p. 172].
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The most popular form of continuous phase modulation is minimum
shift keying (MSK). MSK is really just a form of frequency shift keying, alter-
nating bit values between two frequencies chosen such that the transition
between the waveforms is smooth and continuous (Figure 6.23) [3, pp. 52ff].
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The elimination of nonlinearities reins in the spreading of the signal. The
main lobe of an MSK waveform is a little broader than a QPSK waveform,
but the sidelobes (the main source of F-interference) are much reduced
(Figure 6.24). The MSK principle can be generalized under the category of
continuous phase modulation (CPM) as a family of methods that shares these
characteristics [3, pp. 259ff; 28, pp. 171ff; 31, pp. 387ff].

The interrelationship of these shaping concepts is evident in the litera-
ture. The root of the similarity of pulse shaping, correlative coding, partial
response, and continuous phase modulation methods lies in the blending of
different data elements (symbols, pulses, modulation states) to create more
analog-like signals, convolutional signals, and purposeful interference,
which in turn display various positive properties such as signal hardening,
compression, and reduced interference. In a way, all of these processes are
aimed at restoring something of the native robustness and threaded struc-
ture of the analog source, which was lost when the source signal was disar-
ticulated through the quantization process. We create nonlinearities, and
then we seek to ameliorate them.

A great deal of subtlety surrounds this nexus of connected topics and
effects. It points to a certain unsteadiness in some of the most fundamental
theoretical concepts of information. We recall that Shannon viewed the ana-
log mode as intractable and reduced it by the legerdemain of rate distortion
and fidelity criteria to the digital or discrete case. He tolerated signal expan-
sion as a reasonable price to pay. In the post-Shannon framework, where
capacity really does come at a premium price, the trend is toward undoing
the effects of signal expansion by reversing the original bargain, in part, and
with great care. It is odd, at least, to find so many of the latest techniques
trending toward the reestablishment of the smooth and continuous contours
of analog signaling.

6.5.2 Linearized RF Systems

The creation of nonlinear signals—that is, signals carrying significant
embedded nonlinearities, such as digital transitions—in turn creates a need
for the transmission system to behave linearly.

This seeming paradox is the fulcrum of many design problems and
architectural choices facing the wireless engineer. The more inherently lin-
ear the signal—the smoother its transitions, the more analog it appears—the
more forgiving it is of nonlinearities in various processing stages. As highly
nonlinear signals are constructed—signals that are heavily coded, precisely
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defined—the more we need very high-fidelity components that handle them
very precisely and accurately.

One of the most troublesome stages in the transmission process is the
power amplifier. The information-bearing signal is created, manipulated
(coded, modulated), upconverted, and made ready for transmission—all of
which takes place at relatively low power levels suitable for conventional elec-
tronic circuitry. The last stage is to amplify the signal, to boost the power by
many orders of magnitude, in order to survive the passage through the radio
channel itself. This amplification must be accomplished without introducing
too much distortion, which is difficult. The design of power amplifiers is one
of the most problematic fields in communications engineering generally, and
as second-generation technologies have revolutionized the air interface, the
industry has been forced to look for more and more linear power amplifiers. In
particular, the choice of spectrum-efficient modulation techniques—that is,
those with narrow main lobes in their power spectrum—has driven the indus-
try toward more demanding and expensive power amplifier specifications:

Other modulation schemes require linear amplification [because they
introduce nonlinearities in the signal to be amplified] ... π/4-DQPSK
modulation, used with a raised-cosine pulse-shaping filter to reduce sig-
nal bandwidth without causing intersymbol interference, results in a
nonconstant envelope modulated signal, and requires linear power
amplifiers. [The π/4-DQPSK is used in the IS136 TDMA standard, for
example.] Linear power amplifiers tend to have much lower power effi-
ciency than nonlinear amplifiers.... These variations in the envelope,
due to band-limiting of this signal performed by the pulse-shaping filter,
need to be preserved in the transmitted signal in order to retain its
band-limited spectrum. [35, p. 94]

This requirement is especially crucial at the base station receiver,
where many signals of disparate characteristics are handled together.

Spectral regrowth is a major concern in personal communications since
transmission often occurs on a channel adjacent to one in which recep-
tion of a much weaker distant signal may be taking place. To ensure
freedom from interference, transmitter intermodulation distortion prod-
ucts must be below the carrier-to-interference ratio by 35 to 65 dB,
depending on the application. [36, p. 23]

Linear amplifier technologies have thus become a key enabling tech-
nology for the second-generation architectures and are likely to attract
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increased attention in third-generation systems. Three concepts for achiev-
ing linearity are feedforward linearization, feedback linearization, and predis-
tortion linearization.

Feedforward Linearization

This involves the subtraction of the known input signal from the output sig-
nal, which leaves as a remainder the distortion introduced by the amplifier.
Thus isolated, this distortion can be itself subtracted from a delayed second
copy of the output signal, leaving, in principle, the undistorted input signal
(amplified) (Figure 6.25).

Feedback Linearization

“In these approaches, an amplifier’s input and output signals are detected
and the resulting baseband signals are compared. The error signal is used to
modify the amplifier’s characteristics so as to minimize distortion ... ” [36, p.
34] (Figure 6.26). The shape of the distortion is in a generic sense inverted
and fed back into the input stream so that its effects are self-canceled.
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Predistortion Linearization

The concept of predistortion is related to other ideas we have touched on,
such as pulse shaping and equalization. Essentially, if we know the type of
distortion produced by the amplifier, we can predistort the input signal with
an inverted image of the expected distortion pattern of the amplifier, so that
when it passes through the amplifier the predistortion and the added distor-
tion will cancel each other (Figure 6.27). Once again, we come across the
strange notion that by adding distortion to the signal we can achieve a posi-
tive benefit:

An alternate way of thinking of a PD [predistortion] linearizer is to view
the device as a generator of [intermodulation distortion, IMD]. If the
IMD components produced by the linearizer are made equal in ampli-
tude and 180° out of phase with the IMD products generated by the
amplifier, the IMD will cancel. [36, p. 36]

All of these techniques can be substantially elaborated and combined,
and in many cases are amenable to either digital or analog implementa-
tions.30 Note also that these concepts are quite general. Feedforward correc-
tion, feedback correction, and predistortion can be applied at many stages of
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the signal processing chain to counteract the effects of nonlinearities that
have been either intentionally introduced or are the result of uncontrollable
factors, such as the channel itself. They share the underlying strategy of
attempting to detect the structure of the undesired distortion and then sub-
tracting or canceling it deterministically.

6.6 Smart Antenna Technologies (Transmission)

Spatial shaping of the signal is another vast field, involving smart antennas,
which combine often elaborate hardware arrays with extremely intensive sig-
nal processing engines. These are used in various ways to focus the transmit-
ted or received signal. The smart transmitter process is easily conceptualized:
Instead of radiating the signal in all directions, the transmitter locates the
receiver within a much narrower beam and directs most of the signal energy
in that more or less precise direction (Figure 6.28). It is like using a search-
light, rather than a floodlight, to find a target in the darkness.

For various reasons, it has proved easier in mobile applications to man-
age beam forming by the receiver rather than the transmitter. This may seem
counterintuitive; after all, it would seem to be easier to direct a beam in a
particular manner than to find the unknown direction of a distant transmit-
ter. Yet tracking a mobile unit with a smart antenna beam, which can be
either a transmitting path or a receiving path, requires knowledge of the
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specific, time-sensitive conditions of the channel. Essentially, in many
architectures the transmitter does not have good information about the
channel, because the signal has not yet traversed it, and cannot achieve
effective focusing and tracking in a mobile, multipath environment [38].
Thus, most of the work on smart antennas has focused on receiver imple-
mentations, where the receiver can extract information about the channel
from the received signal and use these to help determine the direction of the
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transmitter.31 We consider these receiver implementations in the following
chapter, so we postpone a more detailed presentation of the fundamental
beam-forming principles until then.

Nevertheless, the use of smart antenna techniques by the transmitter is
possible, and thus depends on developing an effective way to estimate the
channel characteristics so that the beam that the transmitter emits can be
steered and shaped appropriately. The channel is changing very rapidly (due
mainly to the movement of the mobile unit and the rapidly shifting multi-
path patterns), and the changes are also quite frequency sensitive. Essen-
tially, drawing on the discussion in Chapter 5, the beam-forming transmitter
needs channel information that falls within the coherence time (Tcoh) and the
coherence bandwidth (Fcoh) of the actual signal in order to be confident in its
ability to characterize the spatial properties of the signal. This may be possi-
ble in a time-division duplex architecture, where the same frequency channel
is shared back and forth by the two transmitters at the base and mobile. If
the time switching is fast enough, the transmitter can use its own receiving
side channel information to shape the transmit beam [39, p. 68]. In a
frequency-division duplex system, where the uplink and the downlink are
widely separated in frequency (and thus do not lie within the critical Fcoh

bandwidth), the challenge is much greater.
In reality, therefore, most implementations require a feedback-based

or closed-loop algorithm (similar to what we shall see for power control algo-
rithms in Section 6.7). Using either a training sequence or a pilot signal (two
names for the same idea, more or less), the transmitter enables the receiver
to detect the relevant channel characteristics and then to issue control infor-
mation back to the transmitter:

A direct approach to estimating the forward channel is to feedback the
signal from the mobile unit and then use either a blind or nonblind
method for estimating the channel. To illustrate ... assume that we
transmit a training signal through one antenna at a time [in a multiele-
ment antenna array; see Chapter 7] from the base station to the mobile.
We can then ... estimate the channel from each base station antenna to
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31. “In the forward link, the space–time processing [for beam forming] is carried out
prior to transmission and therefore before the signal encounters the channel. This is
very different from the reverse link where the space–time processing is carried out
after the channel has affected the signal. Therefore, while in the reverse link it is
possible to use blind or nonblind techniques on the received signal to either estimate
the channel or data, in the forward link, the base station needs feedback of the sig-
nal received at the mobile station for analogous processing” [39, p. 68].



the mobile. Once we determine the channels for each antenna, we can
write down the total channel. [39, p. 69]

The awkwardness of this procedure and the need for substantial over-
head to be invested in supporting the closed-loop approach militate against
spatial processing on the transmitting side. As we shall see in the next sec-
tion, the unavoidable need to solve a similar problem in power control has
become a huge implementation challenge for CDMA-based architectures.

6.7 Adaptive Link Technologies

The use of the word adaptive to describe various wireless solutions generally
refers to the incorporation of technologies that can modify their transmission
parameters to better match the changes in the channel characteristics over
time. Of course, the same concept of self-modification can be developed for
frequency-adaptive and spatially adaptive solutions. For example, the use of
adaptive frequency hopping in the so-called cellular digital packet data
(CDPD) cellular data transmission standard is a good exploitation of adap-
tive principles in the frequency domain, where small data packets are trans-
mitted during idle periods on a set of intermittently active cellular voice
channels. The use of adaptive spatial tracking-beam systems is discussed in
the next chapter. Most of the important examples of adaptive techniques
focus on the time-varying nature of the channel; or, to say it a little differ-
ently, they track the changes as measured in the time domain, and adjust the
system transmission parameters according to some optimization process.

Adaptiveness in this sense is an old and familiar idea. The thermostat
that controls the furnace in a house is a device that tracks the variations in
the external temperature over time and adjusts the heating system to main-
tain a more or less constant temperature. Control theory, systems theory,
and many other by now venerable disciplines have embedded this sort of
adaptive optimization in many fields of engineering design.

Strangely, adaptive techniques are still quite new to communications.
Most communications systems are built around fairly fixed performance
benchmarks, which are designed to provide at all times a surplus signal (over
and above the minimum that would be required for adequate communica-
tions at any given moment). In the wireless channel, where the basic charac-
teristics of the channel fluctuate over a wide range, this means that there is
almost always a large surplus of unnecessary transmission energy being radi-
ated into the communications space. It is not uncommon to design for a
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10-dB margin—to transmit enough signal energy such that the received sig-
nal will always be at least 10 dB about the threshold required by the receiver,
even in the worst case (statistically). This means, effectively, that 90% or
more of the transmitted signal energy is unnecessary for good communications
and serves no purpose except to create a huge amount of interference. This
in turn drives the need for STF buffers, described in earlier chapters, and
reduces usable system capacity.

Running the transmitter at a constant power in a time-varying channel
is like turning the furnace on full blast and consoling ourselves with the
thought that at least we won’t freeze to death. If we can find ways to track
the relevant changes in the channel, we can begin to implement various
homeostatic algorithms to reduce the amount of interference we generate.

There are many ways to design an adaptive signal. Adaptive techniques
can be divided, perhaps usefully, into two groups:

1. Techniques that try to adapt to the setup conditions of the channel
and to tune the system parameters based on the actual needs of the
specific link rather than on the precalculated statistical require-
ments for the channel; this allows, in some cases, the design of
the system to the average case conditions, instead of the worst-case
conditions.

2. Techniques that track the rapid fluctuations in the signal in real
time.

In the following sections, we will look at three representative tech-
niques that illustrate the range of adaptive solutions that are being devel-
oped for third-generation wireless systems: adaptive power control, adaptive
time alignment, and adaptive modulation.

6.7.1 Adaptive Power Control

One of the most straightforward adaptive solutions for reducing unnecessary
interference is the use of adaptive power control. The needs of the receiver
are usually defined in terms of a fixed threshold for the received signal level.
If the received signal is above this threshold, the signal quality will be
deemed to be acceptable. As noted earlier, traditional nonadaptive solutions
simply make sure that the transmitter is capable of delivering the required
threshold level, plus a margin, under all channel conditions that we design
for. This last phrase implies a statistical distribution, because the relation-
ship between transmitting power and received signal level is not fixed, but is
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a so-called “random” variable. If the transmitter power is fixed, the received
signal will fluctuate based on two factors: (1) the distance from the transmit-
ter, or free-space loss, with which we may combine general terrain features
that are fixed in nature and may cause further signal attenuation, and (2) fast
fading due to self-interference (multipath) (Figure 6.29).

In the early days of radio transmission, systems were noise limited and
the excess transmitted energy did not constitute a problem per se. When cel-
lular architectures were introduced, the systems became interference lim-
ited [26]. The excess energy meant that the channels could not be reused
efficiently. This led to the development of basic power control algorithms,
probably the first use of adaptive principles in wireless design. The initial
power control solutions utilized a slowly time-varying measure of received
signal level, which was retransmitted to the base station from the mobile
unit (or vice versa), to control the transmit power. These solutions were able
to reduce interference by several decibels in system-wide implementations.
Unfortunately, a relatively large margin was still required because the first-
generation power control algorithms did not track the fast fading of the sig-
nal. The margin for multipath was still needed.

With the emergence of second- and third-generation wireless systems,
the issue of power control has become much more central. Indeed, for the
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successful implementation of spread spectrum CDMA architectures, power
control emerges as the single most important technical challenge.32 To han-
dle the need of CDMA for extremely accurate power control—to track the
signal within 1 dB or even less—adaptive solutions have been developed that
control the required power on a symbol-by-symbol basis, fast enough to track
the multipath statistics of the mobile channel.

The importance of power control for CDMA is based on the signal
architecture. In a CDMA system, all users share the entire available com-
munications space. Any surplus signal contributed by any one mobile unit
impacts the performance of all other users in the cell. In particular, CDMA
suffers from the well-known near–far problem: A user close to the base sta-
tion will tend to jam a user farther away from the base unless all users are
power equalized to within a very narrow range. Imperfect power control, and
the resulting interference, has a direct effect of reducing system capacity,
often dramatically. Various simulations and measurements of the effects of
imperfect power control have been published, with estimates of as much as
50% to 60% loss in cell capacity from as little as a 1-dB deviation from per-
fect power control tracking (Figure 6.30) [41, p. 72].33

Implementation of effective power control solutions has proven to be
the breakthrough for enabling the development of feasible CDMA systems.
Today’s standard CDMA (IS-95) incorporates both open-loop and closed-
loop power control algorithms.

Power control can be established by letting the base station continu-
ously transmit a (wideband) pilot signal that is monitored by all mobile
terminals. According to the power level detected by the mobile, the
mobile adjusts its transmission power. Hence mobiles near the cell
boundary transmit at a lower power level than mobiles located close to
the base station. This is open loop power control. It is also possible
[indeed, necessary] to use closed loop power control.... In this case the
base station measures the energy received from a mobile and controls
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32. “Power control is recognized as the most important system requirement for cellular
CDMA” [40, p. 515].

33. Other studies have generated lower estimates of the capacity impact. Cameron and
Woerner cite a figure of only 15% capacity reduction at a 1-dB deviation, declining
however rather steeply to 30% at 1.4 dB and 60% at 2 dB [42, p. 780]. Delli Priscoli
and Sestini find a loss of only 30% capacity at a 2-dB deviation [43, p. 1817]. Fi-
nally, Viterbi and Viterbi argue that a 2.5-dB deviation will cause a loss of only 20%
[44]. This has obviously been a highly contentious matter in the by-now moot argu-
ments over the merits of CDMA versus other architectures.
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the transmit power of the mobile by sending a command over a (low
data rate) command channel. [41, p. 68]

The full description of power control solutions in CDMA is beyond our
scope of interest here. Suffice it to say that multiple-algorithm or layered-
algorithmic approaches are needed to ensure that all units are controlled to
within such narrow tolerances. This indicates how extensive the effort to
implement an adaptive approach can become, and the fruits it can bear—in
this case, not merely a reduction of interference, but the enabling of a broad
new architectural approach.

Outside of the CDMA environment, power control may seem today a
rather mundane technique—and yet there are still significant gains available
from better power control in channelized systems. Better forward-link power
control has been studied for use in third-generation TDMA, and the pro-
spective gains are surprising:

New slot formats contain at least one reserved bit for power control....
Given that the bits occur once every 20 ms [in IS-136], power com-
mands are possible 50 times a second. In comparison with the power
control available today which is once every few seconds, this is quite a
bit faster; however, it is still not fast enough to track the Rayleigh [mul-
tipath] fading, and improvements are thus confined to reducing the
shadow variations. Nevertheless, [studies] have shown that the perform-
ance can be significantly improved (3–4 dB in average C/I) despite even
a 10 percent error rate in the power control bit. [45, p. 27]

If we consider that the entire CDMA standard was promoted on essen-
tially a claim of gaining 3–4 dB over TDMA, the possibility of gaining
another similar amount from such a simple signal-shaping technique (far
simpler than the multilayered power control system required to make
CDMA operable at all) is certainly attractive.

6.7.2 Adaptive Time Alignment

In a time-division multiplexed system, two users occupying adjacent slots on
the uplink may shift in time relative to one another because of differences in
propagation delay (Figure 6.31). The signal received from a mobile unit
transmitting from the edge of a large cell will be delayed relative to a nearby
mobile, and the two time slots will overlap. If we want to avoid losing data
from both users, we must provide a guardband in the time domain that is
large enough to accommodate the maximum possible difference between
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two such users (Figure 6.32). If the time buffer is set according to the
worst-case scenario, this can require a significant overhead (up to 10% of the
bandwidth in some systems, which must be left vacant or filled with dummy
symbols).

By using an adaptive solution we can recover most of this lost capacity.
The base station measures the delay shift during the first few cycles and
determines how far away the mobile unit is. The base then transmits to the
mobile a transmission offset value. If the mobile unit is quite close to the
base, it will be instructed to delay its transmission slightly so that the arrival
times are equalized with respect to more distant users on adjacent time slots
(Figure 6.33). The time alignment is monitored and continuously adjusted
(although the tracking of this very slowly changing parameter is much sim-
pler than the dynamic power control described in the previous section).
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Allowing for slight imperfections, it is possible in principle to reduce the
guardband to a single guard symbol. Of course, a small amount of bandwidth
is required to implement the time alignment algorithm, but overall there is
usually a significant capacity gain.
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6.7.3 Adaptive Modulation

An even more fundamental adaptation involves the modification of the bit
rate to fit changing channel characteristics. That is, with a good SNR or
signal-to-interference ratio, we can transmit at a higher rate; as the SNR
degrades, we can reduce the bit rate. This is the solution employed by the
current wireline fax standards, for example, and implicitly, by many asyn-
chronous protocols (such as TCP/IP). Similar solutions are proposed for
third-generation wireless data services. One way to achieve this is by using
higher level modulation (more bits/symbol) for good channel conditions, and
allowing the system to fall back to more basic modulation schemes under
conditions of heavy interference. This can further be combined with adap-
tive channel coding—stronger codes for more challenged channels. For
example, the enhanced data service for GSM evolution (EDGE) standard is
based on adaptive modulation and adaptive coding to achieve a range of bit
rates depending on channel characteristics and traffic loads (Figure 6.34):

This system will adapt between Gaussian minimum shift keying
(GMSK) and 8-PSK modulation with up to eight different channel cod-
ing rates ... to support packet data communications at high speeds on
low-interference/noise channels and at lower speeds on channels with
heavy interference/noise. EDGE can be deployed with the conventional
4/12 reuse used for GSM. However ... a combination of adaptive modu-
lation/coding, partial loading, and efficient automatic repeat request
(ARQ) permits operation with very low reuse factors [as low as 1/3].
[46, p. 16]

Figure 6.35 shows a set of simplified throughput performance curves
for three different modulation schemes considered for enhancement of the
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Figure 6.34 Adaptive coding and modulation. (From: [46]. © 1999 IEEE.
Reprinted with permission.)



IS-136 TDMA standard: 4-PSK (2 bits/symbol), 8-PSK (3 bits/symbol) and
16-QAM (4 bits/symbol). Obviously, if the channel SNR is good, the system
can gain significant capacity by using the higher level modulation:

As can be seen, it is advantageous to use 16-QAM over a wide range of
SNRs. Below 18 dB, the performance of 16-QAM as well as 8-PSK
deteriorates rapidly, and at 10 dB 4-PSK offers three times more
throughput than 8-PSK or 16-QAM. In the presence of imperfect chan-
nel estimation, it is expected that 16-QAM and 8-PSK will be worse
that 4-PSK at even higher SNRs. Furthermore, 8-PSK and 16-QAM
will be progressively less robust to noise, interference, and delay spread
compared to QPSK. Thus, mode adaptation ... which falls back to
π/4-PSK under difficult channel conditions [is needed]. [46, p. 12]34

Again, this type of adaptation can be performed on the fly or at setup.
For voice services, where a constant bit rate is often desirable, the adapta-
tion may be instituted at the time the call is created; in this case, the bit rate
is constant, but the different modulation options result in different channel
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34. See also [45, pp. 20–33]; indeed, all the articles in this special issue devoted to
TDMA 3G evolution touch on adaptive modulation and adaptive link design to some
degree.



allocations. In the 1980s, the author was involved in the development of a
wireless local loop system, in which calls could be established in either
16-PSK (4 bits/symbol) for good conditions, typically close to the base sta-
tion, or 4-PSK (2 bits/symbol) for the fringes of the coverage area. If 16-PSK
was used, the TDMA structure was a four-slot format. In the QPSK mode, a
two-slot format was used. This allowed for higher capacity than if the system
had been designed, nonadaptively, to support the worst-case link conditions
(the fringe).35

In general, the third generation architectures—especially those based
on TDMA—will increasingly move to embrace the idea of link adaptation.
This encompasses on-the-fly adaptation of both the modulation scheme, the
user payload (e.g., variable voice compression schemes), and channel coding
to match the transmission format as closely as possible to the time-varying
characteristics of the channel (reflecting both natural effects, such as the
multipath configuration, as well as the effects of changing system traffic
loads and cochannel and adjacent channel interference levels). By allowing
all three transmission shaping parameters to vary as a function of the chan-
nel conditions, the system can adapt to handle much higher levels of traffic.

Adaptation is indeed the meta-concept underlying the various tech-
nologies of compression and signal shaping. The uniqueness of the wireless
channel, as discussed in Chapter 3, derives in part from its un-
engineerability. The channel is subject to large natural and human-made
variations, which cause large and rapid changes in all relevant signal parame-
ters. Traditionally, in nonadaptive architectures, this variability has been
handled by building in huge margins in the transmission end of the link
budget, to make sure that even under the worst conditions a sufficient
received signal level would be maintained. This means, however, that tradi-
tional systems are like furnaces without thermostats: They radiate enormous
amounts of excess, unnecessary energy, which in the communications con-
text translates into interference, which means lost capacity.

The eventual solution to reduction of interference—that is, lowering
the amount of unnecessary energy that must be transmitted to accomplish
the communications objective—will involve the ever more comprehensive
application of the idea of adaptation, at all levels of transmission signal proc-
essing (source coding, channel coding, modulation, spatial directivity, time
alignment, and other timing processes).
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7
Signal Recovery Techniques

(Receiver-Oriented Strategies)

Traditionally, communications engineers have focused on the architecture
of the transmitter, and on the detailed construction of the transmitted sig-
nal—the coding, hardening, and shaping techniques discussed in the previ-
ous chapters. In the classical Shannon framework, both source coding and
channel coding are seen as fundamentally transmitter-oriented processes in
which the receiver merely unpacks and reassembles what the transmitter
has previously encoded. Even where the use of channel state information
was considered by Shannon, it was—strangely—seen as a resource solely for
the transmitter.1 The receiver is often assumed to be a fairly simple detection
and regeneration device, incapable of adding anything to the signal that is
not already there.

Recently, however, receiver architectures have gained new attention
in their own right as a source of potential system performance improve-
ments.2 The theoretical basis of these newer receiver-oriented techniques
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1. “Channels with feedback from the receiving to the transmitting point are a special
case of the situation where there is additional information available at the transmitter
[emphasis added]” [1, p. 289].

2. The predominance of transmitter-oriented technologies has not been absolute. Some
of the key innovations in receiver architecture—such as the RAKE receiver—date
back to the 1950s, and at least one of the techniques described in this chapter,
equalization, has been used extensively since the 1960s.



rests on an important fact: Unlike the transmitter, the receiver is in possession
of the actual received signal.

This truism may sound like a mere tautology, until we realize that the
received signal is more than just a low-quality replica of the original message.
It is actually a rich composite, comprised of some components derived from
the transmitted signal but also other components embodying other, very dif-
ferent types of information. These extra elements include both logical and
physical extensions or transformations of the original transmitted signal,
which can be exploited to enhance the receiver’s performance. The logical
extensions include, for example, knowledge about the reliability of the
receiver’s detection decisions. Physical extensions can encompass much
more: It turns out that the received signal bears the imprint of the entire
physical world through which it has passed.

In short, the received signal contains much more information than the
transmitted signal. In fact, the amount of information contained in the
received signal is arguably infinite. How can this be so? It is because the
received signal has again become an analog phenomenon—the carefully
crafted digital signal elements sent forth by the transmitter have again
mutated into analog entities. According to Shannon, any analog signal con-
tains an infinite amount of information. To complete its task of detecting and
decoding the blurry message, the receiver must once again requan-
tize—redigitize—the analog received signal. As we saw in Chapter 5, quanti-
zation involves partitioning this analog entity into two portions: one that is
kept (the message), and another that may be discarded (normally considered
as noise or interference). Or so the process has traditionally been understood.
This is the wheat-and-chaff model, in which the receiver’s job is to winnow
the useful, valuable information and separate out the useless or harmful
chaff.

Here we reach the first crux: We must now begin to consider the
potential information value of this noise and interference. What we have previ-
ously regarded as merely a kind of entropic accretion, or distortion of the
true signal, will turn out to be a gold mine of useful information for the well-
tuned receiver. This information includes the following:

1. Quantization by-products: To complete the detection process, the
receiver eventually has to make a hard decision as to what it will
register as a detected information symbol. However, we know that
quantization of any sort involves the shucking off of a portion of the
original signal, and this normally discarded portion of the analog
signal contains a great deal of information. This soft information
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that would otherwise be lost in the event of a hard detection deci-
sion can be saved and used to interpret the remaining data.3

2. Patterns: The receiver knows what it has seen until now. It has
information, if it chooses to use it, about the contextual character-
istics of each particular element in the data stream. It has informa-
tion about the patterns in the data and the statistical
interdependencies in the source, as well as information about the
reliability of the quantization/detection decisions that it has made
previously.

3. Channel information: This is the huge trove of information that is
created by the physical channel. Potentially, it enables the receiver
to model the physical world in which it operates and to use this
knowledge to adjust its decisions. We will see in Section 7.2 just
how powerful this component of the received signal can be.

4. Foreign signals: Information is also present that has been added by
specific interferers—other structured signals that are blended
with the desired signal. If the receiver is capable of detecting its
own desired signal, it may also detect other signals and use this
information to enhance its discrimination of the target.

The techniques surveyed in this chapter have to do with the ways in
which this surplus information can be exploited by an active receiver. Many
of these techniques have mirror-image twins on the transmitting side, some
of which have been touched on in earlier chapters, but transmitter-oriented
techniques always operate with imperfect information about the actual state
of the channel and the real transformation of the signal by the physical envi-
ronment, typically relying on estimates or delayed feedback from the
receiver. Transmitter-generated estimates can never surpass the quality
of the actual channel information embedded in the received signal and
available, in principle, only to the receiver.4 Nevertheless, in the historical
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3. “Soft decisions inherently carry information that enable the assessment of their reli-
ability” [2, p. 158]. This passing remark touches on a truth that runs rather deeper, it
seems to me, than the normal superficial presentations of the advantages of soft de-
cision decoding.

4. One recent study has concluded that for certain fading channels, which exhibit inde-
pendent and identically distributed (i.i.d.) fading, the receiver can achieve almost the
same capacity gains by processing the received signal as could be achieved with both



development of modern signal processing techniques, there has been a bias
toward transmitter-side approaches until relatively recently. It is based per-
haps on what we might call the pervasive hubris of digital design—that is,
the assumption that designed-in information is somehow more pliable, even
if it is by definition imperfect, than the rich but unruly information added by
nature.

Following the framework used in the previous chapters, we will ini-
tially consider receiver-oriented strategies based on the physical signal
dimension on which they primarily operate: space, time, or frequency.
In some cases, the techniques operate in only one of these dimensions
(e.g., time-domain equalization), whereas some of the interesting newer
approaches involve joint optimization in more than one dimension (such as
space–time processing).

We will also, however, examine these techniques from a somewhat dif-
ferent perspective based, roughly speaking, on whether they work by subtrac-
tion or by addition. Subtractive techniques focus on analyzing the signal into
a desired component (presumptively the part contributed by the transmitted
signal) and an undesired component (the distortion introduced by the chan-
nel). Once the undesired component has been isolated, so to speak, it can be
subtracted from the received signal to recover a better copy of the original.
On the other hand, an additive strategy aims at separating the various partial
images of the transmitted signal (e.g., different multipath images of a short
symbol pulse) in order to be able to combine them constructively, to add
them together. Moreover, the signature of multiple images in one or more
dimensions can be used to discriminate between different users in a multi-
user environment.

Finally, we will look at what may be the ultimate solution (at least from
the perspective of the receiver)—a realization of the “interference demon”
described in Chapter 4—by means of a family of techniques that may be
grouped under the heading of multiuser detection and interference cancella-
tion (Section 7.6). These techniques purport to combine the logical and
physical analyses, to detect and subtract the foreign information contained
in the received signal.
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transmitter and receiver cooperating on the same channel side information. That is,
even if the transmitter actively attempts to predistort or otherwise adapt the signal to
known channel conditions, the receiver can do just about as well acting entirely on
its own. In cases of correlated fading, on the other hand, the transmitter–receiver co-
operation can outperform the receiver-only processing [3].



7.1 Logical-Level Signal Recovery Strategies: The Active Receiver

An important trend in third-generation wireless technology is to build more
intelligence into the receiver to enable it to perform a logical recovery of the
signal. The receiver possesses, in principle, some knowledge of actual or
likely errors, information about the reliability of its decisions, and other simi-
lar factors that are not available to the transmitter. It has an idea of which
elements of the received signal are solid and which are doubtful or uncer-
tain. Moreover, the receiver also generally knows something about the model
of the signal—its statistical characteristics, which patterns to expect, and so
on. This can enable it to guess at the true values of some uncertain elements
of the received signal. A smart receiver can make use of this extra informa-
tion to make better decisions than it could make if it relied strictly on the
prepackaged error coding provided by the transmitter.

The underlying shift in philosophy involves questioning the assump-
tion we make (usually implicitly) about the receiver’s inability to respond
independently to the occurrence of a decoding error. In the early days of
signal processing, it was normally assumed that the receiver was a passive
detection device. That is, the receiver was assumed to be capable of regis-
tering a physical event—such as making a measurement of signal amplitude
or phase at a given sampling instant—and assigning that event a code value
(a 0 or 1, for instance). With respect to the output stream of decoded val-
ues, the receiver was assumed to be helpless, or at least completely depend-
ent on the embedded error correction provided by the transmitter. If an
error occurred, the receiver could attempt to correct it using this redundant
information (if available), but beyond that it was assumed that little could
be done.

An Illustration: Image Coding

A recent review of image-coding techniques, which we shall follow at some
length, illustrates how this perspective is changing [4].

Images are likely to become a significant part of the traffic flowing
through third-generation wireless networks. A significant problem with
image transmission over a mobile channel is by now familiar: Source coding
techniques developed for engineerable channels (i.e., wireline channels),
and which have become widely disseminated and standardized, are often
grossly inadequate for wireless transmission:

Typical image compression algorithms produce data streams that require
a very reliable and in fact perfect [emphasis added] communication
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channel—they are not designed for transmission in an environment in
which data may be lost or delayed. [4, p. 120]5

The normal solution for shaky source coding is aggressive signal hard-
ening by adding layers of error correction coding (see Chapter 5). Still, any
error correction code will on occasion fail, and with standard transmitter-
oriented image compression techniques, the receiver is acutely sensitive to
uncorrected errors: “Transmission errors can cause catastrophic decoder
[i.e., receiver] errors.... Even a single bit error left uncorrected by the chan-
nel code can render the remainder of the bitstream useless [!]” [4, p. 122].
This is the paradigm of the passive receiver. The entire responsibility for
ensuring the integrity of the signal falls on the transmitter. If somehow an
uncorrected error still penetrates the decoder, the receiver is helpless.

The most efficient codes are the most vulnerable: for example,
entropy-coded bit streams (see Section 6.3.1) produce variable-length code-
words (VLCs), and the loss of the critical punctuation bit (analogous to a
comma) at the end of the VLC—somewhat misleadingly referred to as loss of
synchronization—can destroy the entire signal. What to do? Unfortunately,
all the standard fixes come with a price tag. One technique is to replace
variable-length codes with fixed-length block codes, which limits the effect
of an error to a single block, while substantially increasing the signal over-
head. Another strategy is to add periodic reset commands in the bit stream:

The simplest technique to deal with errors in variable length code bit-
streams is to employ resynchronization flags.... Such flags are called
restart markers in JPEG [a popular image compression technique] or syn-
chronizing codewords.... They can be inserted at user-defined intervals; a
shorter interval improves robustness but decreases compression effi-
ciency since the restart markers represent no image data. [4, pp.
122–123]

Transmitter-oriented signal design6 always seems to run itself into the
same corner, trading robustness for efficiency, and then vice versa, calling
forth ever more ingenious solutions:
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5. “The compressed video signal is extremely vulnerable against transmission errors, since
low-bit-rate video coding schemes rely on interframe coding for high coding efficiency.
Therefore, the loss of information in one frame has considerable impact on the quality
of following frames. Since some residual transmission errors inevitably corrupt the
video bit-stream, this vulnerability precludes the use of low bit-rate video coding
schemes designed for error-free channels without special measures” [5, p. 1707].



More sophisticated techniques to provide robustness [include] error-
resilient entropy code (EREC) ... in which the input signal is split into
blocks that are coded as variable length blocks of data ... [with] negligi-
ble overhead. Reversible variable-length codes are uniquely decodable
both forward and backward and are useful for both error location and
maximizing the amount of decoded data.... Resynchronizing variable-
length codes allow rapid resynchronization following bit or burst errors
and are formed by designing a resynchronizing Huffman code and then
including a restart marker at the expense of slight non-optimality of the
resulting codes ... [4, p. 123]

The thread of transmitter-oriented thinking is perhaps clear enough
from this example. Aggressive coding strategies have been the bread and
butter of communications engineering for several decades now. Yet, in the
same article, another very interesting strategy is hinted at, in the form of a
hypothetical code-free transmission scheme.

A second hypothetical extreme exists in which ... the uncoded image
[i.e., without channel coding] is simply transmitted, and the redundancy
present in the image is used to compensate for lost data. In this case,
raw data can be corrupted, but the uncoded image has sufficient redun-
dancy to allow successful concealment of the errors. [4, p. 120]

What can this mean? If the reader has arrived here at Chapter 7 having
traversed Chapters 1 through 6 in a linear sequence, then the paragraph just
cited must come as something of a shock. It would have seemed that the
benefits of error correction coding have been fully established. The argu-
ments for signal hardening developed at length in Chapter 5 would appear
convincing, even decisive. Generations of researchers, starting with Shan-
non himself, have embraced the idea that signal construction, and code
design, are the way to cope with a noisy real-world channel. How is it possi-
ble, 50 years after Shannon’s “philosophy of PCM” was first proclaimed, to
argue, even hypothetically, against coding? And yet—“For many important
classes of channels that arise in practice, Shannon’s theorem does not apply
and, in fact, performance is [emphasis in original] necessarily sacrificed
using a digital approach” [6, p. 881].
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6. I refer to transmitter-oriented strategies as “normative” in the sense that the classical
Shannon papers focused on coding—by definition, a process implemented at the
transmitter—as the “normal” solution for achieving control over the noisy channel.



Let us reconsider the problem of information transmission in a natural-
istic context. In other words, if we return to natural information processing
systems, such as human vision (as a point of reference for image-coding
problems), we find that these systems do not operate for the most part on
coded signals. The eye takes in data from a rich visual environment that is at
once full of noise and yet offers no prepackaged error correction codes. The
world does not transmit itself to us, as a signal. Somehow the vision system
is capable of discriminating objects nonetheless, constructing an intelligible
image from a noisy, complex, uncoded input signal [7].

How does the eye make sense of these data? One thing is clear: Vision
is an active, constructive process. The eye has to put the data together, to
compose its objects and events from raw physical signal elements. To do so,
it relies first on strong statistical regularities inherent in the data.7 These
regularities provide the points of leverage for visual construction and encod-
ing processes in the retina and the brain, which in total enable the vision sys-
tem to synchronize itself, to detect objects, even in poor channel conditions
(low light, fog, partial obstruction) and in the presence of noise (such as
when a bird is discerned in the foliage of a tree or a fish in a river). The eye is
an active receiver.

Other natural receivers function in a similar manner. Even language
comprehension, which employs a coded signal, clearly involves a very active
receiver process. The common experience of listening to a conversation in a
noisy environment illustrates how much energy is expended by the receiver
to discriminate and reconstruct the signal. In the classical Shannon
transmitter-oriented model, the receiver should spend no more energy in a
noisy channel than in a clear channel. The quality of the received signal may
suffer, but the processing load on the receiver should be constant. Yet in
natural communications systems, the receiver works harder in a noisy chan-
nel than in a clean one. That is why we like bright light for reading and a
quiet table for conversation.

Communications theory begins to merge here with the broader study
of pattern recognition and classification, in which the receiver’s problems of
the detection and discrimination are treated in a far more general manner,
ramifying through diverse fields such as cognitive psychology, Bayesian sta-
tistics, and machine learning [8]. Figure 7.1 presents one fairly simple
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7. “Most scenes ... display an enormous amount of similarity, at least in their statistical
properties. By characterizing this regularity, investigators have gained important new
insights about our visual environment—and about the human brain” [7, p. 238].



conceptual model of the pattern recognition process, with the following
processing stages:

• Sensing: A sensor converts images or sounds or other physical inputs
into signal data.

• Segmentation: A segmentor isolates sensed objects from the back-
ground or other objects.8

• Feature extraction: This process measures object properties that are
useful for classification.

• Classification: This process assigns the sensed object to a category.

• Postprocessing: This process takes into account other considerations
such as the effects of context and the cost of errors [8, p. 10].

A communications engineer will recognize familiar issues clothed in
somewhat different terminology. What is striking is that the pattern recogni-
tion process is strongly receiver-centric. Although there is still a vague
acceptance of the notion of preexisting objects in the world under
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Figure 7.1 Pattern recognition—an alternative receiver paradigm. (From: [8].
© 2001 John Wiley & Sons Inc.)

8. Duda et al. comment that “segmentation is one of the deepest problems in pattern
recognition” [8, p. 10] and cite some very interesting examples, based on speech in-
put data.



observation (which would correspond to the transmitter-designed signal ele-
ments), as a practical matter the study of pattern recognition and classifica-
tion problems is philosophically committed to the primacy of active
extraction of the patterns by the observer.9

The idea of an active receiver—that is, a receiver that does not depend
strictly on the transmitter to prepackage the signal—has been gaining accep-
tance during the past decade, although second-generation systems do not
yet make much use of active receiver technologies. Receiver-centric tech-
nologies are often referred to—bizarrely—as blind processes,10 for example,
blind equalization [10, 11], blind synchronization [12], blind carrier recovery
[13], blind receiver beam forming [14], and so on, which typically involve
cutting-edge signal processing techniques. The principle can also encom-
pass rather simple data recovery procedures. Let us consider three post-
processing concepts that are being employed by active receivers at the
logical level to improve performance without active assistance from the
transmitter: (1) reliability analysis and erasure strategies, (2) error detection
based on residual redundancy, and (3) error concealment.

7.1.1 Reliability Assessment and Erasure Strategies

Some of the simplest procedures involve allowing to receiver to monitor the
reliability of its own decisions and to marshal the knowledge developed over
time about the patterns of errors it sees:

Knowledge that the channel errors are clustered and information about
the location of bursts or deep fades on the channel should be passed on
to the decoder. Indeed, monitoring the energy of each symbol enables
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9. Duda et al. define noise (for example) as “any property of the sensed pattern which is
not due to the true underlying model but instead to randomness in the world or the
sensors” [8, p. 12]. This implies a classical Kantian-type metaphysic, but worn
lightly.

10. The term blind is another piece of engineering poetry that seems less than explana-
tory in many contexts. For example: “The adjective ‘blind’ stresses the fact that 1)
source signals are not observed and 2) no information is available about the mix-
ture.... The so-called blindness should not be understood negatively” [9, p. 2009]. I
would argue that in fact both criteria are incorrect, and so-called “blind” processes
are in fact those which make a strong attempt to “see” what is going on in the chan-
nel, based on a close analysis of many dimensions of the received signal (beyond the
decoded bits of message information per se).



us to distinguish between reliable and unreliable symbols, [and] unreli-
able symbols are said to be erased ... [15, p. 55]11

Erasure is a well-established option in coding schemes, and has lost its
novelty perhaps. It is worth reflecting on the fact that the creation of a third
option for the receiver, effectively adding “neither” to the standard “either-or”
of classical logic, is historic. It is arguably the first pragmatically driven
departure from the “law of the excluded middle,” which underlies most forms
of symbolic logic, as well as traditional set theory and its derivatives. Beyond
this, the idea of allowing the receiver to intentionally destroy a portion of the
message that it cannot confidently decode should still shock us, I think. It is
an important first step toward the design of an active receiver.

The strategy of erasure was initially suggested by development of cod-
ing schemes that allowed for the detection of more errors than could be cor-
rected. A standard example (discussed in Chapter 5) is Reed–Solomon
coding, which can detect that a given symbol is in error, but may not be able
to supply the correct value [18]. It was found that in many cases performance
could be improved by erasing these unreliable signal elements and replacing
them with some sort of interpolated or dummy value, rather than leaving
them in place, even though the correct value could not be determined.

This form of erasure is still strongly tied to the encoding technique
used by the transmitter. The idea can be extended in ways that begin to be
more independent of the transmitter and the original code structure. For
example, in frequency-hopping systems where the message is broken up into
a series of short packets, and each packet is transmitted on a different fre-
quency out of a large set of available frequencies, a receiver can often deter-
mine that a particular hop may well have been exposed to interference from
another transmitter. Indeed, in frequency-hopping systems, it is expected
that some hops will be hit by jamming or interference from foreign transmit-
ters. The receiver, if it decides that a particular hop has been hit, can
erase the entire packet. Combined with a suitable signal structure, typically
including interleaving of data payloads across multiple packets and appropri-
ate error correction, this comprehensive erasure strategy can result in signifi-
cantly improved performance [19].12 A bad hop is erased, knowing that the
signal can still be substantially reconstructed.

Signal Recovery Techniques (Receiver-Oriented Strategies) 309

11. Among the ur-texts on the subject of reliability-based postprocessing techniques are
those of Berlekamp [16] and Forney [17].

12. Pursley’s work during the past decade has frequently focused on this application.



The trigger for the receiver to decide on erasure of a packet may be
some measure of the rate of errors detected during the decoding process,
which is similar to the elementary strategy of erasure based from certain
code structures mentioned earlier and still somewhat transmitter dependent
[19, p. 1224]. However, the receiver may also look at various global meas-
ures of the state of the channel, such as the overall power level, to determine
whether an interferer may have been present on a given hop. Erasures based
on such side information about the channel are truly receiver-centric.

The use of erasures has been developed into a foundation concept for
one very common multiple access architecture: the ALOHA channel and
its variants [20]. In this type of system, also called a collision channel,
the transmitters access the channel whenever they need to transmit, in an
uncoordinated manner, and it is often up to the receiver to decide when two
transmitters have interfered with each other, erase the affected packets,
and take one of several steps to reconstruct the signal.13 In many such
systems, the receiver is really the controlling entity in the communications
process.

7.1.2 Residual Redundancy and Codeless Error Detection

Another simple postprocessing technique is data interpolation. A missing
data point in a well-characterized series can often be reasonably estimated
based on preceding and succeeding values. This may seem innocent enough,
but how exactly do we interpolate? Even a seemingly simple step such as
interpolation actually encompasses a subtle information theoretic assump-
tion: that the received signal retains some redundancy, or patterning, even
after the application of source coding compression techniques at the trans-
mitter. This residual redundancy enables the receiver to detect errors inde-
pendently of the error correction coding that is added by the transmitter. It is
even possible to detect errors in signals without error correction coding. In
one particular scheme designed for broadcast-quality speech transmission:

[t]he receiver infers an error has occurred whenever an individual
sample-to-sample difference at the output is greater than [an appropri-
ate measure of the average difference]. Upon detecting an error the
received sample is replaced by the output of a smoothing circuit. [22,
pp. 838–839]
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13. This subject has a vast literature and is beyond the scope of this volume. One short,
recent article on the wireless collision channel, with good references, is [21].



Leaving aside the remedy (smoothing), which we shall address in the
next section, what is noteworthy here is that the error has been detected not
by using error correction coding bits supplied by the transmitter, but by ana-
lyzing the patterns in the received signal and flagging an event that departs
from the expected sample-to-sample transition probabilities. Inherently, the
receiver is assuming that the signal will not change too rapidly. If too abrupt
a change occurs between adjacent samples, it is treated as an indicator that
an error has occurred. This is an entirely receiver-centric process.

This phenomenon has been called residual redundancy because, in
principle, the existence of such patterns or transition constraints shows that
there is still redundant information in the signal, which has not been com-
pletely compressed by the source coder. Some have suggested that, in effect,
the redundancy that remains in an incompletely compressed signal is func-
tionally a kind of natural channel coding: “Methods based on residual redun-
dancy ... use this redundancy as a form of implicit channel coding, to
perhaps remove the need for explicit channel coding [23, p. 1738].14

An advantage of this implicit coding is that it is free—it does not
require extra bandwidth, or expand the transmitted signal:

The benefit of error detection techniques at the video decoder that rely
on the smoothness property of video signals is that they do not add any
bits ... [24, p. 978]

The absence of an explicit channel coder means that there is no over-
head incurred due to channel coding; the structure being utilized by the
decoder is due to the residual redundancy in the source coder output.
[22, p. 841]

One might argue that there is still a bandwidth penalty, whether we
leave extra redundancy in the output of the source coder, and skimp on
explicit channel coding, or aggressively compress the source and then add
back in error correction overhead, but this is not really true. The bandwidth
cost of adding error correction (explicit channel coding) is easy to calculate.
The bandwidth cost of retaining an incompletely compressed signal is less
definite. Arguably, there is always some residual redundancy, at least for any
analog source. The source itself will always have certain inherent regulari-
ties, and by definition no quantization or source coding compression tech-
nique can ever be thorough enough to completely eliminate them:
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14. See also [6].



We start from the premise that source coding does not remove all the
redundancy from the data stream.... This in turn implies that there will
be certain codeword-to-codeword transitions which are more likely than
others....

The source coder is now acting as a joint source/channel coder.
The “channel addition” is not because of any redesign of the source
coder. Rather it is simply a recognition of the fact that the output of the
source coder contains redundancy which can be used to perform for-
ward error correction [!?]. [22, p. 841]

The confusion here should be noted. The use of residual redundancy is
most certainly not forward error correction. It is a completely receiver-
centric process, which operates on the residual left over after the transmitter
has done its best. The residual is perhaps better understood as—well, as a
residue—the leftover analog-ness after the digital coding process has been
carried out. No analog signal can ever be completely or perfectly com-
pressed. It can only be compressed up to a point—that point being set by the
quality criterion that governs the quantization process. It suggests that there
is an intriguing complexity underlying the all-too-simple characterization of
information signals as either digital or analog. It would appear that any digital
signal that began life as an analog source is never completely relieved of its
underlying analog character, including its inherent redundancy and its
contextuality.

7.1.3 Error Concealment

Interpolation can be extended and subsumed by a more general strategy:
error concealment. Just as residual redundancy is analogous to forward error
detection based on explicit channel coding, error concealment is analogous
to forward error correction.

The principle is again a simple one: If the receiver knows that a par-
ticular data element is corrupted, that element can be thrown out and
replaced by a new value that is derived in some way from the receiver’s
knowledge about the statistical regularities in the signal it has been receiv-
ing. The most important a priori assumption that the receiver can normally
make is that the typical rate of change of parameters in the original signal is
slow. The source signals are smooth:

It is well known that images of natural scenes have predominantly low-
frequency components, i.e., the color values of spatially and temporally
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adjacent pixels vary smoothly, except in regions with sharp edges. In
addition, the human eye can tolerate more distortion to the high fre-
quency components [the edges] than to the low frequency components.
[24, p. 985]15

This smoothness has already been noted in the discussion of receiver-
centric techniques for error detection (Section 7.1.2). It also lends itself
readily to error concealment techniques based on interpolation. These tech-
niques can become rather sophisticated. Interpolation—or indeed, as it is
often called, smoothing—can be applied in the time domain of the image
(where an error is covered up by comparing previous and succeeding
images), or in the spatial domain (where the error is concealed by a value
generated by comparing adjacent pixels or regions of the image), or by using
two-dimensional techniques involving spatial/temporal interpolation or spa-
tial/frequency interpolation [24, pp. 985ff].

The notion of creating signal elements at the receiver—ex nihilo, as it
were—is a little unsettling to some researchers, who may vaguely feel that
they are somehow pulling a fast one.

Successful concealment of errors [uses] the received data at the
decoder, which is now perhaps more appropriately called a reconstructor
[emphasis in original]. The reconstructed image will not be pixel-for-
pixel equivalent to the original, but visually equivalent ... [4, p. 120]

Visually equivalent—that is, just as good. This sounds suspicious, cer-
tainly, and yet interpolation [25, p. 1711], extrapolation [25, p. 1711],
smoothing [26], shaping [27],16 concealment [28, 29], substitution [30],17

and masking [31, 32] techniques are quietly becoming a standard part of the
repertoire for the active receiver. Progress toward a theoretical underpinning
for these techniques has been confined for the most part to terminological
innovations, which nevertheless point suggestively away from classical Shan-
non theory:
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15. Analogous statements can be made about audio signals, such as speech.

16. “In the perceptual audio codec, the quantization noise is usually shaped according to
the perceptual model” [27, p. 467].

17. “Once the error detector has identified a frame as unreliable, simple waveform esti-
mation techniques like silence substitution ... may be employed in place of the unre-
liable frame of speech” [30, p. 211].



Forward error concealment [emphasis in original] refers to those tech-
niques in which the encoder plays a primary role.... On the other hand,
error concealment by postprocessing [emphasis in original] includes
techniques in which the decoder fulfills the task of error concealment
... without relying on additional information from the encoder. [24, pp.
976–977]

The reference to perceptual models—visually equivalent rather than
mathematically equivalent—underscores another aspect of the transition
to a post-Shannon framework. In effect, the receiver can be said to include
a semantic model—a model of the intelligent user at the output end of the
entire communications chain. The receiver is capable of manipulating the
received signal based on its knowledge of this end-use model. As we bring
this idea into focus, the apparently simple notions that gird up classical
Shannon theory—for example, redundancy—start to refract a deeper com-
plexity [22].

A full critique of coding per se will not be attempted here. But the sur-
prising robustness of the uncoded signal is another conundrum for students
of the Shannon paradigm. The classical view (presented in Chapter 6) is that
redundancy in the source must be thoroughly wrung out for efficient com-
munications and capacity maximization:

In traditional source-coder design, the goal is to eliminate both the sta-
tistical and [perceptual] redundancy of the source signal as much as
possible to achieve the best compression gain. [24, p. 982]

The idea that this might not be quite true can sometimes provoke a
puzzled optimism, and suggestions in the subjunctive mood:

It could be advantageous in mobile channels to leave part of the redun-
dancy in the source and use it at the channel decoder for better decod-
ing. From the channel decoding literature, it is well known that the use
of soft decisions gains 2–3 dB in transmission radio power. [33, p. 1765]

Or again:

One approach to solve this problem is by intentionally keeping some
redundancy in the source-coding stage such that better error conceal-
ment can be performed at the decoder when transmission errors occur.
[24, p. 982]
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Further questions arise at this point. Which part of the redundancy do
we leave in, and which do we extract? How is the soft decision concept, and
the use of context, generally speaking, related to redundancy in the source?
Indeed, why not take the next obvious step? The idea of reinserting redun-
dancy into the source (prior to and apart from any classical channel coding)
has begun to ferment:

Signal reconstruction and error-concealment techniques ... strive to
obtain a close approximation of the original signal.... In general, to help
error detection and concealment at the decoder, a certain amount of
redundancy needs to be added.... We refer to such added redundancy as
concealment redundancy ... [24, p. 976]

There is a sense here that our bag of engineering tricks is currently
larger than our theoretical framework. Nevertheless, this catalog of third-
generation techniques must now address the wide variety of receiver-
oriented strategies that are finding their way into the 3G wireless cookbooks.
Some of the most interesting new ideas are based on making use of the infor-
mation created by the physical channel itself.

7.2 The Transfer Function: Modeling the Channel

The idea of interpolating—or more broadly, interpreting—the received signal
to try to fill in the gaps and creatively reconstruct a damaged message, is not
hard to grasp. As human receivers, we all engage in signal reconstruction
fairly frequently: deciphering a garbled message on an answering machine or
parsing through a poor-quality photocopy. What is much more surprising
perhaps is that we can also interpret the received signal to learn something
about the external physical environment. In fact, the received signal con-
tains an enormous amount of information about the physical characteristics
of the channel through which it has just passed. None of this channel infor-
mation is directly available to the transmitter18; it is created by the physical
process of passing through the channel. The information added to the signal
is so rich and complex that in many cases it constitutes a signature or finger-
print that can be used to uniquely identify a particular signal, and to
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18. In some cases, the transmitter can make its own estimate of the channel conditions,
based on feedback from the receiver, for example, but these indirect measures are
inherently quite constrained.



discriminate that signal from other interfering signals. More than that, it can
allow signals to be packed more densely in the physical communications
channel. Indeed, this channel information is so important that it arguably
enables the communications process to redefine the barriers on system
capacity imposed by classical Shannon theory (as we shall see in Chapter 8).

This is not the normal view of the channel’s role in the communica-
tions process. The idea that channel-induced distortion could somehow be a
good thing cuts against the grain of a century of communications engineer-
ing theory and practice.

For example, in Chapter 5 we discussed the value of various diversity
techniques that can break up structured fading patterns introduced by the
channel. By removing this channel memory,19 and rendering the fading more
noise-like, more random, it was argued that the channel coding and error
management techniques can become more effective. The signal is hardened,
and capacity is increased. One very powerful structure-removing technique
is the time-domain process called interleaving, whereby data samples drawn
over an extended period of time are buffered prior to transmission and then
shuffled—interleaved—so that the effects of a burst of errors caused by
some form of structured interference (especially multipath-generated self-
interference or fading) are spread out through the signal more evenly, in a
more noise-like manner (Section 5.4.2). By adding time diversity in this way,
the signal is strengthened and system performance is improved. The princi-
pal trade-off is delay, but up to a point it seems a good trade-off to make.
This logic seems well-founded, and interleaving is widely used.

What then are we to make of the following remarks?

One of the key technical problem areas [in wireless communications] ...
is the effect of fading on network performance.... Many protocols, cod-
ing schemes ... and techniques were developed to eliminate channel
memory (e.g., interleaving). An alternative approach may be to take
advantage of channel memory ... [emphasis added].

In fact, turning a channel with memory into a memoryless one by
interleaving is not necessarily an efficient way of using it, since the
interleaving operation may substantially reduce [emphasis added] the
channel capacity. [34, p. 1468]
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19. Channels are said to have “memory” when there are correlations between different
signal elements passing through them. A memoryless channel is one in which the er-
ror probabilities (for example) of each received symbol are independent of the pre-
ceding and following symbols.



Or again, more simply: “Channel capacity increases if the channel
memory is exploited” [35, p. 54].

We will see below how the standard view of the communications
process, adopted by Shannon and others almost without exception until
quite recently, is becoming obsolete. That view holds that there is a human-
made object (called the signal) that is exposed to natural forces (the channel,
noise), and thus degraded (errors introduced). The signal begins in a pristine
state, containing a perfect version of the message it has been designed to
carry.20 It can only deteriorate from then on. The challenge for the communi-
cations engineer is how to mitigate this deterioration, and the good tidings of
Claude Shannon are that it is possible to control this deterioration within a
known limit as long as we do not try to transmit too rapidly.21

The new view, which is only just beginning to coalesce, is that the
channel enriches the signal, by adding new information over and above the
information that was preinstalled by the transmitter. We can learn things
from the received signal that the transmitter does not know and could not
logically have included in the message. The channel also stamps each trans-
mission with a unique code of its own—over and above the code that we
build into the transmitted signal. We can use the channel’s new code to dis-
tinguish between different users who may not be otherwise distinguishable.
Moreover, these new bounties of information are free, in terms of informa-
tion theory.22 They do not cost bandwidth, or use capacity. Properly
exploited, they can increase capacity.
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20. We ignore for the moment—as the first slippery step—the issue of the information
destroyed in order to create the signal in the first place, through quantization.

21. A putatively more sophisticated interpretation of the classical model of the commu-
nications process is the “hypothesis testing” construct. As expressed somewhat casu-
ally by Verdú: “A certain observed random quantity [i.e., the received signal] has a
distribution known to belong to a finite set. Each of the possible distributions con-
stitutes a different hypothesis. We must make a guess as which is the ‘true’ distribu-
tion (hypothesis) on the basis of the value taken by the observed quantity. Data
demodulation is a hypothesis-testing problem: the observed quantity is a noise-
corrupted version of the transmitted signal, and there are as many hypotheses as dif-
ferent values for the transmitted data” [36, p. 85]. This widely disseminated meta-
phor has a cuteness to it that misleads us, I think, into accepting the inherent
(unstated) premise—namely, that the transmitted signal contains all the true “infor-
mation” and the other components of the received signal are merely in the way of
the detection process.

22. They may have an economic cost, in the form of a more intensive processing re-
quirement at the receiver.



Lest this seem all too exuberant, consider this example: In the late
1990s, the FCC began a regulatory process designed eventually to mandate
an enhanced 911-type service for users of wireless phones. The enhanced
requirement called for the wireless system to be able to determine with rea-
sonable accuracy the location of a caller placing a 911 call for emergency
assistance. This requirement spurred a number of competing technical pro-
posals. For example, one straightforward way to attack this problem is to
install a GPS receiver23 in the mobile handset, which can capture the loca-
tion coordinates and then transmit them to the base station as part of the call
setup process. This approach would have its limitations; it would not work
for receivers inside buildings or in areas where the GPS signals might be
blocked for some reason.

A variety of other solutions have been developed, including some
based on classical Pythagorean triangulation—reception of the signal at two
different base stations, which can then compare time-of-arrival (TOA) and
angle-of-arrival (AOA) information to come up with a fix on the position of
the mobile. These solutions also had their shortcomings, however; for one
thing, they require new network infrastructure to collect and centralize the
TOA and AOA data, and they might tend to underperform in severe multi-
path environments as the delay spreads and angular spreads tend to
increase, reducing the resolution of the system.

Another approach turns multipath to advantage by creating multipath
signatures that can be used to locate the transmitting mobile without multi-
ple receivers (as in triangulation-based techniques) and without using trans-
mission bandwidth (as in GPS-based techniques). The Radiocamera
technology24 uses the multipath signature as a unique fingerprint for each
geographical location in a given coverage area (Figure 7.2). The mobile sig-
nal received at the base station carries with it this fingerprint, which is then
matched with the corresponding pattern stored in a central database, and
the mobile’s location is determined. Surprisingly, the multipath fingerprint
contains enough information to map a typical large cell (which may cover
hundreds of square miles) down to a hundred yards or less. If we assume
that the system can achieve a resolution of approximately 100 yards over a
100-square-mile area (i.e., a cell with a radius of about 5.5 miles), this
implies that the channel is adding approximately 15 bits of efficiently
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23. GPS, of course, stands for Global Positioning System, a network of satellites circling
the globe that provide a continuous signal that ground-based receivers can use to lo-
cate themselves in terms of latitude–longitude coordinates.

24. Developed originally by U.S. Wireless Corp. of San Ramon, California.



encoded location information for every message information bit that is
transmitted!25

The Radiocamera is a clever solution to a very specialized problem.
The channel information is arguably much more robust, and could provide a
great deal of information beyond just the transmitter’s physical location. The
crux of this illustrative example is to show how, by designing the base station
receiver to decode this channel information (instead of merely discarding it),
the receiver can acquire information that the transmitter does not have and
could not logically have transmitted. The ratio of message information to
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Figure 7.2 Radio location by means of multipath signatures. (From: [37]. © 1998
IEEE. Reprinted with permission.)

25. One hundred square miles mapped onto a grid of 100 yards of resolution generates
nearly 31,000 unique locations, which would require 215 bits to encode uniquely.
Of course the rate of change of the location is quite slow compared to the message
bits, although it is not inherently limited. I should note that the anonymous reviewer
of this manuscript raised a subtle question: How many message bits of the signal
would be required by the receiver to be able to resolve the “extra” bits associated
with the location information? In theoretical terms, I believe that a single chip
should be enough, but in practical terms there is certainly an averaging requirement,
which would mitigate to some extent the quantitative disproportionality of the
message-information-to-channel-information ratio.



channel information gives us some idea of the enormous accretion of infor-
mation—the information expansion of the signal—that takes place as the
signal passes through the channel.

To recapitulate, the communications process is not just about wrap-
ping the signal in protective armor and trying to fight through the noise and
interference in the physical channel, with the hope that enough of the mes-
sage will arrive intact to allow the receiver to make sense of it. The emerging
view—which I think still lacks a coherent high-level formulation—is of a
process in which the transmitted message and the physical channel are
allowed to interact, to produce a new composite entity (the received signal)
that possesses all of the rich dimensionality of the analog physical world.
The receiver’s task is to analyze this received signal, to reconstruct the trans-
mitted message using all of the richness of the channel information as an
important resource. The joint task of the transmitter and the receiver is to
establish a shared logical framework to control the results of the receiver’s
message-reconstruction process.

This control is ultimately indirect control, similar to the concept of sta-
tistical control in a large-scale clinical experiment, in which many potentially
confounding variables that cannot be directly manipulated are nevertheless
distinguished and controlled for through a strong experimental design. The
message is not really received, any more than we would say that the data in a
clinical drug trial are received. It is better to say that it is constructed, which
underscores the active, creative aspect of the receiver processes. Another
way to apply this analogy would be to view the received signal as a dependent
variable, and the transmitted signal, the physical channel, and perhaps other
interfering signals as independent variables.

The communications system mediates the relationship between the
transmitter and the receiver by means of a model—a model that encom-
passes two submodels: (1) a submodel of the transmitted signal—really, a
source model—and (2) a submodel of the physical channel. The stronger
and more detailed these models, the more information can be extracted from
the dependent variable regarding the relative contributions of different inde-
pendent variables.

In the Section 7.1, we touched on the importance of having a source
model available to the receiver to allow it to actively interpret and amplify the
data it gleans from the received signal. The model of the channel—some-
times called the channel transfer function [38, p. 458] 26—contains, in
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26. A closely related concept is the impulse response of the channel, which is the way in
which the channel characteristically distorts a single transmitted pulse.



principle, the formula for reconstructing a detailed physical picture of the
transmission environment. As we have noted, in some wireless systems (e.g.,
radar systems) the design objective is not to communicate a message, but to
generate information about the environment. In such systems, the source
model is very simple and the transfer function is paramount [39]. In a com-
munications system, on the other hand, our objective is not per se to visualize
the physical environment, but to accurately reconstruct the original signal.
By analyzing the channel transfer function, however, we can, in principle,
determine exactly what happened to the signal between the time that it left
the transmitter and the time it arrived at the receiver. We can trace where it
went and how much it was distorted by interacting with objects in the trans-
mission path. We can use this information to powerfully assist the receiver in
signal reconstruction, and even (as we have seen) to create entirely new
information that was not part of the transmitted message at all.

7.2.1 Transmitter-Assisted Acquisition of the Transfer Function

How do we acquire knowledge of the transfer function? One way is to trans-
mit a specific probe, designed expressly to learn the channel characteristics.
Training sequences or pilot signals are built into the transmitted signal, usu-
ally at the beginning of a communications session. These are known data
sequences that are sent through the channel, and they carry no user infor-
mation. They are specifically designed to absorb information from the chan-
nel and deliver it to the receiver. The receiver examines the received
sequence, which it knows corresponds to the training sequence. From this
distorted image of a known sequence, the receiver is able to determine the
distortion function that has been added by the channel.

7.2.2 Blind Acquisition of the Transfer Function

However, the transfer function is actually available for “free” in information
theoretic terms. The receiver should be able to infer the channel transfer
function from the received signal alone, without any overt help from the
transmitter. Training sequences and pilot signals add overhead that take
away from usable channel capacity. Increasingly, therefore, the research
emphasis in the wireless field has focused on so-called “blind” receiver
processes, which are designed to extract the transfer function and to diag-
nose and respond to the presence of interference without any overt help
from the transmitter.
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How can a blind receiver see? How does the receiver extract the chan-
nel transfer function on its own, without the assistance of the transmitter?
The answer is twofold.

7.2.3 The Source Model as a Basis for Blind Acquisition

First, as we noted above, the receiver may possess a model of the transmit-
ting source. If so, it already knows something about what the patterns and
statistics of the source component of the received signal ought to be. In
detecting and decoding a single symbol, the contributions of the source and
the channel may be indeterminate. However, over time (called the learning
period or the acquisition period), the receiver can use its a priori knowledge
of what it should be seeing in order to help segregate the transmitter’s contri-
butions to the received signal from the channel’s contributions (i.e., the
transfer function). In other words, the source and the channel have different
statistical characteristics, and if the source statistics are known, they can be
used to isolate the effects of the channel.

This is similar to the process of deciphering an unknown secret code.
The original message is the source; the enciphering system is like the chan-
nel transfer function. The coded message is a combination of both. The
intended recipient of course has a decoder device or code table, and can
quickly recover the original message. For her there is no ambiguity. But what
about an eavesdropper or anyone else who does not know the ciphering sys-
tem? History has shown that even strong codes can be broken. The lever for
code cracking is almost always a knowledge of the source model. If we know
that the coded message is originally an English text, we can use the known
frequency distribution of English alphabetical symbols to help figure out the
cipher.27

Some researchers would claim that this is the entire story: “Blind chan-
nel identification is based solely on the measurable channel output sig-
nal and some a priori knowledge of the statistics of the channel input
signal” [42]. This is incorrect, however. There is another, far more powerful
tool for cracking the natural codes that the channel creates and embeds in
any wireless signal: our a priori knowledge of the physical model of that
channel.
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27. Sherlock Holmes knew this and used it in the “Case of the Dancing Men.” Claude
Shannon famously explored the statistics of English text sources in [40] as well as in
the first part of [41].



7.2.4 A Priori Knowledge of the Physical Channel as a Basis for Blind
Acquisition

The effects of the physical channel are various and complex—as complex as
the physical universe itself, for that is what the wireless channel is. But if we
adopt a high-level perspective suggested by our simple model of the commu-
nications signal as an electromagnetic entity in three dimensions—space,
time, and frequency—we can simplify our analysis of the transfer function
to focus on three basic effects, actually three manifestations of a single phe-
nomenon: the spreading or expansion of the signal as it physically traverses
the channel. This expansion in turn derives essentially from a single physical
mechanism: multipath propagation.

By now, the multipath phenomenon should seem familiar. The physi-
cal transmission process in a wireless channel involves not one but many dif-
ferent paths between the transmitter and the receiver. The classical view of
the multipath channel is the view presented in Chapter 3: Multipath recep-
tion involves the noncoherent mixing of multiple images of the transmitted
signal, which creates what is in effect a form of self-interference. That is, the
different multipath components of the received signal degrade one another.
The principal manifestation of this self-interference, for a receiver that is in
motion, is a severe and rapid fluctuation of the amplitude of the received sig-
nal—multipath fading.28 This fast fading tears holes in the transmitted signal,
and creates bursty error patterns in the bit stream decoded by the receiver. It
also disrupts many link-level signal processing functions (such as convolu-
tional error coding or power control), effectively breaking the coordination
between transmitter and receiver. This view of multipath fading as an inher-
ent threat to the integrity of the signal and even the communications process
itself motivates a whole range of countermeasures designed to mitigate the
effects of multipath fading, which is often seen as the overarching problem
for mobile communications in general.29

7.2.5 “Multipath Is Your Friend”

The emerging view of the multipath channel is quite different.30 Physically,
of course, the description is the same: The transmitted signal arrives at the
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28. There are phase and frequency effects as well.

29. “Rayleigh fading ... can in some respects be regarded as the most serious disturbance
in a wireless communications system. Therefore, trying to find methods of improving
system performance on this channel has been a major research area over the last 40
years” [43].



receiver over many paths, of different length, from different directions,
depending on the positions of scatterers or reflectors relative to the receiver.
The critical difference is that we no longer need assume that the different
multipath components are incoherently combined and irretrievably blended
into a single entity. We no longer need assume that the receiver cannot dis-
criminate between the different multipath components. In fact, the modern
understanding of the channel transfer function really begins with the explo-
ration of the possibilities for distinguishing these signal components and
either selecting among them, or combining them coherently.

Now, from this new standpoint, the relevant effect of multipath is the
expansion of the signal as it passes through the channel. The signal expands
physically, because of the multipath geometry, as a direct result of the multi-
plication of transmission paths between the transmitter and the receiver.
Because it expands physically, we might say as well that it expands logically.
It becomes more robust (!) and can carry more information (!!).

The expansion of the received signal, as noted above, is manifested in
three ways [46] as discussed next.

Space-Domain Expansion

First, the signal expands in the spatial dimension. A relevant measure of this
spatial expansion is the angle of arrival of the signal. In a hypothetical free-
space channel without any reflectors, there would be only one path between
the transmitter and the receiver, and the perceived angle of arrival of the
received signal would be almost point-like (Figure 7.3). But in a real wireless
channel there are many reflectors, and the signal images arrive from many
directions [47]. In fact, the normal assumption for a mobile unit is that the
receiver is surrounded by reflectors, and the spatial spreading is often held to
be, nominally, a full 360° [37]. In other words, the received signal appears to
be coming from many different directions, scattered at all points of the com-
pass.31 The channel geometry is not always symmetrical, however. The
spreading seen by the cellular base station receiver is normally much nar-
rower because the receiving antenna is elevated above most reflectors.32
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30. One of the first articles to represent this new perspective is Turin’s [44]: “Multipath
reception is one form of diversity reception, in which information flows from trans-
mitter to receiver via the natural diversity of multiple paths rather than the planned
diversity of multiple frequency channels, multiple antennas, multiple time slots, etc.
Thus instead of regarding the multipath phenomenon as a nuisance disturbance
whose effects are to be suppressed, it should be regarded as an opportunity to im-
prove system performance” [44, p. 332]. For a more recent declaration of the new
model, see [45].
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31. Indeed, the spatial dimension is three-dimensional; azimuthal variations are comple-
mented by up-tilted and down-tilted signal components. Indoor signals may literally
show full three-dimensional spreading in spatial terms.

32. “It is usually assumed that the scatterers surrounding the mobile station are about the
same height as or higher than the mobile. This implies that the received signal at the
mobile antenna arrives from all directions after bouncing from the surrounding scat-
terers.... However, the AOA [angle of arrival] of the received signal at the base station
is quite different. In a macrocell environment, typically, the base station is deployed
higher than the surrounding scatterers. Hence, the received signals at the base sta-
tion result from the scattering process in the vicinity of the mobile station.... The
multipath components are restricted to a smaller angular region” [37, pp. 11–12].
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Figure 7.3 Multipath-induced spatial spreading (AOA) for the mobile and the base
station: (a) macrocell—base station perspective, and (b) Lee’s model.
(From: [37]. © 1998 IEEE. Reprinted with permission.)



Time-Domain Expansion

Second, the signal expands in the temporal dimension. The direct path is the
shortest path. Reflected paths vary in length considerably, and the time of
arrival for different components of the received signal in a typical cellular
system can be delayed by several microseconds up to tens of microseconds33

(Figure 7.4).

Frequency-Domain Expansion

Third, if the receiver is in motion, it will be moving toward some of the signal
components and away from others. Each path also has a different Doppler
delay factor. Some paths are effectively blue shifted (i.e., the relative motion
of the receiver is toward the direction from which that path is arriving), oth-
ers are red shifted. This creates a Doppler spread—a spreading in the fre-
quency domain34 (Figure 7.5).

Channel Signatures

The classical view of the multipath channel assumed that these signal com-
ponents all blur into one another, which is a fair approximation of what hap-
pens when the signal elements (transmitted symbols) are of long duration.
The individual multipath components are assumed to be unresolvable, and
each pulse or information-bearing symbol is subject to spreading that can
only really be characterized statistically, based on the distribution of the
components. In the classical view, the envelope of this statistical distribu-
tion becomes an important measure of the amount of distortion or degrada-
tion of the signal. In the time domain, this is referred to as the delay spread.
In the frequency domain, we speak of the Doppler spread [50–54]. In the
space domain, the variable is sometimes referred to as the angular spread35

(Figure 7.6).
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33. Clark et al. [48] cites figure of 4 µs for a typical urban delay spread, and 8 µs for “a
typical hilly area.” In unusual rural or mountainous regions, reported delay spreads
are much larger.

34. Doppler spreads of 100–200 Hz are cited in the literature [e.g., 49].

35. Keep in mind that these are not really three different phenomena, but three views of
the same thing. The focus of a given researcher is often determined by which of the
three signal dimensions has been chosen for aggressive optimization. If we are trying
to control the time domain of the signal (e.g., if we are studying synchronization or
intersymbol interference, which are time-domain issues), then a frequency-domain
effect will be seen in this light as a contributor to timing difficulties. This can lead to
some misleading terminological distinctions. For example: “Acquisition is the pro-



Any two signals, at least if they originate in the same system, will have
roughly similar statistics regarding delay, Doppler, and angular spread. That
is the virtue of statistics—to average out the fine detail. However, if we
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permission.)

cess by which a spread-spectrum receiver estimates the time delay of the received
signal.... [Note the presumptive emphasis on the time domain.] However, [it is diffi-
cult to] directly model serial search systems that acquire Doppler [i.e., that acquire
an accurate frequency reference] in addition to timing. Specifically, it is difficult to
apply the closed form techniques when [the Doppler shift] is sufficiently large that
[it] affects the timing. This situation is also known as code Doppler” [57, p. 2870]. In
short, “code Doppler,” which might sound as though it is something distinct from
the basic spreading phenomenon, merely refers to a situation in which the Doppler
spreading is large enough to create code timing offsets or overlaps.



assume that the transmitted signal consists of a series of discrete, extremely
short pulses, then the expansion of each pulse in the time domain, for exam-
ple, will manifest itself not as a blur of blended multipath components that
can only be described as a statistical distribution, but as a series of discrete
images of the transmitted pulse. In the time domain, for example, we should
see a series of pulses delayed by short intervals (Figure 7.7). The pulse rami-
fies into a series of separate pulses spread out in time, each one an echo
of the original pulse. The precise pattern of these time-staggered echoes
depends on the location of reflectors in the channel, or, to put it another
way, the pattern of echoes contains new information about the geometry of
the channel. Because each receiver is located in a different physical posi-
tion, no two receivers should see the exact same pattern. The pattern, in
other words, is a signature (Figure 7.8).

The same thing happens in the space dimension. A single short pulse
from the transmitter arrives at the receiver as a series of images with differ-
ent angles of arrival. Each unit has its own spatial signature (Figure 7.9).

Finally, the same is true for the frequency dimension. Doppler map-
ping of individual pulses will show a Doppler signature for any given trans-
mitter–receiver pair (Figure 7.9).
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Two-dimensional signatures provide even better discrimination. For
example, we can map the received signal in both space (angle of arrival) and
time (delay), to produce a joint space–time signature (Figure 7.10) [61, 62].
It is claimed that “spatial and temporal (i.e., two-dimensional) signal proc-
essing ... will become a breakthrough technique for the third generation of
wireless personal communications” [63, p. 28].

Another important two-dimensional signature is the time–frequency
signature, in which multipath delay and Doppler shifts are mapped against
each other36 (Figure 7.11). T-F signatures are especially important for receiv-
ers operating in acoustic channels (e.g., for SONAR systems) [66]. It has
been argued that human acoustic signal processing is based fundamentally
on T-F signatures:

There is a common belief that humans recognize signals (especially
sounds) as objects in the time–frequency plane. Thus, we should try to
represent these signals in terms of functions that are most concentrated
in that plane. [67, p. 784]

The existence of multipath spreading in space, time, and frequency
can, in principle, allow the receiver to discriminate the signature of the
desired signal from other signatures generated by interferers. (Because those
interferers will be located in different places, the multipath geometry will be
different.) In fact, in some applications the relative absence of multipath can
be a problem, and rich multipath environments with lots of reflectors (like
cities) may allow for higher capacity than less dense scattering environ-
ments. (We will return to this point later.)

Furthermore, and perhaps profoundly, if the pulse is short enough, and
our receiver has a well-defined structure and sufficient powers of resolution,
the channel becomes “discrete-ized”; that is, we can determine ahead of
time that the signal images should only occur at specific locations in the STF
space.37 Instead of a continuous blur, the so-called canonical representation
becomes a three-dimensional lattice of specific three-dimensional coordi-
nates (Figure 7.12). The individual multipath components of the signal will
only occur at one or another of these lattice points, and not in between:
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36. “A joint time-frequency representation (TFR) ... is a canonical time-frequency-based
decomposition of the mobile wireless channel into a series of independent fading
channels” [64, p. 123]. See also [65].

37. The best discussion of discretization I have found (although still somewhat superfi-
cial) is in [43]. See also [67].



A canonical representation of the received signal ... captures the essen-
tial degrees of freedom in the channel that are observable at the
receiver, and corresponds to certain discrete multipath delays, Doppler
shifts, and directions of arrival of the signaling waveform....

[This] is motivated by the fact that the signaling waveform has a
finite duration T and an essentially finite bandwidth B. Hence, the sig-
nal exhibits only a finite number of temporal degrees of freedom that are
captured by a set of uniformly spaced discrete multipath delays and
Doppler shifts. Furthermore, assuming the antennas are spaced to avoid
spatial aliasing, [the signal] possesses [a finite number of] spatial
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degrees of freedom that can be captured by certain discrete DOAs even
if the DOA distribution is continuous....

The representation exploits the fact that the underlying signal
space possesses finite degrees of freedom due to the finite duration and
essentially finite bandwidth of the signaling waveform and finite aper-
ture of sensor array. [69, pp. 1669–1670, 1676]38

The channel lattice (Figure 7.12) suddenly bears some similarity to the
code spaces we have been dealing with in Chapters 5 and 6. This suggests
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38. It strikes me that this article [69] has identified a potentially profound point that may
have important practical implications. The physical matrix of multipath components
(in S-T-F) may well be continuous, if we assume that the real world is filled with a
huge number of reflectors. Be that as it may, the insight of these authors is that the
receiver can only discriminate at certain fixed points in that continuous signal space:
“the essential spatio-temporal degrees of freedom in the channel that are observable
[emphasis in original] at the receiver” [69, p. 1670], and need only search at those
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discrete points “with virtually no loss of information” [p. 1669]. Similar comments are
offered by Hansson and Aulin [43]: “The received signal ... is first discretized to a fi-
nite dimensional vector of N observables ... This would not in general lead to an opti-
mal decision given the time continuous signal, but the purpose is to obtain close to
optimal performance when the number of observables is large.... Suboptimal discreti-
zations ... give performances close to optimal except at very high SNR” [43, p. 875].
The practical significance of this approach is that we could employ discrete mathe-
matics to resolve the channel transfer function, which may open the door to more
powerful techniques than those currently implementable within reasonable process-
ing parameters—in other words, it may lead to more practical detectors.



that it may indeed be fruitful to view the channel transfer function as a natu-
ral encoding process. Like human-designed channel coding, the natural chan-
nel coding expands the information in the signal, effectively adding
redundancy. The more reflectors, the more multipath echoes are generated.
The more echoes, the more points in the channel lattice are occupied for
each symbol.39 The more points corresponding to each transmitted symbol,
the stronger the natural channel encoding that is created, and the more
robust the signal.40

In fact, we find that in the proper framework we can achieve better per-
formance for larger delay spreads or faster fading rates [70]. In the classical
perspective on the multipath channel, more intense fading should produce
more errors, but we see the exact opposite under the proper conceptual lens
(Figure 7.13): “Surprisingly ... fast fading is not destructive, rather it
improves performance” [43, p. 883].41
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39. “Large performance gains could be achieved by increasing the number of observ-
ables” [43, p. 883].

40. Recall that Shannon makes the point that longer codes give better performance.



This result is based on the implicit diversity added or created by the
multipath channel.42 Even more startling, the impact of implicit diversity
appears to be greater when the signal is not intentionally strengthened by the
addition of explicit diversity:
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Figure 7.13 Fading channel performance (M: Number of antenna elements; d: delay
spread; solid lines: no fading; dashed lines: significant fading). Overall,
improved performance “occurs for higher delay spreads or fade rates.
This effect is due to implicit delay or Doppler diversity” [70, p. 1527].

41. Also, in the introduction to a recent comprehensive survey of information theoretic
aspects of fading channels, Biglieri, Proakis, and Shamai cite “interesting, unex-
pected outcomes—as, for example, the beneficial effect of fading in certain simple
cellular models” [71, p. 576].

42. For a recent treatment of implicit diversity, and a thoughtful review of the early lit-
erature on the subject extending back to the 1960s, see [43, pp. 877ff].



Implicit delay or Doppler diversity ... is most effective when there is no
explicit diversity, that is, a receiver with one thread.... The performance
of a one-thread receiver given a large delay spread or fade rate is poten-
tially better than a two-thread receiver with a small delay spread or fade
rate....

There are greater performance gains as a result of Doppler diver-
sity if the pulse shape is more spread out in time ... [70, pp.
1527–1528]43

The reader should keep in mind that the term Doppler diversity refers
here to the inherent spreading of the signal by the channel (viewed in the
frequency domain) [51]. It is not part of the transmitted signal; it is part of
the natural channel coding that is added by the beneficent universe. Again,
though traditionally seen as a problem in signal processing, like fast fading,
Doppler spreads may present another “free” resource: “The relatively modest
Doppler spreads (100–200 Hz) encountered in practical fast fading scenar-
ios can be transformed into significant ... gains ...” [51, p. 1691]. As we shall
see below, new receivers are being developed that outperform existing
receivers by accessing new dimensions of the channel transfer function,
including the Doppler spread:

Unlike existing receivers that treat Doppler as a nuisance, our frame-
work demonstrates that Doppler is in fact another dimension for diver-
sity that should be exploited to combat fading.... Even the relatively
modest Doppler spread encountered in practice can be leveraged into
substantial gains using our approach. [65, p. 130]

One study has even suggested marshalling Doppler signatures to sup-
port a multiple access architecture for satellites, dubbed Doppler-based mul-
tiple access (DBMA) [72]. Users would be discriminated and controlled
based on the channel information embedded in their Doppler patterns.

Properly exploited, multipath propagation is an asset, not a liability.
This is the second key factor, besides the source model, that can assist a
smart receiver in blindly acquiring the signal. If that signal has been format-
ted properly (yes, the transmitter does have a role to play) to enable discrimi-
nation based on the spreading functions in space, time, and/or frequency,
the receiver can develop tremendous amounts of new, free information to
apply to its main task of accurately detecting the original message. There are
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43. See also [43, p. 883]: “Rather surprisingly ... using pulses with longer duration may
give a better performance on the Rayleigh channel.”



even steps we can take to enhance the creation of this free information (see
Chapter 8). Indeed, some information theoretic work suggests that the gains
are rooted in the physics of the channel and may be independent of the sig-
nal format. Ozarow et al. [73] studied the impact of various forms of diver-
sity on the capacity of a fading channel, including time diversity (a simple
repetition code) and space diversity (multiple antennas). They also exam-
ined, however, the simple consequence of either a single-ray propagation
path (i.e., something like line of sight with no reflectors) and double-ray
propagation (the simplest multipath case):

As expected [!], multipath has a beneficial effect on outage probability
... demonstrating the substantial improvement due to multi-path propa-
gation. The double-ray propagation provides sort of a diversity mecha-
nism ... [73, p. 366]44

It should not be surprising that multipath can enhance performance. A
single path can be blocked, and multiple reflections provide inherent redun-
dancy and a better guarantee that the receiver will see the signal even if it
does not have true line of sight.

Finally, if indeed multipath is beneficial to system performance, what
happens when the channel does not provide enough multipath? The answer
is obvious, and nonetheless startling: We can create artificial multipath:

Narrowband CDMA systems require [emphasis added] artificial multi-
path generation on the downlink in order to achieve reasonable capac-
ity. Artificial multipath is generated by using multiple transmit antennas
... with delays ... inserted between them. [74, p. 952]

The intentional creation of multipath interference should remind us of
the other ways in which the purposeful addition of interference to the signal,
such as partial response coding, can paradoxically strengthen the wireless
link. Yet this is not merely an exercise in counterintuitive thinking. The
study concludes that “artificial multipath ... is needed in order to achieve
practically useful capacities [emphasis added]” [74, p. 960]. Indeed, under a
different name, or several names (e.g., space–time coding, transmitter diver-
sity, multiple-input/multiple-output communications), the idea of purpose-
fully enriching the multipath channel by adding extra transmitters and extra
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44. This study was based on a TDMA (narrowband) architecture, and made no design
assumptions about the receiver architecture per se (e.g., RAKE was not assumed).



delay in the signal replicas is becoming one of the hottest topics for wireless
research and development. Adding multipath interference can actually
increase system capacity. As the authors of one recent paper argue:

Multipath multiplies the reliable information rate that is possible in
wireless communication.... This fact calls for a shift from the present
multipath mitigation paradigm to a new one of multipath exploitation.
[75, p. 851]

Perhaps nothing else illustrates so dramatically the shift in thinking
that has been taking place in the wireless world.

In the following sections, we examine briefly and at a high level some
of the receiver-centric strategies that are being developed for exploiting this
channel information. (Signal construction strategies based on the same prin-
ciples will be examined in Chapter 8.) These receiver designs have emerged
in a haphazard fashion during the past four or five decades, and initially
assumed the classical Shannon model of communications as an adversarial
process: Signal v. Noise. They were motivated by the objective of characteriz-
ing and eliminating an undesired component of the received signal (i.e., dis-
tortion). They are only now beginning to be understood in light of the newer
view of the channel we have been discussing here.

Receiver-centric strategies can be grouped or considered in two inter-
esting ways: by the number of signal dimensions they address (and which
ones), and/or by what they do with the received signal components they are
able to discriminate.

Historically, the first applications involved discriminating the signal
components in only a single dimension, such as time. A number of one-
dimensional techniques have made their way into practice and fairly wide
deployment. The newest concepts, on the other hand, focus on combining
channel information derived from two dimensions, with space–time oriented
approaches emerging as an early favorite.

The other way of categorizing signal-recovery techniques is defined by
what the receiver does with the components it has managed to separate from
the received signal. Broadly speaking, the receiver can either subtract/select,
or add/combine. This distinction has been drawn clearly by Pursley:

There are two fundamentally different approaches to the demodulation
of the received signal. The first approach is to attempt to combine
the multipath components in some way. For convenience, we refer to a
receiver that is based on this approach as a multipath-combining
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receiver. In a multipath-combining receiver, the energy of all the multi-
path components is used to extract the data. In the second approach,
the receiver attempts to isolate a single component and extract the data
from that one component only. Such a receiver is just a correlation
receiver matched to the single component, so it does not take advantage
of the energy in the other multipath components. However, it does dis-
criminate against these components in order to eliminate (or at least sig-
nificantly reduce) both intrasymbol and intersymbol interference. [76,
p. 123]45

To understand this distinction, we can go back to good old-fashioned
space diversity (the fancy term for multiple receiving antennas, described
briefly in Chapter 6), to derive a very simple analogy. Two antennas at the
receiver take in two distinct images of the signal. In a fading environment,
these two signal inputs should fade independently if the antennas have suffi-
cient physical separation. This suggests one very basic strategy: selection. If
we have two copies of the same signal, from two different antennas, we can
look at both of them and select the better one [77, p. 1117]. By analogy, a
number of signal-recovery strategies follow this approach: The receiver
attempts to discriminate between the desired signal and the distortion intro-
duced by the channel, and then to select the former and suppress the latter.
Usually, this involves a process that is roughly equivalent to subtracting a
copy of the distortion component from the entire received signal, leaving
only the desired signal. Another term commonly used to describe this is
cancellation.

The other way to implement space diversity in a two-antenna receiver
is to find a method of combining the two signals. The combination should
ideally be coherent, so that the result is always linear and additive. (Combi-
nation of signals with different phases—noncoherent combination—would
sometimes produce cancellation, or fading, just like natural multipath.46) If
coherence can be assured, then combination of the multiple signal images is
attractive because each signal replica adds energy to the S part of the SNR
[46]. Combining strategies will always outperform selection strategies47;
hence, this philosophy of constructive combination of signal components is
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45. See also [77].

46. There are a few species of noncoherent combining, such as equal gain combining
“whereby all available branches are equally weighted and then added incoherently ...
[However] equal gain combining is not optimal, due to the phenomenon often called
‘noncoherent combining loss,’ which means that combining more signals does not
necessarily enhance performance” [77, p. 1117].



beginning to make its way into the communications architectures for third-
generation wireless systems.

7.3 One-Dimensional Signal Recovery Strategies: Equalization
and RAKE Receivers

The history of active receiver architectures has been dominated by two
related concepts—the adaptive equalizer and the so-called RAKE
receiver—which were first explored in the 1950s and 1960s.48 Both tech-
niques were proposed as stand-alone solutions to specific problems, rather
than as elements of a comprehensive methodology of communications engi-
neering. Both bear the stamp of sheer cleverness that is often associated
with intuitive breakthroughs, and both have lacked (until recently) transpar-
ency as to the true intellectual foundations of the underlying signal process-
ing theory. Both were long confined to one-dimensional, time-domain
implementations, and it has only become clear quite recently how these solu-
tions can be extended to other signal dimensions (such as frequency), and to
more than one dimension at a time.

Roughly speaking, equalization is a subtractive strategy. It aims at dis-
criminating between the component of the received signal contributed by
the transmitter, and the distortion contributed by the channel transfer func-
tion. Once the distortion is known, it can be subtracted or canceled to
recover a better image of the transmitted signal.

The RAKE is a combining strategy. Its goal is to separate the different
components of the received signal that ordinarily would interfere with each
other in a corrupted composite and then combine them coherently to realize
a much stronger replica of the transmitted signal.
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47. See [70, pp. 1120ff]. See also Clark et al. [78] where, roughly speaking, combining
diversity outperforms selection diversity two to one, as a function of the number of
branches.

48. “Two bodies of work in the literature are concerned with multipath receiver design.
The older concentrates on the explicit diversity structure of resolvable paths; its
thrust is to take advantage of this structure by optimally combining the contributions
of different paths.... More recently, equalization techniques that were developed for
data transmission over telephone lines have been applied to the radio multipath
problem. Here receiver design concentrates on reduction of the effects of intersym-
bol interference, and the diversity-combining properties of the receiver are only im-
plicit” [44, p. 332]. This last comment is off-target, I believe. Equalization is not a
combining technique, as a rule, but a subtractive or cancellation strategy.



But another factor has strongly influenced the historical development
of these two somewhat complementary approaches. Equalization works well
for narrowband channels:

[If] the bandwidth [of the signal] is much smaller that the coherence
bandwidth of the channel ... then all the frequency components
undergo the same attenuation and phase shift in transmission through
the channel.... The channel impulse response can be easily measured
and that measurement can be used at the receiver in the demodulation
of the received signal [i.e., equalization]....

Measurement of the channel impulse response [for wideband
channels, on the other hand] is extremely difficult and unreliable, if not
impossible. [71, p. 577]

Perhaps for this reason, equalizers have been used extensively in the
narrowband era of mobile radio, especially second-generation TDMA archi-
tectures.49

The RAKE receiver, on the other hand, seems to be especially well
suited to the needs of true wideband transmission. With the development of
second-generation CDMA, RAKE designs, which had been almost com-
pletely ignored in commercial wireless systems for decades, suddenly
assumed prominence. The wideband channel lends itself to the sort of con-
structive strategy that the RAKE embodies. Arguably this is the basis of what-
ever real advantage wideband systems may enjoy over narrowband systems:
Wideband signals are more amenable to the use of constructive combining
receiver techniques. (We examine this contentious question in Chapter 8.)

Both techniques are now finally being formalized and extended sys-
tematically, and we are realizing that there is an underlying common frame-
work.50 It seems likely that some of the distinctions I am relying on here may
be superseded in the next few years by a more general understanding of mul-
tidimensional signal processing applied to the problems of the wireless
receiver’s physical manipulation of the received signal.
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49. “The system designer may avoid the need for channel equalization by selecting Ts
[the symbol duration] to satisfy the condition Ts Tm [where Tm is the delay spread
induced by the channel].... Adaptive equalization is particularly applicable to reduc-
ing the effects of ISI in underspread wireless communications channels” [71, p. 627].

50. “The equalizing receiver ... and the RAKE receiver commonly used to combat
frequency-selective fading can both be viewed as special cases of the same general
structure” [79, p. 1493].



7.3.1 Subtractive Techniques: Equalization

Equalization was arguably the first truly modern, sophisticated signal proc-
essing technique to be deployed commercially.51 Invented by R. W. Lucky in
1964, it was initially applied to the problem of intersymbol interference in
wireline data communications [80]. ISI in this application arises from the
fact that different frequency components of a voiceband modem signal trav-
eling over a wireline circuit arrive at the receiver with different delays. The
effect is to blur the signal in time, causing successive symbols to overlap if
spaced too closely. To avoid this overlap, the bit rate has to be reduced.
Unfortunately, different channels show different patterns of delay distor-
tion, depending on the length of the wireline circuit and other factors affect-
ing the general condition of the circuit (e.g., age and temperature). Because
modems are used on preexisting circuits and may connect over different cir-
cuit paths for each new session, the problem of unpredictable time distor-
tion of the wireline channel was a serious impediment to voiceband data
communications. According to the official history of the Bell System, this
was one of the three crucial signal processing problems identified by AT&T
in the early 1960s and targeted for special attention.52

Lucky proposed a delightfully clever solution. First, the transmission
is initiated with a known sequence of data bits, called a training sequence.
Because the receiver knows what to expect, it can measure the actual
received sequence and compare it to the expected sequence, to obtain the
error or distortion characteristic (i.e., the transfer function) of that particu-
lar channel. Based on this knowledge, the receiver can adjust a specialized
filter to correct for the now-known delay characteristics of the channel. For
a wireline channel with very slowly changing characteristics, such an initial
training at the start of a data transmission session is often sufficient.
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51. This claim comprises a strong myopic bias of our “all-digital” era. Many of the signal
processing innovations of the first 75 years or so of telephony are equally impressive,
viewed in their own appropriate historical context. Even some of the tricks of auto-
mated or multiplexed telegraphy are still impressive, and carrier-based telephony as
it was developed in the 1920s and 1930s was enormously important in enabling a
national network to be built. Equalization, however, was the first to really focus on
the signal elements (rather than the circuit elements), and although it can be imple-
mented without digital technology, it is still inherently logical in character, in a way
that points toward the DSP revolution that has now swept us all up.

52. “The other two goals were determining the most efficient modulation and deciding
on an efficient error-correction technique” [80, p. 422].



The second half of the idea is the tour de force. Lucky extended the
idea to allow the equalizer to become continuously adaptive, by using the
ongoing stream of corrected data to provide a continuously updated measure
of the transfer function, enabling the settings on the transversal filter to be
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Addison Wesley Inc.); and (b) adaptive zero equalizer (From: [81]. ©
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updated on the fly (Figure 7.14). This implementation of a truly adaptive
algorithm was probably the first commercial implementation of a digital
feedback principle, a breakthrough in communications engineering, with
broad significance:

The feedback control information was obtained by comparing decided
bits against the receiver’s incoming, distorted analog pulse train in order
to ascertain an error component. This technique of using prior decisions
to determine an ideal on which to base adaptation became known as
decision direction; it subsequently became the basis not only for equali-
zation but for the recovery of timing and other necessary receiver
parameters. [80, p. 424]53

Adaptive equalization is made to order for digital cellular radio. In
mobile communications, the time dispersion created by the wireless channel
is far more severe than in wireline circuits. First, the delay spread of the
channel is inherently large (up to tens of microseconds). Second, the chan-
nel transfer function fluctuates rapidly due to multipath phenomena as the
mobile unit changes position relative to the reflectors in its environment. To
control intersymbol interference in the time domain, equalization has
become an essential element of signal processing architectures for second-
generation wireless networks. The technology of equalization has developed
tremendously in support of this challenging application, although in many
respects the fundamental concept of decision feedback equalization discov-
ered by Lucky is still the foundation of this field.54 One focus of recent
development work has been directed at blind or self-recovering equalization
algorithms in which the initial setting of the filter coefficients at the receiver
is accomplished rapidly and without the overhead cost of a training
sequence [84, pp. 587ff].

From our perspective, equalization can be described in a more general-
ized way as process in which the received signal is analyzed into a message
component (i.e., the component corresponding to, or contributed by, the
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53. For a more recent treatment of feedback equalization, focused specifically on cellu-
lar applications, see [82].

54. There are good presentations of basic equalization concepts in most communications
textbooks. For example, Blahut [38, pp. 458ff], Rappaport [83, Chap. 6], Proakis
[84, pp. 554ff], Gibson [85, pp. 210ff], and Frerking [86, pp. 464ff]. One of the bet-
ter recent surveys of equalization techniques and the supporting literature is to be
found in Biglieri et al. [71, pp. 626–636].



transmitted signaling waveform) and a channel component, and the channel
component is then subtracted55 from the received signal (i.e., canceled) to
leave a purified version of the original transmitted message.56

The classical implementation of equalization is in the time dimension,
and often it is assumed that equalization is strictly a time-domain technique.
However, it is becoming apparent that the underlying concept is more gen-
eral. For example, in a new type of signal architecture called orthogonal
frequency-division multiplexing, which we will examine in more depth in the
next chapter, the problem of ISI is eliminated architecturally by spreading
the transmission over many closely spaced frequency channels. This allows
the symbol duration on each individual frequency channel to become quite
long (i.e., the signaling rate on each subchannel is quite slow), and the prob-
lem of the time-delay spread becomes much less significant. The receiver
can thus avoid the costs of equalization. However, this free lunch is paid for
by the appearance of a new problem: interchannel interference (ICI57), which
is a phenomenon that is strictly analogous to ISI, but manifest in the fre-
quency domain [54]. Just as the time-delay spread creates ISI, the expansion
of the signal in the frequency domain leads to ICI: “When the normalized
Doppler frequency [i.e., the frequency-domain manifestation of multipath
spreading] is high, the power of ICI cannot be ignored” [88, p. 1377].

ICI solutions are various, and somewhat overlapping, conceptually
[89]. One promising approach is sometimes referred to as frequency-domain
equalization.58 The analysis of frequency characteristics of individual carriers
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55. “Decision feedback equalization is a technique that uses previously detected symbols
to synthesize the ... discrete impulse response that is subsequently subtracted from
the received samples through a feedback loop” [82, p. 889].

56. It has been argued that equalization can be viewed as a constructive technique, not
just a subtractive or cancellation technique. “An equalizer accomplishes more than
distortion mitigation; it also provides diversity. Since distortion mitigation is achieved
by gathering the dispersed symbol’s energy back into the symbol’s original time inter-
val so that it doesn’t hamper the detection of other symbols, the equalizer is simulta-
neously providing each received symbol with energy that would otherwise be lost”
[87, p. 105]. I am not sure if this argument is entirely true, or always true. The gen-
eral spirit of equalization is not constructive combination of separate parts of the
transmitted symbol, but detection and cancellation of the transfer function of the
channel. I can see the point of Sklar’s argument that this may be viewed as redistrib-
uting some of the dispersed energy of the spread symbol back to its original time win-
dow, but I wonder whether his is really an accurate description of what is happening.

57. ICI is also sometimes used to refer to interchip interference in a direct sequence
spread spectrum system. Given the confusion, this usage should be suppressed.



can lend itself to an analogous feedback-driven reshaping process in the fre-
quency domain, to cancel frequency distortion introduced by the channel.

Finally, we may be ready to ask whether the signal can be equalized in
the spatial domain? Indeed! Hayashi and Hara [93] advance a spatial equali-
zation technique based on a multielement antenna array, with a specialized
pilot signal to allow the receiver to learn the channel characteristics, and to
accurately weight the inputs from different elements of an adaptive antenna
array (Figure 7.15):

We have proposed a spatial equalization method, where the beamformer
calculates and adjusts the weights of adaptive array elements only using
the estimated channel impulse response, and we have clearly shown that
the weights of adaptive antenna array elements can be successfully con-
trolled by the estimated channel impulse response. [93, p. 1250]

Raleigh and Paulraj [11] provide a more explicit characterization of the
notion of equalization—normally thought of as a time-domain process—
applied to the spatial domain in an antenna array. It is worth quoting them at
length, because it helps make clear the more general principles of equaliza-
tion, independent of the physical dimension to which they are applied:

The techniques proposed in this paper do not consider conventional
antenna concepts such as beam width, gain, and side lobe rejection.
Instead, the antenna array is viewed from a statistical signal processing
perspective. Each antenna array output represents a phase- and
amplitude-coherent sensor which contains a weighted sum of the
desired signal, the undesired signals, and noise. By applying an appropri-
ate complex weight to each sensor signal and then summing the outputs,
it is possible to cancel undesired interference and enhance the desired
signal above the noise. [11, p. 219/458]

Note how the concept has been translated from the sensual aspects of
the particular physical dimension (here, space) into a more abstract lan-
guage of pure signal processing.

Thus, the idea of equalization may be generalized to any of the three
physical signal dimensions. We can recast our understanding of the common
process. T-equalization, F-equalization, and S-equalization are all based on
the same handful of coordinated ideas:
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58. See [88, p. 1376]. See also [90, 91]. For a somewhat different notion of frequency-
domain equalization derived from work on DSL modems, see [92].
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• Multiple sampling of the signal: Each signal element is assumed to
be sampled repeatedly across the relevant dimension (e.g., in time,
at various delays; or, in space, from various array elements).59 The
receiver has multiple “looks” at each received signal element.

• Channel impulse response measurement: The receiver estimates the
channel transfer function in terms of its effects on a transmitted
symbol (or sequence). This estimation may be either transmitter
assisted, by means of a training sequence or a pilot, or it may be
blind—that is, recovered by the receiver from the received signal
without any help from the transmitter.

• Weighting of multiple signal components: The impulse response is
used to assign the proper weights to the different components of the
received signal. Because equalization is construed as a one-
dimensional process (until we reach the following section), the sig-
nal components are all one dimensional. The relevant signal compo-
nents for T-equalization are time samples. For F-equalization, they
are inputs from different frequency subchannels. For S-equalization,
they are inputs from different antenna array elements.

• Cancellation: The weighted information about the channel is used
to cancel the contribution attributed to the channel impulse
response, to leave a pure replica of the originally transmitted signal.

• Feedback: Once the equalizer is trained, some form of feedback
based on the decided symbols (usually within the receiver itself) is
used to continuously adjust and update the weights of the equalizer.60

It is interesting to note that, from an information theoretic perspective,
equalization is a physical-level signal processing alternative to error correc-
tion coding on the logical level, and may allow performance gains on an
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59. This need not imply any sort of oversampling or increase in the sampling rate. It
does imply, however, that the receiver is searching for the information content or im-
pulse response of a given target symbol across more than one sample. Conceptually
speaking, it is a mirror image of the convolutional process or partial response process
that may be implemented by the transmitter.

60. As may be imagined, there are an enormous number of variations on these themes,
and some may not fit strictly within this framework, while still bearing the name
equalization. There are also, arguably, many approaches to equalizer design that may
not embed the notion of feedback literally.



uncoded signal that are similar to those that can be realized by forward error
correction alone. Just as we saw that logical signal recovery techniques, such
as error concealment, can allow good performance even with uncoded or
lightly coded signals (Section 7.1), so may physical signal recovery tech-
niques like equalization be traded off against the use of transmitter-centric
techniques such as forward error correction. Cioffi et al. [94] suggest that
the equalization (bolstered by precoding61) can achieve as much in a fading
channel as the error correction coding alone can achieve in a Gaussian (non-
fading) channel:

[It is] a general principle that if a coding method can achieve a certain
coding gain at a certain target error probability on an ideal channel, then
an adaptation of that method can achieve the same gain over uncoded
[emphasis added] transmission with the [decision-feedback equalizer]
on an arbitrary ISI channel. [94, p. 2595]62

7.3.2 Constructive Techniques: RAKE Architectures

Subtractive or cancellation techniques work by separating signal compe-
nents and discarding or canceling out some of them. Constructive tech-
niques work by separating signal components and then recombining them in
an additive (usually coherent) fashion. As noted earlier, combining strategies
always outperform selection strategies, in principle [77].63 The premier
example of a constructive combining technique is the RAKE receiver.

The RAKE is an old idea [44]. In 1957, even before the invention of the
equalizer, Price and Green put forward an extremely innovative concept for a
receiver, which turns out to be a generalization or extension of the equaliza-
tion principle to the receiver architecture as a whole: the so-called RAKE
receiver [96].64 The signal processing framework is similar to the equalizer:
Like the tapped delay line used in the T-equalizer, the T-RAKE uses a delay
line with a series of taps called fingers to sample the received signal several
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61. That is, any technique implemented at the transmitter to effectively predistort or
precondition the signal in anticipation of the changes that will be effected by the
channel transfer function.

62. See also [95].

63. For a more fundamental information theoretic treatment and verification of the
same principle, see [73].

64. A brief account of the historical circumstances of the invention is given in [97,
pp. 92ff].



times at slightly shifted sampling instants.65 The diagram of the circuit sug-
gested to someone the image of a garden rake, and the metaphor took hold
(Figure 7.16).

Instead of trying to separate and remove the effects of multipath
delays, as the equalizer does, the RAKE receiver is designed to separate and
then recombine the individual rays of the multipath signal:

The ideal tapped delay line receiver ... attempts to collect coherently the
signal energy from all the received signal paths that fall within the span
of the delay line and carry the same information. [97, p. 446]66

In principle, this can be a coherent or constructive combination, in
which the different signal images generated by the multipath channel are
resynchronized with each other and added to produce an even stronger sig-
nal and an improved SNR [98]. In effect, the RAKE reassembles the frag-
mented multiple images of the original transmission back into a single
coherent whole, undoing the effects of multipath. Instead of losing signal
energy by subtracting it as distortion, the RAKE receiver recovers signal
energy and uses it to enhance the performance of the receiver.

The original implementations of the RAKE design for military spread
spectrum systems were costly and hardware intensive, and for decades the
RAKE concept remained beyond the limits of commercial feasibility [97].
Following that original paper by Price and Green [96], nearly 40 years
elapsed before integrated-circuit technologies evolved to the stage where
RAKE designs could be implemented in a commercial system. Yet with the
emergence of CDMA spread spectrum architectures for second-generation
wireless systems in the early 1990s, the RAKE receiver became a crucial link
in the new technology, to enable CDMA signals to cope with multipath
interference [99]. As third-generation CDMA systems near commercial
deployment, interest in sophisticated RAKE designs is growing.

The RAKE has come into its own because of demands placed on the
receiver by the signaling strategies implemented in wideband CDMA archi-
tectures (see Chapter 8). Wideband signals are generally created by recast-
ing a low-rate data signal into a higher rate transmission format. (We
examine how this is done in Chapter 8). As a consequence, the individual
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65. “The equalizing receiver ... and the RAKE receiver commonly used to combat
frequency-selective fading can both be viewed as special cases of the same general
structure” [79].

66. Proakis uses virtually identical language in [84, p. 732].



signal elements— pulses or chips—are of very short duration. With very
short pulses, the multipath components of the received signal no longer
overlap or blur together, but tend to separate out into distinct images of the
original pulse.
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When the transmitted signal has a bandwidth greater than the coher-
ence bandwidth of the channel, the frequency components [of the sig-
nal] are subjected to different gains and phase shifts ... [and] the
multipath components in the channel ... are resolvable. [71, p. 577]

The RAKE is well suited to detect these different multipath images
and combine them.

The RAKE principle has undergone intensive study in recent years, and
has been extended to a variety of idealized and semi-idealized designs that
explore the limits of potential performance improvements [98]. One impor-
tant design dimension is the number of fingers, which fixes the number of
multipath components that can be resolved. Another dimension is the way in
which the fingers are positioned and configured, to maximize the combining
gains [101]. At one end, practical RAKE implementations have a small
number of fingers that are usually positioned by the delays built into the chip
rate.67 At the other end, idealized designs have been studied in which it is
assumed that there are an infinite number of fingers(!!), or at least “more fin-
gers than the number of multipaths” and “the finger positions and weights
should change instantaneously with the fading” [100, p. 1538].68 Not surpris-
ingly, these idealized receivers provide excellent simulated results.

The RAKE idea has also been extended to multiuser detection (see
Section 7.5). The standard RAKE is designed to detect only the multipath
images from one transmitter, but the architecture can be extended to allow
the RAKE to detect and separate signals and their multipath components,
originating with many different transmitters. This so-called decorrelating
RAKE would seem to imply a combined additive/subtractive strategy [104].
Bottomley et al. [100] indeed describe a generalized RAKE architecture
where some fingers are deployed to capture and combine multipath compo-
nents of the desired signal, while others are positioned on top of interferers
to help cancel them:

The window [of potential finger positions, in time] spans from several
chip periods before the earliest arriving multipath component to several
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67. “In the special case of the traditional RAKE receiver, the finger delays would equal
the channel delays” [100, p. 1538].

68. See also Win and colleagues [102]: “We introduce the term all Rake (A-rake) re-
ceiver to describe the receiver with unlimited resources (taps or correlators) and in-
stant adaptability, so that it can, in principle, combine all of the resolved multipath
components” [15, 16], and see Win and Kostic [103].



chip periods after the latest arriving multipath component ... L fingers are
positioned on the multipath components (to collect energy) [i.e., these
are combining fingers] and the remaining J–L fingers are placed ... to sup-
press interference [these are the subtractive fingers]. [100, p. 1540]

The RAKE that combines both strategies (additive and subtractive) is
capable of significantly better performance and higher capacity (Figure
7.17). This also illustrates the common conceptual core underlying the
gamut of receiver-centric strategies. RAKEs are usually implemented in
order to perform constructive combination of multipath components, but
they can equally be used to support an equalizing strategy of targeting and
canceling interfering signals.

Like the equalizer, the RAKE receiver was first implemented in the
time domain. More recently, it has been realized that the RAKE principle
can also be extended to the frequency domain:

A new receiver structure for exploiting Doppler diversity, which we refer
to as the “Doppler RAKE receiver.” ... The Doppler RAKE receiver is
the dual of the conventional RAKE receiver in that it samples the Dop-
pler axis to achieve ... diversity. [64, pp. 127–128]

F-domain RAKE receivers are also being explored as alternatives to
conventional T-domain RAKEs in order to simplify the processing require-
ments for mobile receivers [105].

RAKE techniques also suggest similarities with multiple-antenna sys-
tems, where different receiver antenna elements capture and in some cases
combine different images of the transmitted signal, which is a reasonable
segue perhaps to a brief discussion of the vast field of array processing.

7.4 Spatial Techniques: Array Processing

Despite its antecedents (mainly the use of equalizers on certain wireline
channels beginning in the 1960s), the exploration of the one-dimensional
time signature of the received signal is a relatively new field of wireless tech-
nology. It is only within the last 10 years or so that digital wireless systems
have emerged that can really make good use of this information. As well,
receiver architectures based on handling multiple time images of the signal
depend on fairly intensive signal processing techniques that have only
recently become commercially feasible.69 The frequency-domain versions of
both the adaptive equalizer and the RAKE receiver are still in their infancy,
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commercially speaking. Moreover, detailed time and frequency information
is still of limited use in second-generation wireless systems. It is fair to say
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that other than the outstanding success of T-equalization in countering ISI
for appropriate types of digital transmission systems, the value of receiver
architectures based on processing the time and frequency signatures of the
received signal has not been firmly established (in commercial terms). Even
today’s T-RAKEs, while in use for IS-95 CDMA, are still rather rudimentary
realizations of the general RAKE concept.

The story is quite different for the realm of spatial processing tech-
niques. This is indeed a vast field, based on several important military appli-
cations, including direction finding, EW, and radar systems, which have
driven decades of intensive research and development. The value of spatial
information embedded in the received signal is much more obvious. If we
can learn the direction from which a signal has originated, we can use that
information in a number of militarily obvious ways. They are not typically
communications applications and support an different cost model. More-
over, unlike T-domain and F-domain processes, which lead to complex
receiver hardware (and software) implementations, many spatial signal
processing techniques can be implemented with arrangements called
arrays, in which a number of more-or-less conventional receivers are simply
ganged in parallel. The outputs of these multiple receiver chains may
require some special handling, but the cost of the processing is embedded
in the infrastructure end of the system (rather than the cost- and size-
challenged mobile unit).

The importation of these techniques into the field of wireless commu-
nications has really just started. The use of smart antennas and other space-
domain techniques in commercial wireless systems is nascent, and the first
applications are also quite rudimentary. But behind this somewhat tentative
trend there is a huge inventory of military and related noncommunications
technology, such that even a high-level survey of space-domain signal proc-
essing techniques would require a book-length presentation in its own
right.70
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69. As recently as the early 1990s, the task of equalizing a TDMA signal was viewed as a
serious challenge in the implementation of the IS-54 standard (even though the
equalization technique itself, as a receiver-centric process, is not specified by the
standard). The RAKE receiver, brought to commercial attention by the CDMA
IS–95 architecture during the same time frame, was viewed as an exotic and slightly
doubtful solution at first. It is really only now, at the beginning of the new decade,
that even these basic techniques are achieving a routine status.

70. A good, recent collection of articles on the subject, targeted specifically to commer-
cial wireless applications for the most part, can be found in [106]. Most of the arti-
cles referred to in this section are reprinted in this book.



Following our framework, we will focus here on receiver-centric spatial
processing techniques. For the most part, these are subtractive techniques,
which (like equalization) attempt to discriminate between a desired signal
component and an undesired component (either an interferer, or an unde-
sired multipath image of the desired signal) and to suppress the latter. The
term spatial filtering is sometimes used, by analogy with other sorts of filter-
ing processes [107]. But increasingly the more common generic term for
space-domain signal processing systems is smart antenna.

All smart antennas are based on an antenna array—a grid or other con-
figuration of regularly spaced antennas, each connected to various receiver
processing elements, providing thus a number of spatially independent sam-
ples of the received signal. The samples have different phase and timing
information, which are capable of providing information about the spatial
location of the transmitter or reflector.

Let us consider a generic version of an antenna array (Figure 7.18).
Such an array can implement a number of functions:

1. Direction finding: The signals can be processed to determine the
direction from which they have originated.

2. Spatial filtering: Signals arriving from a given direction can be
enhanced, and those from other directions can be suppressed.

3. Coverage shaping (beam forming): The receiver can be directed to
pay attention, so to speak, to specific zones or quadrants. Signals
inside these beams will be enhanced relative to signals located out-
side of them.

4. Spatial equalization: As noted above in Section 7.3.1, the inputs
from an antenna array can also be handled in a more abstract sig-
nal processing manner to drive a spatial equalizer modeled on the
generalized equalization concepts developed above.

These features can be implemented in a fixed manner or adaptively.
An adaptive array can, in principle, detect the angle of arrival of a desired
signal and steer a receiver beam directly toward that transmitter. It can also
simultaneously identify other, interfering transmitters coming from different
directions and can fashion a null in the antenna pattern to suppress them. In
the most elaborate implementations, called fully adaptive arrays, the system
can track both desired users and interfering transmitters in real time, moving
the beam by adjusting the weighting and mixing parameters of the different
array elements [108]. In principle, a smart antenna of this sort could track
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and handle all interferers and all multipath signal components, although the
number of antenna elements would become very large.

Actually tracking individual users and/or interferers is quite challeng-
ing. Early commercial uses of so-called “smart” antenna technology have
focused on coverage shaping or beam forming.71 Fixed beams are quite easy
to form and may be viewed as an extension of older nonsmart antenna sys-
tems (where directional selectivity was achieved by the design of propaga-
tion patterns from single antenna elements). The fixed beams can be viewed
as more tailored versions of cells where the gain comes from better fre-
quency reuse in the spatial domain. Adaptive techniques are still largely in
development, as of this writing, but we may expect to see antennas becom-
ing even smarter during the next few years. This technology is well estab-
lished in the military field, and commercialization is mainly a function of
cost-reduced implementations.

The array is possibly the most straightforward example of the way in
which the receiver can generate information on its own for “free” (in infor-
mation theoretic terms). With a proper array (enough elements to provide
good resolution), the receiver can develop a detailed picture of its physical
environment; indeed, this is precisely what systems like radar and sonar are
designed to do. The transmitter, of course, does not possess this information
and cannot really operate with it, although it can assist in generating it. The
communications receiver may not have a need to visualize its environment
per se, but it stands in a unique position to apply these potentially enormous
quantities of surplus information to its basic task of detecting and decoding
the transmitted signal.

7.5 Multidimensional Signal Recovery Strategies

The recognition that many signal recovery strategies can be viewed in a pure
signal processing framework, abstracted to a degree from the physics of the
underlying signal dimension (e.g., time or frequency), has begun to suggest
to some researchers the possibility of extending these processes to more than
one physical dimension simultaneously. Although few of these multidimen-
sional techniques have yet reached commercial reality, it seems likely that
multidimensional receiver architectures will emerge as one of the corner-
stones of next-generation high-performance wireless systems.
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71. Godara’s survey [109] is fairly comprehensive. See also [110].



7.5.1 Multidimensional Equalization

One-dimensional approaches to signal recovery all begin in the same way, by
measuring or estimating the channel impulse response. Because the impulse
response can be characterized in more than one dimension simultaneously,
it should be possible to drive more than one equalization dimension. Hay-
ashi and Hara [93] note that:

A spatial equalization method ... calculates and adjusts the weights of
adaptive array elements only using an estimated channel impulse
response.... Taking into account that the estimated channel impulse
response can be also used for temporal equalization, it is quite natural
that we can easily extend the idea of “impulse response estimation-
based control” in the spatial equalization to a basic strategy in spatio-
temporal equalization [emphasis added]. [93, p. 1250]

Space–time equalization [111–114] is one realization of joint space–
time processing, which is one of the fastest developing areas in wireless
technology, as we shall see further on (and in Chapter 8).

Another two-dimensional equalization concept is offered by Sung and
Brady:

We introduce a frequency-space domain equalization [emphasis added]
(FSDE) using an antenna array.... An FSDE on the received OFDM
[orthogonal frequency division multiplexing] signal [i.e., a signal con-
structed of multiple overlapping frequency sub-channels—see Chapter
8] is performed by space–time Fourier transform (STFT) and
frequency-domain equalization (FDE). While a time-domain Fourier
transform in STFT demodulates the OFDM signals, a space-domain
Fourier transform attenuates the OFDM signals arriving at the antenna
array through unwanted paths.... A frequency-domain equalizer is
applied to the output of the STFT to compensate for the remaining
interchannel interference. [115, from the Abstract]

It seems safe to predict that there will be further exploration of multi-
dimensional signal cancellation as third-generation systems are deployed.

7.5.2 Multidimensional RAKE Receivers

The RAKE architecture can also be extended to more than one dimension.
Mun et al. describe a two-dimensional RAKE that “exploits the space- and
time-domain structure of the received multipath signal” [116, p. 1312]. The
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hardware for this receiver employs an antenna array with multiple time-
domain fingers on each branch [46] (Figure 7.19). They claim that the
space–time RAKE outperforms the conventional time-only RAKE by a fac-
tor “proportional to the number of [antenna] array elements” [46, p. 1315].
Other space–time RAKE structures are described by Naguid and Paulraj
[117], Onggasanusi et al. [118], and Liu and Zoltowski [119] (Figure 7.20).

A different two-dimensional RAKE architecture—“a time-frequency
generalization of the RAKE receiver” [64, p. 123]—combines the signal
images discriminated in both time and frequency: “The Time-Frequency
RAKE receiver, which correlates the received waveform with multipath-
Doppler-shifted copies of the transmitted symbol waveform ...” [120, p. 83].
Simulations indicate a potential improvement of 3–6 dB in system perform-
ance compared to the one-dimensional time-domain RAKE [64, p. 129]
(Figure 7.21).

7.6 Multiuser Detection and Interference Cancellation

The ultimate receiver would be something like the interference demon we
have met in Chapter 4. Stationed at the front end to the receiver, the demon
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would be able to see each component of the received signal as it arrived. It
would be capable of discriminating the desired signal from all of the unde-
sired signals and perfectly subtracting or canceling the interferers—leaving
the desired signal in nearly pristine isolation (marred only by the inevitable
halo of purely random noise that not even the demon can eliminate).

Recently, we have begun to dream of such a receiver, which, it turns
out, is based on a very simple principle: If the receiver is capable of detecting
and demodulating the desired signal, it should be able to detect and demodu-
late just as well any other signal of the same format. In a multiuser system,
where a number of users share the same physical channel, and where all
share the same basic signal structure, a receiver could in principle demodu-
late not just the target user’s signal but all the other signals as well. The non-
target signals, once known, could be subtracted precisely from the ensemble
received signal. Once all the nontarget signals have been subtracted, the tar-
get signal remains in a virtually interference-free state (Figure 7.22).

To restate this proposition in the language in which it is customarily
presented: We begin with the single-user detector. Operating in a multiuser
channel, this detector could in principle detect and demodulate any one of
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the users [121]. Normally, it detects only one and regards the rest as a noise-
like background.72 (This is the main principle of CDMA operation, which we
shall touch on in Chapter 8.) However, we can extend this detector in a
straightforward manner so that it can operate on multiple users of the same
format at the same time. This may either mean creating parallel demodula-
tion threads capable of literally operating simultaneously or it may mean that
the processor is fast enough to perform the same operation (i.e., detection
and demodulation of a signal) several times on the same sample of the
received signal before it has to take in the next sample.73 Whether executed
in parallel, or sequentially, the process is—conceptually—simple.
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72. “A single-user detector is defined as a receiver structure that requires no information
regarding other (interfering) users present in the system and demodulates the data
signal of one user only ... When a [single] user is detected, the interference due to
cross-correlations with signals of different users is ignored; thus the system becomes
interference-limited instead of noise-limited” [122, p. 24].



This approach is called multiuser detection, and the result is multiuser
interference cancellation. It is most associated with the name of Sergio
Verdú at Princeton University, and many believe that it is the next frontier in
signal processing for wireless communications [2].74 The simplicity in con-
cept is, of course, bedeviled by the details of implementation.

The hard part is the detection of many different signals mixed together
[125]. Even the detection of a single user in a CDMA spread spectrum
architecture involves a large amount of signal processing. The more or less
simultaneous detection of N intermixed signals is a task that increases in dif-
ficulty more or less exponentially as a function of N.75 We can spend more
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73. “The successive cancellation must operate fast enough to keep up with the bit-rate
and not introduce intolerable delay. For this reason, it will presumably be necessary
to limit the number of cancellations” [123, p. 53].

74. See also the excellent review article by Moshavi [124] and also [123].

75. Different algorithms tweak the processing burden to some degree, but the complex-
ity/gain trade-off remains unfavorable for all multiuser detection schemes that really
try to detect multiple signals. “Despite the fact that the performance of this [maxi-
mum likelihood sequence estimator] receiver is optimum, its computational com-



money on receiver hardware (the parallel cancellation architecture) or on
processing horsepower (the successive cancellation architecture),76 but even
so, true multiuser detection is still considered impractical (i.e., impossible?)
within the development window for 3G systems.77 So far, most of the results
are from simulations, where different schemes have promised considerable
gains in performance. One reported field test found that mobile transmitting
power could be reduced by 6 dB in a wideband CDMA system, through the
use of linear parallel multistage interference cancellation [128].

This chapter has ranged widely across some of the newest and least
coherent fields of wireless technology research. We have touched on a
number of conundrums—the possible limits to the channel coding paradigm
that has dominated communications engineering since Shannon, the benefi-
cial effects of multipath fading, and the information theoretic implications
of a more active approach to the use of channel information—which are
probably still too fresh to sort out fully. The purely passive receiver is fast
becoming an anachronism. New receiver architectures are being developed
that will take a much more active role in reconstructing the transmitted sig-
nal and sorting it out from interfering signals, as well as exploiting the free
information supplied by the channel itself.

Inevitably, changing ideas about receiver functionality lead back to a
reconsideration of the transmitter architecture. Hand-in-glove with the
trend toward active receivers, there is emerging a new approach—we might
well say a new philosophy—toward signal construction. It is a philosophy
that casts aside, sometimes implicitly, sometimes ostentatiously, the tradi-
tional assumptions regarding signal structure, orthogonality, and interfer-
ence management. This is the subject of Chapter 8.
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plexity, in terms of the number of operations O(2K), grows exponentially with the
number of users (K), making the implementation of such a receiver extremely diffi-
cult” [123, p. 26]. See also [126].

76. Koulakiotis and Aghbami [123] present a reasonably comprehensive taxonomy of
multiuser detection receiver structures. See also [124].

77. “One way to improve capacity is to employ sophisticated receiver structures. Per-
formance close to the single-user receiver can be achieved through optimum multi-
user detection. Unfortunately, this receiver is impractical as its complexity grows ex-
ponentially with the number of users” [127, p. 2294].
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8
Signal Expansion Strategies:

Beyond Orthogonality

We are halfway through the looking glass. The traditional valences of wire-
less channel phenomena such as multipath and Doppler spread seem to
have been reversed. Interference is no longer simply toxic. Like a powerful
drug with serious but controllable side effects, it may, used in the right dos-
age, promote good communications health. The idea of strict physical
orthogonality—that is, of strictly separating information-bearing signals from
different users into distinct space–time–frequency bins with physical buff-
ers between them—has been called into question. In the last chapter we saw
how passing through the physical channel causes the signal to expand in all
three physical dimensions and, more surprisingly, we learned that many
researchers are beginning to view this spreading, which is normally seen as a
problem, to be instead a benefit that can be exploited to improve the robust-
ness of the transmission, and—what is even more astonishing—to increase
the information-carrying capacity of the signal. We have seen how, viewed
from this perspective, a human-made signal seems somehow to be enriched
during transmission by new information created by the channel itself, which
the receiver can apply powerfully to its own purposes. Indeed, by even the
roughest calculations, it would appear that the channel enriches the signal
by an enormous factor—the added information is many times greater than
the original content of the transmitted message.
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In this chapter, we extend these lessons toward their logical asymptote:
If signal spreading is beneficial, why not spread intentionally? Why not break
down the orthogonal signal boundaries explicitly and thoroughly and create a
new type of signal structure that is in some sense fully expanded, or at least
as fully expanded as we can possibly manage within the limits of our receiver
technology? If natural signal spreading is really a boon for communications,
then shouldn’t it be possible to design the expansion in a controlled way to
achieve even better results?

Let us consider, then, how to expand the signal intentionally. Indeed,
at least three very different strategies can be used to accomplish this. Each
strategy approaches the problem from a different historical starting point,
and the fundamental similarities among these approaches have become
clear only relatively recently. As we might guess from the recurrence of the
magic number three, each strategy attacks the challenge of signal spreading
from a different signal dimension: space, time, or frequency.

The oldest form of designed signal spreading is known as spread spec-
trum, with its pedigree going back to classified military communications sys-
tems first developed more than 50 years ago.1 It is a familiar subject; in fact,
in some respects it is almost too familiar; some of its important attributes are
neglected even by its adherents. Spread spectrum has become the basis
for the first commercial quasi-post-Shannon wireless architecture (IS-95
CDMA), and has been selected as the basic architecture for true 3G stan-
dards soon to emerge [wideband CDMA (WCDMA) and CDMA2000]. Very
roughly speaking, spread spectrum in its common form2 involves a kind of
forced multiplication of the signal in the time domain, the effect of which
(per Fourier analysis) is to expand the signal in the frequency domain.

The second form of intentional signal spreading is based on a very dif-
ferent set of ideas emanating from several seminal articles published in the
early 1970s. It involves a forced multiplication or spreading of the signal in
the frequency domain (again, speaking roughly), with a resultant expansion
effect in time (at the symbol level, as we shall see). This type of signal struc-
ture is called by several names. In wireless applications now emerging, it is
often but not always called orthogonal frequency-division multiplexing, or
OFDM (although this is a compound misnomer, because arguably OFDM is
neither orthogonal in the normal sense at all, nor is it really much like what
is normally referred to as frequency-division multiplexing). In the field of
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2. The common form is direct-sequence spread spectrum.



high-speed digital subscriber lines, the same technique is known as discrete
multitone modulation, and has become the most popular of several compet-
ing DSL schemes. Other terminological and architectural variants include
multicarrier modulation and multicarrier CDMA.

The third form of spread signal architecture is so new that it is still only
half glimpsed, as it were, even by its proponents. It is based on a forced
spreading in space, by transmitting the same signal many times over many dif-
ferent antennas, with various extra signal processing wrinkles thrown in. The
technology is still in its infancy and, characteristically, there is a plethora of
similar concepts veiled in very different terminologies. The closest thing to a
generic label is perhaps what is referred to as the multiple-input/multiple-
output architecture, although many of these systems also employ some sort of
time spreading, so space–time coding is another common search phrase. One
of the splashier proposals has emerged recently from work at Bell Labs and
goes by the name of BLAST (styled as Bell Labs Layered Space–Time),
which itself comes in several colors. More prosaic versions of the same strat-
egy are sometimes labeled simply transmitter diversity.

In this chapter, then, we review the ways in which the new view of the
wireless channel, which was the main subject of Chapter 7, has begun to
actively influence the design of wireless signal construction strategies. Com-
mon to all of these techniques is the more or less explicit abandonment of
orthogonality, in the normal sense, to design signals that do not require physi-
cal buffering in space, time, or frequency from other similar signals. The end
result and indeed the motivating goal in all of these cases is often a new mul-
tiple access architecture that does not require physical separation of signals
from different users. Strange as it seems to engineers raised in the classical
pre-Shannon world of interference avoidance and physical buffering, these
spread signal architectures allow multiple users to occupy the same S-T-F
space simultaneously and completely. Receivers are designed to discriminate
on the basis of coded signatures that do not depend on these seemingly basic
physical dimensions in order to allow separation of different users.

The combination of multiple spread signals into full-blown multiple
access architectures is beyond the scope of this chapter and this volume.3

That said, the reader is assumed to be generally familiar with the principles
of code division, and this knowledge will be helpful in following the presen-
tation here.4 The focus of this chapter is on the physical construction of a
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3. Multiple access implementations are intended to be the main subject of Volume 2 of
this three-part work.

4. My earlier books give an overview of CDMA [1, 2].



spread signal. From the standpoint of the physical layer technologies, the
hallmark of spread signal design is that the information-carrying capacity of
the channel is enhanced. Whether that capacity is allocated to a single user
or divided among a large number of lower rate users is largely, though not
entirely, irrelevant to the spreading technique.

8.1 An Analogy: Stereo and Beyond

The perverse, provocative, paradoxical view of the wireless signal construc-
tion process that we explore in this chapter can be approached by way of an
analogy that exposes how oddly natural and straightforward the new para-
digm really is. The analogy I wish to draw is with a natural information proc-
essing system that is part of the foundation of human experience. This
system incorporates an unusual receiver architecture that is designed (if the
idea of design is still permitted here) to process acoustic information—the
human ear.5

The study of the ear—the physiology and psychology of hearing—is
one of the intellectual sources of communications science. Alexander Gra-
ham Bell began, of course, as a teacher of the deaf, a practical pathologist of
the ear, and he spent long hours dissecting cadavers to study the structure of
the tympanum and the cochlea. One of his first experimental communica-
tions devices involved connecting a dismembered ear to a mechanical stylus
in an attempt to replicate the mechano-physiology of sound reception.
Somewhere in the course of his obsession, the vital idea took hold that the
ear could be viewed as a model of a simple system to convert sound into
some other type of signal. The diaphragm of the telephone that he invented
is a kind of prosthesis for the eardrum, converting sound into a small electri-
cal current. Indeed, in the original versions of the Bell telephone it was voice
power that directly drove the microphone—the idea of modulating an elec-
trical carrier came later.

Research on hearing processes continued to provide important insights
into early speech compression systems, and we still can find today, buried at
the core of any voice transmission system, an idealized ear—that is, a model
of the signal as it is received and processed by the human ear. For example,
the important technical parameters of PCM such as sampling rate and code
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5. Much of this information was drawn from material available on a wonderful Web
site created by Northwestern University’s Music School: http://www.northwest-
ern.edu/musicschool/classes/3D/index.html.



structure are based on highly simplified forms of the response patterns of the
ear. Shannon’s idea of rate distortion as a criterion for determining accept-
able quantization losses to create a digital representation of an analog signal
is implicitly calibrated to perceptual models of what can and what cannot be
heard, that is, discriminated by means of the ear. In other words, the very
definition of information itself, in Shannon’s own terms, is obscurely bound
up with the design limits of the ear.6

How does the ear really do its job? Consider, say, a performance of the
“Ode to Joy” chorus of Beethoven’s Ninth Symphony, from a communica-
tions perspective. Assume, for simplicity, that it is already in the form of a
recording. Pop the CD into the CD player, pull up a chair, and the transmis-
sion begins. Music and voices fill the air. People settle into themselves, their
heart rates stabilize, and blood pressure drops. What is going on here?

Approaching this arrangement—transmitter, signal, channel, and
receiver—from the standpoint of a wireless communications engineer, sev-
eral things strike us right away. First, we take note of the unusual receiver
configuration. The receiver has two channels, or, more accurately, there are
two separate and independent receivers—two human ears, each of which
constitutes a complete receiver capable of demodulating the signal and con-
verting it into neural code, forwarded for further processing downstream in
the cerebral cortex. Somewhere deep in the brain the experience of a unified
sound experience is synthesized from these two independent channels. That
part is still a deep mystery.

Why two receivers? It is not immediately clear. The answer we might
be tempted to offer, redundancy—which is a corollary of space diversity
(multiple antennas) in a wireless system designed to average out the effects
of multipath fading—would be wrong. We do not have two ears just in case
we go deaf in one of them. Nor would it seem that multiple receivers are
intended to cope with destructive acoustic fading or delay spread; our two
ears do not seem to help much in situations where acoustic echoes (gross
multipath) dominate the channel. (Consider how hard it is to hear voice
messages transmitted over loudspeakers in large train stations, for example.)

We have two ears because two ears can collect more information than
just one ear. Part of that information relates to the spatial location of the
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6. I will not pursue this admittedly provocative observation here—but I stand by it. The
definition of information in Shannon’s writing is clearly dependent on conversion of
the original analog phenomenon into digital form—there is no such thing as analog
information!—and this step in turn is based on the semantic criterion, which is
based on the ear and its capabilities for discrimination.



transmitter. Our two ears constitute a spatial sensor array, and we can local-
ize sounds with remarkable accuracy: We can resolve a minimum audible
angle as narrow as 2° or less depending on the exact task.7 This is much bet-
ter than any commercial RF antenna array, even those with many more
elements.

Indeed, the ear performs with too much accuracy it would seem, or at
least more than we can immediately account for. As wireless engineers, we
know that a two-element array should be limited to two dimensions in its abil-
ity to discriminate angle of arrival.8 Given a horizontal placement of the two
sensor elements, we should expect to see good discrimination of left, right,
and center, but not in front or behind, up or down.9 Three sensors ought to
be needed in order to distinguish three spatial dimensions. In other words, a
sound coming from a source directly over your head ought to be indistin-
guishable from a sound originating from a point directly behind your head.
Yet humans can easily distinguish the two. Apparently there is more to the
array structure of the ear than just two sensor elements.

More detailed study of the physiology of the hearing process has dis-
closed that the human acoustic information processing system actually
develops additional auditory pathways within the human body. That is, the
ear actually creates additional, very fine-grained multipath information dur-
ing the last segment of the acoustic channel:

The sound waves that reach the listener’s two eardrums are affected by
the interaction of the original sound wave with the listener’s torso, head,
pinnae (outer ears), and ear canals. The composite of these properties
can be measured and captured as a head-related transfer function,
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7. “The highest resolution is evident in the horizontal dimension, especially in front of
the listener where the minimum audible angle is 2-degrees or less.... That angle in-
creases to near 10-degrees at the sides and narrows to near 6-degrees in the rear. By
comparison, the resolution in the vertical dimension is quite low. The vertical mini-
mum audible angle in front is near 9-degrees and steadily increases until overhead
when it reaches 22-degrees” [3]. See also [4].

8. Interesting enough, this puzzle was first studied by Lord Rayleigh, in 1907 [5].

9. “Classical psychoacoustics focused on the separation of the two ears and proposed
the duplex theory of sound localization.... Interaural intensity difference (IID) and
interaural time difference (ITD) each make a significant impact on perceptual judg-
ments.... These observations do not, however, provide sufficient explanation for hu-
man localization. In fact, IID and ITD only affect ... perceived position along a
left–right axis between the ears. With only ITD and IID, a person cannot judge
whether an acoustic event is in front, above, behind or below” [3, p. 8].



HRTF. The complexity of the interaction of the sound wave with the
acoustics of the listener’s body makes the HRTF at each ear strongly
dependent on the direction of the sound [emphasis added]. [3, p. 3]

In a classical Shannon framework, we might have analyzed these vari-
ous extra resonances as interference or noise, an inescapable degradation
due to the physical limitations of human tissue. We would have focused on
the ability of the ear to function despite these implementation losses. It is
becoming clear from a variety of physiological studies that this is probably
the wrong way to look at it. If the auditory system were based on the classical
signal versus noise model, the ear might well have been much more isolated
in various ways, acoustically, from the rest of the body. Instead, we find that
the ear-receiver is embedded into the bone structure of the skull, which
transmits sound well, and is coupled structurally with the complex acoustic
cavities in the head in ways that suggest that the extra resonances are
intended to be enhanced, not suppressed. The HRTF is a designed feature
of the system, intended to expand the multipath signature and improve our
localization capabilities without adding extra receiver elements.

There are numerous acoustic factors which add complexity and richness
to HRTFs. For example, there is a clear magnitude peak in the region
around 3000 Hz that is caused by the resonance of the ear canal. There
are notches and other fine details in the magnitude response caused by
the constructive and destructive interference of the direct wave with sound
reflected off the body [emphasis added]. Reflected sound below 2000 Hz
is mainly from the torso, and above 4000 Hz it is mainly from the pin-
nae; in between, there is a region of overlapping influence. [3, p. 5]10

In short, we find that the receiver actively develops and uses additional
paths in the acoustic channel, to create important additional information
about the signal.

There is more. The HRTFs are in fact much richer than needed strictly
for angular spatial localization.11 The rich multipath signature contains other
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10. See also [6].

11. “Even though HRTFs are very rich in acoustic detail, perceptual research suggests
that the auditory system is selective in the acoustic information that it utilizes in
making judgments of sound direction. [For example] Evidence reveals that monaural
phase information is irrelevant to spatial perception, and that interaural phase infor-
mation is extremely important” [3, p. 8].



types of information as well, such as distance. We can normally tell approxi-
mately how far away the source of a sound is, as well as its direction. If we
consider the evolutionary determinants of the hearing system, it would seem
obvious that both direction and distance of a sound source are required to
enable an animal to effectively respond to it (e.g., as a prey item or as a
threat). Yet even HRTFs cannot be the total answer to the development of
accurate range information. It has been found experimentally that HRTFs
change very little when the distance of the sound source is more than about
6 feet from the head [3, p. 6]. Larger scale distance information is extracted
primarily from what the acoustic engineer calls the reverberation pattern,
and what the RF engineer might refer to as the time-delay signature [3].12

Beyond fully localizing the source in space (direction and range), the
HRTF and the auditory processing system are capable of developing other
types of information about the channel. In listening to a recorded music per-
formance, the listener is able to sense many things about the room within
which the sound transmission is occurring, such as its size and aspects of its
shape. It may be possible to tell whether the room is carpeted, or even from
what sort of materials the surfaces are constructed.13 Even the temperature
and humidity of the air can leave a discernible imprint on the acoustic signal.

We do not normally analyze our knowledge of sounds into these com-
ponents; instead, the channel information is often attached to a particular
task or embedded as a part of our rich overall experience of a particular situa-
tion, but people are capable of construing huge amounts of information from
seemingly limited sound signals. I have noticed that most people can tell not
only the likely location of a coin dropped on a hard surface (and where to
look for it), but even the denomination of the coin and sometimes the type of
surface. Certainly, in rooms designed specifically for acoustic events (e.g.,
symphony halls), the physical characteristics of the environment are
designed quite carefully, precisely because the listener is able to discern dif-
ferences in the environment that may be construed positively or negatively
for the listening experience. I remember the controversy that developed sev-
eral years ago after renovations at Carnegie Hall in New York, when musi-
cians and others began to claim that they could hear a layer of concrete that
had been added underneath the stage—even though the contractor and
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12. See also [7].

13. “The listener may also perceive the perceptual qualities associated with concert halls
such as definition and spaciousness. Maybe the listener also hears certain properties
of the environment such as the size and shape of a room or the reflective properties
of the walls and furnishings” [3, p. 2].



Carnegie authorities vehemently denied it. After several years of continuing
complaints, the floor of the stage was excavated and indeed it was found that
a concrete layer had been installed. I am not sure that I would have heard
the difference or known how to interpret it, but this shows that a trained ear
can extract very specific information from the channel transfer function of
an acoustic signal.

We will get to the transmitters in a moment, but we may say that in
some ways the transmitter can be seen as the mirror image of the receiver.
Figure 8.1 shows a design for a sophisticated stereo system, whereby a single
input is divided into two channels (for the right and left speakers), and each
channel is shaped by a filter (transfer function) that is in turn weighted by an
appropriate HRTF corresponding specifically to the right or left ear of a par-
ticular listener. The channels are also adjusted for gain (loudness) and delay,
based on the presumed orientation of the listener’s head to the sound
source. This system could also be viewed in reverse: The left and right filters
are the listener’s two ears, shaped by unique HRTFs and characterized by
different gain and delay patterns in the received signals. These two channels
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are eventually combined by the brain into a single sound experience, and
parameters such as azimuth and elevation are generated as outputs.

Beyond the spatial characteristics of the signal, we can examine the
acoustic signal in terms familiar to us from our discussions in the previous
chapters, such as the time domain and the frequency domain. We find a
familiar distortion process that also yields important information to the
post-Shannon receiver (Figure 8.2). Researchers have studied the impulse
response of the auditory system, with findings that should sound familiar:
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From the standpoint of the time domain, the signals that reach the two
ears are no longer impulsive. The energy has been spread over 1–3
msecs by the acoustic interaction with the listener’s body. Comparing
the two ears, the sound arriving at the [near] ear is generally more
intense and arrives earlier than that at the [far] ear. These differences
between the two ears are called the interaural intensity difference (IID)
and the interaural time difference (ITD) respectively. When a sound
source is completely to the side ... the ITD reaches a maximum near .7
to .8 msec. [3, p. 4]

In other words, as the channel spreads the signal, each receiver (each
ear) sees a different signature in the spreading function. The detailed trans-
lation of the impulse response into a time–energy curve, plotted against the
angle of arrival, shows a much more complex pattern (Figure 8.3).

To fully synthesize these perspectives on the auditory system may still
be a bit out of reach, pending studies of the neurophysiology of sound per-
ception that are slowly tracing the channel back up into the brain. The expe-
rience of sound is an integrated experience. We do not really hear two
distinct signals, one from each ear, in the way that we do receive two distinct
signals from the tactile sensors on our right and left hands. We hear unified
sound events, and attached to them are many layers of important informa-
tion such as location and other characteristics of the environment that con-
stitute the acoustic channel. This complex combination of two signals by the
brain is still enveloped in mystery and viewed by those in the field with a
sense of awe:

Each ear has a different transformation, and the transformation changes
as the head and/or the source moves. The auditory system performs the
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phenomenal task of integrating the information arriving at the two ears
into a single, fused perceptual image of the acoustic event in space: the
auditory system extracts out the directional information and reconstructs
an estimate of the original source spectrum. This is accomplished in
spite of the fact that there is no direct structural representation of spatial
information in the auditory system as there is in the visual system ... No
wonder that research into three-dimensional sound has lagged behind
research into three-dimensional vision! [3, p. 8]

This last point—the complexity of the auditory translation—has just
begun to be explored by neurophysiologists. It is indeed clear that hearing
involves a more subtle combination of multiple signals than vision. Tracing
the neurons in the brain that map the inputs from individual sensors (such
as retinal cells or cochlear hair cells in the ear), physiological researchers are
finding that the auditory map interacts with the visual map, and is to some
degree calibrated by it, but the information from the auditory system is inde-
pendently derived. The following comments are from a recent study of the
interaction between auditory maps and visual maps in barn owls. (Barn
owls? I have intercalated what I hope is an appropriate commentary based
on the main topic at hand—wireless communications.)

Most brain maps are projection maps, in which neurons in the retina,
say, project to the relevant brain area in such a way that the spatial
arrangements of the neurons is the same. [8, p. 30]14

In other words, the visual map constructed in the brain is, we would
say, linear, or a bit map representation of the signal. At least at the stage of
creating the visual map in the visual cortex, the system is not heavily focused
on the structure of the signal.15

In contrast, the auditory space map... does not reflect the [physical or
spatial] organization of the auditory nerves, but is actively computed
when information from the two ears is combined in the brain. The trans-
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14. The article quoted here is a summary of a more technical presentation of the under-
lying research, which is found in the same issue [9].

15. Obviously, the vision system encompasses a vast amount of further postprocessing of
the visual map, to distinguish edges, shapes and objects, and colors, and many other
complex features that require nonlinear transformations. It does seem, however, that
the initial visual map is something like a bit map of the retinal impulses.



lation of auditory cues into a topological representation of space is clearly
a complex transformation, even for a static auditory scene. [8, p. 30]

That is, the auditory system works immediately and directly on the
structure of the signal, as it is decomposed in the time and frequency
domains, and the space map appears thus to be constructed from these non-
linear computations. The ear is truly an even more active receiver than the
eye. In broad terms, the form of this transformation has been plotted:
“Sounds are first transmitted to the brain’s central nucleus ... where they are
grouped by various criteria such as frequency” [8, p. 30]. That is, the struc-
ture of the signal components is distilled and clarified.

The resulting neural signals are then ... organized into an arrangement
that represents the location of sounds in space. The auditory map is
modified by visual signals ... and aligned with a visual map, producing a
multimodal map of space. [8, p. 30]

The receiver uses side information that is generated from an independ-
ent channel (the visual channel) as a kind of pilot to help calibrate the audi-
tory map.

In humans, and perhaps barn owls, which are both strongly visual spe-
cies, the visual space map may occupy primary position in creating the ani-
mal’s sense of its environment, and the auditory map probably operates for
most of us at a fairly subliminal level most of the time. We use vision as the
primary system for locating stimulus events in space, with audio supplying
important but subsidiary cues in most cases. However, other species have
evolved that use the auditory map as the primary or even the only basis for
creating the spatial model of their environments. Bats and whales are impor-
tant mammalian examples. These species have learned to enhance the audi-
tory map by generating their own sound events to create reflections on
demand, rather than waiting for the environment to randomly supply these
events. The ability of bats to navigate through very fine obstacles in rapid
flight using only their sonar system is a well-known and still amazing demon-
stration that multipath processing of sound signals can be used to create an
enormous amount of information supporting a highly detailed spatial map.

We may have delved deeply enough into a foreign discipline for our
purposes. To recapitulate:

1. The acoustic information processing system is not intended merely
to receive and decode a narrowly construed information-bearing sig-
nal, based on the classical Shannon model. It is designed to create
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an accurate map of the entire physical environment using acoustic
signals (with help, apparently, from the visual side channel).

2. To do so, the auditory system must exploit the multipath informa-
tion created by the physical channel. Hence, there are two receiv-
ers whose outputs are later combined in a complex nonlinear way
that relies heavily on detecting the structure of all the signal com-
ponents, rather than simply separating the desired signal from the
background noise.

3. To further enhance the power of the auditory system, the receiver
is designed to create additional multipath components—to add
even more structure to the signal—by using the various pathways
through the body and the structure of the ear. Head, torso, outer
ear, and ear canal all add extra resonances to the received signal,
distorting the signal in ways that create richer signatures contain-
ing more information. This enables the auditory system to discrimi-
nate spatial information, for example, with much greater accuracy
than should normally be possible with just two sensor elements
(two ears).

4. The ear apparently analyzes the spreading of the signal in the time
and frequency domains to obtain its read on the structure of the
environment, in a way that is suggestive of the use of time and fre-
quency signatures in a wireless receiver to discriminate signal
components.

This picture of the acoustic receiver should give us some comfort in
viewing the wireless receiver in a different light, as we have tried to show in
Chapter 7: as an active, constructive system that can, in principle, take
advantage of structured channel information to develop a much stronger
model of signal detection, with various useful outputs of extra informa-
tion (such as location) that were not a part of the original transmitted signal
at all.

What about the transmitter, and the generation of the acoustic signal
in the first place? Signal construction is the real focus of this chapter.

The classical Shannon communications model, applied to the trans-
mission of Beethoven’s “Ode to Joy,” would suggest that the optimum signal-
ing strategy would be to position a single transmitter or speaker at a
reasonable short distance directly in front of the listener, in the middle of an
open environment well away from walls or other large objects that could cre-
ate multipath interference. We would also want to instruct the listener to
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remain rigidly still, so as not to change the angle of incidence of the sound
source on his two ears. Indeed, we might even instruct him to cover one
ear so as to eliminate the redundant and potentially interfering signal. This
conjures a Monty Pythonesque image of an intensely concentrating audio-
phile (perhaps in a bowler hat) sitting on a small chair in the middle of an
open field, staring intently at a small speaker a few feet in front of him, and
imagining that he has obtained a near-optimum experience of Beethoven’s
music.

Contrast this with what today’s state-of-the-art acoustic transmission
systems actually look like. For example, Bose has recently designed a high-
performance audio system for the Porsche Carrera [10]. The system employs
no less than seven separate transmitters (speakers) within the confines of
the two-seater’s interior. The design of this system is reported to have taken
3 years and required a painstaking analysis of the acoustic environment of
the cabin. The goal was to create a sonic illusion of a wide field of sound.
Cost? About $3,000.

Indeed, we all realize that stereophonic sound generated from at least
two speakers is superior to monophonic audio. Serious students of sound
reproduction are intensely critical, however, of the limitations of a two-
speaker system:

Traditional stereo reproduction provides you with some spatial informa-
tion, but not enough to recreate the full dimensionality of being in a
room with a live musical performance. Rather than sensing that you are
within a 3-D space, loudspeaker reproduction creates the impression
that you are in front of the sound space.... You are relegated to the role
of an immobile observer with impoverished sensory information [empha-
sis added]. [3, p. 2]

To this end, multichannel systems have been developed, and different
techniques applied to split the normal left/right pair of recorded signals into
four or more artificially differentiated signal components transmitted
through multiple speaker elements. Many systems now routinely provide for
separate transmission of different signal components based on frequency
(e.g., bass speakers designed to be placed separately from high-frequency
tweeters). More advanced techniques pick apart the signals in the electronic
domain and create artificial signal images that are intended to enrich the
audio. Work on three-dimensional sound is progressing, but the mainstay of
sound enrichment is the multiplication of transmitters (“the best 3-D solu-
tion for large listening spaces is to use an array of loudspeakers” [3, p. 16]).
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Similar considerations enter into the design of concert halls and even audio
rooms in smaller settings, where far from avoiding multipath, the practical
solutions all involve designing a signal that is well and evenly spread.

When a concert hall is being designed there are many factors ... that
must be considered to create good sound. It is important to avoid the
use of large flat walls because reflections will be unevenly distributed.
Walls that are curved inside [i.e., concave] create more problems
because sound is focused to certain hot spots that are very intense,
while other places lack reverberation. [11, p. 1]

In other words, good design here is not about suppressing reflections
or reverberations. To the contrary, it is largely about making sure that the
signal is spread evenly so that all seats in the building enjoy good and rich
multipath characteristics. The time-domain analysis of each potential
receiver position—each seat—should show a similar, voluptuous delay pat-
tern (Figure 8.4).

The analogy is complete. Multipath is the acoustic engineer’s friend,
and the very survival of bats and other species depends on creating and proc-
essing an extremely dense, rich received signal that is full of extra informa-
tion components that the classical Shannon model would exclude or convert
to noise. The use of multiple receivers and multiple transmitters is accepted
as the way to create a superior signal and improve communications perform-
ance. The enriched signal carries an astonishing amount of information
about the spaciousness, humidity, temperature, directionality, even the
shape and volume of the room, the presence of carpeting, furniture, draper-
ies, the unseen layer of concrete under the floor, and so forth.

Kendall summarizes the perspective of the acoustic engineer:

When an acoustic event occurs in a natural environment, sound waves
from that event propagate in all directions. The waves encounter objects
in the environment with which they interact by reflection and diffrac-
tion. The constructive and destructive interference of all the resulting
waves creates a rich acoustic admixture that is further enriched when
there are multiple sound sources. [3, p. 3]

If there is one single way to best characterize what this extended anal-
ogy teaches, it is that signal spreading is a vital strategy in the construction of
strong communications links. Let us now consider the most common tech-
niques for spreading an RF signal.
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8.2 Spreading Forced Through Multiplication in the Time
Domain: Direct-Sequence Spread Spectrum

The typical data rate for a wireless voice signal is around 10 Kbps today.
Using the general rule of thumb that it should take one frequency cycle to
encode one information-bearing symbol, a binary signaling system carrying a
10-Kbps information-bearing message should occupy about 10 kHz of band-
width measured in the frequency domain. If we ignore the implementation
inefficiencies and rather moderate spreading tendencies inherent in most
realistic modulation schemes (which imposes a guardband requirement, that
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is, F-buffering), we indeed find that this data-rate-to-frequency-bandwidth
translation does roughly hold.

This is a very narrow signal—let us call it now the unspread sig-
nal—and it will be seriously affected by frequency-selective multipath fad-
ing. The coherence frequency bandwidth (Fcoh) is typically at least 500 kHz
at cellular frequencies, which means that—viewed from a frequency-domain
perspective—the unspread signal runs the risk of falling into some very large
holes. We can liken it perhaps to a bicyclist trying to ride a racing bike across
a roadway that is pockmarked with large potholes a foot or more in diameter.
Hitting one of those holes, the wheel of the bike will fall in and damage is
inevitable (or at least a very bumpy ride). If, however, we could somehow
expand the signal, so that it occupied a bandwidth much larger than Fcoh,
then it would be much less vulnerable. Just as a truck, with large wide tires,
can easily roll over a 1-foot pothole in the road without even feeling it, a
spread version of the signal would be much more robust in a multipath fad-
ing environment.

How can we spread this signal, assuming that we still have only 10
Kbps of actual information payload to carry? How can we force this narrow
signal to expand? The answer is quite simple, although there are two quite
different ways of looking at it.

One perspective is the logical or code-oriented perspective. A very
straightforward strategy is to simply multiply each information symbol by, say,
100, and to transmit the multiplied data symbols in the same time interval,
that is, to speed up the transmission rate. Each symbol is repeated 100 times,
and the 10-Kbps signaling rate is speeded up to 1,000 Kbps (Figure 8.5).
Why is this repeating code more robust? The receiver now has 100 copies of
each data symbol to work with and, in principle, it can lose a great many of
them to the frequency potholes and still successfully receive the intended
message.

But the same phenomenon can be viewed from a physical perspective,
where it is much more interesting. Physically speaking, it is the increased
speed of the data rate and the shortening of each individual symbol that are
important. The fundamental, albeit mysterious trade-off between time and
frequency comes into play. As the time period of each transmitted pulse
becomes shorter (holding other things constant, of course), the frequency
spectrum of each pulse becomes wider. As the pulse duration becomes even
shorter than the impulse response time of the channel—that is, as the pulse
becomes short enough to sneak through the channel before it can be signifi-
cantly distorted by the channel—the spectrum broadens out to create a new
sort of physical signal:

394 Third Generation Wireless Systems: Post-Shannon Signal Architectures



Sufficiently short pulses can be treated as though they possess a flat
spectrum over an indefinitely wide range of frequencies. The expression
sufficiently short means that the duration of the pulse is much shorter
than the response time of any part of the system under consideration.
Such a pulse can be completely characterized by its strength or area; its
precise shape is immaterial. [12, p. 35]

This sort of signal is called a spread spectrum signal, and it possesses a
number of interesting properties.

First, it is said to be characterized by flat fading. It is much wider than
Fcoh and is not nearly as vulnerable to frequency-selective multipath fading.
This resistance to narrowband fading is inherent in the signal, physically,
and has nothing to do with the coding applied at the logical level.

Second, viewed in the time domain, each pulse makes it through the
channel before the channel has a chance to change. There is no meaning-
ful distortion within each pulse. Different pulses, of course, see different
channel configurations, but they are able to be discriminated as distinct
entities by the receiver. To restate that, a properly designed receiver (e.g., a
RAKE receiver) can discriminate each pulse clearly. In fact, the receiver can
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discriminate different images of each pulse created by the multipath chan-
nel. Instead of blending together in a scrambled blur, the different multipath
components of the pulse can be resolved. As we have seen in Chapter 7,
they can be, in principle, combined coherently. Multipath fading is elimi-
nated by resolving it into individual signal components; instead of interact-
ing destructively (causing fading), they can be combined constructively.

Third, the signal represents or allows a favorable trade-off of band-
width for power. The power–bandwidth trade-off was recognized by Shan-
non in his work on pulse code modulation. PCM is really the first practical
form of spread spectrum; the voice signal is encoded at a high data rate (64
Kbps) and the signal is thus spread considerably beyond the approximately
3-kHz frequency bandwidth of the original analog voice signal. The result is
that we gain in robustness; the PCM signal can function well at a SNR a
thousand times worse than that required for good analog transmission. To
say it differently, the power of the signal relative to the noise, which is
viewed as having a constant power, can be enormously reduced.

The power–bandwidth trade-off has been treated as a quasi-mystical
precept by some spread spectrum proponents, and it has been suggested that
Shannon himself somehow proved that spread spectrum is the best of all
possible signaling strategies. This is not true, but it is an embedded assump-
tion in many partisan presentations. However, it is true that one practical
result of using a spread spectrum signal is that it can allow the transmitter
power to be reduced.16 In wireless systems, this can mean improved battery
life for portables. In extremely spread systems—where the spread signal is
thousands of times wider than the data signal—it can become possible to
operate a communications link (with some additional measures in the coding
domain) at negative SNRs, which once seemed like a high paradox.17 In short,
where there is a strong pragmatic motivation for reducing the power of the
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16. A friend (Michael Hirsch) once commented on this in what I thought was one of the
only really true observations about the relative merits of CDMA versus TDMA, by
saying that TDMA systems must be designed to transmit “at least enough power,”
while CDMA systems are designed to transmit with “just enough power.” That is,
TDMA systems are, practically speaking, required to maintain a certain margin over
the minimum required signal level, whereas CDMA systems are required to mini-
mize the surplus energy transmitted above the absolute minimum required by the re-
ceiver. Of course, the price paid is that CDMA must use extremely tight power
control and must devote a significant portion of the signaling bandwidth to establish
this power control. TDMA, on the other hand, can use much looser power control
and need not devote nearly so much bandwidth to this function.

17. See [1, p. 352ff].



signal (and where enough spectrum is available to support the luxury of
spreading), spread spectrum offers this advantage. One such application is
for the construction of signals that are difficult for the unauthorized listener
to detect, which is often a requirement for military communications and
other types of secure or secret communications. The ability to bury a signal
in the background noise is advantageous here.

Fourth, the spread signal possesses a new property called processing
gain, which is roughly defined as the ratio between the bandwidth of the
spread signal and the bandwidth of the unspread data signal. In the example
cited above, a 10-Kbps data signal was spread (through a repeating code) to
1 Mbps; this spreading factor of 100 is said to translate into a processing
gain of a factor of 100, or 20 dB. This 20 dB can be added to the S side of the
SNR calculation. In some spread spectrum systems, processing gains of as
much as 30 dB can be realized. In principle, this is a physical layer effect
rather than a coding effect per se. The spread signal contains 100 times as
much information as it needs, strictly speaking, to represent the information
contained in the data message, and this inherent redundancy translates into
a stronger signal (which has been paid for, extravagantly, with bandwidth).
That is what the idea of processing gain attempts to capture.

Finally, the spread spectrum signal creates a new set of opportunities
at the logical level to construct a coded signal capable of much higher per-
formance. As we now understand, the spread spectrum signal possesses
much greater carrying capacity, by definition, than it actually requires for the
information-bearing message. The number of transmitted symbols is much
greater than the number of data symbols. How should we invest this extra
capacity in the construction of a stronger signal? In the example developed
above, the forced spreading of the low-rate data signal was accomplished by
simply repeating the data symbols at a much higher rate. It would seem that
we should be able to use this extra carrying capacity more intelligently. Intui-
tively, we feel there must be more powerful coding strategies that would
bring even greater gains. Moreover, the wastefulness of a simple repeating
code looks like a gross misuse of precious spectrum, and counter to our
objective at the next higher system level (multiple access) of allowing as
many users as possible to share the available communications bandwidth.
The signal processing arguments in favor of spreading are all well and good,
but what about the capacity problem?

This brings us to the subject of CDMA.
In commercial wireless applications, spread spectrum is the founda-

tion for a popular and controversial multiple access architecture: code-
division multiple access. The construction of multiple access schemes like
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CDMA is properly a topic for Volume 2, but we may briefly touch on some
of the ways in which the spread spectrum signals are designed at the logical
level in support of a CDMA architecture. The key concept is direct-
sequence spreading.

Rather than simply replicating the data signal to achieve the physical
spreading effect, the standard technique is to mix the data signal with a sec-
ond coded signal, called a spreading code. The second signal runs at a much
higher rate than the data signal, and the resulting sum of the two also runs at
the higher rate; this means that the output of this mixing process can physi-
cally spread the transmitted signal to occupy a much larger frequency band-
width, as we want.

At the logical level, this mixing can be thought of as addition of the
code symbols of the two signals together (Figure 8.6). The information sym-
bols in the data signal are now effectively spread over a larger number of new
symbols that were created by adding each data symbol to a corresponding
number of symbols in the spreading code.

What sort of spreading code should be used?
First, the prevailing wisdom in the development of spread spectrum

CDMA is that we should choose a spreading code with noise-like properties.
That is, viewed as a signal on its own, the spreading code should look like
white noise: If it is a binary code, it should have a pseudorandom pattern of
ones and zeroes, in equal numbers over the long term. The cycle or repetition
time of the code sequence should be long. Because of their noise-like nature,
such codes are sometimes called pseudonoise sequences or PN codes.

A noise-like code should also have the property of low autocorrelation
with time-shifted images of itself. This is the basis for discriminating differ-
ent multipath images, which should show good decorrelation properties to
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enable the receiver to separate different rays for subsequent processing (e.g.,
constructive combination in a RAKE receiver). It is essential for good per-
formance in the wireless channel.

The other chief requirement on the spreading code is derived from the
multiple access requirement. We must be able to discriminate different
users’ signals effectively. Any two given spreading codes should show
good cross-correlation properties. Each should appear like noise to the other
(Figure 8.7).

The design of appropriate spreading codes is a special subfield of cod-
ing theory. The argument that noise-like spreading codes are the most desir-
able direct sequences is rooted in the assumptions we have touched on
previously that the best performance (within practical engineering con-
straints) can be achieved when the signal is most clearly distinguished
against a flat, featureless background of evenly distributed energy lacking in
any identifiable signal-like structure.18 The truth, I think, is more subtle. The
receiver should be able to view the undesired energy in the channel, whether
it comes from multipath images of its own desired signal, or from other
users, as noise-like and non-noise-like (random and structured) at the same
time. If the spreading key is applied, the spread signal component should
resolve itself clearly into a known pattern. If the spreading key is not applied,
the spread signal component should look like random white noise. In prac-
tice, in today’s limited RAKE receivers, the receiver will apply the spreading
key to the first few fingers to detect the strongest handful of multipath
images—and then it will leave the rest of the energy from the remaining
multipath components unkeyed and noise-like. Similarly, the standard
CDMA receiver strategy today is to treat all other users in the same band as
noiselike, and not to apply spreading keys to extract the structure of those
interferers. With the emergence of multiuser detection receivers (discussed
in Chapter 7), the receiver may apply despreading keys to one or more of the
strongest interference sources and use the structure inherent in them to
remove their contributions to the received signal composite. Unless we
assume that all coextant users in a shared multiple access channel are thus
despread and removed, some of them will still be left in a noise-like state,
from the standpoint of the target receiver.

There are many variations on the design of the direct-sequence spread-
ing function. One illustrative suggestion, advanced by Wornell, is called spread
signature CDMA [13, 14]. In normal direct sequence each data symbol is

Signal Expansion Strategies: Beyond Orthogonality 399

18. See discussion on noise versus interference in Chapter 4.



400 Third Generation Wireless Systems: Post-Shannon Signal Architectures

0 - shift (magnitude = 2 1)n −

−1 chip +1 chip

0 −1

Minor correlation Index of discrimination

(b)

(c)

(d)

(a)

( 21)A D− =

( 1)A D− =

Zero shiftZero shift

31 bit -sequence
autocorrelation

m

Cross-correlation

Figure 8.7 Autocorrelation and cross-correlation: (a) m-sequence autocorrelation
function; (b) typical nonmaximal code autocorrelation function; (c)
autocorrelation for 21-chip maximal code; and (d) comparative autocor-
relation and cross-correlation for 31 chip m-sequences. (From: [15]. ©
1984 John Wiley & Sons Inc.)



mapped onto a spreading sequence, but each loaded sequence (corresponding
to a single underlying data symbol) is nonoverlapping (orthogonal) with
respect to preceding and following sequences. Wornell proposes to expand the
length of the spreading sequence such that consecutive sequences partially
overlap one another.

The key motivation for using longer signature sequence lengths ... is ... a
greater temporal diversity benefit. In particular, the spread of the signa-
ture determines the temporal extent over which a symbol is transmitted
(independent of the symbol rate). The longer this symbol duration the
better the immunity to fades within the symbol interval. [14, p. 589]

If I understand this properly, Wornell’s proposal is similar in spirit to
convolutional coding or partial response signaling (Chapter 5), in which the
information value of a source data symbol is spread over a number of chan-
nel coded symbols to achieve greater robustness. Here the spreading
sequences are themselves convolved and spread over an even larger time
interval, to achieve greater inherent time diversity and robustness against
interference.19 Once again, we see how signals are endowed with extra inter-
ference, purposefully inserted, to create overall resistance to channel
degradations.

An even more ambitious proposal is made by Bhashyam et al. [16] for
what they call time-selective signaling, but which might be better described
as time–frequency spreading codes, a two-dimensional signaling strategy to
construct signals that are processed by a time–frequency RAKE receiver
(Figure 8.8) [16, 17]. Again, the secret ingredient is carefully controlled
interference that is built into the signal as it is expanded in both time and
frequency:

The basic idea behind our signaling approach is to achieve time-
spreading by increasing the symbol duration—symbols may overlap in
time ... [emphasis added]. In effect, time-selective signaling facilitates
maximal exploitation of Doppler diversity at the cost of introducing con-
trolled intersymbol interference [emphasis added]. [16, p. 83]
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symbol duration should be increased as much as possible.... Our approach to time-
selective signaling [employs] spreading waveforms ... that typically last longer than the
intersymbol duration, thereby introducing overlap between symbols” [16, p. 85].



The spreading code structure is sophisticated, to manage precisely the
effects of the injected interference (Figure 8.9):

The ISI introduced by overlapping codes diminishes with increasing
length of the code. As the code length increases, the number of symbols
in the overlap increases, but the correlation properties of the code also
improve, thereby resulting in reduced ISI contribution due to each over-
lapping symbol. [16, p. 89]

To recap, direct sequence is the most common method of constructing
a spread spectrum signal for commercial applications like cellular radio,
although other quite different spreading techniques are available, such as
frequency hopping, and are preferred for some applications.20 The physical
end product of the direct-sequence spreading and coding process is a trans-
mitted signal that occupies a wide frequency bandwidth: Second-generation
CDMA uses a bandwidth of 1.25 MHz, whereas third-generation architec-
tures will use carriers of 5 MHz or more in bandwidth. The direct-sequence
spread spectrum signal is wide enough that it can easily roll over the
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20. Frequency hopping is another type of signal structure that can accomplish a similar
spreading, and at least in some forms, a frquency-hopping spread signal falls under
the same sort of analytical structure as direct-sequence spread signals. The hopping
sequence must be designed according to principles similar to those used for direct-
sequence spreading codes, for example, but in general, frequency hopping has not
emerged as a preferred solution for commercial architectures for reasons related to
the economics of the receiver hardware, although it is popular in many military ap-
plications because it is arguably more robust than direct sequence against certain
types of jamming strategies.



spectrum potholes created by sharp frequency-selective fades; or, to put it
another way, the severity of the fading is averaged down across the band
from as much as 40 dB to only a few decibels of variability due to multipath
effects. Another way to say the same thing is that the widely spread signal
possesses inherent frequency diversity. In the time domain, the symbol rate
is so fast that the multipath phenomenon is resolved into individual rays or
multipath echoes. A properly designed receiver can detect these individual
signal components and combine them. Moreover, each underlying data sym-
bol is spread over a much larger number of direct-sequence symbols, usually
called chips, which means that the signal can also be said to possess inher-
ent time diversity.

However, keep in mind that the spread signal, although more robust,
imposes a large penalty in lost spectrum efficiency. A data signal that might
have occupied a narrowband channel of 10 kHz to 30 kHz has been grossly
inflated and now occupies perhaps 100 times as much spectrum. If this
were the entire story, direct-sequence spread spectrum would hold little
commercial interest. We need a multiple access architecture that can some-
how recover this lost capacity.
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The solution is to allow multiple spread signals to co-occupy the same
physical communications space, the same physical channel (Figure 8.10).
This is the basis of CDMA, and although it has become in some sense com-
monplace, it is worthwhile emphasizing its complete and radical departure
from the pre-Shannon framework of physical orthogonality. In a direct-
sequence/CDMA system, a number of signals simultaneously occupy the
same space, time, and frequency coordinates. There is no way to discrimi-
nate between users based on any of the physical parameters of the signal.
The classical notion of interference management by the use of physical buff-
ers has been abandoned. All transmitted signals are allowed to mutually
interfere with one another, and the received signal seen by any given user is
a composite of all of them, and looks like wideband noise.

In practice, multiple access architectures based on direct-sequence
spread spectrum signals, like CDMA, require very complex signal processing
frameworks. The multiple access task is to create and maintain a precisely
designed set of mutually interfering signals that can later be unscrambled
and separated back out into their individual components. It is a bit like the
proverbial house of cards: The structure can be set up, but it requires a lot of
care, and the whole system must be properly isolated from unplanned
bumps and jogs coming from outside sources. In other words, CDMA is
typically more sensitive to interference in many respects than orthogonal
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multiple access architectures like TDMA, and special measures must be
taken to keep the system stable.

The practical result is that CDMA has to give back much of its band-
width to support embedded interference-mitigation overhead. For example,
extremely accurate power control is required to prevent different user signals
from jamming one another at the receiver (the so-called near/far problem).
The amount of the total bandwidth required to implement this power con-
trol can be quite large (~20%), although it can also be shared to some degree
with other pilot functions. A more serious overhead problem comes from the
need to allow CDMA mobile units to communicate simultaneously with
more than one base station. When base stations are operating with a fre-
quency reuse of 1, mobile units near the boundaries of the cells may be
linked with multiple base stations simultaneously, which reduces capacity.
The CDMA industry has packaged this problem and resold it as a “benefit,”
called soft handoff. Soft sounds good, I suppose, and there may be some sil-
ver lining effects, but the real bottom line is that soft handoff means a huge
loss in capacity. In real-world CDMA systems, the ratio between actual traf-
fic on the system and billable traffic is typically about 2 to 1 in urban set-
tings. That is, if we remove the double counting created by soft handoff
when a mobile is linked with two or three different base stations at the same
time, we find approximately 50% overhead that is part of the investment to
manage interference within the CDMA logical framework. It is not that
interference has disappeared; it has been translated into a different domain.
So has the idea of orthogonality.

Nevertheless, the relinquishment of physical signal orthogonality is a
huge conceptual leap, and has helped transform the understanding of wire-
less communications during the past 10 years. The new perspectives on
communications, which we are lumping under the heading of post-Shannon
architectures, have been given impetus by the development and commercial
success of CDMA in the late 1990s. There is probably no overstating this.
CDMA has embraced many ideas and seeded many controversies (and some
nonsense). Unfortunately (for the logic of the presentation), we must leave
the CDMA thread at this point, to be resumed in the second volume, where
we will examine the construction of multiple access systems in depth. How-
ever, the development of communications architectures that did not depend
on physical separation of users’ signals challenged the field intellectually,
probably more than anything since the development of digital communica-
tions in the 1940s. The realization that signal spreading can be beneficial,
the understanding that the channel creates information, and the idea that
interference can be controlled and purposefully manipulated rather than
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simply suppressed and avoided—all of these ideas were huge conceptual
breakthroughs that have begun to inspire other ideas for signal construction
... to which we now turn.

8.3 Spreading Forced Through Multiplication in the Frequency
Domain: OFDM and Multicarrier CDMA

Direct-sequence spreading multiplies the signal in the time domain—by
mapping the data symbols onto a much larger number of spreading code
symbols (chips)—in order to force the signal to spread in the frequency
domain. The familiar parallelism between time- and frequency-domain
processes suggests that a similar strategy can be developed in which the sig-
nal is multiplied in the frequency domain in order to force the signal to
expand in the time domain. The generic term for this form of signal spread-
ing is orthogonal frequency-division multiplexing. There are two ways to
approach the OFDM concept: (1) as a signal-construction strategy (“How do
we do it?”), and (2) as a channel-adaptation strategy (“Why do we do it?”).

8.3.1 Constructing the Complex F-Domain Signal

Let us begin with the “how” question, and another analogy. A piano21 is a
frequency-domain engine for generating spectrally complex acoustic signals
out of simple elementary tones. It will serve as a framework for exploring the
second important strategy for signal expansion.

A piano can be played in many ways, of course. To connect with the
flow of the previous narrative, we will contrive first to play it in a rather
unnatural manner. We will lay a wooden beam across the keys, connected to
a mechanical arm that can depress the beam and cause all of the keys to
sound simultaneously. The arm is activated by an old-fashioned telegraph
key, such that tapping on the key will depress the beam and cause the entire
keyboard to sound. Assume this is our communications device, and we can
use it to transmit a message in Morse code or to transmit a direct-sequence
spread spectrum signal. (We can assume that the key-pressing rate can be
very fast.) Perhaps we should modify the piano to be a bit more like an elec-
tronic organ or synthesizer, such that the keys sound when depressed, and
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21. One recent textbook on Fourier techniques begins thus: “This book is about one big
idea: You can synthesize a variety of complicated functions from pure sinusoids in
much the same way that you produce a major chord by striking nearby C, E, G keys
on a piano” [18, p. ix].



stop sounding when released, so that there is no sustain or decaying rever-
beration of the strings. The entire piano/organ is capable of producing sharp
on–off binary signals.

The sound created by this special piano would be somewhat like a clas-
sic spread spectrum signal. Each pulse would occupy the entire available
frequency bandwidth. The contraption could next be programmed to trans-
mit direct-sequence signals with a unique spreading code and an embedded
data signal. The signaling rate would be, of course, very fast. Now imagine
that several such pianos are arranged in the same room to operate in the
same way, the only difference being the spreading codes. The cacophony
that would ensue is analogous to the multiuser CDMA channel, and may
give us a renewed respect for the difficulties faced by the CDMA receiver
that must try to discriminate a message from just one of those transmitters
out of the blend of many similar signals.

Now, assume instead that we can construct 88 individual mechanical
fingers, to press down independently on the 88 individual keys in the piano
keyboard. Instead of sending the same data with all 88 keys (treated in effect
as a single large key), we could divide the data we have to send into 88 indi-
vidual data streams. These 88 data streams would be used to key 88 separate
subchannels (one for each key). The entire transmitter is now channelized in
the frequency domain, and the signal is composed of 88 separate compo-
nents. Note also that the transmission rate can be modified. The rate for
each individual key is 1/88th the original signaling rate (Figure 8.11). The
symbol-keying speed of each subchannel is greatly reduced. (This will turn
out to be an important point.) Viewed in gross physical terms, however, the
total signal bears a physical similarity to the one we started with. It occupies

Signal Expansion Strategies: Beyond Orthogonality 407

. . .

. . .

. . .

. . .

. . .

..
.

..
.

Middle C

E
D#
D
C#

Time

88 individual keys

..
.

..
.

Figure 8.11 Prototype OFDM with 88 data streams, and serial-to-parallel conver-
sion at the transmitter.



the entire frequency band, and indeed the entire STF space. The spreading
effect and the lack of physical orthogonality are roughly similar to the
direct-sequence spread spectrum signal.

The idea of subdividing a given large bandwidth into individual
frequency-domain channels and transmitting a portion of the message over
each channel should appear familiar. Strictly speaking, this is frequency-
division multiplexing (FDM), which is the oldest form of multiple access for
wireless communications.22 The only immediate difference between this new
model and conventional FDM is that instead of assigning each channel to an
individual user (or pair of users), we are assigning all the channels (in a given
set) to one user (or pair of users), and allowing that user to divide his total bit
stream over a large number of channels. The division of the bit stream into
substreams by the transmitter and the recombination of the received sub-
streams into one output signal at the receiver is a standard multiplexing func-
tion. No problem there.

What is problematic is the transmitter–receiver hardware implementa-
tion. To build such a system using conventional FDM technology, we would
need 88 individual transmitters and 88 separate receivers—a costly and cum-
bersome hardware ensemble. The key breakthrough for the practical
implementation of a frequency-multiplied spread spectrum signal was the
discovery of a new method of combining and separating frequency subchan-
nels that does not require separate transmitters and receivers for each sub-
channel. The root concept is one of the oldest and most foundational
principles of all signal processing: Fourier analysis.

Fourier analysis is eponymically associated with Joseph Fourier, a
nineteenth-century French polymath who developed the technique in the
process of trying to understand the flow of heat in solid bodies, although
it has arguably been independently discovered several times in different
contexts, and is even said to underlie the cycles and epicycles by which
Ptolemaic astronomy explained the motions of the planets in a supposedly
geocentric universe [18, pp. 12–14]. The core idea is simple: that any com-
plex signal, viewed in the frequency domain, can be understood as a com-
posite of a number of simple sinusoidal signals that have been added
together [20, pp. 49ff]. The transform is reversible, or bidirectional. Com-
plex signals can be decomposed into their simple elements (the Fourier
transform proper), and simple elements can be combined to create complex
signals (the inverse Fourier transform). The power of the technique is that it
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22. “The earliest MCM [multicarrier modulation] modems borrowed from conventional
FDM technology, and used filters to completely separate the bands” [19, p. 5].



allows the analysis, or synthesis, of highly complex signals out of very simple
elements. It possesses a sort of alphabetic power—just as we can create an
encyclopedia of information using just a small number of discrete elements
(letters of the alphabet), Fourier techniques show how we can use simple
elements to build almost any sort of signal we want.

Because of their power, Fourier techniques are said to be the most
widely used of all signal processing techniques, with applications to astron-
omy, thermodynamics, the analysis of electrical signals from the heart, and
many other fields including communications engineering. The main obstacle
to their use was traditionally the problem of computation. The original Fou-
rier transform required very complex hand calculations and for decades its
use was limited to relatively simple (non-real-time) problems. What was
needed was a way of accelerating and mechanizing the computation.

The second half of the breakthrough occurred in 1965, with the publi-
cation of a paper by Cooley and Tukey, which has been called the most
widely cited technical paper ever written, or perhaps merely “the most
important algorithm of the 20th century” [21].23 James W. Cooley and John
W. Tukey discovered (or rediscovered, it was later claimed24) an algorithm
now called the fast Fourier transform (FFT), which increased the speed of
computation at least a hundredfold [23]. This enabled the application of
Fourier analysis to a vast set of problems that had previously been too hard
for conventional Fourier computation to crack in a reasonable time. The
FFT also happened to come along just as electronic computers and, not long
after, microprocessors were becoming available on a wide scale. These two
developments, the new algorithm and the emergence of computing engines
driven by Moore’s Law, exploded Fourier techniques into dozens of new
commercial implementations: “In fact, it is no overstatement to say that the
discovery of the FFT created the field of digital signal processing” [22].25 The
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23. See also [18, pp. 295ff]. In the folklore surrounding this algorithm there are all sorts
of illustrative claims; for example, it has been estimated that in 1990, on the in-
stalled base of supercomputers made by Cray Research—some 200 machines—40%
of all the CPU cycles were spent computing the FFT. See [22].

24. The FFT and IFFT are such important algorithms that they have risen to the status
of “history of science” milestones and have attracted the attention of scholars with
knowledge of and access to a vast historical literature outside the normal scope of a
working mathematician. It has been argued that the FFT was actually anticipated as
long ago as 1805 in a paper by the great mathematician Carl Friedrich Gauss, which
was later published in his collected works in 1866 and then forgotten for a century.
Proving that there is nothing new under the sun is often a significant motivation for
historical scholarship [18, p. 14ff].



FFT enabled, as a practical matter, the expansion of the analytical frame-
work from two-dimensional to three-dimensional: “It made working in the
frequency domain equally computationally feasible as working in the tempo-
ral or spatial domain” [23]. Today the FFT and its twin, the inverse FFT
(IFFT), are part of the standard library of signal processing techniques.26

The FFT changes the implementation strategy for the novel FDM
approach we have sketched above, as the reader can probably already antici-
pate. Consider now again those 88 subchannels, each one of which is effec-
tively a simple frequency carrier, modulated with on–off keying. To
construct a single complex waveform from 88 individual simple waveforms is
what the inverse FFT is designed to do. The result is a single new complex
waveform that contains all the information that was originally carried by
each of the subcarriers, but it is itself nevertheless a signal that can be han-
dled by a single transmitter (instead of 88 separate transmitters). At the
receiver, the same magic runs backward. A single receiver captures the
physical signal and outputs it to an FFT engine, which decomposes it into all
88 original data streams. These are demodulated, the data recovered, and
then reinterleaved in the correct order to create the original high-speed sig-
nal (Figure 8.12).

This FFT-based version of FDM was apparently first proposed in the
early 1970s [25], although some authors point to conceptual work done in
the 1960s [26–29]or even earlier [19].27 But the practical enablement of this
concept required both the FFT/IFFT algorithm and the availability of
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25. The importance apparently cannot be overstated, and some have even expressed
concern that the FFT distorted the normal course of science: “The prominence of
the FFT may also have contributed to slow other areas of research. The FFT pro-
vided scientists with a big analytic hammer, and for many, the world suddenly
looked as though it was full of nails—even if this wasn’t always so. Problems which
may have benefited from other more appropriate techniques were sometimes mas-
saged into a DFT framework, simply because the FFT was so efficient” [23].

26. The expansion and generalization of frequency-domain analysis has continued to de-
velop new nomenclatures and more powerful techniques, such as wavelet analysis,
where the equivalents of FFT and IFFT are fast wavelet transform (FWT) and IFWT.
Essentially, wavelets incorporate a time and frequency shift of the underlying basis
function, while classical Fourier analysis addresses only a frequency shift. Undoubt-
edly this will be one of the fields to watch in the next decade. A very informative
presentation can be found in [24].

27. Bingham [19] cites the first use of the concept dating from 1957. The source refer-
ence—which I have not checked—is Doelz et al. [30].



sufficiently powerful digital signal processors, and it was really not until the
1980s that it became feasible to build such a system for commercial use.

This new type of FDM signal has been called by various names. In the
development of high-rate wireline communications systems known as digital
subscriber lines (xDSL), the technique is known as discrete multitone modu-
lation (DMT) [31]. In some studies it is referred to simply as multicarrier
modulation (MCM) [19]. The channel has been called the multitone chan-
nel [32]. The term commonly used in wireless applications is orthogonal
frequency-division multiplexing (or modulation) [14], which is the name we
will use here. However, we must remind ourselves that in this case the word
orthogonal does not refer to physical orthogonality, but to a form of logical
orthogonality similar in spirit to the use of spreading codes with low cross-
correlation functions in direct-sequence spread spectrum. To understand
how this concept is developed, let us consider the practical problems
involved in constructing the OFDM signal.

The first problem, which may already have occurred to the reader, is
that any signal that is finite or limited in the time domain will, in practice,
tend to spread somewhat beyond its nominal boundaries in the frequency
domain. In other words, any sharply defined pulse, of whatever shape, will
have some tendency to spread. In spread spectrum (direct-sequence type),
we take advantage of this by shortening the pulses dramatically and forcing
the signal to expand greatly in the frequency domain. In more traditional
narrowband signals (like TDMA), the spreading is not purposefully accentu-
ated, but there is a certain tendency to spread nevertheless. This is normally
accepted as a slight penalty for operating with real-world hardware and time
constraints, but it does mean that FDM systems normally need some kind of
frequency-domain buffer between occupied carriers, or the signals on those
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carriers will tend to smear into one another and cause interference [Figure
8.13(a)]. How can we really pack the subcarriers in an OFDM-type signal
any more closely than in a conventional FDM system?

There are two solutions. The less interesting solution is indeed simply
to accept the penalty by spacing the individual tones so that their spectra do
not significantly overlap. The payoff of OFDM, which we will get to shortly,
is not actually dependent on the carrier spacing, but on the way in which the
subchannels are adapted to the channel transfer function. So, this is a feasi-
ble solution in some uses. In DSL-type wireline applications, where the
spectrum of the copper wire is large and fully available, discrete separate
tones can be spaced to minimize physical overlap. It is sometimes argued
that this is what distinguishes DMT (although other presentations use DMT
and OFDM interchangeably [24, p. 112], and other presentations involve
explicitly overlapping DMT signal structures [33]). Nonoverlapping spacing
in a wireless channel is a wasteful strategy; indeed, it is simply FDM, from a
channel perspective, with the same overhead or buffering penalties as con-
ventional channelized access schemes.

The much more interesting solution is to dense pack the subcarriers
more closely, taking full advantage of the fact that all carriers are constructed
and coordinated by a single controller and passed through a single transmit-
ter. That is, unlike conventional FDM where adjacent carriers are being
modulated by different transmitters and the degree of coordination between
those transmitters is assumed to be quite limited, in an OFDM signal all the
subcarriers are produced by one transmitter. This means that we can indeed
define and control the characteristics of each signal to ensure a much higher
degree of coordination between signals in adjacent channels. The individual
subcarriers can be spaced so that they produce overlapping spectra,28 which
means that the individual signal components will interfere with each other
physically [Figure 8.13(b)]. However, we can design the interference in such a
way that its effects can be largely self-canceling. This signal structure is best
introduced by reference to a more well-known technique in the time domain,
which is strictly similar in principle: Nyquist signaling.

A square pulse produced by the transmitter is seen at the receiver as a
wavelike oscillation with a main peak preceded and followed by smaller
peaks that spread far beyond the desired sampling interval. Two pulses close
together will overlap and interfere with each other, creating ISI. To ensure
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28. “The main difference between frequency division multiplexing (FDM) and OFDM
is that in OFDM the spectrum of the individual carriers mutually overlap, giving
therefore an optimum spectrum efficiency” [34, p. 2908].
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that successive pulses can be transmitted without ISI, the shape and timing
of each pulse must be controlled, so that the waveform of the potentially
interfering preceding pulse happens to be crossing the zero energy level at
the precise instant that the following pulse is reaching its maximum.

Harry Nyquist elaborated the principles underlying this signaling strat-
egy in his work on telegraph signaling in the 1920s, and showed that by care-
ful coordination it is possible to signal at the Nyquist rate without creating
ISI. The shape of the transmitted pulse is also important; different transmit-
ted pulse shapes produce different received waveforms, and certain shapes
lend themselves more readily to the Nyquist strategy. Even within the family
of acceptable Nyquist pulses some pulse shapes produce less spreading than
others and are more forgiving of small timing errors in real-world implemen-
tations (see Chapter 2).

The frequency-domain spreading of a single pulse looks very similar to
the time-domain representation: The frequency spectrum of the received
pulse appears as a peak of energy centered on the desired frequency, with
various harmonics showing up as smaller peaks spaced at intervals above and
below the desired frequency. Just as two insufficiently coordinated pulses in
the time domain will lead to ISI, the analogous phenomenon where two
pulses interfere with each other in the frequency domain has been labeled
ICI. However, just as ISI can be avoided by proper coordination in the time
domain, ICI can be minimized by proper coordination in the frequency
domain. Two pulses on close adjacent frequencies can be similarly posi-
tioned such that the energy from the adjacent pulse is near zero at the pre-
cise frequency where the energy of the desired pulse is at its maximum. By
the careful coordination of pulse shape and frequency spacing, an OFDM
system can be constructed at the transmitter such that the ICI between a
large set of subcarriers is minimized. Then these carriers are combined into a
single complex signal by means of the IFFT engine, and we can be confident
that this signal is relatively free of embedded ICI. By analogy, we call the
proper frequency spacing the Nyquist frequency. The waveforms from two
carriers separated by the Nyquist frequency will have zero cross-
correlation,29 zero ICI, and this is the root of the concept of orthogonality as
it is applied in OFDM [33].

Of course, this carefully structured signal is going to undergo severe
challenges in the physical channel. We know that over a wide frequency
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29. “The OFDM carriers exhibit orthogonality on a symbol interval if synthesized such
that they are spaced in frequency exactly at the reciprocal of the symbol interval”
[34, p. 2908].



band, divided into, say, 512 subcarriers, some of these carriers will be hit by
severe frequency-selective fades. We also know that Doppler frequency off-
sets and other channel effects may disrupt the carefully pinioned Nyquist
spacing of the OFDM subcarriers, destroy the strict orthogonality of the
OFDM signal [35], and ICI may be reintroduced by the channel (just as the
channel reintroduces ISI in the time domain).30 To counter this, a receiver-
centric solution like frequency-domain equalization can be employed (as
described in Chapter 7) to clean up the ICI (just as time-domain equaliza-
tion is used against ISI). A more powerful strategy is to construct the signal
at the transmitter so as to minimize or avoid the effects of channel distor-
tions. We know that these distortions are nonuniform across the entire
channel. Multipath fading will impact some subcarriers severely while spar-
ing others. One approach to signal construction for such a channel is to
ensure that the data message is appropriately coded (for error correction),
and interleaved across the many individual carriers, so that the effects of los-
ing most or all of the data on a few carriers are averaged out. In short, the sig-
nal hardening strategies discussed in Chapter 5 can be used to enhance the
integrity of the message31 (Figure 8.14). This strategy does not take full
advantage of the power of the OFDM architecture. It is not clear yet why the
multicarrier signal structure would yield particular benefits for a simple sig-
nal hardening strategy based on removing the structure in the interference.
Direct-sequence techniques, and indeed many narrowband techniques, fol-
low the same principles, without all of the complexity of the FFT/IFFT proc-
essing. We have not yet penetrated the real rationale for the multicarrier
structure. To grasp the true significance of the OFDM idea, we need to
develop a different kind of signal-construction strategy.

8.3.2 Tailoring the OFDM Signal to Fit the “Shape” of the Channel Transfer
Function

Let us now switch our point of view to the “why” of OFDM.

Signal Expansion Strategies: Beyond Orthogonality 415

30. “When the normalized Doppler frequency is high, the power of ICI cannot be ig-
nored. ... Where normalized Doppler frequency is high, there is an irreducible error
floor even if all the data symbols are pilot symbols, since the pilot symbols are them-
selves corrupted by the ICI ... ” [36, pp. 1377, 1379]. Also: “One of the principal
disadvantages of OFDM is sensitivity to frequency offset in the channel ... caused by
tuning oscillator inaccuracies and Doppler shift” [34, p. 2909]. See also [37].

31. “In wireless channels, good link performance can be achieved by OFDM when com-
bined with diversity, interleaving, and coding. OFDM inherently provides frequency



The answer, in a single sentence, is this: Multicarrier techniques allow
us the opportunity to match the shape of the signal (understood as the
power/bandwidth spectrum) to the shape of the channel transfer function,
so as to support an optimally efficient transmission strategy. To develop the
logic of this approach, let us begin with the simplest case of a multicarrier
signal.

The Split-Band Channel

Starting with a wideband channel, let us assume that the entire available
bandwidth is divided into two bands (Figure 8.15). This has been referred to
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diversity over subchannels, which introduces an opportunity for interleaving in the
frequency domain” [38, p. 80].



as “a classic problem in discrete-time signal processing” [24, p. 108]. The
channel transfer function, which varies across the entire band, may still vary
over each sub-band, but the average noise level, for example, for each sub-
band can be evaluated independently. This creates an opportunity. Instead
of one signal occupying the entire band, we construct two signals—one for
each sub-band, each adapted to the power levels required for that band.
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Kalet has provided an analytical framework and empirical measures of per-
formance gains:

The results of the two-tone channel are compared to those of a single-
tone transmission over the entire channel bandwidth using ... equaliza-
tion. The comparison shows that the optimized two-tone system may
show significant improvements as compared to the single-tone channel....

As a numerical example ... for a 600 foot cable we find that the
maximum bit rate is 49.7 Mbits/s [whereas] we find that the maximum
bit rate for a single-tone system is 34.8 Mbits/s. Using multitone it may
be possible to achieve an improvement of more than 40 percent as com-
pared to single-tone [signaling]. [32]

Subdividing the Band to Achieve Flat Fading

The idea of splitting the band can be extended: Each sub-band can be fur-
ther subdivided, and individual noise figure averages for each sub-band can
be recalculated. Eventually, the second major advantage of the multicarrier
approach begins to emerge: The fading or channel transfer functions for the
small individual sub-bands start to become much flatter. That is, we reach a
point where we can regard the noise level within the sub-band as a constant
across that sub-band (Figure 8.16).

Optimizing the Transmitted Signal in Each Sub-Band: “Water Pouring”

Once we have subdivided the channel down to the point where each sub-
band shows flat fading characteristics, we can start to adapt the transmission
process more aggressively. For example, for a given level of available trans-
mitter power, we now know how much information can be transmitted in
each band. Some bands have a good SNR and can handle higher rates (have
higher capacity), while some have poorer SNR and can only accommodate a
slower rate of information transfer. Some sub-bands may be unusable and
can be avoided. This means that the losses due to nonoptimal matching of
the signal power level in the band to the actual noise level in each band are
minimized. The signal information is nearly optimally distributed across the
entire band (Figure 8.17).

The conceptual touchstone for this idea was again provided by Shan-
non himself, and is usually referred to as the water-pouring principle.32
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32. This arguably misconstrues the detail of the water-pouring argument, but it does
point to a similar spirit of adapting the signal structure to the variable characteristics
of the channel. “The algorithm is clearly not water-pouring in the classical sense, but



Indeed, Shannon’s description of this principle is virtually a prescription for
the construction of an OFDM signal:

We can divide the band [i.e., the channel viewed in the frequency
domain] into a large number of small bands, with N(f ) [i.e., noise
power] approximately constant in each. ... For each elementary band,
the white-noise result applies. [40]

Shannon’s diagram shows a wide channel that has a varying level of
noise across the entire band (Figure 8.18). By dividing the band into sub-
bands we accomplish two things: (1) The noise level in each sub-band can
be viewed as flat or white, and (2) the transmitter power can be adapted to
the noise level in each band.
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since it puts every increment of power where it will be most effective, it appears to
be optimum for multi-carrier transmission ...” [19, p. 8]. See also [14].



For frequencies where the noise power is low, the signal power should be
high, and vice versa, as we would expect.... With low values of P [trans-
mitter power] some of the frequencies will not be used at all. [40, p. 170]
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The water-pouring metaphor is suggested by the idea that a perfectly
adaptive transmitter would only pour just enough power into each sub-band
to cover the noise and reach the desired level.

(In passing, let us take notice once more of the preternatural fecundity
of Shannon’s original work. In a few paragraphs written in 1947—that is to
say, written before the invention of the transistor, the electronic computer,
and so much else—Shannon tossed off a brief, but clear and essentially
complete description of a communications strategy that is only now, some
50 years later, beginning to achieve commercial success. The phrase “post-
Shannon” should not be understood as connoting anything less than a pro-
found respect for the originality of Shannon’s insights.)

The true power of the OFDM idea emerges from this adaptive strat-
egy.33 By dividing the channel into many small subchannels, the frequency-
domain channel effects can, in principle, be isolated to a subset of the total
number of subchannels. These impacted subchannels can either be taken
out of service for the time being, or if the impairment is not fatal, the signal
structure for the affected subchannels can be modified.34 For example, the
signaling rate can be reduced, along with the modulation level.35 Or, to view
it from the half-full perspective, “subchannels that suffer less attenuation
will carry more information” [24, p. 113].

Receiver-Centric Adaptations to Sub-Band Characteristics

The conversion of a wideband channel with nonuniform and time-varying
fading characteristics into a set of sub-bands each with a flat and non-time-
varying36 channel transfer function makes the receiver’s job much easier (in
principle—leaving aside the FFT complexities for the moment). The ISI
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33. It has been argued, in fact, that the blind or nonadaptive strategy can end up yield-
ing worse results than a single-carrier implementation. “If the [channel transfer
function] varies significantly across the band and a fixed loading is used, the error
rate in the too-heavily-loaded sub-bands may be very high, and the overall rate may
be greater than for a single-carrier signal” [19, p. 7].

34. “The basic idea behind DMT is to utilize the unevenness of the channel response in
order to maximize the total achievable bit rate” [24, p. 112].

35. “The symbol alphabet size for a given subchannel is equal to the maximum the sub-
channel can support (with an acceptable symbol error rate), based on channel meas-
urements made during an initialization or training period” [33].

36. The stability of the sub-band channel transfer function over time is, of course, a
matter of definition, since over a long duration the channel transfer function does
vary in a mobile channel. By non-time-varying, we mean that it is acceptably stable
over the window for detecting the symbol.



distortions in each sub-band can now be corrected, in principle, with a
much simpler equalizer. Adaptation by the receiver to the varying channel
characteristics is another source of performance improvements in a multi-
carrier system. For example, we can extend the equalization function from
the time domain to the frequency domain, as described by Van Acker et al.:

A general disadvantage of [time-domain equalization, or TEQ] is that
TEQ equalizes all tones in a combined fashion and as a result limits the
performance of the system. We aim at improving on TEQ performance
by changing the receiver structure [so that] equalization is done for each
tone separately after the FFT-demodulation....

This enables us to implement true signal-to-noise ratio optimiza-
tion per tone, because the equalization of one carrier is totally inde-
pendent of the equalization of other carriers.... Equalization effort can
be concentrated on the most affected tones by increasing the number of
equalization filter coefficients for these tones. No effort is wasted to
equalize unused carriers because there the number of taps can be set to
zero. [41, pp. 109, 115]37

Adaptive Definition of the Sub-Bands Themselves

Finally, the definition of the sub-bands themselves can be parameterized. In
most current implementations of OFDM, the entire channel is uniformly
subdivided into subchannels of equal bandwidth. In principle, a more opti-
mal design can be achieved by allowing a nonuniform partitioning of the
channel (Figure 8.19):

The concept of optimal subchannel structuring ... first examines the
spectral properties of a given channel. It recommends the best subchan-
nel structure for that given channel....

This concept can be viewed as the tiling of the channel by
variable-shaped carrier tiles [emphasis in original]. This scheme does
not blindly split a given channel into its subchannels or orthogonal car-
riers. The unevenness and power levels of the channel are jointly evalu-
ated for the structuring of its subchannels. Therefore the subchannels
(carrier functions) are well tailored to the spectral properties of the
channel. [24, p. 113]
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37. See also Bingham [19]: “An MCM signal can be processed in a receiver without the
enhancement (by as much as 8 dB in some media) of noise or interference that is
caused by linear equalization of a single-carrier signal” [19, p. 5].



This might well be the ultimate OFDM—in which not only the code
and modulation properties of the signal are designed adaptively for each sub-
carrier, but the bandwidth of the subcarrier itself is also adaptively defined.

There are thus two different architectural versions of the OFDM
signal:

1. A blind version, in which the transmitter does not make use per se
of information about the specific channel conditions in the individ-
ual subcarriers; the signal is coded according to the principles dis-
cussed in earlier chapters (e.g., Section 5.4), such that it is
effectively decorrelated with, or averaged over, the frequency-
selective, time-selective, or spatially selective effects of the fading
channel38;
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38. If I read them correctly, this is an approach discussed by Pollet and Peeters [42]: “A
simplified version of DMT called OFDM ... [in which] the constellation sizes are
the same for all modulated carriers.”



2. An adaptive version, where the transmitter and receiver acquire
and use information about the noise levels, fading, or other char-
acteristics of the subcarriers, to adjust various parameters of the
transmitted signals on each subcarrier (such as the strength of the
error correction, and/or the data rate) in response to this channel
state information.

The net result of either form of OFDM, viewed physically, is a signal
that completely occupies a wide frequency band, and suffers distortions in
both the time and frequency domains (Figure 8.20). The signal contains its
information embedded in the convolution of a large number of subcarriers,
and the true underlying user payload has been appropriately hardened and
spread across the whole frequency domain so that hits on individual subcar-
riers can be effectively averaged out, and/or the signal can be adjusted adap-
tively by the transmitter for each subcarrier.

Simplification of Time-Domain Processing

We have pointed out that the intentional multiplication of the signal in the
frequency domain (by subdividing the channel into many sub-bands) forces
the signal to spread in the time domain. What exactly are the time-domain
effects?

It is here that a major benefit of OFDM appears.39 Because the signal-
ing rate on each individual subcarrier can be slowed down in inverse propor-
tion to the total number of carriers, the actual data rate on each subcarrier
becomes quite attenuated. If there are 512 subcarriers, each subcarrier

424 Third Generation Wireless Systems: Post-Shannon Signal Architectures

39. The benefit of slowing down the signaling rate is characterized variously. Sandberg
and Tzannes [33] highlight the “superior immunity to impulse noise when compared
with single carrier systems” which they identify as a “consequence of longer symbol
times” [33, p. 1571]. Harada and Prasad [37] stress the reduced equalization re-
quirements: “Converting the data into several slow parallel data streams reduces the
effect of multipath fading and suppresses the delay time to within one symbol” [37,
p. 1367]. Hara and Prasad [43] point to “the combination of OFDM signaling and
CDMA ... has one major advantage that it can lower the symbol rate in each subcar-
rier so that a longer symbol duration makes it easier to quasi-synchronize the trans-
missions” [43, p. 127]. My own view is that while the easing of the constraints on
time-domain processing is undoubtedly important, it is basically something that af-
fects the ease of implementation and not the fundamental system performance lim-
its, and as such, those trade-offs will tend to shift over time and most likely in favor
of applying more computational power. The fundamental advantage of OFDM de-
rives from the adaptive strategy that it enables to tailor the power, bit rate, band-
width, and other signal parameters to the “shape” of the channel transfer function.



transmits in principle at 1/512th of the overall signaling rate [24, p. 108].
Each data symbol occupies a longer time period, and in effect incorporates
some measure of time diversity in its own physical structure.40 This allows
for a radical simplification of time-domain processing. It is sometimes
argued that it eliminates the need for time-domain equalization entirely,
because the individual symbol elements on each subcarrier may now sub-
stantially exceed the delay spread of the channel, and eliminate ISI.41 Often,
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Figure 8.20 Two-dimensional representation of the ODFM signal in time and fre-
quency. (From: [44]. © 2000 IEEE. Reprinted with permission.)

40. “The time-varying channel is a main obstacle to data detection since it destroys the
orthogonality of the multicarrier signals. Surprisingly, however, we will show that the
time-varying nature of the channel can be exploited as a provider of time diversity ...”
[36, p. 1376].

41. “One of the principal advantages of OFDM is its utility for transmission at very
nearly optimum performance in unequalized channels and in multipath channels....
Intersymbol interference can be entirely eliminated by the simple expedient of in-
serting between symbols a small time interval known as a guard interval. The length
of the guard interval is mad equal to or greater than the time spread of the channel”
[34, p. 2908].



additional guard symbols are inserted to ensure that data symbols do not
overlap [35]. Of course, this is a form of overhead, a bandwidth penalty, but
it is argued that it is preferable to equalization because it does not increase
the processing load on the receiver. On the other hand, many OFDM struc-
tures do employ equalization, to trade off the bandwidth penalty against the
computational burden [45]. There is also typically some requirement for
guardbands in the frequency domain—in the form of unused subcarriers.
The total time and frequency overhead penalty (Figure 8.21) varies as a
function of the number of subchannels and the required SNR. Neverthe-
less, it is likely that the overhead is modest by comparison with conventional
FDM or TDM systems. Faulkner found that for a large number of subchan-
nels (512) and a modest SNR target, the capacity lost to overhead was less
than 3% [46].

The picture of OFDM that emerges is of a signaling strategy in which
the spreading function is forced through the radical restructuring of the fre-
quency domain and is manifest in expansion of the time domain. The
OFDM system intensively controls the frequency characteristics of the sig-
nal, which we see in the use of FFT, IFFT, Nyquist spectrum shaping,
frequency-domain equalization, and so forth. On the other hand, OFDM
gets a free ride—so to speak—in the time domain (or so it is claimed). The
drastic slowdown in the signaling rate and the corresponding elongation of
each symbol in time, means that the receiver does not need as much special
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processing to handle time-domain channel effects. The signal may be viewed
as inherently robust in the time domain.42

The presentation of OFDM brings into focus again the strange way in
which time and frequency mirror one another, as dimensions of reality.
Although it is nowadays typically presented as simply another engineering
fact for students to absorb and apply, the interlaced phenomenology of
time-domain and frequency-domain signal processing should still inspire
some wonder, I think. Why, exactly, should limiting a signal in time cause it
to spread in frequency, or vice versa? How are we to understand the notion
that spreading in both domains is infinite, and bidirectional, which implies,
for example, that the temporal impulse response actually begins “well before
the impulse is applied to the system!” [47, p. 42]. Which in turn leads the
authors of one fairly sober engineering text to warn their readers that “think-
ing too hard about the physical meaning of continuous distributions of sinu-
soidal components can sometimes be counterproductive” [47, p. 33].

In any case, we may view OFDM and direct-sequence spread spec-
trum as mirror images—that is, as quasi-identical, but inverted, signal con-
struction programs. Both seek to spread the data signal over a much larger
physical domain. The two respective spreading functions are conceptual
transforms of each other. As noted earlier, OFDM forces the spreading by
multiplying the signal in the frequency domain, which has the effect of
expanding the signal in the time domain. The processing complexity is
lodged in the frequency domain; the spreading in the time domain makes
that side easier to handle. On the other hand, direct-sequence spread spec-
trum forces the spreading to occur by multiplying the signal in the time
domain, which has the effect of expanding the signal in the frequency
domain. The time-domain processing requirement for direct sequence is
intense and largely drives the receiver architecture, whereas the frequency
domain is viewed as inherently robust and does not require much additional
processing. By concentrating the complexity in the frequency domain,
OFDM avoids or reduces time-domain ISI and the need for equalization,
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42. Faulkner [46] provides a nice summary of the practical advantages and disadvan-
tages of OFDM signaling. The pros: “The major advantages include: an ability to dy-
namically optimize the data rate to channel characteristics; a resistance to impulse
noise; a flexible spectrum occupancy (i.e., an ability to create spectral nulls in the
transmission band for interference avoidance); a low cost; and a high tolerance to
delay spread.... OFDM [also] eliminates the need for a delay equalizer on dispersive
channels and ... the lengthened symbol gives a bigger target for the receiver synchro-
nizer to hit, reducing synchronization accuracy requirements” [46, p. 1877].



but ICI becomes a problem. By concentrating its complexity in the time
domain, direct-sequence spread spectrum enjoys robustness in the
F-domain, but requires a high-octane time-domain engine.

Given this parallelism between direct-sequence spread spectrum and
OFDM, it should not be surprising that attempts to compare the theoretical
capacity and link performance (e.g., BER performance) of these two
approaches have tended to conclude that—details of hardware implementa-
tion aside—the time-division and frequency-division methods should yield
approximately the same results [48]. My guess, personally, is that the adap-
tive strategies that OFDM perhaps more readily supports (compared to
direct sequence) may ultimately lead to superior realizable performance.43

8.3.4 Multicarrier CDMA

It may have already occurred to the reader that OFDM and direct-sequence
spread spectrum can be combined. The spreading codes used by a direct-
sequence signal can be applied in the frequency domain rather than the time
domain [43]. That is, the direct sequence can be modulated all at once
across a large set of different frequencies, instead of serially over a single fre-
quency (Figure 8.22). There are several variations on this approach, but the
most common name for this signal structure (albeit yet another misnomer) is
multicarrier CDMA (MC-CDMA).44

The same basic structure is used in both OFDM and MC-CDMA. The
difference is that in OFDM an individual data symbol is carried on a
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43. One recent study asserts rather boldly that multicarrier techniques are superior to
direct-sequence spread spectrum: “When perfectly orthogonal code sequences are
transmitted over slow, flat fading channels with perfect synchronization, the per-
formance of DS-CDMA and MC-CDMA is equivalent, as the orthogonal multi-user
interference vanishes immediately. However, in reality, wide-band CDMA signals
sent over multipath channels experience more severe channel distortions and the re-
sulting channel dispersion (i.e., frequency selectivity) erodes the orthogonality of
CDMA signals. In such cases, it turns out to be far more beneficial to harness the
signal energy in the frequency domain (as in MC-CDMA) than in the time domain
(as in DS-CDMA)” [49, p. 1344].

44. Hara and Prasad [43] offer a survey of three different MC-CDMA techniques,
which they refer to as MC-CDMA, multicarrier DS-CDMA, and multitone (MT-)
CDMA. To my mind, the use of the term CDMA is a misnomer, for what is really
involved here is a signal structuring technique and not a multiple access architecture
per se. See also the useful introduction to Linnartz’s work [50].
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single subcarrier, whereas in MC-CDMA each individual data symbol is
spread across the entire set of subcarriers. [36, p. 1376]
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In conventional DS[direct sequence]-CDMA, each user bit is transmit-
ted in the form of many sequential chips, each of which is of short dura-
tion, thus having a wide bandwidth. In contrast to this, due to the FFT
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transform associated with OFDM, MC-CDMA chips are long in time
duration, but narrow in bandwidth. Multiple chips are not sequential,
but transmitted in parallel on different subcarriers. [50, p. 1375]

MC-CDMA is attractive, on the horizon, because it may allow a sim-
plification of some of the receiver processes. It has been argued that “MC
modulation ... eliminates multipath and achieves frequency diversity without
complex RAKE systems or interleavers” [51, p. 1501]. Whether the time-
domain processes (RAKE and so forth) are more or less complex than the
corresponding frequency-domain processes used by MCM techniques (e.g.,
FFT and so forth) is probably a shifting equilibrium point, even in theory. So
far, most of these bridges remain unmet and uncrossed, and relatively unillu-
minated by practical experience (as opposed to simulations).

Generalizing the Multicarrier Concept

Subdividing the signal into smaller frequency bands, and manipulating
them in response (i.e., adaptively) to changing channel conditions observed
in the frequency domain is a very general and powerful strategy. The wide-
band channel will show a nonuniform channel transfer function across the
band, and if we can tailor the signal so that more of the available signal
power is allocated to frequencies where the noise is lower or interference is
higher, we can realize significant gains in performance over single-tone
strategies that treat the entire band as one signal-to-noise calculation. Striv-
ing for generality, some authors look to the concept of multirate signal proc-
essing to provide a more unified framework for studying OFDM or MCM
type signals [15, 52].

Another pathway toward generality is the relatively new discipline of
wavelet analysis [24, 53]. Whereas Fourier analysis is a pure frequency-
domain decomposition, wavelets extend the same general analytical powers
into a two-dimensional matrix with both time and frequency factors. Fourier
analysis breaks down a complex signal into its frequency atoms; wavelets
“decompose a signal into ... time–frequency atoms” [54, p. 523].

It is reasonable to speak of time and frequency rather than position and
momentum [in the Heisenberg frame of reference].... We will say then
that [an event] is well localized in both time and frequency if the product
of its time and frequency uncertainties is small. A musical note is an
example of a time–frequency atom. It may be assigned two parameters,
duration and pitch, which correspond to time uncertainty and fre-
quency. [54, p. 524]
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Hess-Nielsen and Wickerhauser [54] have developed this metaphor
(as I assume we must view it) in a very interesting way, to generalize over the
various ways in which the time–frequency plane can be subdivided, or tiled
as they call it. The framework proceeds from the simpler tilings, such as the
Fourier basis (optimal frequency location but no time localization), to more
flexible wavelet-based tilings (Figure 8.23). The mathematics are forbidding
for the nonspecialist, but the concept is admirably simple: The time–fre-
quency plane of the signal can be carved up, or decomposed, in a variety of
ways. If we view the channel transfer function and its distortions as another
such plane (albeit a distorted one), the ability to tune the grid by which we
divide the total plane into useful sub-bands (in time and frequency) is clearly
advantageous.
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There is a suggestive parallel, I think, between the noise versus inter-
ference argument (discussed in Section 4.5.2) and the comparison between
classical direct-sequence signals and adaptive OFDM-type signals. In Chap-
ter 4 we saw how some researchers try to remove all of the structure from
the interference in the channel and convert it to a flat noise-like phenome-
non, while others argue that the structure should be maintained and lever-
aged to remove interference deterministically.

Both sides are right and the difference is one of practical philosophy. If
the communications system is smart enough to detect and isolate the struc-
ture of the interference, then we can achieve optimal results by not homoge-
nizing everything to a noise-like slurry. On the other hand, it may be
practically infeasible to handle all the interference events in their struc-
tural detail (the interference demon is too complex to build), and using
diversity techniques to convert it all to noise may prove the better practical
strategy.

The comparison here is between direct-sequence spread spectrum,
which follows the noise-conversion philosophy, and OFDM, which looks for
the structure in the channel transfer function. If we recall the pothole anal-
ogy from Section 8.2, the direct-sequence spread spectrum approach is
essentially like creating a big fat tire capable of rolling over the holes in the
channel without sinking into them. There is still a bump of sorts, but the tire
is wide enough to keep on moving. Of course, such a system doesn’t need to
try to foresee the occurrence of the potholes. It boasts inherent robustness.
Wornell [14] offers a reasonably clear formulation of the noise conver-
sion philosophy underlying even the more sophisticated versions of direct-
sequence spread spectrum:

Using such [spread] signature sets in multipath fading environments
has the effect of transforming the collection of channels seen by the
individual symbol streams from a collection of coupled Rayleigh fading
channels into an uncorrelated collection of identical nonfading simple
white marginally Gaussian additive noise channels. In essence, spread-
signature CDMA [and indeed all DS-CDMA] converts various degrada-
tions due to fading, co-channel interference, and receiver noise into a
single, comparatively more benign form of uncorrelated additive noise
that is white and quasi-Gaussian. [14, p. 1418]

By comparison, the adaptive OFDM approach (generalized to what-
ever degree seems appropriate) is more like an agile bicycle weaving rapidly
around the potholes which it can see clearly. It is smart—it uses its
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knowledge of the state of the roadway (channel information) to design an
evasive strategy. On good roads it can speed up; on bad ones, it will slow
down to enable better avoidance of the holes. Oh well, the analogy only car-
ries us so far, but I think the point is clear.

In the long run, I would bet on the smart system (OFDM) to eventu-
ally prove superior, but the long run is often very long, and we may well be
using dumb direct-sequence spread spectrum signals for quite some time
(along with our antiquated internal combustion engines).

8.4 Forced Spatial Spreading: Creating Artificial Multipath

In the mid-1990s, a series of startling announcements from Bell Labs began
to outline what may be the most powerful signal construction technique of
all. Claims of enormous capacity gains seemed to shatter the limits of ortho-
dox information theoretic calculations (although orthodoxy is resilient, by
definition). The underlying concepts are so new that they have yet to pene-
trate very deeply into the commercial realm. Relatively few working engi-
neers, perhaps, have yet absorbed these ideas, and for all its fascination with
finding “the next big thing,” even Wall Street has yet to really register these
new developments. Nevertheless, research interest is exploding and it seems
only a matter of time before we are all learning to speak the language of yet
another new wireless revolution.

Let us return to the analogy developed in Section 8.1: the acoustic
channel. There, the signal expansion is accomplished by creating new multi-
path components, both at the receiver (the ear) and especially at the trans-
mitter where multiple speakers are used to enrich the transmit signal. The
extra transmitters operate simultaneously, and occupy the same frequency
band, but each transmitter is subtly shifted to produce an information-
enriched signal at the receiver. The analogy suggests a more direct approach
to signal spreading in a wireless system—why not use multiple transmitters
to create an even denser multipath channel than nature itself provides?

Is insufficient multipath a real problem? Yes, indeed. Some channels
are multipath impoverished, and push the limits of practical signal process-
ing beyond what is feasible or acceptable:

The indoor wireless channel shows very slow Rayleigh fading with short
delay spread and multipath is hardly available if the system bandwidth is
about 10 MHz. If fading is slow compared to the data rate, large inter-
leaving size is required to provide sufficient coding gain.... If the delay
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spread is short and only correlated paths are available ... artificial multi-
path may be required ... [41, p. 1501]

The science of creating multipath—like the science of good acoustic
design—is complex. Whereas we have hundreds of years experience in cre-
ating good concert halls, the art of building a spatially enriched RF signal is
still in the embryo stage.

8.4.1 Creating Multipath: The Physical Aspect of Spatial
Spreading—Transmitter Diversity and Multiple-Input/Multiple Output
(MIMO) Channels

The earliest perspective on this new technique is derived as an extension of
the antenna diversity concept. Receive diversity is a well-known technique
for improving the link by averaging fading over multiple independently
spaced receiver antenna elements. Receiver diversity is aimed at correcting
for the effects of multipath fading that are naturally introduced by the chan-
nel. However, our goal here is not to eliminate multipath, but to enhance it.
Transmitter diversity is the first link in the conceptual chain.45 By using mul-
tiple transmit antenna elements, the signal can be spread in the spatial
domain—“creating an artificial multipath distortion” [56, p. 1452].

The unifying principle underlying this translation of the diversity con-
cept from the passive side to the active side is this: The channel itself creates
multiple copies of the signal which—if the antenna elements are separated
sufficiently—fade independently. These copies can thus be seen as orthogo-
nal, in the new sense that we have been developing that here. Two receiving
antennas separated by a certain distance will show uncorrelated multipath
fading patterns. The signals derived from the two antennas are different,
even though they sample the same time/frequency bin. These two uncorre-
lated copies are produced at two receiver antennas, even though the signal
was transmitted from just one transmitting antenna. Now, let us turn this
channel around. Assume two transmitting antennas, similarly separated, and
we can see how they will produce two uncorrelated images of the same sig-
nal, at least in terms of their multipath fading signatures, at a single receiver
antenna [57]. True, they are superimposed—but in principle they are
orthogonal, in the same sense that two superimposed direct-sequence sig-
nals can be said to be orthogonal.
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45. “Transmitter diversity, the achievable performance limits of which are ... less well
understood” [55].



The next step is to envision a system with multiple transmit antennas
and multiple receive antennas. This is known as an MIMO system [58]
(Figure 8.24). In a MIMO architecture, all transmitters are active in the
same frequency band, at the same time; there is no physical orthogonality.

The essence of MIMO communications is: (1) using multiple transmit-
ters to transmit multiple signals over the same carrier simultaneously as if
each signal would have occupied the channel exclusively; and (2) using
some signal processing technique to separate individual transmitted sig-
nals from the received mixtures out of a receiving antenna array. [59, p. 1]

MIMO systems create huge amounts of extra multipath (much like
multispeaker acoustic sound systems). Viewed in information theoretic
terms, the capacity of the MIMO channel is increased relative to the con-
ventional single-input/single-output (SISO) channel.
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Multipath substantially improves capacity for the MIMO case. Specifi-
cally, if the number of multipath components exceeds a certain value,
then the channel capacity slope in bits per decibel of power increase
can be proportional to the number of antennas located at both the input
and output of the channel. [63, p. 357]

This is a remarkable result: Channel capacity can be increased simply
by adding appropriately spaced antenna elements at the transmitter and
receiver, and the gains are proportional to the number of these elements.46 In
must be stressed, however, that it is not just the antenna elements them-
selves, but their interaction with the reflecting and scattering objects in the
channel that create capacity. If the channel is a direct path in free space
without significant multipath, the gains cannot be realized: “The capacity
advantage of MIMO channel structures can grow without bound as SNR
increases, provided that multipath is present [emphasis added]” [63, p. 360].
The worse it is, the better it is:

If the multipath is severe, the high SNR capacity can essentially be mul-
tiplied by adding antennas to both sides of the radio link. This capacity
improvement occurs with no penalty in ... bandwidth ... [63, p. 360]

The significance of this last point is profound: The information-bearing
capacity of the signal is expanded but the frequency bandwidth is not.
Because of the assumptions inherited from classical spread spectrum and
even from the (mis)understanding of the noise–bandwidth trade-off argu-
ments highlighted by Shannon, it may seem counterintuitive—if not just
wrong—to suggest that a signal can in any sense be expanded if its occupied
spectrum is not increased. Both OFDM and direct-sequence spread spec-
trum create signals with greatly expanded frequency spectra, but an MIMO-
type signal accomplishes the expansion in the spatial domain.

Band-limited wireless channels are narrow pipes that do not accommo-
date rapid flow of data. Deploying multiple transmit and receive anten-
nas broadens this data pipe. [64, p. 744]47
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46. “Theoretically, the channel capacity (bits per second per Hz) for a MIMO commu-
nications system is roughly proportional to the number of transmitters” [59, p. 1].

47. See also [58].



The scheme requires no bandwidth expansion, as redundancy is applied
in space across multiple antennas, not in time or frequency. [56, p. 1452]

8.4.2 The Coding Aspect of Spatial Spreading: Space–Time Codes

Enriching the transmit signal with extra multipath is all well and good, but
how is the receiver supposed to cope with it, let alone turn it to advantage?
The receiver now sees not just multiple images of a single transmitted signal,
but a “noisy superposition of the faded versions of N transmitted signals”
from N different antennas [65, p. 1461]. How can the receiver discriminate
the signals from different transmitting antennas?

This question leads us to consider how the different signals are coded.
Lacking in traditional physical orthogonality, the signals for each antenna
element should be designed to incorporate some form of logical orthogonal-
ity akin to the orthogonality of spreading codes in direct-sequence spread
spectrum. Indeed, the solutions for orthogonal MIMO coding may be
developed in very similar ways. Broadly speaking, the simplest coding strat-
egy for an MIMO signal involves applying either a time or frequency offset
to the signals from the two antennas, to create a space–time code or a
space–frequency code [56, p. 1453]. A simple example illustrates this strat-
egy: A two-element MIMO transmitter sends the same signal over both
antennas, but delayed by one symbol time on antenna 2 (Figure 8.25). This
creates a partial logical orthogonality (i.e., decorrelation) between the two
signals [64].48

A simple repetition code with an offset is a relatively weak orthogonali-
zation function. It is possible to encode the various transmit streams much
more effectively to generate greater logical orthogonality that the receiver can
use to discriminate the different signal components. Pilot sequences and syn-
chronization sequences can be inserted into data streams transmitted simulta-
neously from different antennas, to create additional code structure
supporting greater logical orthogonality49 (Figure 8.26). Another approach
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48. See also Chuang and Sollenberger [38], where they discuss a combination of OFDM
and MIMO ideas: “Simplified transmitter diversity can be achieved by transmitting
the same OFDM symbols on multiple antennas with delayed transmission times”
[38, p. 80].

49. “In general, with N transmit antennas we will have N different synchronization se-
quences ... and N different pilot sequences.... Since signals at the receiver antennas
will be linear superpositions of all transmitted signals, we choose the training se-
quences ... to be orthogonal sequences” [65, p. 1465].



involves the creation of so-called diagonal signals, where there is no cross-
correlation of between signals transmitted from different antennas [59].

The term that has emerged for the coding strategy that is typically used
with multiantenna transmission systems is space–time coding [65, 66]. The
basic approach is to divide the input data stream (i.e., the source data, plus
whatever error correction may be applied) into multiple substreams, often
misleadingly referred to as a serial-to-parallel conversion, each of which is
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fed to a different transmit antenna element. As each substream is mapped to
a given antenna, various signal processing operations can be performed to
further differentiate the transmitted signal components. The spatial format-
ting operations [66] (Figure 8.27) used to differentiate two transmission
components can include the following:

1. Time delay: As noted, a very simple differentiator is used to intro-
duce a delay in the transmission from the second antenna; even if
no other form of orthogonality is employed, two signals may be dis-
criminated on this basis.

2. Frequency offset: The second stream can be transmitted on a differ-
ent carrier (invoking the power of some of the OFDM architecture).

3. Spreading code: The two streams can be modulated with different
orthogonal spreading codes.

4. Orthogonal pilot sequences: The substreams can be tagged with dif-
ferent training sequences.

5. Modulation format: Each stream can be modulated with a differ-
ent symbol waveform [67].

Explicit combination of OFDM [or discrete multitone (DMT)] with the
MIMO channel structure has been described, leading to transmit-
ter–receiver architectures that encompass both space–time trellis coding as
well as FFT/IFFT engines [68]. The motivation is again to simplify the proc-
essing burden at certain stages (especially the time domain), or to shift it to
more tractable portions of the signal processing chain:
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The main disadvantage with space–time ... coding ... is the associated
computational complexity....

Complexity can be reduced by using a coding structure similar to the
discrete multitone (DMT) solution ... [63, p. 361]

The complexity reduction occurs because ISI is eliminated from each
discrete multitone subchannel. [39, p. 856]

The result is appropriately referred to as space–frequency coding,
although it also incorporates space–time code structures:

This new space–frequency coding structure results in a matrix of trans-
mission and reception vector solutions for each discrete Fourier trans-
form (DFT) index ... a space–frequency channel matrix ... [63, p. 361]

Frequency- (and possibly time-) domain interleaving are applied to dis-
tribute consecutive spatial-vector code segments among well-separated
frequency subchannels. Interleaving allows the system to exploit the fre-
quency (and possibly time) diversity of the channel while spatial coding
is a form of spatial diversity. [39, p. 858]

The payoff is a gain in capacity. This is still being mapped out, and the
indications for capacity increases are best seen as preliminary as of this writ-
ing, but they are dramatic. For example, in one simulation, a standard
single-antenna system (that is, one antenna at the transmitter and one at the
receiver) with a particular pulse-shaping and signal structure was able to
achieve 0.72 bps/Hz, and a three-element MIMO system (three transmit
and three receive antennas) yielded 2.03 bps/Hz—a gain of almost three
times without any frequency-domain bandwidth expansion [39, p. 862].

This may be just the beginning.

8.4.3 Space–Time Architectures: Ultimate RF?

Building a spatially spread signal is the basic stepping-stone to the creation
of new multiple access architectures. Though multiple access is beyond the
true scope of this volume, we touch on it here in considering the astonishing
capacity calculations that are being held out by advocates of this new
spreading philosophy. The industry has seen other capacity revolutions
announced, and later discounted, but this may well turn out to be the real
thing.
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The first attempt to organize a comprehensive system architecture
based on spatial spreading principles is the BLAST concept, associated
with Gerard Foschini and his colleagues at Bell Labs [69]. BLAST is
referred to as a layered space–time architecture, in which the data stream is
divided into substreams interlaced by complex coding structures to create
redundancy and inherent signal diversity [70]. In the initial version pro-
posed by Foschini, the code threads were woven in a diagonal fashion
through the space–time matrix. Other, simpler structures have since been
proposed [71].

The structure of the BLAST signal is remarkable. All transmitters in
the system transmit simultaneously and continuously. The signal is spread in
space, but not in frequency—it remains a narrowband signal. Perhaps it is
more appropriate to say that it is a superimposition of many narrowband sig-
nals, but in any case there is no inherent spectral spreading.

Unlike code-division or other spread spectrum multiple access tech-
niques, the total channel bandwidth utilized in a BLAST system is only
a small fraction in excess of the symbol rate [i.e., it is narrowband!] simi-
lar to the excess bandwidth required by a conventional QAM system.
Second, unlike FDMA, each transmitted signal occupies the entire sys-
tem bandwidth. Finally, unlike TDMA, the entire system bandwidth is
used simultaneously by all of the transmitters all of the time. [71]

The system exploits the logic of MIMO spreading:

No explicit orthogonalization of the transmitted signals is imposed by
the transmit structure at all. Instead, the propagation environment
itself, which is assumed to exhibit significant multipath, is exploited
to achieve the signal decorrelation necessary to separate the co-channel
signals. [71]

The gains are phenomenal [57, 72, 73]. Wolniansky et al. [71] report
results from an indoor RF system operating in a standard office environ-
ment, with relatively impoverished multipath (“the delay spread is negligible,
the fading rates are low”), with 8 transmitting antennas and 12 receiving
antennas. Using a simpler version of the BLAST coding, and 16-QAM
modulation, they achieved a raw spectral efficiency of almost 26 bps/Hz.
This is compared to the classical expectation of 1 bps/Hz for binary signal-
ing, and perhaps 4 bps/Hz for 16-level signaling (like 16-QAM). At an SNR
of 34 dB, which is high but achievable, they were able to achieve through-
puts of as much as 40 bps/Hz.
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We believe these spectral efficiencies are unprecedented for the wire-
less channel. It is worthwhile to point out that spectral efficiencies of
these magnitudes are essentially impossible to obtain using ... a single
transmitter ... simply because the required constellation loadings would
be immense. For example, to obtain the equivalent of 32 bits per ... sym-
bol ... using a single transmitter, would require a constellation with 232

or more than a billion points, which seems well outside the realm of
practicality, regardless of SNR [emphasis added]. [71]

Even simple configurations also show “exceedingly large capacities” [72,
p. 313], especially compared to nonspatially spread cases. Foschini and Gans
[72] report that for two-thread systems (that is, with just two transmitting and
two receiving antennas), “the capacity exceeds 7 bits/cycle.” For four-thread
systems, the gain is 19 bps/Hz: “whereas if [there is only one thread] there is
only about 1 bit/cycle” [72, p. 322]. These configurations are certainly within
the realm of current commercial feasibility from a hardware standpoint.

How far can this logic be extended? A 16-thread diagonally coded
BLAST system is reported to show a capacity of 71 bps/Hz [74].

With a 32-thread system—32 transmitting and 32 receiving anten-
nas—the capacity reaches more than 180 bits/symbol [72, p. 324]!

This—if the results hold—may be something approaching the ultimate
RF technology. Consider how far we have come. Physical orthogonality is
completely eliminated. Foschini et al. [74] go so far as to suggest abandoning
the classical reuse-oriented cellular system, even for narrowband signals.50

The signal is spread so aggressively that its information-carrying capacity
expands beyond expectation, and almost (we might say) beyond all reason.
Like the abundant acoustic environment created in a well-designed concert
hall, the RF channel has been amplified, reduplicated, and transformed by
the seemingly simple expedient of adding well-positioned transmitters.
Interference is now so embedded in the structure that we must take pains to
make sure there is enough of it.

The other question that must be addressed, sooner or later, is this:
Where does this leave us, in terms of the critical review of Shannon theory?
The idea of a narrowband signal that—even in theory—could carry billions of
times the information load that anyone thought possible just a few years ago
poses a profound challenge to our understanding of the communications
process.
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50. “Three sectors in a conventional cellular system can be combined to form one ‘edge-
excited’ (inward-facing) cell to enhance capacity” [73, p. 176].



Academic information theorists are struggling to prove that Shannon’s
theory still embraces these results, but that seems hard to swallow. Shan-
non’s simple channel model, the communication engineer’s “coat of arms”
that we started with in Chapter 2, is woefully inadequate to portray this sort
of channel environment. Whatever the notion of capacity meant in Shan-
non’s calculations, it seems that we have blown it apart. As the example of
the billion-point constellation illustrates, it is not even clear that we can con-
tinue to think of signal and noise in the conventional terms. “Regardless of
SNR ...” The phrase rings with the irrelevance of old concepts and fated
paradigms. If we are achieving results that cannot even be properly
expressed in the old terminology, it is a clear enough sign that we are
approaching a new era in the history of the field.
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9
Epilogue:

The Red Queen and the Kitten

“And as for you,” she went on, turning fiercely on the Red Queen ...
She took her off the table as she spoke, and shook her backwards and for-

wards with all her might. The Red Queen made no resistance whatever;
only her face grew very small, and her eyes got large and green: and still, as
Alice went on shaking her, she kept on growing shorter—and fatter—and
softer—and rounder—and—and it really was a kitten, after all.

So Alice hunted among the chessmen on the table till she had found the
Red Queen: then she went down on her knees on the hearthrug, and put
the Kitten and the Queen to look at each other. “Now, Kitty!” she cried,
clapping her hands triumphantly. “You’ve got to confess that that was what
you turned into!” (“But it wouldn’t look at it,” she said, when she was
explaining the thing afterwards to her sister: “it turned away its head, and

453



pretended not to see it: but it looked a little ashamed of itself, so I think it
must have been the Red Queen.”)

—Alice’s Adventures in Wonderland, Lewis Carroll (1832–1898)

If this were a screenplay, we would be writing “Fade to black” at this point.
The dramatic arc is complete. We began with the pre-Shannon framework,
which was all about (or mostly about) transmitter power. We traced the
familiar tenets of the Shannon revolution, and followed the consequences
out through the evolution of complex second-generation wireless architec-
tures in which classical Shannonesque technologies like error coding, com-
pression, modulation, diversity processing, interleaving, and signal shaping
were assayed. We pushed on into the strange new world of post-Shannon
physical-layer techniques, such as the signal-construction strategies
described in the preceding chapter. As we reached the end of the arc, we
found ourselves in a looking-glass world where the traditional engineering
values are reversed. Interference is no longer simply something to be sup-
pressed, but may be intentionally created to strengthen the transmitted sig-
nal. Aggressive spreading of the signal in the time, space, and frequency
domains has been found to be a way of vastly increasing the information-
carrying capacity of a channel.

Above all, we have reached the end of physical orthogonality, it would
seem. The philosophy of keeping different users or different signals sepa-
rated from one another by physical buffers, which had been the overarching
design principle of all wireless communications systems since Marconi and
De Forest, has in the post-Shannon era been turned on its head, refuted,
and replaced with new architectural principles based on eliminating physical
orthogonality of the old sort entirely. Spread spectrum, OFDM, MIMO—all
of these signal structures transcend physical orthogonality, eliminate the
buffers and the guardbands and the reuse patterns, and put their faith in
powerful signal processing to extract the information content of the desired
signal from a composite channel that is fully shared physically with many
other users.

This should be the basis for a satisfying sense of closure. The story of
scientific progress is often told according to this template: At one time, chil-
dren, we really did believe X, but now we know that not-X is really the case.
The world is round and dinosaurs really were warm-blooded. Aren’t we lucky
to live in an enlightened era? Close the book and go to sleep. If we have really
proved that the idea of physically separating different wireless signals was a
wasteful and inefficient strategy, we can see the triumph of nonorthogonal
techniques, like spread spectrum and the rest, as a triumph of truth.
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9.1 Countertrends

But what if the story does not end there, or ends in another way? What if we
find ourselves, like Alice, shaking the Red Queen and suddenly having it
turn back into a kitten?

The chessboard is a world of full-information. Nothing is concealed
from us. The only limit is the amount of processing power at our disposal. It
is a model for the information theoretic paradise. It is a world where soft-
ware triumphs over physics. The Red Queen perhaps may symbolize the
hubris of this vision.

All too often, however, a little shaking from the outside will dissolve
this world into something more complex, organic, unpredictable. A little
interference, representing the intrusion of physical reality, and the software
breaks down. Alice complains that “It’s a very inconvenient habit of kittens
that, whatever you say to them, they always purr. If they would only purr for
‘yes’ and mew for ‘no,’ or any rule of that sort so that one could keep up a
conversation! But how can you talk with a person if they always say the same
thing?” A paradigm of the detection problem, perhaps, in a noisy environ-
ment?1

Whether or not we may safely fade to black at the end of Chapter 8,
there are indications that the story is not finished and that the pendulum
swing may one day reverse back toward “reorthogonalization.” Consider the
following four straws in the backdraft, that come from four articles pub-
lished sequentially in a recent IEEE publication,2 authored by four of the
most distinguished figures in the modern wireless industry, dealing with four
apparently quite separate wireless applications. An interesting pattern will
emerge.

9.1.1 Verdú

First, Sergio Verdú—the father of multiuser detection concepts, and a
champion of the aggressive adoption of signal processing solutions for inter-
ference control—writes in “Wireless Bandwidth in the Making” [1] how for-
tunate we are to live in an era where we can approach closely the Shannon
limits on channel capacity, and proceeds to survey a variety of techniques for
boosting capacity and system performance. He gives the nod to his own
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preferred approach of working to extract the structure of the interference,
rather than treating it as background noise: “By exploiting that structure,
multi-user detection can increase spectral efficiency, receiver sensitivity,
and the number of users the system can sustain” [1, p. 55]. This is familiar
by now.

He touches further on a number of counterintuitive conclusions
regarding the handling of interference, the value of signal spreading, the
immense apparent power of signal structures like OFDM and MIMO.
Verdú seems all for the post-Shannon future—nonorthogonality and signal
spreading. Then he hesitates. He notes briefly that “some CDMA … sys-
tems are starting to move away from the philosophy of simultaneous [empha-
sis added] uncoordinated transmissions” [1, p. 54]. Eventually we reach a
strange caveat, couched in vague language:

However, recent information-theoretic results point out that too much
spreading (or, in general, too many degrees of diversity) may actually
decrease the spectral-efficiency of time-varying channels because of the
need to estimate more and more unknown fading parameters with less
and less energy devoted to each. Under those time-varying conditions, it
is actually preferable to concentrate the energy of the [signal] in a small
region of the time-frequency plane. [1, p. 57]

What is he saying here?
We have spent several chapters now building to the logical climax that

signal spreading is beneficial, and the more diversity we can implement, the
better. Verdú seems to say that there are limits to this swing of the pendu-
lum, too. What are those limits? He hints at the answer: processing
cost—“the need to estimate more and more unknown parameters.” The
implication is that this cost grows faster than the benefit. The term
information-theoretic hints further at the fact that this cost is not just to be
measured in the quantity pricing for the latest digital signal processors.
There is something fundamental about this exponentially expanding cost of
computation associated with acquiring the side information to process the
expanding signal.

It calls to mind the ultimate undoing of Maxwell’s demon. We remem-
ber that Maxwell invented his demon as a way of poking at a soft spot in
theories about the second law of thermodynamics, and the principle that
entropy (disorder) in physical systems always tends to increase. Maxwell’s
demon was a creature of atomic proportions, sitting at a tiny gate or valve
connecting two containers filled with gas. The demon watched as individual
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molecules of the gas approached his gate. If the molecule was traveling fast,
the demon opened the gate to let it through to the other container. If the
molecule was moving slowly, the demon kept the gate closed. Over time,
Maxwell suggested, one container would accumulate the hotter, faster mov-
ing molecules. A temperature differential would build up, and this—by the
principles of conventional thermodynamics—could drive an engine and per-
form work. The demon also poses a philosophical problem, by apparently
reversing the flow of entropy, and violating the second law.

The conundrum was long-lived. Maxwell conjured his demon in 1872.
Well into the twentieth century, some prominent scientists were troubled by
the possibility that the demon might be a disproof of the second law. The
solution to this puzzle was finally proposed in the 1950s, when it was
observed that the demon is actually an information processing device. It
costs him energy to acquire the knowledge he needs to separate fast-moving
from slow-moving molecules. This processing cost absorbs and offsets the
hypothetical benefits in thermodynamic terms and work potential.

We have used Maxwell’s demon as an inspiration for the creation of an
interference demon, described in Chapter 4. Our demon would reside some-
where near the front end of a radio receiver, and he would be able to detect
whether a given “molecule” of signal energy arriving at his gateway belonged
to the desired signal or to an interfering signal. The multiuser detector
described by Verdú in his work is a first approximation of this demon, but per-
haps the implication of the fate of his predecessor, along with the
“information-theoretic results” referenced by Verdú, is that the interference
demon is also incapable of keeping ahead of his game. As the number of sig-
nal dimensions (or degrees of diversity) increases, the demon’s operating costs
become too great. At some point, it becomes simpler to fall back to the old
fashioned strategy of creating a much more narrowly targeted signal—“con-
centrating the energy … in a small region of the time-frequency plane.”

9.1.2 Abramson

The next article comes from Norman Abramson, who is known as the father
of the ALOHA multiple access scheme, which was developed under his
leadership by a team at the University of Hawaii in the 1960s, and imple-
mented in the first modern data network called ALOHANET, operating at
9,600 bps throughout the state of Hawaii—the first packet radio system to
be commercially deployed.

The ALOHA access scheme was a fundamental breakthrough in sys-
tems architecture, with significance far beyond that first application. The
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essence of the ALOHA idea is that different dispersed users (i.e., mobile
units, in a cellular application) listen to the channel and if it is unoccupied,
they transmit in bursts or packets. If two users happen to transmit at the
same time, this overlap is detected by one of several means and the transmit-
ters know that they have to retransmit the lost packets. An algorithm to con-
trol the retransmission attempts so as to minimize the likelihood of repeated
mutual interference is applied. The system is simple, does not require cen-
tral coordination, and can support reasonable throughput as long as the load-
ing is not too great. There is no setup overhead to create a circuit between
the two nodes. It is especially well suited for short messages. ALOHA think-
ing underlies many of the connectionless communications architectures in
wide use today, including the Ethernet protocol family, and will be an
important topic in the next volume of this work.

In the article, Abramson tackles the problems of “Internet Access
Using VSATs” [2] (i.e., very small aperture satellite terminals) and issues
associated with adapting access and transmission protocols to operate over
delay-constrained satellite channels. Again, as Verdú did, Abramson ranges
over a lot of ground with a fairly focused interest in boosting the capacity or
bit rate of the VSAT channel. He presents and evaluates a number of multi-
ple access architectures, assesses their strengths and weaknesses, paying
particular attention to CDMA with direct sequence spreading as a signal
architecture and multiple access technique. He finds that CDMA is ham-
pered by the requirement to mingle and manage many different spreading
codes, one for each active user, in the same physical channel, which intro-
duces considerable complexity. So, instead of having multiple spreading
codes coexisting simultaneously, in superimposition, Abramson proposes a
new access scheme, which he calls spread ALOHA multiple access (SAMA).
As he describes it:

In CDMA networks discussed earlier, the use of code division
presents a problem in the design of a family of spreading codes for
spread spectrum operation.... The problem is solved by choosing the
spreading codes at random. In a SAMA network, however, it is not nec-
essary to find a family of spreading codes with a separate code for each
transmitter. It is only necessary to find a single spreading code to be
shared by all users....

SAMA can be viewed as a version of CDMA which uses a com-
mon code for all remote transmitters in the multiple access channel. In
a SAMA channel, different users are separated by a random timing mecha-
nism, as in a conventional ALOHA channel, rather than by different codes
[emphasis added]. [2, p. 67]
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Let us be clear about what this is. SAMA is a reorthogonalization of
CDMA. It preserves the spread spectrum structure of the physical signal,
but it no longer uses a unique direct-sequence spreading code for each user
and does not therefore discriminate users on the basis of that code (i.e., it is
hardly “a version of CDMA”). Instead, the users are discriminated in time
(“a random timing mechanism”) and if they overlap, there is a retransmission
(“as in a conventional ALOHA channel”).

This is not to imply that SAMA is not an attractive architecture. It does
take advantage of signal spreading to achieve significant processing gains (an
additional 14 dB), and as Abramson points out it leads to a much simpler
transmitter structure than a multichannel narrowband system occupying the
same overall bandwidth. He claims that it achieves an advantage of 5–7 dB
over standard CDMA in the SIR (multiuser interference) for the same
number of users (Figure 9.1).

This result means that in the important mutual interference-limited
case, a SAMA channel can accommodate five times as many users as
the equivalent CDMA channel. [2, p. 68]
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This is a big number, given that CDMA is promoted on the basis of its
alleged higher capacity compared to orthogonal systems. Abramson’s results,
apparently from simulations, would show that the orthogonal version of a
direct-sequence spread spectrum signal significantly outperforms the nonor-
thogonal version, at least in the VSAT application. Is the Red Queen
morphing back into the kitten here?

9.1.3 Viterbi et al.

The next in sequence is an article [3] by six Qualcomm authors, including
Andrew Viterbi, the originator of the Viterbi decoding algorithm now in wide
use, a cofounder of Qualcomm, and another father figure for the CDMA
community. This article is a well-reasoned presentation of the rationale and
architecture for Qualcomm’s data-only air interface specification. This spec
is intended to be fully compatible with existing IS-95 CDMA hardware and
software, and is referred to here as high-data-rate CDMA, or HDR [3].

Once again, the presenting problem to solve is how to increase capac-
ity, or data speed, to support new 3G-type data services. The article reviews
the shortcomings of the current voice-oriented CDMA protocol from an
unusually candid perspective.3 The various sources of lost capacity are high-
lighted and solutions assessed. However, one problem remains intractable:
the mutual interference from base stations sharing the same physical
downlink.

Interference on the reverse link enjoys the advantage of the law of large
numbers, whereby the cumulative interference from multiple low-
power transmitters tends to be statistically stable. The forward link, on
the other hand, suffers interference from a small number of other high-
power base stations. This becomes particularly serious at the vertices of
the (imaginary) cellular hexagon ... [3, p. 71]

The solution proposed by Viterbi et al. is ... to restore physical
orthogonality.

With a dedicated RF carrier, the HDR downlink takes on a different
form than that of the IS-95 designs. [As shown in Figure 9.2] The
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downlink packet transmissions are time-multiplexed and transmitted at
the full power available.... Furthermore, when users’ queues are empty,
the only transmissions ... are short pilot bursts and periodic transmis-
sions of control information, effectively eliminating interference from
idling sectors [emphasis added]. [3, p. 73]

Let us be clear about what this means. There is no more code division
here, as such. Different users no longer share the same spectrum simultane-
ously on the downlink. They are allocated to different time slots. The phi-
losophy of interference averaging has been abandoned. Each mobile unit
directs the base station to transmit from only one sector at any given time.
Idle sectors are turned off.

In short, this new and improved form of CDMA (if we may still use
“CDMA” as sort of a brand name) is no longer a true CDMA system. In fact,
it is a true TDMA system. Physical orthogonality has been restored.

9.1.4 Chuang and Sollenberger

The last article, “Beyond 3G ... ” is contributed by the Wireless System
Research Group at Bell Labs, headed by Nelson Sollenberger [4]. In this
article, Chuang and Sollenberger plump for the merits of OFDM (among
other things) as a way to again increase capacity and user data rates. Specifi-
cally, they promote a system design they call wideband OFDM, which they
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rationalize as somehow simpler than, for example, “using multiple transmit
antennas.”4 They suggest that OFDM “promises to overcome ... challenging
implementation issues” associated with various other techniques like
dynamic channel assignment.

Chuang and Sollenberger do develop an interesting observation, how-
ever, regarding the general approach to interference mitigation. Following
work by Pottie [5], they characterize two alternative strategies: interference
averaging, and interference avoidance. Dynamic channel allocation—in
which channel assignment reflects the immediate interference loads within
the system—is an example of an avoidance strategy. Classical direct-
sequence CDMA is a good example of an averaging strategy.

I am not sure this is an exhaustive classification. It seems to me that
there is a third, even more interesting strategy that involves the active crea-
tion of interference, or the manipulation of found interference for signal
processing ends. Nevertheless, the rough dichotomy between averaging
strategies (which would include most applications of diversity, interleaving,
and many coding schemes) and avoidance strategies (including many of the
adaptive techniques we have discussed in the last few chapters that modify
the signal or the receiver parameters based on specific characteristics of the
channel at a particular instant) is conceptually useful. For example, it cap-
tures the distinction between OFDM (fundamentally an avoidance tech-
nique) and DS/SS (an averaging technique), which we discussed at the end
of Chapter 8. Moreover, it defines a watershed in performance: “Interfer-
ence avoidance techniques can outperform interference averaging tech-
niques by a factor of 2–3 in spectrum efficiency” [4, p. 81]. This makes
sense. If there is a way to keep interference out of the signal, it stands to rea-
son that this should give better results than any countermeasures applied
after the interference has crept in. In purely information theoretic terms, it
may be possible to prove that structured interference can be perfectly diag-
nosed and subtracted, in principle. Implementation is always imperfect, and
one way to restate the assertion just quoted is to say that averaging solutions
usually involve a 3- to 6-dB implementation loss. Better by far if we can
avoid contaminating the signal in the first place, it would seem.
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9.2 Predictions

In the wireless industry today, we are in the high-momentum phase of a pen-
dulum swing toward the abandonment of physical buffers between signals,
and the use of coding and other signal processing devices to create new
kinds of orthogonality that do not rely on gross physical differentiators like
time and frequency. Along with this, we find a similar momentum toward
the use of highly spread signals, capable of carrying much larger amounts of
information than the traditional narrowband signals that have been the
mainstay of wireless communications for 50 years or more.

The four articles we have just reviewed indicate, I think, that the ques-
tion is not as settled as it might seem. The pendulum is tuned by friction, so
to speak. Technology trends usually begin with simulations and laboratory
results or controlled field results that suggest bold new targets for system
performance. In practical implementation, many factors (“friction”) inter-
vene to cause us to fall short of those targets. The history of claims for capac-
ity increases surrounding the introduction of CDMA for cellular
communications—the first post-Shannon system to achieve commercial
acceptance—is instructive.5 The tuning point, the momentum, and even the
direction of wireless technology research are likely to be reset again in the
future as new implementation bottlenecks emerge. These may set limits that
block the achievement of more idealized targets suggested by some of the
new architectures.

For example, it is my guess that when all is said and done it will be too
difficult to build the interference demon, even in the somewhat limited form
envisioned by the optimistic proponents of multiuser detection techniques. I
think multiuser detection will be used to attack much more limited targets,
such as eliminating the single strongest interferer, and the complexity of
implementation may limit it to uplink applications (where it can be installed
at the base station).

Second, I would predict that, in general, unplanned interference—that
is, interference from sources external to the system—is going to set some
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unfortunate constraints on what some of the new architectures can achieve.
Some of the new systems being discussed in the literature these days strike
me as conceptually overoptimized. They are like advanced jet engines that
work wonderfully until they swallow an errant goose and explode. OFDM-
type architectures have been made to work in the stable transmission envi-
ronment of copper wire, although the complexity is significant and xDSL is
still in the early phases of commercial rollout. I personally doubt that some
of the more ambitious OFDM architectures can be made to work easily in
the challenging mobile channel. It may take longer than some expect.

Third, I would forecast a general reevaluation of the benefits and easy
gains to be had from reintroducing some degree of physical orthogonality
(separating signals more in space, time, and frequency) into the nonorthogo-
nal architectures that currently predominate. In some cases, the restoration
of a modicum of physical orthogonality is simple and may not even be recog-
nized as such. For example, the move to more fully synchronized CDMA sys-
tems is an easy way to restore some important physical orthogonality
(analogous to the use of slotted ALOHA,6 which has twice the capacity of
unslotted ALOHA). Indeed, almost anywhere that we find the word synchro-
nization in a discussion of a wireless system architecture, we can be sure
that physical orthogonality in the time domain is being strengthened.

Whether this mini-trend to reorthogonalization might even reverse the
current intellectual polarity of the field, as is suggested by the HDR archi-
tecture outlined in the Qualcomm article, will bear watching. Personally, I
think that spread signals are here to stay. Wideband signals in the frequency
domain will support high-rate data more readily than bundling many nar-
rowband signals, and without duplication of expensive transmitter and
receiver hardware. There is no inherent or necessary link between spreading
the signal and the use of nonorthogonal multiple access architectures like
CDMA.

As shown by both the Abramson article and the Qualcomm article, it is
perfectly possible to use a direct-sequence spread spectrum signal without
mixing users in the same spectrum simultaneously. I suspect that
orthogonality will remain one of the tools in the toolkit for wireless engineers
and system architects. As satisfying as it would seem for the storyline to end
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with the full triumph of software over physics, the real world continues to
intrude on our dreams of managing the airwaves with chess-like precision.

9.3 Whither Shannon?

Throughout this book, we have plucked from time to time at the thread of a
profound argument—too profound to pursue in depth in a work of this kind.
The question is whether Shannon theory is truly adequate for all conceivable
sorts of communications systems. Does it establish immutable “laws” and
impassable “limits” (as it is often claimed), or is it more like a vigorous first
approximation? Something like Newtonian physics that holds true for the
simpler cases but which we now recognize is inadequate for many others? If
so, may not the laws and limits we propound today be subject to revision
tomorrow?

The field of information theory is strongly resistant to any such critique
of Shannon theory. A great deal of energy is devoted in the academic litera-
ture to providing reassurances that indeed Shannon theory is fully compati-
ble with, and has even anticipated, each startling new development. I have
never really seen any sort of critical treatment of the theory, although it is
certainly wide open to the charge that on certain important points it is sim-
ply wrong7 and on others far too simplistic.8 The simple model of the commu-
nications process that we started with calls to mind the famous two-body
problem (e.g., the motions of the Earth and the Moon, viewed as a closed
system), which Newton’s theory of gravity was able to explain. Right behind
that, of course, is the three-body problem, which is intractable. In informa-
tion theory, pretty much anything beyond the Gaussian single-user channel
is also intractable.

My real view is perhaps less friendly than the Newtonian analogy
would suggest. I am inclined to see Shannon theory as a gigantic “what-if”
proposition. What if we could assume for a moment that the communica-
tions process involves a single user, transmitting digital symbols only, in a
well-defined channel, with a background of stable, structureless noise as the
only problem to contend with? What if all communications problems could
be reduced to the model of the telegraph signal?
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It may be objected that Shannon dealt with situations where the noise
was not white, Gaussian, or so on (his water-pouring analogy cited in Chap-
ter 8 as an ur-insight behind OFDM). He also tried to address analog signals
through the expedient of the rate distortion concept. He also dis-
cussed—and certainly later authors have also discussed—the case of two or
more users sharing the channel.

The epilogue of one book is not the place to initiate another, but let us
up take the last counterexample, briefly. Yes, indeed, information theory has
examined the case where two users share the same channel, even in a fully
nonorthogonal manner (like CDMA). What is the capacity of that channel,
in information theoretic terms? We are told that it is exactly the same as the
capacity for a single user! By now, the conceptual basis of this argument
should actually be quite clear to us, and per se unobjectionable. The two sig-
nals each have structure, and if the receiver can decode one, it can decode
the other, and by simply decoding both and subtracting the interfering infor-
mation from the mix, the receiver can yield up the desired signal regardless of
the interference [7].

However, although we can understand the logic, we must admit that in
any practical sense the result is absurd. It is absurd to say that interference
has, even in principle, no impact on capacity. It is like saying that if we could
only communicate with each other in a perfect vacuum, or inside the center
of a black hole, we would enjoy perfect communications no matter how
much interference. The Shannon theory pretends to be a theory of commu-
nications in our world, and not in some looking-glass world. Yet this result
would suggest that the number of users who may share a CDMA channel is
infinite, because multiple users have no effect on capacity. The artificiality
of the concept of capacity is one of the weak links in the intellectual
architecture.

Interference, as an issue, may be the clue. The Shannon theory has
trouble in general accounting for interference effects, in my opinion. It
reduces external degradations to two idealized cases, based on predictability
of the interfering signal. In the case where the interfering signal is com-
pletely unpredictable, random, and structureless, we call it noise. Because
by definition we cannot anticipate the effects of noise, we are forced to
retain it inside the communications process. This is why many people refer
to noise as the worst form of interference, because by definition it cannot be
removed from the received signal no matter how much processing power we
employ. The other idealized case is what Shannon in his papers called distor-
tion. Distortion is produced by a deterministic process, and if we can dis-
cover the rules governing this process, we can reverse them and completely
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eliminate the distortion. In the idealized world of the Red Queen and her
software, we can simply assume the availability of infinite processing power,
in which case any source of interference that has structure can be predicted,
can be analyzed and subtracted from the received signal, and thus can be
considered to carry no weight in the information theoretic calculations of
channel capacity whatsoever.

That these two idealized positions are inadequate for characterizing
the domain of interest is suggested by the repeated observation of how inter-
ference may play a more positive role in the construction of a signal and the
creation of an effective communications process. Whether it is the improve-
ment realized by adding noise to a signal (e.g., dithering), or the purposeful
introduction of interference between previously discretized signal elements
(e.g., partial response modulation), or the strange positive uses of multipath
to enhance system performance that we have touched on in Chapters 7 and
8 in particular, it seems clear that there must be other options than either
tolerating or eliminating interference in the communications process.

The critique I would offer is even more fundamental. The “what if” of
information theory is really the same “what if” that underlies mathematical
thinking itself, or at least those parts of mathematics that are derived from
arithmetic. It is the “what if” that results from the assumption that the
domain of interest (whether mathematical objects like sets or magnitudes, or
information theoretic objects like signal elements) can be quantized. For it is
indeed clear, even from Shannon’s first papers, that without quantization
there is no ability to speak about information. A purely analog signal has infi-
nite information, cannot be reproduced by any finite process, and must be
quantized in order to be brought under the theory.

Quantization is in turn related to the fundamental notions of tradi-
tional logic, such as the excluded middle (the idea that any proposition must
be either true or not true, with no third option like “sort of true” or “true-
and-not-true”). It is related to the fundamental concept of linearity and non-
linearity. It is related very much to the problems of language that are the
foundation of analytic philosophy. Finally, we may say that we can view
quantization as one of the portals by which we can enter the ancient intel-
lectual realm of the mind-world problem, which has to do with how the
mind creates and manipulates information out of the smeared, overlapping,
continuously shifting phenomena that the world presents to us.

Here we must leave this thread, except for one final pluck. As I have
delved into the foundations of information theory, drawn in by the strange
results that are increasingly being turned up by researchers in the wireless
field and other fields, I am struck by the idea that information theory—its
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results, its problems, its puzzles—may have value for shedding light on some
of these older and presumptively more fundamental problems of science and
philosophy. To cite but one example, I find it fascinating that even quantiza-
tion, the translation of an analog signal into 1’s and 0’s, does not entirely
remove the underlying “analogness” of that signal. As we have seen in Chap-
ter 7, one of the more active areas in source coding (especially for images)
involves deciding how to allow some of the analog redundancy to leak
through the quantization scheme. This notion, if translated back to some of
the older versions of the quantization problem (such as classical logic),
would point to some potentially interesting lines of thought. What if the
world can somehow sneak through the grid of logic and assert something of
its prelogical, prequantized nature? Perhaps it may shed light on how we
should view the many conundrums that seem to erupt relentlessly from all
closed logical systems, troubling logicians and philosophers for centuries,
from the Cretan Liar, to Russell’s paradox, to Gödel’s theorems. Perhaps as
well it would help us to understand the counterintuitive phenomena of
quantum physics, which elude the principles of conventional logic.

In any case, it is clear that Shannon’s revolution deserves its luster in
the history of science. It would be hard to find another work in that entire
history that contains as many fertile insights, as compactly argued, in a form
that is fundamentally accessible even to a prepared layman. The great works
of Newton, Boltzmann, Maxwell, and Einstein all require extensive interpre-
tation in order to be digested by nonspecialists. Very few of us read them in
the original. That is not true of Shannon, which I suspect every engineering
student reads at some point in his or her career. Shannon’s contributions are
still remarkable for their clarity and transparency, and their honesty. Indeed,
most of the points of the critique we have sketched here are clearly pre-
sented, anticipated, and acknowledged in Shannon’s work itself.

But precisely because of the inherent honesty of his presentation, I
doubt that Shannon himself would have argued for the assumption of com-
pleteness that is often made on his behalf nowadays. I think he would not be
surprised at the idea that nearly 60 years after he laid the conceptual founda-
tions for a decisive right turn in the thinking about communications
processes, there might be enough new information by now to warrant a few
course corrections.
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sequence of digital stages, 144
threshold detection, 145

Pulse shaping, 269–71
advanced, 270
exploitation, 269
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Nyquist, 269
QAM with, 271

Quadrature amplitude modulation
(QAM), 74–75

16-QAM, 293
with pulse shaping, 271
signal space, 76

Quadrature phase shift keying
(QPSK), 74

fall back mode, 132
offset, 272
power spectral density of, 273, 277
ratio, 131
sidelobe energy, 277
signal space, 75
spectral shaping versions, 274

Quadrature pulse overlapping
modulation (QPOM)

defined, 269
normalized power spectral density

of, 270
Quality

capacity tradeoff, 81
of service, 17

Quantization, 146, 147–53, 467
adaptive, 259–60
artifacts, 174
by-products, 300–301
correlative, 256–65
defined, 144
design of, 232
information lost during, 156
nonuniform, 255
procedures, 157
scalar, 260
vector (VQ), 260–65

Quantization noise, 157–58
additive, 157
as artifact, 157
defined, 157

Quaternary signal dimensions, 79–81
Quiet interregnum (1940-1990), 4–7

Radiocamera technology, 318–19
Radio Corporation of America

(RCA), 4

Radio(s), 1–2
broadcast, 3
cellular, 6–7
compact receivers, 3
digital revolution, 7–10
FM, 9
in quiet interregnum period, 5–6
in telecommunications, 5
trust, 4

RAKE receivers, 399
architectures, 351–55
as combining strategy, 342, 351
decorrelating, 354
defined, 342
design, 352
extension, 354
fingers, 351–52, 355
G-RAKE, 356
multidimensional, 361–62
original implementation, 352
performance, 356
principle, 354
space-time, 363
structure, 353
time-frequency, 401
T-RAKE, 357
two-dimensional, 362
two-dimensional vs. one

dimensional performance,
364

for wideband transmission, 343
Rate distortion measure, 253
Rayleigh fading, 214–16

defined, 214
pattern, 215
rapid, 215–16

Received signals, 300
Receivers

active, 308, 389
arrays and, 360
CDMA, 407
detection decision reliability, 300
multidimensional architectures, 360
multiple, 392

Reconstructor, 313
Red Queen and the Kitten, 453–54
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Redundancy, 314, 315
adding, 113, 160
compressing, 113
concealment, 315
construction, 159–63
eliminating, 113
in human hearing, 381
residual, 310–12

Reed-Solomon codes, 182–83
block codes vs. convolutional codes,

198
codeword generation, 193
distance properties, 193
first use of, 187–89
illustrated, 193
multibit symbols, 193
multi-error-correcting, 187
parallel decoding scheme, 211
popularity, 192
soft decision implementation on,

196–97
Regeneration, 145
Reliability assessment, 308–10
Repeaters, 53
Residual redundancy, 310–12

defined, 310
use of, 312

Resynchronizing variable-length codes,
305

Reversible variable-length codes, 305
RF shaping, 272–81

bandwidth-efficient modulation,
272–76

linearized, 276–81
See also Signal shaping techniques

Run-length coding, 245–46
gains, 246
use of, 245

Sampling
defined, 144
multiple, 350
rate, 144

Scalar quantization, 260
S-dimension, 84–85
Self-information, 248
Self-interference, 69–71

defined, 69
fading, 70, 71
multipath-induced, 120, 316
signal structure and, 71

S-equalization, 348
Set partitioning, 205
Seven-layer communications model, 81
Shannon, Claude Elwood, 26–30, 51

The Article, 24–25, 29
Bell Labs work, 29
biographies, 30
Boolean algebra and, 27
“Communication in the Presence of

Noise,” 61, 167
contributions, 468
crucial assumption, 36
crucial work, 27
genetics and, 27–28
ideas, 25, 41
proof of coding theorem, 29
revolution, 468
works, readability, 25

Shannon limit, 23, 25
approaching, 23, 213
“as speed of light,” 25

Shannon model, 25–26, 51
“general communications system,”

35
illustrated, 36

Shannon theory, 31–43
adequate for communications

systems, 465
application of, 42
bandwidth expansion idea, 41
capacity problem, 52
channel coding, 37–38
critique, 465
discrete source concept, 37
distortion, 466–67
error control, 37–38
as immediate sensation, 41–42
impact, 41
importance of noise, 35–36
as intellectual curiosity, 42
limit for codes, 213
power/bandwidth tradeoff, 40
pristine character of, 43
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quantization of analog sources,
38–39

relevance and scope of, 37
source compression, 37
split channel, 420
telegraph speed, 31
as “what-if” proposition, 465
world view, 35

Shaping
baseband, 114, 267–72
compression and, 231–36
external, 234
F-shaping strategies, 234
inherent, 234
Nyquist pulses, 269
pulses, 269–71
RF, 272–81
spatial, 281
spectrum, 115
S-shaping strategies, 234
strategies, 234, 235
T-shaping strategies, 234

Side information, 199–201
defined, 199
expanded, 200

Signal averaging, 127–28
Signal expansion strategies, 377–446
Signal hardening techniques, 100–111,

139–226
categories, 139–40
coding, 139, 140–213
convolutional, 108–11, 140, 223–26
defined, 100, 139
diversity, 102–8, 139, 213–23
error correction, 101–2

Signal recovery techniques, 115–18,
299–366

array processing, 355–60
categorizing, 340
codeless error detection, 310–12
defined, 100
equalization, 116
erasure strategies, 308–10
error concealment, 312
error correction, 115
logical-level, 303–15
multidimensional, 360–62

multipath combining, 117–18
one-dimensional, 342–55
spatial, 355–60
spatially selective receivers, 118
transfer function, 315–42

Signals
amplitude, 73–76
angle, 73
combining, 341
convolutional, 223–26
as dependent variables, 320
diagonal, 441
expansion, 163–66
foreign, 301
highly spread, 463
as independent variables, 320
as information-bearing structure, 49
layered, 81–82
multiple sampling of, 350
narrowband, 445
noise-like, 127–28
orthogonal, 72
pilot, 78, 201–2
polarity, 62
primary dimensions, 82
processing gain, 397
quaternary dimensions, 79–81, 82
received, 300
secondary dimensions, 73–76, 82
smooth, 312–13
spilling over into each other, 67
spread spectrum, 395
tertiary dimensions, 77–79, 82
transmitted, 300
unspread, 394
wireless, 77–78

Signal shaping techniques, 111–15,
231–94

adaptive link, 284–94
baseband, 114, 267–72
beam forming, 115
compression, 113–14
defined, 100, 112
external, 234
inherent, 234
RF, 272–81
smart antenna, 281–84
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spectrum, 115

Signal space, 62
for QAM, 76
for QPSK, 75

Signal spreading, 120–23
examples, 121
two-dimensional, 402

Signal-to-noise ratio (SNR)
BER performance vs., 161
negative, 396
target, 426
of wireline link, 141

Signature(s), 326–42
defined, 330
Doppler, 330
frequency-domain, 331
multipath, 319
space-domain, 331
space-time, 333
time-domain, 331
time-frequency, 332, 334–35
two-dimensional, 332

Single-input/single-output (SISO)
channels, 437

Single-user detector, 363
S-interference, 67, 68, 84
Slope overload, 258
Smart antennas, 115

antenna array basis, 358
technologies, 281–84
transmitter use, 283

Smoothing, 313
Soft decisions, 165

attraction, 197
benefits, 196
decoding, 181, 196
defined, 196
hard decisions vs., 196
hard performance gains, 182
implementing, on Reed-Solomon

codes, 197
techniques, 194–99

Soft handoff, 405
Sollenberger, Nelson, 461–62
S-orthogonality, 95–98

cost, 96

nominal cost, 97–98
Source coding, 173

channel coding interdependence,
187

post-Shannon strategies, 241–67
specialization, 241
See also Channel coding; Coding

Source modeling, 265–67
Space diversity, 103–4, 222–23

defined, 103
gains from, 108
implementation, 341
two-branch, 104
See also Diversity

Space-domain signature, 331
Space-time architectures, 443–46
Space-time coding, 441
Space-time Fourier transform (STFT),

361
Space-time frequency model, 63
Space-time RAKE, 363
Spark

telegraphy, 112
transmitter, 2

Spatial equalization, 349
Spatial formatting, 442
Spatially selective receivers, 118
Spatial recovery techniques, 355–60
Spatial shaping, 281
Spatial spreading, 435–46
Spectrum shaping, 115
Split-band channel, 416–18
Spread ALOHA multiple access

(SAMA), 458–59
channel, 458
defined, 458
as reorthogonalization of CDMA,

459
Spreading code, 398

defined, 442
structure, 403

Spread spectrum, 122
direct-sequence, 393–406, 428
PCM as practical form of, 396
processing gains, 397
signals, 395

S-shaping strategies, 234
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Sub-bands
adaptive definition of, 422–24
benefits, 419
creating, 418
ISI distortions in, 421–22
noise level, 419
optimizing signals in, 418–21
receiver-centric applications,

421–22
Successive cancellation, 366
Synchronization, 91–92

sequences, 77, 440
in TDMA systems, 92

Synchronizing codewords, 304
Systematic codes, 175

TCP/IP, 53, 55, 292
T-dimension, 85–86
Telecommunications, 5–6, 51
Telegraph speed, 31
T-equalization, 348
Tertiary signal dimensions, 77–79
Test signals. See Pilot signals
Three-dimensional communications

space, 62, 63
Thresholds

creation, 154
detection, 145
effects, 153–59
introduction of, 154
value, 155

Time alignment, 289–91
adjustments, 290–91
algorithm, 291
guardbands, 289–91
monitoring, 290

Time delay, 442
Time diversity, 221–22
Time-division duplex architecture, 283
Time-division multiple access

(TDMA), 8, 85–86
CDMA vs., 122–23
popularity, 9
second-generation channels, 92
signal buffering, 92
slow frequency-hopping, 220
standard (IS-54), 91

synchronization, 9
synchronization overhead, 92

Time-domain equalization (TEQ), 422
Time-domain expansion, 326
Time-domain signature, 331
Time-frequency plane, 433
Time-frequency signature, 332,

334–35
Time-of-arrival (TOA), 318, 326
T-interference, 67–68, 267

cancellation of, 116–18
defined, 67
intractable form of, 68
See also Interference

T-orthogonality, 90–92
Traffic measurement, 20
Training sequences, 78, 344
Transfer function, 315–42

blind acquisition, 321–22
defined, 320–21
head-related (HRTF), 382–84
as natural encoding process, 336
tailoring OFDM signal to fit,

415–28
transmitter-assisted acquisition, 321
See also Signal recovery techniques

Transmission
analog, 232
digital, 232

Transmitted signals, 300
Transmitter-assisted acquisition, 321
Transmitters

diversity, 379, 436
MIMO, 440
multiple, 392
smart antennas, 283
spark, 2

Trellis coding, 202–6
T-shaping strategies, 234
Tukey, John W., 409
Turbo coding, 210–13

architectures performance, 212
defined, 210
illustrated, 211

Two-detector receiver, 200
Two-dimensional signatures, 332
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Variable-length codewords (VLCs),
304

Variable rate coding, 247
Vector quantization (VQ), 260–65

codebooks, 264–65
code space, 262
concept, 263
defined, 261
height-weight, 263
as lossless compression technique,

262
pattern matching, 264
popularity, 262
See also Quantization

Verdú, Sergio, 455–57
Visual map, 388
Viterbi, Andrew, 460–61
Viterbi algorithm, 204, 225
Viterbi decoders, 183
Voice activity compression, 246–47

Water-pouring principle, 418
Wavelet analysis, 432
Weyl, Hermann, 28–29
White noise, 126

defined, 50
Gaussian, 66
See also Noise

Wideband CDMA (WCDMA), 366,
378

Wideband OFDM, 461–62
Wireless architectures

convolved, 118–35
first-generation, 83–84
pre-Shannon, 89
quasi-post Shannon, 378
second-generation, 85–86

“Wireless Bandwidth in the Making,”
455

Wireless channels
nonclonable, 55–59
nonengineerable, 48–55
nonoverlapping spacing in, 412
TCP/IP and, 55

Wireless signals, 77–78
Wireless systems

commercial, 357
design constraints, 47–61
interference, 47, 48, 59–61
nonclonable wireless channel,

55–59
nonengineerable wireless channel,

48–55
Wireline channels, 52, 53

dedicated, 56
defined, 52

Zero-crossing waveform, 267
Ziv-Lempel algorithms, 251
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